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Abstract 
 

Quality control of textile fabrics is a crucial problem for textile Industries. The inspection of 

fabric is done manually by experts which is a hectic and eye straining procedure. The conveyor 

belt of fabric machine is around 3m wide and moves with a speed of around 25 to 200 m/min. 

Humans cannot detect more than 60% defects and there is chance of error even at the speed of 

25m/min. Therefore, an automated Intelligent system is required efficient both in terms of 

precision and speed, for Inspection of fabrics. The system must have both high accuracy and good 

frame rate. Current systems have either high Accuracy or high FPS (less processing time) since 

there is a trade-off between both. Machine Learning is computationally and economically very 

expensive to detect and mark faults on the images. Several existing vison-based systems are also 

either specific to certain type of defects or dependent on color of fabric, such systems have either 

low accuracy or low FPS, hence yielding poor results or very expensive for small companies. 

 

We have designed a very simple yet very fast system with trivial pixel processing algorithm, 

which is optimized, is far more accurate than trivially running systems and inexpensive approach 

towards the resolution of such problems. Through our image acquisition system, we have 

acquired very High Definition Images and have processed them by our implemented system at 

very high frame rate on trivial personal computers. The approach works on all colors and for all 

types of defects with the same accuracy, gives coordinates of the fault to the robotic arm which 

marks the faults/cuts the defective area/raises alarm etc. A data set of 107000 images is used 

having dimensions of 1920x1080. Experiments yielded the results of over 93% on images and up 

to 100 % on video.   

 

 

Key Words: Fabric Defect Detection, Pixel Processing, Textile Industry, Computer Vision, Textile 

Inspection System, Image Processing 
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CHAPTER 1: INTRODUCTION 
 

With the up rise in Image processing and machine vision, many manual processes are 

automated. A large number of products are made from textile including clothes, wipes, bags, 

furniture and many other transportation and household items. So, the presence of defects in that 

fabric manufactured in textile industries causes the companies huge losses, if those defective 

pieces are not removed. There is a lot of competition and they must keep the quality under check 

at all times. According to A. Kumar the prices of fabrics are reduced up to 45% - 65% due to 

presence of these defects. [1] The quality assurance department of textile companies need to 

keep the quality under control and remove the defected areas in the bolts of fabrics. The 

detection and removal are usually done at the last stage of fabric production. For the inspection 

of fabric, manual procedure is followed, where human experts check for the defective area and 

mark it. This a hectic and an eye straining procedure which results in some defects being skipped 

and not marked. According to Che-Seung Cho, even in best cases the inspectors cannot detect 

more than 60% of the defects. Also, humans cannot deal with fabric moving faster than 30 

meter/minute or wider than 2 meters. [2] Therefore, the implementation of an automated 

intelligent machine vison system for fabric defect detection is crucial for textile industries. Such 

a system will reduce the labor cost and increase the efficiency of the quality control procedure.  

The fabric machine has a conveyor belt on which cloth is moving constantly. The cloth has 

to be inspected while it is moving. The width of the belt and hence the width of fabric, varies 

from 1 to 3 meters. The speed of the belt varies from 20 to 200 meters per minute. Therefore, 

the developed automated system should be efficient in terms of both accuracy and speed. By 

high accuracy, we mean that it should not mark wrong defects as clean fabric will be wasted in 

that case and it should not skip defects as that will result in bad fabric quality of the company. By 

speed we mean that the processing time for the defect detection should be minimum. If 

processing time is less, we will have a higher Frame rate or Frames per second. We will use the 

term Frames per second as FPS in our paper. Since the conveyor belt is moving with the above-

mentioned speeds, it must be taken into account and a high FPS is needed. In addition, since 



humans can not deal with speed higher that 30 meter/min, if the automated inspection system 

has really high FPS, the speed of the conveyor belt can be increased beyond 30 meter/min and 

increase the quantity of work done in less time in the textile industry. 

To implement a machine-vision based fabric detection system with a robotic manipulator, 

a camera is mounted on top of conveyor belt and video stream is captured. From that video 

stream, video frames are extracted which is basically an image. So, the input of algorithm is an 

image or matrix of pixels. That image is processed through the detection algorithm. The algorithm 

has two tasks, one to find if a defect exists and other to find the location if it exists. The detection 

algorithm gives the result that the defect is present or not and if present, then location is found. 

So, the output is coordinates in case of presence of defects and nothing in case of clean cloth. If 

defect is present coordinates can be passed to the robotic arm and the defected area can be 

cut/marked etc.  

Some people have used machine learning algorithms for the solution of this approach. 

When using machine learning for defect detection object detection models/networks are used. 

Object detection networks comprise of classification + localization. (i) These models are 

computationally very expensive. Even when an image is passed through a simple classification 

Convolutional neural network it takes time, so when object detection is performed the processing 

time increases more, obviously. (ii) Also, we need heavy GPUs to train the system, that is cost 

expensive. (iii) Also, to implement the system or Robot we need a heavy card to run the system 

on. It cannot simply run on raspberry pi or any lighter board. (iv) In addition, another 

disadvantage is that the size of image has to be decreased. High definition images are not passed 

through CNNs as they are not feasible. So, decreasing the size results in information loss which 

can result in some defects being missed and hence less accuracy. (v) Another issue is that 

machine learning systems only learn the types of defects, and types of clothes on which it has 

been trained on. If a new type of defect come for which it was not trained it may not recognize 

it as a defect or if a new kind or texture of fabric comes in to the picture, once again it may not 

identify the defect and accuracy will decrease. So, to deploy this system in the industry it has to 

be trained on large amount of data from that industry for it to give best results. Therefore, a 

dataset from that factory or fabricator unit has to be collected first for some months at least. This 



is doable but it is still a hectic procedure compared to the other approach i.e. pixel processing 

approach which we have done. In that approach we also required and collected dataset once for 

the testing of our system, but that was one time. To deploy our system in any factory it does not 

require dataset again from that factory to work best. Our algorithm can work for any types of 

defect, on any type of fabric and any color of un-patterned fabrics.  

Some people have used image or pixel processing approaches before. This approach 

usually is light and fast obviously as it does not require the heavy calculations of deep neural 

networks. While they are fast, they do not always have high accuracy. Also, these algorithms have 

to process all pixel in an image, so the existing approaches do not work on high definition images 

or videos as they again become computationally expensive. In addition, these algorithms do not 

always work for all types of defects, all colors or all types of fabrics. Although this approach is fast 

but existing algorithms are still not fast enough to have high FPS for a trivial system to be 

deployed in a textile factory. 

There are variety of defects that occur due to dying, needle, thread, hole, grease marks 

etc. The most common of them are holes in cloth of varying sizes.  The existing approaches are 

specific to the type of defects or they can cater only some types of defects. While they work good 

for some, they fail when the type of defect changes. 

In conclusion, the efficiency of the automated defect detection system depends mainly 

on the algorithm used for detection. This means the algorithm should be efficient, accurate and 

computationally inexpensive. This task of defect detection can be further broken down into two 

sub tasks. The first one is finding out if there is a defect or not. The second one is, finding the 

location of defect i.e. the coordinates. Many attempts have been made for this before, but they 

have either good (high) accuracy or good (low) processing time but not the both. There is always 

a trade off in these two things, since complex algorithms will take more time, but they will be 

more accurate. Simpler algorithms will have less processing time, but they will not be as accurate. 

We have proposed a very simple approach which has both high FPS and high accuracy. This is 

proven through rigorous testing on a huge dataset as well as testing on a public dataset to 

evaluate our approach by comparing results with another approach. We have also evaluated our 



approach by comparing the results of another technique after applying it on our dataset. So, the 

comparison is done between algorithms by keeping a common entity between them i.e. the 

datasets. 

*NOTE* Accuracy and FPS are inversely proportional and there is always some tradeoff 

between them. 

 

Figure 1: Quality Inspection Fabric machine [3] 

 

 

 

 

 

 

 

 

 



 

CHAPTER 2:  LITERATURE REVIEW 
 

In this chapter we will discuss previous work done in this area. This chapter is divided into 

two parts. First we will discuss the textile databases that have been used in the automation of 

inspection systems, then we will discuss different methodologies and approaches previously 

proposed in this area along with their gaps and shortcomings.  

2.1 Textile Databases 

Textile defect detection is an active field right now and many researchers have worked and are 

working in this area. As described in detail in the previous section that many attempts have 

been made in this area before, but they have either good (high) accuracy or good (low) 

processing time but not the both. Also, the resolution of images used for testing or for which 

the systems are designed are very low. Low resolution of reduction in image size always result 

in information losses, which could otherwise have been used for detection more accurately. 

Even if we argue that in some cases information loss is not a lot, but there is at least some 

information loss in every size reduction case, always and that is obviously not good. In many 

papers, the accuracy of proposed defect detection approaches is very good, but the results are 

provided by testing on very few images, in some cases even two images. 

 

For performing proper and extensive research in the field of textile defect detection which can 

be used in developing a system in real time, first we need to have a proper set of samples with 

and without defects. This means to have a proper database of defects on which different 

proposed algorithms and methods can be tested and evaluated. Many works that have been 

done before are evaluated on few images. Since the set of images is too small it is a clear issue 

that those results cannot be considered acceptable to have a general application [6]. In case 

they are evaluated on sufficient number of images, even then they are tested on different sets 

of images so the results cannot be compared directly. Even the resolution of images is not fixed. 

Resolution of images directly affect the accuracy and speed of algorithm positively and 

negatively respectively, in general. Different algorithms in papers have shown results on 

different resolution of images. In many papers there is little or no information about resolution 

and other properties of images/camera. This makes it difficult to verify and compare results of 

new methods with the old ones, to show improved results as comparison of results cannot be 

made if they are tested in separate situations or datasets. [4,5,6] 

 



There are many databases available which are not specific for textile but are used for analysis of 

more generic aspects. Many researchers have used them. For example, there is a database 

published on Berkeley Computer Vision Group website [7] and it is used by [8] for the contour 

detection problem. There are some well-known texture datasets too including Brodatz [9] and 

VisTex [10]. Many papers have used these in their research including [11,12,13]. CURet [14] and 

KTH-TIPS [15] are also present but they are not very well known. Another paper [16] has used 

dataset of patterned fabric which was provided by University of Hong Kong. Although that 

dataset is private. This dataset has 106 samples. 50 of them are defect-free, and 56 defected as 

used in Ref. [17]. Another paper has used this same dataset and it mentions 25 textile images in 

it [18], another using this same dataset mentions 30 defected samples while 30 defect-free 

samples [19]. Hence the number of images in this dataset are different in different papers as it 

must have grown over time.   

No doubt texture analysis is relevant in textile research but we have not considered these 

works in this paper as they are not focused in the work of textiles and fabrics, some of them are 

quite old and also they do not have images of defected samples in many cases. 

 

In this paragraph, we will discuss and summarize some textile datasets. They are used by many 

authors in different previous papers. 

One of the most famous datasets used by many research publications in the fabric defect 

detection field is TILDA [20]. It is the acronym for Textile Texture-Database. It was developed in 

1995 by the Technische Universität Hamburg. It was developed within the framework of the 

working group Texture Analysis of the DFG`s (Deutsche Forschungsgemeinschaft) major 

research programme "Automatic Visual Inspection of Technical Objects". There are eight 

representative textile types in this dataset. There are 8 sorts of classes for each textile kind and 

for each of the classes, 50 TIF pictures with resolution 768 x 512 pixels, and 8 bit gray-level 

image were acquired through relocation and rotation of the textile sample. The entire texture 

textile database consists of 3200 TIF pictures with a total size of 1.2 Giga byte. However, this 

database is not easy to access as researchers have to pay to use it [4]. 

Another dataset is known as PARVIS [21]. It does not have public access and is private. There 

are two kinds of textile types in it with 1117 elements. 

 

2.2 Detection Methodologies 

In this section, first we will briefly enlist the names of many techniques and methods which 

have been used or are popular in the field of textile defect detection in past papers, then 

afterwards we will discuss the latest and most common defect detection methodologies and 



their comparisons in terms of accuracy, datasets, number of images used for testing, resolution 

of images used, and speed of algorithm. 

2.2.1 Brief Discussion of Techniques 

There are many methods and algorithms present for the solution of textile defects detection 

problem. Some algorithms use edge detection for this purpose. Many papers have used 

different approaches for edge detection including the use first order derivative or gradient, 

second order derivative with autocorrelation function e.g. [22,23], colored edge detection, 

gaussian edge detection, zero crossing, and techniques based on mathematical morphology 

focused mainly on geometrical structure and topology of objects e.g. [24] 

Some researchers have used fractal method for textile detection too [25]. Another technique 

works by assigning one pixel to a region based on local features of the image in that pixel and 

its immediate neighbors. This technique, also known as, feature based technique, includes grey 

level segmentation methods for detection of defects in textile e.g. [26]. Another feature-based 

technique is scale invariant feature transform (SIFT) and speeded-up robust features (SURF) 

which is based on SIFT [27]. Another defect detection technique which is based on 

segmentation of image in color is the use of principal component analysis (PCA) and Gabor 

filters. [28] Defect detection was also carried out using analysis of color channels by Xiaobo and 

Jinlian. For this first they segmented the jacquard image in colored channels then to 

characterize the defined defect they performed pattern comparison using Fourier transform 

and frequency spectrum analysis. [29] 

Other techniques used which work in frequency domain for detection are Fourier [30,31], 

Gabor [28,32], Wavelet transform (WT) [33,34], wavelet packets [35], multiple adaptive 

wavelets [36], Gabor wavelet networks [37], Gabor WT [38], Mallat Wavelet Transform [39] etc. 

Also, some people have used methodologies which are based on optimized filters, e.g. finite 

impulse response (FIR) filters [40]. These methodologies are characterized as spectral 

approaches for defect detection by [1] and [3]. 

Many researchers have used machine learning for this problem. It is considered as a 

classification problem for one class and object detection for localization of defect. Several 

machine learning approaches have been proposed which use Artificial Neural networks (ANN) 

Ref [42 to 53], Support Vector Machines (SVM) [55] and Pulse coupled Neural networks (PCNN) 

[56, 57] etc. Although simple ANNs are expected to be most widely in use in this field according 

to [4]. Support vector data description (SVDD) which is a one class classifier, is also used as a 

detector in some researches e.g. [58, 59]. Convolution neural networks are gaining a lot of 

attention in this field too Ref [63 to 73]. Classification of dry-washed fabric as defected or 

defect-free using CNN and SURF was done in [60]. Deep Neural Networks are also very famous 

for textile defect detection and used in many new researches e.g. in [74,75]. The use of 

autoencoders for fabric defect detection can also be seen in the work of some researchers with 

a Multi-Scale Convolutional Denoising Autoencoder Network Model [41]. Some researchers 



have also used genetic algorithms along with neural networks for detecting defects in fabrics 

[54]. Faster-RCNN is also used for textile defect detection [62] by first generating proposal 

regions through Region proposal Network (RPN) before applying faster-RCNN by [61]. 

 

2.2.2 Comprehensive Comparisons of Techniques. 

Below is the comprehensive discussion on the defect detection methodologies. The key aspects 

of comparison are accuracy, datasets, testing methodologies, number of images used for 

testing, resolution of images used, and speed of algorithm. None of the publications discussed 

in this section are older than 5 years i.e. all the work is recent and is of the year 2015 or 

onwards. 

 

In 2019, Sun, G., Zhou, Z., and his team has worked on defect detection in fabrics.They have 

used classification and histogram back projection for it in their paper. They have published a 

good accuracy of 96.12 % but the dataset they have used consists only of 1000 images, among 

which 500 are from TILDA dataset while remaining 500 were from their own dataset. Out of 

1000 images, they used 800 for training their network and only 200 were used for testing. Also, 

the resolution they have used is very low which is 200 by 200 pixels of one image. Their results 

are not good in terms of processing time on a frame to find a defect. Some frames take up to 7 

seconds. Although their average processing time of a single frame is 0.72 seconds, but it is to be 

noticed that this speed is on a low 200x200 resolution. Also 0.72s on one frame means (1/0.72) 

1.38 FPS which is not very good either for real time. Since this is a machine learning approach, 

this processing time is impressive too and they have done some good work in this field.  [76] 

 

A method was proposed for fabric defect detection using local homogeneity analysis and neural 

network by Rebhi and his team in 2015. Their accuracy was 96.25 % but the dataset they used 

only consisted of 89 images out of which 76 had defects and remaining 13 did not have defects. 

Their dataset is provided by a partner textile industry in Tunisia, they have given this link for it. 

[77] They used a very low resolution of 256 by 256 pixels. They used only 54 (60 percent) of 

those 89 images for training while 35 (40 percent) were used for testing which is obviously not 

a good number to train a neural network. In their paper, they have mentioned the processing 

speed as 0.8 seconds for defect detection by scanning one image of 256 by 256 pixels, which is 

too slow with such low resolution as it corresponds to the FPS of 1.25 (1/0.8 please refer to 

formula (9) in section VII). [42] 

 

The same group published another paper in the following year (i.e. 2016) with a slightly 

different approach for the same problem. Their paper was titled fabric defect detection using 



local homogeneity and morphological processing. They used image processing approach 

instead of machine learning approach which they used previously. This time their accuracy was 

95.6 %. Image resolution is same as their previous paper i.e. 256 x 256 pixels. All their results 

were calculated using MATLAB simulation. Total 90 images were used for testing. They have not 

mentioned the processing speed for this approach. [78] 

 

Yundong Li and Cheng Zhang worked on an automated vision system for fabric defect 

inspection using Gabor filters and PCNN in 2016. They have only used two images and their 

accuracy is 98.6%. They have not mentioned any other dataset in their paper. All the 

comparisons and tests are performed only on those two images, although they have performed 

20 iterations of their model on each of those two images and compared results of detection on 

those iterations. A processing speed of 5 FPS (frames per second) is mentioned. [79] 

 

In 2018, Hong-wei Zhang, Ling-jie Zhang and their team published their work of Yarn-dyed 

Fabric Defect Detection with YOLOV2 Based on Deep Convolution Neural Networks. They 

acquired their dataset from an enterprise. The total images in their database (training + 

validation + testing) are only 276. All of them are defect samples. There are no defect free 

samples. All these images are of yarn dyed fabric. The resolution or size of images is not 

mentioned anywhere. They have used YOLO9000, Tiny-YOLO and YOLO-VOC network model 

structures. The first two among these mode structures showed very poor results (0% average 

recall and precision by YOLO9000 and 6%, 36% average recall and precision respectively by 

Tiny-YOLO), so they selected YOLO-VOC whose results were better. They further changed the 

learning rate, iterations, and structure of this model two times and published results for that. 

They have not mentioned accuracy anywhere in their paper, but they have published average 

recall as 88.24% and average precision as 86.83% for YOLO-VOC which are not very good. Their 

processing time is 0.023 seconds which is quite good as it gives 42 FPS but still less than us, but 

it should be kept in mind that this time is on GPU not CPU. (They have used Intel i7-5930 with 

four NVIDIA GeForce TitanX 12G and eight 8G memory). Furthermore, although this processing 

time is good, but we do not know what size of image this processing time is for, because size of 

image drastically effects the processing time (directly proportional). Also, they have not used 

any negative samples in their testing which make results biased towards positive samples only. 

Lastly, this method will only work for yarn dyed cloth. [80] 

 

In 2017, Yan, H., Paynabar, K., & Shi, J. worked on anomaly detection in images with smooth 

background. They used smooth-sparse decomposition method for this purpose which they 

called as SSD. They have used only two samples. Resolution of one sample image is 200 x 2910 

and the other’s is 90 x 550. Their approach is not specific to fabrics and these two images are of 

silicon surface. The processing time for those two samples are 0.350s and 0.034s seconds which 



means FPS of 2.85 and 29.4, respectively. Accuracy is not mentioned but they have mentioned 

a false-positive rate of 0.018, 

While a false-negative rate of 0.0118. [81] 

 

M. S. Sayed published his work on Robust fabric defect detection algorithm in 2016. He has 

used entropy filtering, minimum error thresholding and morphological operations for the 

detection. He has used only 60 images from TILDA database which are too less for real time 

testing. The number of defected and defect free images are not mentioned in these 60 images. 

Resolution of TILDA database is 512 x 768 pixels. Matlab R2012 was used for implementation 

and evaluation of the algorithm. The mentioned accuracy is: 96.66%. The processing time for 

the said method is not mentioned. [82] 

 

Last year i.e. in 2019 Peng, Junli and their team worked on textile fabric defect detection based 

on low-rank representation. They have used low-rank representation based on eigen value 

decomposition and blocked matrix. Their dataset has 500 images from TILDA dataset. The 

resolution they have used is 768 x 512. Their accuracy is 89.2 %. Although the accuracy is not 

too high compared to other papers, but they have done some good work as their resolution is 

higher than many other related works and their dataset has considerable number of images for 

proper testing. It should also be noticed that they have divided their experimentation into 

different parts. Each part has different accuracy from 50% to 100%. The accuracy mentioned 

above (89.2%) is the one they have written as an overall combined accuracy of all experiments. 

The average time taken for one sample (image/frame) is 25.38104 seconds which makes (1/25) 

i.e. 0.04 FPS. [83] 

 

Jielin Jiang and his team has recently worked in this area and published their work in February 

2020. They have used a Sobel operator combined with patch statistics algorithm for detecting 

defects in fabrics. They have used a patch of size 7x7. They have not published any quantitative 

result in their paper, therefore no accuracy, speed, dataset information or image size is 

mentioned. They have only published qualitative results (result in form of image output) on 

only 12 images. Moreover, even in those output images, neither location coordinates of defect 

are given, nor a box is drawn on the detected defect. The only reason this research work is 

considered in this paper because it is one of the latest papers as it has been published earlier 

this year. [84] 

 

Zhoufeng Liu and his team designed a lightweight CNN model for the detection purpose in 2019 

and called it DefectNet. They have created their own private dataset which is mentioned in of 



3000 greyscale images having a resolution of 512 x 512 pixels. Their dataset is of considerate 

size for testing. Although they have neither mentioned the number of defect and defect-free 

images, nor the number of training, validation, and test images. The accuracy and processing 

speed of algorithm is good compared to other papers, but they have not mentioned any other 

quantitative results or the method through which they calculated their accuracy. Their accuracy 

is 97.7 and speed is 0.0327 s. We can calculate FPS from this speed as 30.5 which is good for 

real time working of algorithm in a factory. It should be kept in mind that this processing speed 

is acquired by running their algorithm on GPU (NVIDIA Quadro M5000). We have not used GPU 

at all for our algorithm testing, rather a simple personal laptop is used. Even after using GPU, 

their algorithm takes more processing time to detect than us i.e. their FPS is lower than us. [85] 

 

Yudi Zhao and her team worked on visual long-short-term memory based integrated CNN 

model for fabric defect classification, earlier this year i.e. 2020. They have used DHU dataset 

collected from Donghua University, China. This dataset is further subdivided into two datasets, 

one having 500 images and the other having 1000 images, although they have neither 

mentioned the division between training and test data in this dataset, nor the number of defect 

and defect-free samples. They have also used another dataset in their paper named “Aliyun-FD-

10500”. This dataset is collected from TianChi competition. [86] The number of images present 

in this dataset are not mentioned in their paper, nor on the website they have provided i.e. 

[86]. The resolution of images in every dataset they have used is 224x224 which is quite less. 

They have divided the Aliyun dataset into training ¾ parts and test set ¼ part. Since they have 

used Aliyun dataset to choose best hyperparameters, that is why they used the test set of this 

dataset to evaluate their proposed model. Their accuracy on this dataset is 95.73%. They have 

provided results of other performance metrics too as their qualitative result, which is good. 

Their average processing test time on all datasets is 0.026s, that gives a frame rate of 38.5 

which is less, even when their image resolution is quite low. Their minimum test time is on 

Aliyun dataset which is 0.018s and 55.5 frame rate which is still less than our frame rate on i7. 

Also, it must be noted that they have used GPU, NVIDIA Titan XP, on i7 6800k with 64 GB RAM, 

while the specifications of our testing systems are very simple (8 GB RAM and without GPU) 

hence cost effective, which we have mentioned properly in Testing section of this paper. [87] 

 

 

  



CHAPTER 3:  SYSTEM ARCHITECTURE  
 

The system contained several modules, beginning from video cameras and ending at robotic 

manipulators via different boards and setups. This section describes the working of the system. 

3.1 Hardware Setup of Factory 

Bolt of fabric is moving on the textile machine. A system is made which has two iron rods on the 

base. Their height is according to the height of the textile machine. It has a box to keep the 

board or processor on which the system will run. To acquire camera stream for collecting data 

we used the board Jetson tx2. Although the execution of our defect detection algorithm did not 

require tx2 as the algorithm is very simple. We just used Jetson tx2 to get video stream for 

dataset collection. From the base of our hardware system, there is another rod which is placed 

on an angle and it goes straight up where the cloth is moving and a wide strip of the bolt of 

fabric is visible. We have mounted our camera and light there. 

3.2 Fabric Machine Specifications 

The specifications of the textile machine are present below in the table 1. 

 

TABLE I 

FABRIC MACHINE SPECIFICATIONS 

Sr. Quantity Measurements 

1 Machine Base 12'7 inches 

2 Upper back 9 feet 

3 Lower back 5'8 inches 

4 High back 7'7 inches 

5 Slope length 191cm 

6 Fabric speed 
20-25 meters/min (it varies 

according to cloth type) 

7 Width of Fabric Bolt 92 inches max 

8 Camera FOV 69 degrees 

Specifications of the fabric Machine on which our system was mounted. 
FOV is Frame of Vision. 



3.3 System Design 

The cameras are installed above the fabricator unit over a height of 16 feet. A special 2000 

lumen LED cool day light was fitted along the cameras to provide sufficient light for video 

capturing. The cameras are then connected to the Texas Instrument board, TX2 which does all 

the processing on the frame and returns the coordinates of the fault and raises alarm in the 

form of red LED installed along the board. The manipulator will then be controlled through 

these coordinates. 

3.4 Video Stream Acquisition 

Two cameras from Logitech, model name brio 4K and c920 HD pro are installed above the 

conveyor for video capturing purpose. A pipeline was developed to capture a high definition 

dataset at frame rates ranging from 30 to 300 fps but typically 60 fps is used for testing and 

algorithm designing purposes. Videos were made of 10 seconds each, which were used during 

system design and the same system is now used for fault detection. 

The acquired stream was first stored on SSDs attached with the TX2 board. 

3.5 Figures 

 

 

Figure 2: Hardware Setup of factory 



 

Figure 3: Camera FOV Diagram 

 

 

 

 

  



CHAPTER 4:  IMPLEMENTATION  
 

During implementation, different techniques and methodologies were used and developed on 

different platforms and languages. Few of the final approaches used and tested are explained in 

this document. 

 

4.1 Image operations used in our approaches 

Few most basic and commonly used pre-image processing operations are applied in our system 

with little different parameters explained below.  

Whenever we use the below described terms in this document, we refer to these specific values 

of the operations for processing for all approaches. 

 

4.1.1 Grayscale 

The hardware setup especially the camera installation over a fabricating unit in the production 

factory has different lightening conditions than usual white light. This configuration forced us to 

set different RGB values accordingly than the ones we use for normal image processing 

operations. These values are (0.24,.69,0.07) 

 

4.1.2 Binarization and Thresholding  

Normally, fifty to fifty percent ratio is used in normal image processing operations but our 

setup used sixty-one to thirty-nine percent due to camera and pipeline configurations.  

 

4.1.3 Erosion 

Using the three by three to eleven by eleven structuring element, one approach used in this 

morphological operation to erode the fault. Whenever this operation is applied, its counter 

operation is always applied to keep the shape of fault close to the original as maximum as 

possible. 

 



4.1.4 Dilation  

Ranging from three by three to eleven by eleven, but mostly higher sized structuring elements 

are used in this operation. Less often, only dilation is applied on the frame to maximize the fault 

area to detect the problem in the fabric. 

 

4.1.5 Opening 

This is a morphological operation applied using a structuring element of some square sized 

window like a 3x3 matrix. The window moves as a slide over an image and according to the 

structuring element, it alters the values of the resulting pixels. in our case, we used a matrix of 

3x3 to 11x11 matrix and applied the opening operation up to 7 times after pre-image 

processing operations to combine the binarized preprocessed resulting pixels. the problem is 

that in the high definition images, the texture is so neat that it creates a salt and pepper noise 

effect after applying gray scaling and black and white operations. this technique is useful in that 

case to overcome such scenarios. further image processing operations are applied afterwards. 

 

 

4.1.6 Closing 

This is an inverse of the opening operation. Using the same structuring element, it is also 

applied after applying opening operation because opening operation increases the size of the 

subjected area that must be decreased before further processing the image, so this operation is 

applied. 

 

4.1.7 Gabor filters 

Gabor filter in digital image processing is a linear filter which analyze the texture of image, or 

presence of fault in our case. In simple words, it analyzes if there is a particular frequency 

(defect /anomaly) present in the image in specific directions in a localized region where we are 

analyzing around a point or region. This is used in the approach with which we have compared 

our method. Refer to section VIII of this paper. 

The generic expression of 1D Gabor filter is as follows as written in [88] 

G(t) =  k𝑒𝑗θ w(at)s(t) 

where, 

w(t) = 𝑒−πt2  



s(t) = 𝑒j(2πfot) 

 

The generic form of 2D Gabor filter family as written in [89] is 

 

 

4.2 Designing of Algorithm – Analysis via high end Techniques 

Several techniques were used to design and optimize the algorithm. To perform a thorough 

analysis of dataset images for the designing of our proposed algorithm, we developed a 

software application in C#. This app gave the flexibility to show a variety of graphs, variable and 

multiple thresholding, gray scaling, and Image operation values for state-of-the-art analysis. 

 

4.2.1 Luminosity Analysis 

As the fault occurs, the uniformity of the picture gets disturbed and so does the lightness of the 

picture. The luminosity curve can be used to determine the fault along with other techniques. 

Let us take the example of the image in figure no. 4 below. 

 

Fig.4. Example of defected Image for analysis 



The light is not same as in the defected area. The luminosity curve of the image in figure no. 4 

after equalization is shown in the plot of luminosity, between pixels and lightness in figure no. 

5. 

 

 

 

Fig.5. Plot of Luminosity between Pixels and Lightness 

 

Firstly, it was all along zero, the cluster can be seen in the bottom left side of the graph, then it 

raised to some error values which can be seen as higher marks in the plot. 

 

 

4.2.2 Histogram Analysis 

Taking the example of the same image in figure no. 4. Let us plot the histogram of this image. 



 

Fig.6. Histogram of image in figure no. 4 

 

 

 

 

 

Fig.7. Histogram of image in figure no. 4 

 

 



4.2.3 Noise Analysis 

 

 

 

Fig.8. Noise of image in figure no. 5 

 
 

4.3 Development of App 

As explained in previous section, we developed a windows software application for analysis to 

design our algorithm. This said application was made in C#.NET using EmguCV.NET. Interface of 

that said application is shown in figure no. 25. 

 

4.4 Fault Detection Solution 1 
This approach was developed in C# using Aforge.NET and EmguCV.NET. Due to the limitation of 

the libraries and processors, the frame handling and processing time was about 10 to 12 

seconds which was far more than the required. 

 

In this approach, only the image dataset was used. Image was taken from the dataset stored on 

the local Solid-State Drive, Gray scaled, using above defined parameters, binarized, eroded by 

3x3 structuring element and then evaluated. The iterator ran and processed each pixel which 

consumed too much time and yielded poor performance but good accuracy. The accuracy of 



this system was tested only on 296 images which was over 80 percent but stopped due to very 

slow processing time. 

 

4.5 Fault Detection Solution 2 

This idea was implemented in python using complex mathematical formulae and two libraries 

namely OpenCV and NumPy. OpenCV was used for basic image processing operations. All other 

system was designed from scratch. 

It loaded the video from local drive and then started frame by frame processing. The output of 

the implementation are the coordinates of the faults which are to be fed to the robotic 

manipulator to mark the defected area on the fabric.  

The system took the video from the drive and applied operations on each frame in series. If the 

fault prevailed for 5 consecutive frames, the coordinates are given to the next system. The 

pattern of fabricator is that the cloth travels from top to the bottom and so does the fault. This 

technique also makes sure that if the problem is too small or too large, it does not affect the 

detection mechanism as it travels from top to bottom, when one third of the frame is marked 

faulty, the computational algorithm only then raises the alarm and marks it faulty. 

4.5.1 Pixel Operations 

This methodology takes the video of dimensions 1920x1080 (FHD), extracts frames, applies 

few basic image processing operations for detection, and computes each pixel individually.  

One of the conventions used in this technique is that the fault always remains less than fifty 

percent of the frame size. Even if it is more, the remaining part of the cloth is still not usable so 

there is absolutely no problem with this convention.  

After applying the pre-processing operations, the image inverted, if required, to get the 

coordinates of the fault. The number of pixels were counted and if that is above the calculated 

threshold of 131 of the fault, the frame is marked faulty.  

 

4.5.2 Accuracy 

This technique yielded the accuracy of above 94% on image and up to 100% on video. 

Detailed results are discussed in the results section of this paper. Because, few images contain 

very small faults, which are not detected by the system but in video, in the consecutive frame, 

the fault is either rectified or amplified and hence the accuracy on video is 100% except few 

scenarios where the frames are blurry or the video feed gets stuck or corrupted, only then it 

yields inaccuracies.  



The processing time of each frame is 0.022 seconds i.e. 45 frames per second on Intel Core i7 

6500 CPU without dedicated graphics processor running windows operating system. This FPS is 

114 corresponding to processing time of 0.0087s on i7 8700 CPU without GPU. The detailed 

result of FPS with graphs can be seen in Testing section. 

The rigorous testing is done on complete dataset on all kinds of images and all the videos of 

every nature, and color. 

 

4.6 Fault Detection Solution 3 

This approach is very similar to second approach. The only addition is the addition of the 

vectorization. Each row of the image is taken as vector and using multiple processes at once, 

feed them dynamically to each thread for counting and processing. This yields double fps on the 

same CPU and almost 100 fps on Intel Core i9 9900 CPU with the same accuracy. 

 

4.7 Final word about solutions 

We prepared three techniques in total but only the last two are commendable due to their 

efficiency in terms of error rate and processing time. An optimized version where all constants 

are placed in place of variables like the input feed resolution and similar places, the speed of 

the system was further increased but it can only be done when there is absolutely no change in 

these variables. In short, this can be done when system is installed as a product in the cloth 

fabricating industries. 

 

 

  



CHAPTER 5:  ALGORTITHM 

5.1 Pseudocode 

 

 

 

 

 

 



 

 

 

 

 

 

 



 



5.2 Flow Chart 

  

Fig.9. Flow Chart of proposed Solution  



CHAPTER 6:  TESTING 
The system is designed on the windows platform first, but later it is also optimized for Linux 

based system. Due to its lightness, it is also implemented in Raspberry Pi Model 2B. No cameras 

were attached to feed the live data of the fabric, but the only testing was done from local drive 

which proved to be very good. The system was choked later due to the power supply issues as it 

was an old board with an old Raspbian operating system, but we believe that on newer Pi 

models, it can work flawlessly. The FPS count never dropped below 30 on older board with 

under rated power supply. 

 

The initial idea was implemented on EmguCV.NET which was later converted to OpenCV to 

implement it on the Raspberry Pi and Linux based operating systems. 

A software application was developed in C# to analyze different lightening conditions, plot 

different types of graphs and compute different formulae for the final algorithm. The 

screenshot of the said application can be seen in figure 3. 

 

6.1 Testing in different environments 

The system was tested in different environments which include three different operating systems 

(windows, Linux and Raspbian) and three different devices (intel Core i5 2nd generation, intel Core i7 

6th generation, intel Core i9 9th generation).  

The testing details including processing speeds, Frames processed per second, on each environment is 

given below in the table II and III. Frames per second (FPS) is calculated through the equation stated in 

next section of this paper refer to. (9) 

6.1.1 Different Operating Systems 

 

TABLE II 

 

TESTING ON DIFFERENT OPERATING SYSTEMS 

Sr. 
PROCESSOR 

GPU FPS 
Algorithm Time per 

frame (sec) 

1 Windows (i7-6500) No 45 0.022 

2 Linux (i7-8700) No 114.9 0.0087 

3 Raspbian No 34 0.028 

 
Comparison of Speed of Algorithm on different operating systems. 



 

6.1.2 Different Devices  
 

 

 

 

6.2 Frame rate accuracy in video 

The times taken to process each frame and frames per second as accuracy are given for each 

environment, in table II and III above. Comparison of FPS on those 4 devices is illustrated 

through graph in the figure no. 10 

 

 

TABLE III 

 

TESTING ON DIFFERENT DEVICES 

Sr. 
PROCESSOR 

GPU FPS 

Algorithm 

Time per 

frame (s) 

1 intel Core i5 2nd 

Gen 
No 40 0.025 

2 intel Core i7 6th 

Gen 
No 45 0.022 

3 

intel Core i7 8th 

Gen  

Yes, but not 

used 
114.9 0.0087 

4 

Intel Core i9 9th 

Gen 

Yes, but not 

used 
180 0.0054 

5 Raspberry Pi 2 

Model B+ No 34 0.028 

 
Comparison of Speed of Algorithm on different devices. 



 

 

Fig.10. Graph of Testing Results of Execution Time and FPS on different Processors 

 

The time shown in graph is in milliseconds on Y-Axis and the processors used for testing is on X-

Axis. The bars display the number of milliseconds taken by each frame and the red line displays 

the number of frames processed per second for each processor. For raspberry Pi, the FPS was 

lowest, and time taken by each frame is the highest. While on Core i9 9900 CPU, it was inverse 

of the said thing and can be seen on the graph. 

 

 

 

Fig.11. Graph of FPS on each Processor 
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CHAPTER 7: EXPERIMENTAL RESULTS (QUANTITATIVE) 
 

We will discuss only the results of our final approach in this section. The description of dataset 

is completely explained in the respective section. The same dataset was used for testing and 

evaluating purposes. Evaluation was done on another published dataset too but that is 

explained in next section. For both images and videos, the algorithm was evaluated. A separate 

data file for the results is also generated which contains the result on each image and if the 

fault exists, it has the coordinates of the fault. A glimpse is given below in figure no. 24. 

The algorithm is fed with a large dataset to perform rigorous testing on 33430 images and 

results are generated which are as follows.  

 

7.1 Performance Measures 

We have measured the efficiency of the overall algorithm through a tool known as confusion 

matrix. It measures the performance of our algorithm on our manually annotated dataset. We 

have also measured the performance on a public published labeled dataset in the next section. 

The confusion matrix has rows and columns where each column of the matrix represents the 

values in actual/annotated class (defected or defect-free) while each row represents the values 

of predicted/detected class. The performance metrics that we have used in this paper are 

based on the count of true positives (TPs), true negative (TNs), false positive (FP). We have 

categorized them as illustrated below in table no. IV.  

 

 

 

The values of TP, TN, FP, FN can be used to calculate difference performance metrics to 

evaluate the overall performance algorithm including specificity, sensitivity, precision, and F-

measure. 

TABLE IV 

OUTCOMES OF STATISTICAL CLASSIFICATION 

 Defected 

Image 

Defect Free 

Image 

Detected as 

defected  
TP FP 

Detected as 

defect free  
FN TN 

Table of outcomes of statistical classification for fabric defect detection. 



 

The performance metrics that we have used for evaluation purposes are following. 

7.1.1 Sensitivity or Recall 
Sensitivity, which is also known as recall, describes the probability of our algorithm to predict 

the result as positive (defected) when defects are present in fabric. It is determined by dividing 

the number of defected images detected correctly with the total number of defected images of 

fabrics in the dataset. (1) It is also known as true positive rate or TPR. 

 

7.1.2 Specificity 
Specificity is the probability of the algorithm to detect the result as negative (defect free) when 

the cloth is clean. It is determined by dividing the number of defect free images detected 

correctly with the total number of defect-free images of fabrics in the dataset. (2) Specificity is 

also known as true negative rate or TNR 

 

7.1.3 Accuracy 
Accuracy which is the percentage of the image samples detected correctly is determined by 

dividing total number of correctly detected, defected and defect free samples with the total 

samples in dataset. (3) Accuracy is also known as Detection Success Rate or DSR. (6)  

 

7.1.4 Precision 
Precision is the positive value of detection. It is the proportion of actual defected image 

samples of fabric among the samples detected as defected by our algorithm. It tells how much 

data was actually relevant from the one detected as relevant by the algorithm. (4) 

 

7.1.5 F measure / F Score 
F measure or F score is the harmonic mean of the precision and recall. Its best value is 1 (when 

precision and recall are perfect) and worst value is 0. (5) 

7.1.6 DSR 
Detection Success rate is the rate of correctly detected image samples from total images in 

dataset. (6) It is the same as Accuracy. (3) 

7.1.7 DR 
Detection Rate is the rate of algorithm to detect positive values i.e. detection of defected 

images from total defected images. (7) It is the same as sensitivity. (1) 



7.1.8 FAR 
False Alarm rate is rate of algorithm to detect positive results i.e. defected fabric even when 

defect is not present in the sample. It is determined by dividing number of defect free samples 

which were detected as defected with total number of defect free samples. (8) 

 

7.1.9 FPS 
It is the Frame rate per second also known as Frames per second. We can calculate it by 

dividing the processing time of our algorithm on each frame or image by 1 to get how many 

frames are processed in one second. 

 

7.2 Formulae:  
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦/𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁) 
 𝑥 100                        (1) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃) 
𝑥100                                         (2) 

 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁 + 𝑇𝑃

(𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑃) 
𝑥100                      (3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃) 
𝑥100                                            (4) 

 

 

𝐹 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙) 
                        (5) 

 

 



𝐷𝑆𝑅 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝐼𝑚𝑎𝑔𝑒 𝑆𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝐷𝑎𝑡𝑎𝑠𝑒𝑡
               (6) 

 

 

𝐷𝑅 =
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝐷𝑒𝑓𝑒𝑐𝑡𝑒𝑑 𝑆𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑓𝑒𝑐𝑡𝑒𝑑 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝐷𝑎𝑡𝑎𝑠𝑒𝑡
           (7) 

 

 

𝐹𝐴𝑅 =
𝐷𝑒𝑓𝑒𝑐𝑡 𝐹𝑟𝑒𝑒 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑎𝑠 𝐷𝑒𝑓𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑓𝑒𝑐𝑡 𝑓𝑟𝑒𝑒 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 𝑖𝑛 𝐷𝑎𝑡𝑎𝑠𝑒𝑡
(8) 

 

 

𝐹𝑃𝑆 =
1

𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑆𝑝𝑒𝑒𝑑 𝑜𝑓 𝑜𝑛𝑒 𝑓𝑟𝑎𝑚𝑒
                       (9) 

 

7.3 Our Results 
 

There were 23568 images which were of defected fabric i.e. they had faults in them. There 

were 9862 images of clean fabric. The algorithm detected faults on 21658 images out of 23568 

images. The only missed images are those which have very small fault which is below the set 

threshold. Such faults are visible to the human eye but not detected by the system in that 

frame. 

 

Although this situation does not create a problem as the system is getting continuous video 

stream. If the fault is very small at the initial stage and it persists continuously in video for few 

frames, it is either amplified or rectified. In any case respective action is taken. Due to this 

property, the accuracy on video is up to hundred percent. 

 



 

 

 

 

 

TABLE V 

ALGORITHM RESULT ON DEFECTED IMAGES 

Sr. 
Image Category Count 

1 Total Images 33430 

2 Total Defected Images 23568 

3 Detected as defected 21658 

4 Detected as defect free 1910 

Result on images of defected fabric in our dataset 

TABLE VI 

ALGORITHM RESULT ON DEFECT FREE IMAGES 

Sr. 
Image Category Count 

1 Total Images 33430 

2 Total Defect Free Images 9862 

3 Detected as defected 0 

4 Detected as defect free 9862 

Result on images of defect free fabric in our dataset 

TABLE VII 

CONFUSION MATRIX 

 Defected 

Image 

Defect Free 

Image 

Detected as 

defected  

TP 

21658 

FP 

0 

Detected as 

defect free  

FN 

1910 

TN 

9862 

Values of Confusion matrix of our algorithm for fabric defect detection on our dataset. 



7.4 Calculations 

 

7.5 Types of defects caught 
The system catches all the faults which are visible to the human eye. Most importantly cuts, 

missing cloth, mis fabrication, grease marks, threads, misprint, and all other similar faults. It 

was in the scope of this research to classify which kind of defect is present, the goal was just to 

find if the defect is occurring or not regardless of type and get it’s location, which is done 

successfully with good performance metrics for real time detection.  

 

7.6 Frame Rate 
Results of processing speed and number of frames processed per second are explained in detail 

with the help of tables and graphs in previous section (VI) of this paper. 

 

7.7 Image and video error rate difference 
The accuracy on image dataset is 94.2866 as of now. The algorithm, when applied on video, 

yields the accuracy of 100 percent because of the fault persistence and capturing mechanism 

explained above in part B of this section. 

TABLE VIII 

 

PERFORMANCE MEASURES 

Sr. 
Measure Value 

1 Sensitivity/Recall 0.918957909 

2 Precision 1 

3 F measure 0.957767656 

4 Specificity 1 

5 Accuracy 94.2866% 

6 DR 0.918957909 

7 FAR 0 

8 DSR 0.94286569 

9 Average FPS (i7 8700) 114 

Values of Performance metrics of our algorithm on our dataset. 
All these values have been calculated using the formulae stated in part A of section VII of this paper. 



CHAPTER 8: EVALUATION OF ALGORITHM 
Evaluation has been done through two different methods. First method has a common public 

dataset while second has our dataset common. They both are explained below in detail in their 

sections along with the comparison of their results. 

 

8.1 First Method of Evaluation: Public Dataset 
A public published dataset is downloaded and used in this method of evaluation. That dataset is 

kept common while two different algorithms/techniques are applied on it. One is our technique 

and the other is the technique which was already applied and published along with results with 

that public dataset. Results of both are compared and stated below 

 

8.1.1 Public Dataset Description 
Javier and his team have compiled a public annotated dataset of images with and without 

defects of fabric to provide a benchmark so that direct comparison of fabric defect detection 

methods can be made. They have published it on 4, December 2019 in AUTEX Research Journal 

which is focused on Textile research. [6] Their dataset is one of the latest datasets available. 

[90] They have reviewed different existing techniques and applied one using Gabor filters on 

their dataset in their paper. We have compared the results of their technique with ours on their 

dataset keeping their dataset as single entity to compare results properly, below in table no. IX 

and table no X. 

 

8.1.2 Results of Gabor filter technique on public dataset 
They have published two results using Gabor filter technique using two different values of 

sigma. Both their results are given below in table no. IX. 

 



 

8.1.3 Results of our algorithm on public dataset 
 

 

 

TABLE IX 

PERFORMANCE MEASURES OF GABOR FILTER ON PUBLIC DATASET 

TEST 1 

Sr. 
Measure Value in % 

1 Sensitivity/DR 78.10 

2 Specificity  97.14 

3 FAR  2.90 

4 DSR/Accuracy 88.98 

 
 

TEST 2 

Sr. 
Measure Value in % 

1 Sensitivity/DR 86.67 

2 Specificity  88.57 

3 FAR  11.4 

4 DSR/Accuracy 87.76 

 
Values of Performance metrics of Gabor filter technique on public dataset. All these values 

have been calculated using the formulae stated in part A of section VII of this chapter. 

TABLE XIV 

CONFUSION MATRIX OF PUBLIC DATASET 

 Defected Image 
Defect Free 

Image 

Detected as 

defected  

TP 

105 

FP 

16 

Detected as 

defect free  

FN 

1 

TN 

125 

Values of Confusion matrix of our algorithm for fabric defect detection on our dataset. 



 

 

8.2 Second Method of Evaluation: Our Dataset  
In the second method we have implemented the technique of the Gabor filters used in the 

paper published by Javier and his team [6]. We have applied that technique and our algorithm 

on our dataset. So, in this method of evaluation we have used the dataset collected by us as a 

common entity and compared the results of both techniques on it. 

 

8.2.1 Our Dataset Description 
We have described our dataset in detail section X. 

 

8.2.2 Results of our algorithm on our dataset 
We have described our results in detail in part C of section VII.  

 

8.2.3 Results of Gabor filter technique on our dataset 
Refer to next page please. 

TABLE X 

PERFORMANCE MEASURES OF OUR ALGORITHM ON PUBLIC DATASET 

Sr. 
Measure Value in % 

1 Sensitivity/DR 99.05 

2 Specificity  88.652 

3 FAR  11.3475 

4 DSR/Accuracy 93.11741 

Values of Performance metrics of our algorithm on public dataset. All these values have been calculated using 
the formulae stated in part A of section VII of this paper. 



 

 

 

 

  

TABLE XI 

PERFORMANCE MEASURES OF GABOR FILTER ON OUR DATASET 

Sr. 
Measure Value 

1 Sensitivity/Recall 0.887559403 

2 Precision 0.949911448 

3 F measure 0.91767751 

4 Specificity 0.888156561 

5 Accuracy 88.7736% 

6 DR 0.887559403 

7 FAR 0.111843439 

8 DSR 0.887735567 

9 FPS 3.9 

 

Values of Performance metrics of Gabor filter technique on our dataset. 
All these values have been calculated using the formulae stated in part A of Chapter VII of this 

thesis. 



CHAPTER 9: DATASET 
Video and Image acquisition systems have been discussed in detail in above respective section. 

 

*NOTE* This section cover details for the dataset we have collected ourselves, not the public 

dataset which has been discussed in above sections. 

 

9.1 Data Collection 
For the collection of datasets, the same system was used. We deployed that system on a fabric 

machine in a textile factory. Name of the factory is confidential that is why it is not mentioned. 

On the fabric machine bolt of fabric moves with a speed of 20 to 25 meters per minute. 

Traditionally the marking of defected fabric is done by human workers. Their format of marking 

and removing the defected cloth was observed. Whenever a defected appeared they marked 

the cloth while it was moving on the conveyer belt. By doing so, their hand would appear in the 

frame of vision (FOV) of our camera. We wrote a python script that would recognize human 

hand using different skin detection algorithms. To collect the defected data, we wrote a multi-

threaded python script that was recording video continuously on one thread, recording the 

time stamp on which a hand would appear in the FOV of camera on the other thread in parallel 

and saving in excel file, while the third thread would process videos simultaneously by cropping 

a +-10 second portion of videos captured by first thread around the timestamp of defected 

cloth saved by second thread. The duration of each thread was 1 hour i.e. they would save 

videos and timestamps hour by hour. They script was run in loop for 24 hours and 7 days a 

week for around three months on the textile machine. The third thread would always process 

the videos of previous hour after they were saved. 

Later, frames were extracted from those cropped videos that were saved by third thread, which 

were 107000 in number. Since the defected frames were gathered through code of hand 

recognition and they were from a video portion of 10 seconds before and after appearing of 

hand, they are not reliable and have both defected, defect free and use less images in them. 

Therefore, the data was manually analyzed, and each image was manually annotated. 

 

9.2 Annotation of Defected and Non defected Dataset 
The dataset gathered through our system was of 103520 images/frames, which were extracted 

from videos. Not all of it was useful. We manually analyzed and marked/annotated it. Since 

each and every image in dataset is manually marked as defected or defect-free, the dataset we 

have compiled is real and trustworthy. 

 



We have done annotation through two methods. For the first 5000 images we have used a tool 

named “labelImg” to draw boxes on the defect manually and the coordinates of boxes were 

saved in xml files, for the rest of the images we have manually analyzed each image generated 

excel files to categorize image in both categories.  

So, at the end final dataset which is manually marked and used to test our algorithm is of 33430 

images. The details are described below. 

 

9.3 Description of the collected and annotated data 
There are three types of datasets used in the implementation, two of which we have gathered. 

One is image and second is the video dataset. The third one is the public published dataset [6] 

which is discussed in previous sections of this paper. Both the datasets are captured using some 

parameters and set of rules described below. 

 

9.3.1 Video Dataset 
Video dataset is only used for test FPS and to ensure the working of this algorithm in real time 

as a product. 

The fundamental parameters of videos captured are. 

 

 

 

TABLE XII 

 

VIDEO DATASET SPECIFICATIONS 

 

Sr. 
Measure Value 

1 Resolution:  1920x1080 

2 Frame Rate:  30 to 300 fps 

3 Format:  mp4 

4 Color Format:  RGB 

5 Typical Length:  10 seconds 

6 Average Bit rate:  3800 bps 

7 Total Videos 468 

   

Specifications of video dataset 



 

9.3.2 Image Dataset 
The fundamentals of image dataset are, 

 

 

Results of this dataset are discussed in detail in the results section, including accuracies and all 

other essential factors for both video and images. 

 

9.4 Types of defects in dataset 
There are all types of common defects present in dataset which are visible to the human eye, as 

the system was incorporated in a textile factory and recording was performed 24 hours every 

day for some months. Therefore, all the possible and real time defects which occur in the 

industry are present in the dataset most importantly cuts, missing cloth, mis fabrication, grease 

marks, threads, lines, and all other similar faults. 

 

  

TABLE XIII 

 

IMAGE DATASET SPECIFICATIONS 

 

Sr. 
Measure Value 

1 Resolution:  1920x1080 

2 Color RGB 

3 Bit Depth 24 

4 Total Images 33430 

5 Defected Images 23568 

6 Defect Free Images 9862 

   

Specifications of Image dataset 



CHAPTER 10: FUTURE WORKS 
 

For the future work, we intend to work on several aspects, which includes working on very 

minor faults which are difficult to detect by bringing changes to our current algorithm or 

proposing a new one. We also intend to increase the dataset further and work on more types of 

faults. Furthermore, we intend to work on using different but complex techniques for more 

precise, flawless, and accurate detection and markings of the fault, two of which are explained 

briefly below. 

 

10.1 Infrared LED Matrix Transceiver system 
This technique will give almost hundred percent results. The idea is to install an array of Infrared 

throwing LEDs over a fabricator, somewhere along the camera and the receiver of the IR LED to be 

installed below the cloth. Whenever there is a cut or missing cloth, it will be immediately marked with 

this technique.  

In current system, the background is very light in color. So, if the defected fabric is in the similar shade, 

the probability of missing the fault increases. With this technique, it is almost impossible to miss such 

faults. 

 

10.2 Ultraviolet guns transceiver system 
In the current system, when there are grease marks over a dark fabric, like blackish mark on a black or 

grey cloth, the probability of missing a fault increase. If we install an Ultraviolet gun which throws a 

beam of such light, which is deflected and then detected by the sensor, it will almost never miss such 

faults. If we set the angle of the gun to be 45 degrees as of the camera and the cloth. The sensor should 

be installed somewhere opposite of beneath the cloth which is still yet to be decided by the 

experiments, but this will increase the accuracy insanely. 

 

 

  



CHAPTER 11: QUALITATIVE RESULTS AND VISUALIZATION OF WORKING 

OF ALGORITHM 
 

Qualitative results will be presented in this chapter. The output images of experimental tests 

can be seen below. Images from different stages of our approach are also included. 

 

 

Fig.12. Detected Defect 

 

 
Fig.13. Detected Defect 

 



 
Fig.14. Detected Defect 

 

 
Fig.15. Detected Defect 

 



  
Fig.16. Detected Defect 

 



  

 
17(a) 

 

 
17(b) 

 

 
17(c) 
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17(e) 

 

Fig.17. Test Results stepwise. 17(a) Original Image of defected Cloth sample. 17(b) Customized grayscale 

converted image. 17(c) Binarized image on a custom threshold. 17(d) Fault localization on binarized 

image. 17(e) Fault localization and drawn boxes on the original image. 
 



  

 
18(a) 

 

 
18(b) 

 

 
18(c) 
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18(e) 

 
Fig.18. Test Results stepwise. 18(a) Original Image of defected Cloth sample. 18(b) Customized 

grayscale converted image. 18(c) Binarized image on a custom threshold. 18(d) Fault localization on 

binarized image. 18(e) Fault localization and drawn boxes on the original image. 
 



   

 
19(a) 

 

 
19(b) 

 

 
19(c) 

 

 
19(d) 

 

 
19(e) 

 
Fig.19. Test Results stepwise. 19(a) Original Image of defected Cloth sample. 19(b) Customized 

grayscale converted image. 19(c) Binarized image on a custom threshold. 19(d) Fault localization on 

binarized image. 19(e) Fault localization and drawn boxes on the original image. 
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20(c) 

 

 
20(d) 

 

 
20(e) 

 
Fig.20. Test Results stepwise. 20(a) Original Image of defected Cloth sample. 20(b) Customized 

grayscale converted image. 20(c) Binarized image on a custom threshold. 20(d) Fault localization on 

binarized image. 20(e) Fault localization and drawn boxes on the original image. 
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Fig.21. Test Results stepwise. 21(a) Original Image of defected Cloth sample. 21(b) 

Customized grayscale converted image. 21(c) Fault localization and drawn boxes on the 

original image. 
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Fig.22. Test Results stepwise. 22(a) Original Image of defected Cloth sample. 22(b) 

Customized grayscale converted image. 22(c) Binarized image on custom threshold. 
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Fig.23. Test Results stepwise. 23(a) Original Image of defected Cloth sample. 23(b) Customized 

grayscale converted image. 23(c) Binarized image on custom threshold. 

 



 

 

 

 

 

 

 

Fig.25. C# Software App which we developed to analyze 

dataset and design our algorithm. 

Fig.24. Sample of Excel Files generated by testing 

system 



CHAPTER 12: CONCLUSION 
 

In this research project, we have proposed a new algorithm for the automation of textile defect 

inspection system. Our algorithm will detect all kinds of visible defects and can work in real 

time in fabric industry because of its fast processing speed. We have performed rigorous testing 

of our algorithm using a huge amount of test data which includes ~34,000 image samples of 

both defected and defect-free images and ~500 videos (exact details of dataset are mentioned 

in section IX). Our accuracy on limited number of images (~350 images) was almost 100% but it 

dropped somewhat when we increased the dataset for thorough testing. Many previous works 

have used dataset ranging from 2 images to 300 images and showing 100% accuracies, which 

does not contribute to a considerable result for real time working of their approaches. 

We have evaluated all the results of our method properly through two ways. Accuracy and 

other quantitative results cannot just be compared with other research papers as both their 

dataset and approach are different than yours. For proper comparison and evaluation one 

entity must be same. For this purpose, we used a public dataset and the results of its approach. 

We ran our algorithm on that public dataset to get our results, then compared those results 

with their approach’s results. This way we kept the public dataset common between both the 

approaches and our accuracy and FPS were higher. The second method of our evaluation was 

to keep our dataset a common entity between our approach and another approach with which 

we have our results and our results were again higher. We have discussed the results and 

evaluation thoroughly in detail in section VII and VIII. So, we have actually used two datasets for 

testing purposes. 

We have tested the FPS and processing speed of our algorithm on different devices and 

different operating system for proper testing. The result was of course different on each. The 

devices included Intel core i5 2nd Gen, i7 6th Gen, i7 8th Gen, i9 9th Gen and Raspberry Pi 2 

Model B+. The operating systems included Windows 10, Linux Ubuntu 16.04, and Raspbian. 

GPU is not used in any case of testing, only CPU is used. 

Our method is superior to others because of our huge dataset corresponding to rigorous 

testing, our high processing speed on a personal laptop having simple specifications without the 

use of GPU hence cost effective and our good accuracy. No previous work has a processing 

speed or Frame rate equal to us even after using GPUs because of the simplicity of our 

algorithm. 

We have achieved an accuracy of 94.3% and an FPS of 114. Our FP (False positive) is zero giving 

precision and specificity or TNR as 1 or 100%. This means our algorithm will never detect a 

clean cloth as defected and good fabric will never be wasted due to wrong marking. In other 

words, false alarm rate (FAR) is zero. Although our algorithm is sensitive towards FN (False 

Negative) as FN is not zero which is the only reason our accuracy was less than 100% on images. 

Due to this our Recall/Sensitivity or TPR is 0.92%. This means there is a slight possibility that 



some of the defected fabric will be not detected. We analyzed our FN samples and came to 

conclusion that these were those samples which were either faded/bright due to sudden 

changes in light intensity or had a very small defect size which was not properly visible in the 

camera FOV. Although, this is not a problem in real time working of inspection system because 

in real time continuous video stream is being processed with 30 or 60 frames (images) per 

second so, if the defect is not caught in one frame (image) it will be caught in the next 2 to 5 

frames. This is because the light intensity is normalized again in next frames and if the fault is 

very small in one frame at initial stage, it persists continuously in video for few frames, it is 

either amplified or rectified and hence caught. This is the reason our accuracy on videos in up 

to 100%. Both precision and recall contributed to our F-measure score which is 0.96%. 

 We have deployed our system in a textile factory for collection of data and for testing purposes 

as well. 
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