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Abstract 

Paralysis in human being is a major curse. Quadriplegia or Tetraplegia is a form of paralysis caused 

from injuries or illness results in partial or complete loss of all four limbs in this condition a patient 

can only move his/her eyes. Different types of interfaces with wheelchair had been introduce for 

paralyzed patients i.e. joystick control, chin control and head control. But many of the patients 

cannot even utilize these devices due to limited movement. Eye controlled wheelchair is also 

introduced but most of them are difficult to operate during steering due to IRIS positioning as well 

as camera positioning. In this work a solution for IRIS tracking and mobile robot steering is 

developed. For which first step is face detection, second eye extraction, third IRIS detection and 

regional division and fourth mobile robot control. Regional division of human eye is based on IRIS 

orientation for which we use individualized IRIS localization, in which first step is to find the 

natural IRIS orientation of patient. Initially subject is told to look straight, left, and right which are 

then used to mark the eye left positions in three regions, eye right positions in three regions and 

straight up to a certain limit depending on eye natural straight orientation. Then the marked regions 

are used to control steering angle of mobile robot. All the image processing was done on raspberry 

pi using open cv. Images were captured using Pi-cam. Raspberry pi after taking decision of IRIS 

localization in the eye frame send commands to the mobile robot using Bluetooth module. Arduino 

controlled mobile robot is developed which receives commands of movement from Raspberry Pi 

via Bluetooth which are then decoded and used to operate four-wheel robot. 

 

Key Words: paralysis, quadriplegia, human eye, IRIS tracking, regional division, mobile robot, 

wheelchair, steering angle, steering control
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CHAPTER 1 

INTRODUCTION 

Life of human beings is full of challenges and obstacles. For which we human tend to find 

solutions. Some people suffer from poverty, some from daily life challenges and others have health 

issues such as disability of their different body parts to operate for example weaken eye sight, 

cannot speak or hear, one of the disability kind is paralysis where human being is unable to move 

one or more parts of his/her body and dependent on others to help him/her in daily life challenges. 

Multiple solutions are designed for paralyzed people to help them in their daily life activity which 

can be mechanical or robotic. One of that solutions is development of Iris controlled wheelchair 

to help them move from one place to another which otherwise can be a real hassle.  

 

1.1  Background, Scope and Motivation 

Paralysis due to spinal cord injury is mostly divided into four parts which includes monoplegia, 

hemiplegia, paraplegia, and quadriplegia. Researchers have designed multiple working solutions 

for first three forms of paralysis but solutions for quadriplegia patients is still in research phase 

and  number of people suffering from quadriplegia is increasing with time such as USA have 1.7% 

people [1] paralyzed one way or another. Tetraplegia, also called as quadriplegia, is a form of 

paralysis which is result of injury or illness of spinal cord due to which a person is unable to move 

his/her body because of the loss of all four limbs rather can only have control on his/her head 

movements. In tetraplegia both sensation and control of muscle are lost. 

There are different ways that are used to help tetraplegia or quadriplegia patients in movement 

which includes Iris [2] and EEG [3] electroencephalography-controlled wheelchair designed for 

people who have complete loss of muscle control are suffering from extreme form of paralysis. 

Other than that Chin, EMG, and joystick-controlled wheelchair [4] are used for partially paralyzed 

people. For IRIS controlled wheelchair mostly, a camera is attached in front of eye [2] with the 

glasses or head mount that is used to capture images of eye. Then after image processing IRIS 

orientation is detected which is left, right, stop, forward and commands are transferred to motor 

controllers [2]. In EEG a head mount is attached on patients’ head which receives signal based on 

brain activity and decides what commands signals to the motor controller are needed to be passed 
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[3]. Chin and Joystick control have same kind of operational system where in chin control a 

paralyzed person uses his chin [5] to operate wheelchair for which a joystick near chin is attached. 

While for simple joystick control system a small joystick is attached near the hand of patient that 

helps them generate control signal for controller [4]. 

In this work Iris orientation detection and command generation for steering control of mobile 

robot/wheelchair is targeted. Our scope is develop an Iris tracking algorithm that can help 

paralyzed people to steer mobile robot easily and steering control of robot should be dependent on 

regional division of eye so that an exact turn according to pupil direction can be possible. Eye 

region should be divided into multiple parts depending on Iris orientations and each region to be 

used to steering control or other control commands of mobile robot. 

 

1.2  Objective and Problem Statement 

Iris orientation (left, right, straight) changes with person to person and for paralyzed people it is 

difficult to steer wheelchair in left or right direction due to time-based turning [2]. One more issue 

that paralyzed people face during turning of wheelchair is unable to look in exact position where 

they want to turn due to presence of camera attached in front of one eye and predefined left or right 

turning Iris position which is extreme left or right in eye region. For that problem, a solution should 

be developed that can focus on steering control using Iris orientation in eye region. A turning angle 

should be decided based on pupil direction or looking angle instead of time we want to turn. 

Camera for Iris tracking should be contact free for ease of patient and to widen the angle of view. 

1.3  Aims 

To develop an Iris tracking algorithm that can help in bringing accuracy for steering angle 

of mobile robot. Give multiple turning angles options such as 30, 60,90 degree to paralyzed 

patients based on horizontal regional division of human eye as well as vertical regional division 

for stop and start. Develop a system which can do real-time image processing and minimum time 

lapse for eye localization to robot control. 

 

1.4  Hypothesis 

i. Regional division of human eye by using gaze tracking algorithm will enable patient to 

generate exact steering command in direction of gaze 
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ii. Based on above hypothesis steering control of mobile robot (wheelchair) will be possible 

in multiple angles. 

  

 

1.5  Thesis Outline 

 

Chapter 2 of this thesis reflects on literature review related wheelchair control. 

Chapter 3 discuss about designed system architecture which includes IRIS detection, IRIS 

localization and decision-making process 

Chapter 4 Hardware used and its specifications  

Chapter 5 Experimental results 

Chapter 6 Conclusion and future works 

  



4 

CHAPTER 2 

Literature Review 

 

This chapter thoroughly explains techniques from literature used to help paralyzed people, move 

from one place to another and architecture which are being used to take operational commands 

from patients results in helping them in movement. 

 

2.1  Hand gesture technique for wheelchair movement 

To control a wheel chair various technology has been used previously, for example hand gesture 

technique is used for wheel chair movement [6] in which researchers have used flex sensors to 

determine different gestures formed by person on wheelchair and actions are determined according 

to it, their developed system consisted to wheelchair equipped with multiple sensor for obstacle 

avoidance. Another work done on hand gesture-based wheelchair control is based on determining 

hand shapes contours [7]. Researchers used image processing to capture pre-defined shapes of 

hand which are for forward, right, left, reverse and stop.    

 

2.2  Flex sensor-based wheelchair 

 

In flex sensor-controlled wheelchair, a flex sensor is attached to finger of paralyzed person and 

different orientations are defined to resistance change when finger moves. A recent research work 

published in International Journal of Advance Research is gesture controlled wheelchair using flex 

sensor [8] in which inputs for wheelchair are captured using flex sensor and then commands are 

transferred to motor controller. One more work done is based on gyro sensor mounted to head 

using specially designed head mount [9]. Controls movement of wheelchair in forward, left, right 

and stop which takes input in the form of ASL codes which are decoded, and motors are controlled. 

Another paper published hand(accelerometer) and finger-based wheelchair [10] to operate 

wheelchair it uses Flex sensor and accelerometer, but main drawback is some human effort is 

required which is difficult for paralyzed patient Specially Quadriplegia. 
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2.3  Voice operated wheelchair 

 

To minimize the use of body voice operated wheelchair are introduced such as [11] have developed 

a wheelchair which uses Arduino to receive voice commands from patient and move wheelchair 

accordingly. More advance work done in Japan which is tested on real patient with moving 

wheelchair [12]. They had a recognition of moving commands of 98.3 percent and 97 percent of 

verification commands. Voice commands were recognized on laptop and signal was transferred to 

motor controller microcontroller. There are several drawbacks as well for this technology i.e. 

accuracy, background noise speaking style etc.  

 

2.4  EEG Based wheelchair 

For quadriplegia patient one more solution is developed using EEG in which brain signals are 

decoded to generate movement commands such as [3] in which they used brain computer interface 

(BCI) with neuro sky EEG headset. Different command signals were generated based on patient 

attention level and for pause command two times eye blink was used. One more review study on 

BCI based wheelchair control [13] used one hundred articles which consisted of different papers 

relevant to BCI and wheelchair. They suggested multiple outputs at the end of their studies which 

are development of low cost, more accurate EEG headset. Wheelchair operation in dynamic 

environment. Improvement in results by increasing samples for testing. 

 

2.5  Joystick Controlled Wheelchair 

Joystick controlled wheelchair is designed for partially paralyzed people when their lower body is 

paralyzed while they have control over their upper body especially arms. Such as [14] developed 

joystick-controlled wheelchair to assist movement in which they used Arduino and dummy 

wheelchair to present idea. More developed solution is presented in [15], in which they presented 

idea of visual joystick in which they removed real hardware instead used image processing to 

decode different hand gestures for movement of wheelchair. Another research published [4] 

developed advance wheelchair in which they incorporated different environment scanning sensors 

to avoid dynamic obstacles as well while taking commands from joystick. 
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2.6  Eye movement based electronic wheelchair 

For patients who are completely paralyzed or effected by quadriplegia and unable to move, require 

advance systems to help them move for which IRIS movement based electronic wheelchairs are 

developed. Such as researcher in paper  [16] used MATLAB for image processing on laptop and 

then generated control signals are transferred to wheelchair for movement operations. Another 

research published in scientific and technology journal in 2014 [17] have used camera attached in 

front of eye using glasses which sends input to laptop where all the image processing is taking 

place and commands are generated for wheelchair control. Recently a research published [18] uses 

matlab for image processing and labview for taking decision for wheelchair control for which they 

have used a four-wheel robot as a model with two tires powered while other two are free. Which 

Main difficulty for user is that every time they must carry their laptops along with wheelchairs 

which difficult as well as costly. Similar technique is done using raspberry pi [2]. Image processing 

is rapidly increasing day by day and eye tracking in image processing is a technique where eye 

movements are determined. Another research published [17] uses IRIS tracking for left, right, 

forward and stop of wheelchair incorporated with environment sensing using IR sensors. Eye 

movement are used as control signals, there are several techniques used to track eye movements. 

In [8] wheelchair is controlled using Eye and a switch. Camera is mounted in front of eye to capture 

images. Researchers have also used raspberry pi with pi cam such as [2] have controlled wheelchair 

using raspberry pi in which image processing was done using opencv. 

 

2.7  IRIS Tracking Algorithm 

For quadriplegia patients, most researchers are focusing on IRIS tracking based algorithm because 

it is mostly noninvasive and have high accuracy [19]. The method used for recording eye position 

or movements is called oculography [20]. There are four main techniques which are widely used 

for eye tracking [19]. First one is electro-oculography in which small sensors are attached around 

eye which measure electric field when eye rotates. This is system is very effective to measure eye 

movement when person is sleeping, and it is widely used for that purpose. Second widely used 

system is scleral search coils in which coils are embedded in contact lenses and eye movement is 

measured using change in electric field. Third method which is widely used for eye position and 

movement tracking is infrared oculography which measures light intensity reflected from sclera 

illuminated by infrared light [19]. But due to advancement of technology and processing power of 
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computers fourth system video-based eye tracking have increased drastically as a result accuracy 

and cost is getting effective day by day [19]. Researchers have developed multiple solution 

focusing on video-based eye tracking which consists of single, multiple camera-based eye 

tracking, in these kind of research mostly if single camera is used it is attached in front of one eye 

using head mount and if it is multiple cameras then they are present in front of person to track 

eyes. Invasive and non-invasive system, visible light or infrared light depends in researcher needs 

from output, environment variables and lightening conditions. There are two main gaze tracking 

techniques [17] which are widely used first one is feature-based gaze estimation in which 

distinctive features set of human eyes such as contours (pupil contours), eye corners, cornea 

reflection. This system consists of model-based approach which uses 3D gaze direction vector and 

interpolation-based approach which uses mapping to find gaze coordinates from image features. 

Second method which is widely used is gaze estimation based on appearance. In this type of system 

photometric appearance are directly used to detect and track eyes [16] .     

 

2.8  Human Eye  

Human eye has three visible parts which are pupil, sclera, and Iris [21]. Pupil is responsible for the 

light entering eye. Sclera is protective layer of the eye that consists of white region which provides 

protection to optic nerve binding[ref] and IRIS is responsible for controlling the diameter and size 

of pupil, thus controls light reaching retina [22]. Eyeball movement is controlled by six muscles 

inside eye which are four recti muscle and two oblique muscle [23]. Field of view (FOV) of human 

eye is dependent on movement of recti and oblique muscles. FOV is total area where a person can 

observe environment using his or her eyes. FOV helps us to cover certain area instead of single 

point. In humans FOV consists of two monocular FOV that is two eyes, which are joined by our 

brain to form one single binocular FOV.  For human eye total horizontal angle of view of both 

eyes from extreme left to extreme right is 190 degree [24] and for vertical view from top to bottom 

is 150 degree. 
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Chapter 3 

Methodology 

 

  Concept 

Using the literature discussed above human eye horizontal binocular FOV for human eye is divided 

into multiple regions which are seven different orientations of iris in eye region that is left 90 

degree, left 60 degree, left 30 degree for extreme left, moderate left and minimal left respectively. 

Same is the case for right 90 degree, right 60 degree, right 30 degree for extreme right, moderate 

right and minimal right respectively. A specific region in straight direction is considered forward 

orientation of iris or gaze. As shown in figure no.3.2.   

 Vertical FOV of eyeball in eye region is between 130 degree to 150 degree for which two positions 

can easily be considered which are top and forward based on IRIS positioning as shown in figure 

no. 3.1.   

Based on concept discussed above if iris position can be found in the eye, we can divide that region 

into multiple small regions to control steering of robot in exact gaze direction. This system will 

enable quadriplegia patients to generate steering commands exactly for the direction in which they 

want their wheelchair to turn.    

Figure 3.1: Horizontal and Vertical Field of View of Human Eye 
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  Iris Orientation Detection 

For iris orientation detection in developed system following are the key features. 

• Noninvasive technique for camera mount is used 

• Camera is placed in front of patient face instead of in front of eye 

There are multiple steps which are used till detection of orientation of iris, as discussed below. 

1. Face detection and facial landmarks 

2. Eye detection and extraction 

3. Iris detection 

4. Iris localization 

3.2.1 Face Detection and facial landmarks 

First step for gaze tracking is face detection in which histogram of orient gradient (HOG) is used. 

HOG descriptor key feature is to detect object in computer vision and image processing. This 

descriptor is used to find region of interest (ROI). For our case we used OpenCV with already face 

detector algorithm working based on HOG descriptor. 

Once face is detected from image next step is to draw facial landmarks on face which represent 

different facial features which are face boundary, eyes, nose, mouth. For that purpose, pre-trained 

facial landmark detector library dlib is used. Dlib works on the principle of machine learning where 

training dataset consists of faces with manually input of dataset of faces with marked landmarks. 

Dataset used is IBUG 300w. Dlib estimates 68(x,y) coordinates which results  in mapping of facial 

Figure 3.2: Regional Division of Human Eye 
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structure. Below is the figure no.3.3 representing output from two algorithms which are HOG and 

facial landmarks detector dlib. 

 

Figure 3.3: Face and Facial Landmarks Detection 

 

3.2.2 Eye detection and Extraction 

a) Eye-Detection 

Each facial landmarks drawn represent separate (x,y) coordinates in the image. To extract 

any patch from the image we used landmarks bounding around specific region. For our 

case which were eyes. Coordinates for every landmark is predefined so extracted frame 

will also have landmarks representing same points which is  

Left_eye_points = [36,37,38,39,40,41] 

Right_eye_points = [42,43,44,45,46,47] 

Once we get those points bounding around left and right eye then to determine that region 

equation (1) to determine that region.  

• 𝒓𝒆𝒈𝒊𝒐𝒏=𝒂𝒓𝒓𝒂𝒚[𝒇𝒂𝒄𝒊𝒂𝒍_𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔.𝒑𝒂𝒓𝒕𝒑𝒐𝒊𝒏𝒕.𝒙,𝒇𝒂𝒄𝒊𝒂𝒍𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔 𝒓𝒆𝒈𝒊𝒐𝒏 =

𝒂𝒓𝒓𝒂𝒚[𝒇𝒂𝒄𝒊𝒂𝒍_𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕). 𝒙,𝒇𝒂𝒄𝒊𝒂𝒍𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕). 𝒚]   (1) 

 

To extract region an array is formed in which input is points which are left eye points and 

right eye points. Using those marked points x coordinates and y coordinates of those specific 

points is find out and left and right eye is marked in the image. 
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b) Eye Extraction 

Once the region containing eye is marked and determined next step is to extract eyes from the 

image so that processing speed of the system can be increased and instead of working on whole 

image we can work on small patch of image.  

Step – 1 : Apply Mask to Get Only Eye 

Mask applied is fill poly mask which enables us to draw a boundary around any region which 

can be in the form of black or white pixels.  

First step is to take frame of black pixels of same size as original frame for that purpose height 

and width of real time frame is found out using pre-defined in OpenCV which is below equation 

(2) 

𝒉,𝒘=𝒇𝒓𝒂𝒎𝒆.𝒔𝒉𝒂𝒑e                  (2) 

Then black frame is taken using equation (3)   

𝒃𝒍𝒂𝒄𝒌𝒇𝒓𝒂𝒎𝒆=𝒏𝒖𝒎𝒑𝒚.𝒛𝒆𝒓𝒐𝒔𝐡,𝒘,𝒑𝒊𝒙𝒆𝒍𝒊𝒏𝒕𝒆𝒔𝒊𝒕𝒚𝒉=𝒇𝒓𝒂𝒎𝒆𝒉𝒆𝒊𝒈𝒉𝒕 𝒃𝒍𝒂𝒄𝒌𝒇𝒓𝒂𝒎𝒆 =

𝒏𝒖𝒎𝒑𝒚. 𝒛𝒆𝒓𝒐𝒔 ((𝒉, 𝒘), 𝒑𝒊𝒙𝒆𝒍𝒊𝒏𝒕𝒆𝒔𝒊𝒕𝒚)  (3) 

      𝒘𝒉𝒆𝒓𝒆  

𝒑𝒊𝒙𝒆𝒍𝒊𝒏𝒕𝒆𝒔𝒊𝒕𝒚 = 𝟐𝟓𝟓 

𝒉 = 𝒇𝒓𝒂𝒎𝒆𝒉𝒆𝒊𝒈𝒉𝒕 

𝒘 = 𝒇𝒓𝒂𝒎𝒆𝒘𝒊𝒅𝒕𝒉  

𝒘=𝒇𝒓𝒂𝒎𝒆𝒘𝒊𝒅𝒕𝒉 

Once we get black frame of same image frame size then we apply that mask on frame 

captured which results in black frame overlapping original frame using equation (4).  

  

𝒎𝒂𝒔𝒌 = 𝒏𝒖𝒎𝒑𝒚. 𝒇𝒖𝒍𝒍(𝒉, 𝒘, 𝒃𝒐𝒖𝒏𝒅𝒓𝒚𝒄𝒐𝒍𝒐𝒓, 𝒑𝒊𝒙𝒆𝒍𝒊𝒏𝒕𝒆𝒏𝒔𝒊𝒕𝒚)                (4) 

 

Next step is applying fillpoly mask around eye region for that purpose opencv function 

fillypoly is used as shown in equation (5).  

𝒄𝒗𝟐. 𝒇𝒊𝒍𝒍𝒑𝒐𝒍𝒚(𝒎𝒂𝒔𝒌, [𝒓𝒆𝒈𝒊𝒐𝒏], (𝒄𝒐𝒍𝒐𝒓))             (5) 

Where  

Region is area around eye which is marked using eye points 

While color is the color of fillpoly  
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Once fillpoly is applied next step is to invert every pixel to white except eye mask so that we can 

have a clear output for visualization as shown in equation (6). Output of single eye is shown in 

which result of fillpoly mask is shown in figure no.3.4. 

𝒄𝒗𝟐. 𝒆𝒚𝒆𝒃𝒊𝒕𝒘𝒊𝒔𝒆𝒏𝒐𝒕(𝒃𝒍𝒂𝒄𝒌𝒇𝒓𝒂𝒎𝒆, 𝒇𝒓𝒂𝒎𝒆𝒄𝒐𝒑𝒚( ), 𝒎𝒂𝒔𝒌 = 𝒎𝒂𝒔𝒌)        (6) 

 

 

Figure 3.4: Eye Region After Fill Poly Mask 

Step-2: Crop Eye 

After applying mask and doing eye bitwise not operation we have output shown in figure no.3.4. 

Next step is to extract eye from frame. For that purpose, we extract an eye patch from our figure 

no. using x and y pixels value. To mark the region, we used a minimum and maximum of x and y 

which will cover complete eye as shown in equation no (7).    

𝒆𝒚𝒆=𝒇𝒓𝒂𝒎𝒆[𝒎𝒊𝒏𝒊𝒎𝒖𝒎𝒚:𝒎𝒂𝒙𝒊𝒎𝒖𝒎𝒚,𝒎𝒊𝒏𝒊𝒎𝒖𝒎𝒙:𝒎𝒂𝒙𝒊𝒎𝒖𝒎𝒙] (7) 

where 

• 𝒎𝒊𝒏𝒊𝒎𝒖𝒎𝒙=𝒎𝒊𝒏𝒊𝒎𝒖𝒎𝒓𝒆𝒈𝒊𝒐𝒏:,𝟎       // 0 for x 

•  𝒎𝒂𝒙𝒊𝒎𝒖𝒎𝒙=𝒎𝒂𝒙𝒊𝒎𝒖𝒎𝒓𝒆𝒈𝒊𝒐𝒏:,𝟎 

• 𝒎𝒊𝒏𝒊𝒎𝒖𝒎𝒚=𝒎𝒊𝒏𝒊𝒎𝒖𝒎𝒓𝒆𝒈𝒊𝒐𝒏:,𝟏      // 1 for y 

•  𝒎𝒂𝒙𝒊𝒎𝒖𝒎𝒚=𝒎𝒂𝒙𝒊𝒎𝒖𝒎𝒓𝒆𝒈𝒊𝒐𝒏:,𝟏 

From figure no.3.5 show an eye is extracted from original frame while removing all other facial 

features. Both eyes are extracted separately using the same equation but different landmark 

points. 
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Figure 3.5: Extracted Eye 

3.2.3 IRIS Detection 

a) Binarization of Eye Frame 

To binarize an image there are multiple ways, but most effective way is to find best threshold 

that can give better results without extruding image properties. To find best single intensity 

threshold that separate image in two classes foreground and background. Using this system we 

try to find sweet spot from which if pixel value is greater than it, it is set to maximum value and 

if pixel value is smaller than it, pixel value is set to zero. OTSU thresholding continuously 

searches for minimizing of intra-class variance. Using equation (8), first input is gray scale eye 

frame which we extracted previously, second input is threshold, third maximum value of pixel if 

above defined threshold. Fourth value define method we want to apply for thresholding.  

𝒕𝒉𝒓 =  𝒄𝒗𝟐. 𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅(𝒆𝒚𝒆𝒇𝒓𝒂𝒎𝒆, 𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅, 𝟐𝟓𝟓, 𝑪𝑽𝟐. 𝑻𝑯𝑹𝑬𝑺𝑯𝑶𝑻𝑺𝑼)      (8) 

 

Once we find best possible threshold with minimum intra-class variance then we binarize our eye 

frame using that thresholding value found in equation (9).  

 

𝒊𝒓𝒊𝒔𝒇𝒓𝒂𝒎𝒆 = 𝒊𝒎𝒂𝒈𝒆𝒑𝒓𝒐𝒄𝒆𝒔𝒔𝒊𝒏𝒈(𝒆𝒚𝒆𝒇𝒓𝒂𝒎𝒆, 𝒕𝒉𝒓)     (9) 

 

b) Draw Contours 

Visualization of required contour is shown in figure no.3.6. Which will be extracted based on 

its size and color. After binarization our next step is to draw contours which are joining of 

continuous points to form a curve surrounding different objects with same pixel properties. By 

using equation (10) inputs are IRIS frame in binarized formed, second variable is contour 

retrieval mode, and third input is contour approximation method. 
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𝒄𝒐𝒏𝒕𝒐𝒖𝒓𝒔,=𝒄𝒗𝟐 . 𝒇𝒊𝒏𝒅𝒄𝒐𝒏𝒕𝒐𝒖𝒓𝒔(𝒊𝒓𝒊𝒔𝒇𝒓𝒂𝒎𝒆, 𝒄𝒗𝟐. 𝑹𝑬𝑻𝑹𝑻𝑹𝑬𝑬, 𝑪𝑽𝟐. 𝑪𝑯𝑨𝑰𝑵𝑨𝑷𝑷𝑹𝑶𝑿𝑵𝑶𝑵𝑬
)    (10) 

Contours drawn are of different shapes and sizes which consists of multiple curves around any 

continuous region. To extract IRIS, we use a simple equation (11). Which sorts contour 

according to their size. In our binarized frame, IRIS is biggest continuous region which is on first 

position of sorted contours based on its size and approximate size. It is extracted while removing 

all other small contours as shown in figure no. 3.7 and 3.8. 

 

𝒄𝒐𝒏𝒕𝒐𝒖𝒓𝒔 = 𝒔𝒐𝒓𝒕𝒆𝒅(𝒄𝒐𝒏𝒕𝒐𝒖𝒓𝒔, 𝒌𝒆𝒚 = 𝒄𝒗 = 𝒄𝒐𝒏𝒕𝒐𝒖𝒓𝒂𝒓𝒆𝒂)            (11) 

  

 

In figure no.3.9 results of IRIS extracted at multiple positions is shown for which center, left and 

right regional direction is observed. 

Figure 3.6: Required Output 

Figure 3.8: Human Eye with Before Contours 

Figure 3.7: Extracted IRIS from Contours 
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3.2.4 IRIS Localization 

3.2.6.1 IRIS Centroid 

To find an average image pixel intensity we use image moments, or image moments are used to 

find interesting properties in an image. In images one of the main use of moments is to describe 

or find properties of contours for example center of mass, object area, centroid. For that purpose, 

we applied moments on contours extracted in equation (12).  

𝒎𝒐𝒎𝒆𝒏𝒕𝒔 = 𝒄𝒗𝟐. 𝒎𝒐𝒎𝒆𝒏𝒕𝒔(𝒄𝒐𝒏𝒕𝒐𝒖𝒓𝒔)                                      (12) 

After finding moments next step is to extract specific information using moments in our case it 

was to find centroid of contour drawn around IRIS. For that purpose, we used maximum of 

moments for x and y divided by origin of moments as shown in equation no (13), (14). 

𝒙𝒄𝒆𝒏𝒕𝒓𝒐𝒊𝒅 = 𝒊𝒏𝒕(𝒎𝒐𝒎𝒆𝒏𝒕𝒔[′𝒎𝟏𝟎′]/𝒎𝒐𝒎𝒆𝒏𝒕𝒔[′𝒎𝟎𝟎′])          (13) 

𝒚𝒄𝒆𝒏𝒕𝒓𝒐𝒊𝒅 = 𝒊𝒏𝒕(𝒎𝒐𝒎𝒆𝒏𝒕𝒔[′𝒎𝟎𝟏′]/𝒎𝒐𝒎𝒆𝒏𝒕𝒔[′𝒎𝟎𝟎′])          (14) 

Centroid points of IRIS are then added with the origin value to remove any error. Our output from 

equation (15) is x centroid of IRIS with reference to origin value of frame and from equation (16) 

output is y centroid with reference to origin of frame. 

𝒙 = 𝑹𝒊𝒈𝒉𝒕|𝒍𝒆𝒇𝒕𝒆𝒚𝒆𝒐𝒓𝒊𝒈𝒊𝒏𝒙
+ 𝒙𝒄𝒆𝒏𝒕𝒓𝒐𝒊𝒅𝒄𝒐𝒏𝒕𝒐𝒖𝒓

           (15) 

𝒚 = 𝑹𝒊𝒈𝒉𝒕|𝒍𝒆𝒇𝒕𝒆𝒚𝒆𝒐𝒓𝒊𝒈𝒊𝒏𝒚
+ 𝒚𝒄𝒆𝒏𝒕𝒓𝒐𝒊𝒅𝒄𝒐𝒏𝒕𝒐𝒖𝒓

           (16) 

3.2.6.2 IRIS Centroid Horizontal Ratio 

Horizontal ratio will generate left, right and forward commands. IRIS frame is used to find 

horizontal ratio of IRIS centroid. That ratio tells us exact position of IRIS with reference to origin 

of frame. To get a better visualization of results we normalized (scale data into smaller range) the 

range between 0 and 1 for both eyes IRIS separately.  

For that purpose, we used three different values of x which are centroid of IRIS, other than that 

start, and end point of x is taken as range to be normalized. As shown in equation (17) and equation 

(18) for normalization of right eye 

𝒍𝒆𝒇𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 =
(𝒙−𝒙𝒎𝒊𝒏𝒊𝒎𝒖𝒎)

(𝒙𝒎𝒂𝒙𝒊𝒎𝒖𝒎−𝒙𝒎𝒊𝒏𝒊𝒎𝒖𝒎)
     (17) 

𝒓𝒊𝒈𝒉𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 =
(𝒙−𝒙𝒎𝒊𝒏𝒊𝒎𝒖𝒎)

(𝒙𝒎𝒂𝒙𝒊𝒎𝒖𝒎−𝒙𝒎𝒊𝒏𝒊𝒎𝒖𝒎)
               (18) 

 

Figure 3.9: Eye Frame with Contour on Multiple Positions of IRIS 
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𝒍𝒆𝒇𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 = 𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝒗𝒂𝒍𝒖𝒆 𝒐𝒇 𝒍𝒆𝒇𝒕 𝒆𝒚𝒆 𝒐𝒏 𝒉𝒐𝒓𝒊𝒛𝒐𝒏𝒕𝒂𝒍 𝒂𝒙𝒊𝒔   

𝒓𝒊𝒈𝒉𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 = 𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝒗𝒂𝒍𝒖𝒆 𝒐𝒇 𝒓𝒊𝒈𝒉𝒕 𝒆𝒚𝒆 𝒐𝒏 𝒉𝒐𝒓𝒊𝒛𝒐𝒏𝒕𝒂𝒍 𝒂𝒙𝒊𝒔  

𝒙 = 𝒊𝒓𝒊𝒔 𝒄𝒆𝒏𝒕𝒓𝒐𝒊𝒅 

𝒙𝒎𝒊𝒏 = 𝒇𝒓𝒂𝒎𝒆 𝒐𝒓𝒊𝒈𝒊𝒏 

𝒙𝒎𝒂𝒙 = 𝒎𝒂𝒙𝒊𝒎𝒖𝒎 𝑰𝑹𝑰𝑺 𝒇𝒓𝒂𝒎𝒆 𝒗𝒂𝒍𝒖𝒆 

 

Find mean of both pupil 

For a normal person with straight eyes or no squint we find a combined mean of eyes as a result it 

gives more accuracy and enable us to get better results using equation (19) 

𝑯𝒐𝒓𝒊𝒛𝒐𝒏𝒕𝒂𝒍𝒎𝒆𝒂𝒏 =
(𝒍𝒆𝒇𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅+𝒓𝒊𝒈𝒉𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅)

𝟐
    (19) 

 

3.2.6.3 IRIS Centroid Vertical Ratio 

Vertical ratio will generate start, pause and stop commands. IRIS frame is used to find vertical 

ratio of IRIS centroid. That ratio tells us exact position of IRIS with reference to origin of frame. 

To get a better visualization of results we normalized (scale data into smaller range) the range 

between 0 and 1 for both eyes IRIS separately. For that purpose, we used three different values of 

y which are centroid of IRIS, other than that start, and end point of y is taken as range to be 

normalized. As shown in equation (20) for left and equation (21) for right. 

 

𝒍𝒆𝒇𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅𝒗𝒆𝒓𝒕𝒊𝒄𝒂𝒍
=

(𝒚−𝒚𝒎𝒊𝒏𝒊𝒎𝒖𝒎)

(𝒚𝒎𝒂𝒙𝒊𝒎𝒖𝒎−𝒚𝒎𝒊𝒏𝒊𝒎𝒖𝒎)
     (20) 

𝒓𝒊𝒈𝒉𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅𝒗𝒆𝒓𝒕𝒊𝒄𝒂𝒍
=

(𝒚−𝒚𝒎𝒊𝒏𝒊𝒎𝒖𝒎)

(𝒚𝒎𝒂𝒙𝒊𝒎𝒖𝒎−𝒚𝒎𝒊𝒏𝒊𝒎𝒖𝒎)
               (21) 

𝒍𝒆𝒇𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅𝒗𝒆𝒓𝒕𝒊𝒄𝒂𝒍
= 𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝒗𝒂𝒍𝒖𝒆 𝒐𝒇 𝒍𝒆𝒇𝒕 𝒆𝒚𝒆 𝒐𝒏 𝒗𝒆𝒓𝒕𝒊𝒄𝒂𝒍 𝒂𝒙𝒊𝒔   

𝒓𝒊𝒈𝒉𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅𝒗𝒆𝒓𝒕𝒊𝒄𝒂𝒍
= 𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝒗𝒂𝒍𝒖𝒆 𝒐𝒇 𝒓𝒊𝒈𝒉𝒕 𝒆𝒚𝒆 𝒐𝒏 𝒗𝒆𝒓𝒕𝒊𝒄𝒂𝒍 𝒂𝒙𝒊𝒔  

𝒚 = 𝒊𝒓𝒊𝒔 𝒄𝒆𝒏𝒕𝒓𝒐𝒊𝒅 

𝒚𝒎𝒊𝒏 = 𝒇𝒓𝒂𝒎𝒆 𝒐𝒓𝒊𝒈𝒊𝒏 

𝒚𝒎𝒂𝒙 = 𝒎𝒂𝒙𝒊𝒎𝒖𝒎 𝑰𝑹𝑰𝑺 𝒇𝒓𝒂𝒎𝒆 𝒗𝒂𝒍𝒖𝒆 
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Mean of both centroid(pupil) 

For a normal person with straight eyes or no squint we find a combined mean of eyes as a result it 

gives more accuracy and enable us to get better results by using equation (22). 

 

𝑽𝒆𝒓𝒕𝒊𝒄𝒂𝒍𝒎𝒆𝒂𝒏 =
(𝒍𝒆𝒇𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅+𝒓𝒊𝒈𝒉𝒕𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅)

𝟐
      (22) 

 

Centroid point of eye frame 

 

𝒆𝒚𝒆𝒄𝒆𝒏𝒕𝒆𝒓 =
𝒘

𝟐
,

𝒉

𝟐
            (23) 

 

  Blinking Ratio 

Blinking ratio is horizontal ratio divided by vertical ratio of human eye.  For calculation we use 

gray scale eye frame in which six points are marked P(0,1,2,3,4,5).  

For horizontal distance four points are used which are value of x and y pixel at P(0) and value of 

x and y pixel at P(3) shown in figure (3.10). Equation (24) and (25) gives us output of left and 

right points of each eye separately. 

 

 

 

 

𝒆𝒚𝒆𝒍𝒆𝒇𝒕 = 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟎]). 𝒙, 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟎]). 𝒚 (24) 

𝒆𝒚𝒆𝒓𝒊𝒈𝒉𝒕 = 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟑]). 𝒙, 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟑]). 𝒚 (25) 

P_0 

P_1 
P_2 

P_3 

P_4 
P_5 

Figure 3.10: Eye Points Marking for Visualization 
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For vertical distance two points are used which are value of top P(1,2) and value of bottom P(4,5) 

shown in figure (3.10), then their centroid is of top and bottom points is found out which is used 

to find vertical distance. Equation (26) and (27) gives us output of top and bottom vertical points 

of each eye separately. 

   𝒆𝒚𝒆𝒕𝒐𝒑 = 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟏]), 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟐])  (26) 

   𝒆𝒚𝒆𝒃𝒐𝒕𝒕𝒐𝒎 = 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟓]), 𝒍𝒂𝒏𝒅𝒎𝒂𝒓𝒌𝒔. 𝒑𝒂𝒓𝒕(𝒑𝒐𝒊𝒏𝒕[𝟒]) (27) 

Eye horizontal distance is found out using equation (28) & (29). 

   𝒙 = 𝒆𝒚𝒆𝒍𝒆𝒇𝒕[𝟎] − 𝒆𝒚𝒆𝒓𝒊𝒈𝒉𝒕[𝟎]                   (28) 

      𝒚 = 𝒆𝒚𝒆𝒍𝒆𝒇𝒕[𝟏] − 𝒆𝒚𝒆𝒓𝒊𝒈𝒉𝒕[𝟏]          (29) 

Hypot function in python returns Euclidian norm which is refer to as distance between origin and 

coordinates. To find horizontal distance between points which as often refer as hypotheses of right-

angle triangle we use equation (30). 

 𝒆𝒚𝒆𝒘𝒊𝒅𝒕𝒉 = 𝒉𝒚𝒑𝒐𝒕(𝒙, 𝒚)                  (30) 

Same procedure is followed to find vertical distance from origin using equation (31),(32). 

𝒙𝟏 = 𝒆𝒚𝒆𝒕𝒐𝒑[𝟎] − 𝒆𝒚𝒆𝒃𝒐𝒕𝒕𝒐𝒎[𝟎]                (31) 

    𝒚𝟏 = 𝒆𝒚𝒆𝒕𝒐𝒑[𝟏] − 𝒆𝒚𝒆𝒃𝒐𝒕𝒕𝒐𝒎[𝟏]         (32) 

Vertical distance is also found using hypot with distance between top and bottom using equation 

(33). 

     𝒆𝒚𝒆𝒉𝒆𝒊𝒈𝒉𝒕 = 𝒉𝒚𝒑𝒐𝒕(𝒙𝟏, 𝒚𝟏)        (33) 

Then after finding out horizontal and vertical distance last step is to find eye blinking ratio which 

helps is in determining whether eye is closed or open for which we divided eye width by its height 

using equation (34), 

𝒓𝒂𝒕𝒊𝒐 =
𝒆𝒚𝒆𝒘𝒊𝒅𝒕𝒉

𝒆𝒚𝒆𝒉𝒆𝒊𝒈𝒉𝒕
           (34) 

 

Figure 3.11: Eye Blink Detection Decrease in Eye Height 
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  Decisions 

All the decisions are taken based on horizontal, vertical, and blinking ratio for move forward, turn 

left, and turn right, pause, stop. Horizontal ratio is used for moving forward and steering while 

vertical ratio and blinking ratio is used for stop, pause and start. Table (3-1) shows the regional 

division range for IRIS in human eye on horizontal axis for generation of different commands 

according to subject (patient) IRIS orientation. 

 
Table 3-1: Horizontal Regional Division Based Decision Range 

 

For start, stop and pause commands blinking ratio and vertical ratio is being used. For generation 

of stop command vertical ratio is defined based on patient (controller) IRIS orientation which can 

be changed according to person requirement. Decision taken requirement are shown in table (3-2). 

 

Table 3-2: Vertical Regional Division & Blink Detection Range 

 

Decisions Regional Division 

Range 

Requirement for 

Command Generation 

Command 

Generated 

Start Blinking Ratio >= 

0.45 

Blink = 2 times Enable Robot 

Movement 

Stop 0 <= V-R <= 0.30  Disable Robot 

Movement 

Pause Blinking Ratio >=  Blink = 2 times Pause Robot 

Movement 

 

Decisions Regional Division Range Command 

Move Forward 0..46 <= H-R <= 0.55 Move forward  

Turn Left 0.3 <= H-R <= 0.45 Turn 30° Left 

0.18 <= H-R <= 0.29 Turn 60° Left 

0 <= H-R <= 0.17 Turn 90° Left 

Turn Right 0.56 <= H-R <= 0.70 Turn 30° Right 

0.71 <= H-R <= 0.85 Turn 60° Right 

0.86 <= H-R <= 1 Turn 90° Right 
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a) Start 

To start generation of mobile robot control commands, paralyzed patient is prompted to blink eyes 

two times as shown in figure (). For which blinking ratio is found using equation (). Blinking ratio 

is adjustable according to person eyes size, environmental conditions such as light, camera 

placement, dark area around eyes. For every person, his individualized blinking ratio is found 

where they feel easiness for command generation. Based on patient easiness, trail, and error 

specific blinking ratio is defined for test subject.  

 

b) Forward 

Based on horizontal ratio region for generation of command for move forward is defined in IRIS 

frame. Which varies from person to person. For our test subject, forward region is between  

(0.46 - 0.55) so after enabling robot movement if patient brings his/her IRIS in that defined specific 

region command for forward moving will be generated. 

 

c) Stop 

For generation of stop command and to terminate code processing/ disable the system we have 

used vertical ratio which is found using equation (). Specific ratio for every subject is different 

which depends on his/her eye size, camera positioning, lightening, head angle to camera. The cut 

off point for command generation is marked by trial and error and saved in the code that is to be 

executed. Whenever subject brings his IRIS above certain region system disable the movement.  

 

d) Pause 

If a paralyzed person wants to pause movement of wheelchair for some time, he needs to blink his 

eyes two times which will pause all the system if already system is not paused. Blinking ratio is 

calculated using equation () which gives us the value between certain region. This ratio will be 

smaller if person is not blinking and increases when person blinks. Based on that it is determined 

whether person is blinking or not and command is generated. 

e) Left 

Using the horizontal ratio found by equation () turn left command is generated. Specific region is 

defined on left orientation of IRIS. There are three left directions are defined which are turn left 

30, 60, 90 degree based on region identified 
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f) Right 

Using the horizontal ratio found by equation () turn right command is generated. Specific region 

is defined on right region of IRIS. There are three left directions defined which are turn right 30, 

60, 90 degree based on region identified. 

 

  Communication between raspberry pi and 4-wheel robot 

When Raspberry Pi is powered on it continuously search for HC-05 mac address to connect as 

soon as mobile robot is powered up and raspberry pi connects with mobile robot Bluetooth module 

it enables eye tracking algorithm.  

HC-05 is set to work as slave mode where it can only receive commands and connect with 

raspberry pi. Baud rate for communication is set to 9600. Following are the bits which are set for 

specific commands, generated by subject (paralyzed patient). 

Bit 0 – Enable robot 

Bit 1- Move Forward 

Bit 2 – Turn Left 30 Degree 

Bit 3 – Turn Left 60 Degree  

Bit 4 – Turn Left 90 Degree  

Bit 5 – Turn Right 30 Degree  

Bit 6 – Turn Right 60 Degree  

Bit 7 – Turn Right 90 Degree 

Bit 8 – Pause 

Bit 9 – Stop (Terminate) 

 

  Regional Division of Human Eye Decision Chart 

For regional division algorithm decision chart-1 is shown in which algorithm enables as soon as 

subject looks upwards beyond defined gaze up region. Next step is to continuously scan IRIS if 

subject is not blinking or if blinked twice then move to next step which is movement control based 

on regional division.  

For steering left three regions are defined and as soon as subject shifts his gaze in specific region 

commands of steer left are generated. Same is the case for steering right. For forward movement 
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based on subject natural straight orientation region between 0.46-0.68. If at any time subject blinks 

system pause and if looks in up region algorithm execution stops.  

X +=1 

If (GazeUp) 

Capture 

Frame 

While 

true 

While 

 

Start 

Capture 

Frame 

If (Blink) 

IfGaze() & X%2=0  

Send to 

Mobile 

If 

Turn 

L_90 Turn 

L_60 

Turn 

L_30 

0.92<=Ratio<=1 0.69<=Ratio<=0

0.76<= 

Ratio 

<=0.91 

If 

Turn 

L_30 Turn 

L_60 

Turn 

L_90 

0.45<=Ratio<=5

5 

0<=Ratio<=0.34 

0.44<=

Ratio<

=0.35 

If 

(0.45<ratio<0.68

)

Move

_F 

break 

True 

False 

True 

False 

elseIf 

(LookUp

) 

Flow Chart-1: Regional Division of Human Eye Decision  
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  Mobile Robot Operational Decision Chart 

As soon as Bluetooth connects with raspberry pi and data starts receiving on Bluetooth switch 

cases is made with separate function for each input bit. Depending on input case is executed and 

if none of the input is in the cases automatically brakes are applied to mobile robot. 

 

T
r

True 

True 

True 

True 

True 

True 

True 

False  

False  

False  

False  

False  

False  

False  

If  
Serl.avlable 

While 
true 

Start 

Case 
1 

Turn 
L_90 

Turn 
L_60 

Turn 
L_30 

Turn 
L_30 

Turn 
L_60 

Forward 

Case 
2 

Serial.r
ead 

Case 
3 

Case 
4 

Case 
5 

Case 
6 

Case 
7 

Switch 

Turn 
L_90 

Brake 

Flow Chart-2: Mobile Robot Operational Decision  
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CHAPTER 04 

HARDWARE  

4.1 Raspberry Pi 

Raspberry pi model 4b is used with ram of 6 GB and storge memory of 32 GB shown in figure no 

4.1. This model can directly communicate with external LCD, LED or computer. We can also have 

a virtual display using wifi communication. It is small, low power consumption and easy to handle 

or attachment with wheelchair. This module consists of wifi, Bluetooth, usb input, ethernet, serial, 

multiple power input options. 

 

 

4.2 Pi cam  

5 MP camera is used to capture images using raspberry pi which is attached via flex cable with 

raspberry pi. All the communication take place using this cable no extra power input is needed. 

 
 

 

 

4.3 4-wheel robot chassis 

To demonstrate experimental results four-wheel robot chassis is used with back wheel powered 

via DC motors.  
 

 

 

 

Figure 4.1: Raspberry Pi Model 4b 

Figure 4.2: Pi Cam 5mp 



25 

 

 

4.4 Arduino Uno 

For steering control of mobile robot Arduino Uno is used, which have multiple inputs and outputs 

such as digital, analogue, power, ground, UART, Serial. 

 
 

 

4.5 Bluetooth module HC-05 

Raspberry pi communicates with Bluetooth module HC-05 which receives data and transfer it to 

Arduino for further processing. Its input power is 5v with built in 3.3v regulator. TX and RX 

pins are used for serial communication with Arduino.  

 
4.6 IR encoder sensor 

IR digital encoder sensor is used to control steering of mobile robot. Two encoders are attached 

each with back wheels with encoder disk having twenty high and low pulses generation. Based on 

those high pulses steering angle is determined. 

Figure 4.4: Arduino Uno 

Figure 4.5: Bluetooth Module HC-05 

Figure 4.3: Mobile Robot Chassis  
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4.7 Robot Control Circuitry 

Robot circuitry is made shown in figure 4.7 using following points 

12v DC rechargeable power source  

Two +12v outputs one connected with motor controller and second connected with variable 

voltage regulator  

Voltage regulator 

Connects with Arduino uno at +5v, IR digital encoder sensor using +3.3v, Bluetooth module via 

+5v. 

Arduino Uno 

Input from voltage regulator +5v 

Tx (voltage divider 3.3v), Rx pins connected with Bluetooth module HC-05 

Six digital pins connected with motor controller (3 for each motor) 

Two digital pins connected with IR sensor to receive input from them. 

Motor Controller 

Eight inputs six for control two for power (+12v, gnd) 

Four outputs two for each motor connected with tires of robot.   
 

 

 

 

 

 

  

Figure 4.6: Digital IR Encoder Sensor 

Figure 4.7: Electronic Circuitry  
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CHAPTER 05   

EXPERIMENTAL RESULTS 

Results section of thesis have been divided into two different parts. First part describes 

different results related to IRIS orientation detection, i.e., IRIS regional division which is left, 

right, forward and stop, second part describes system accuracy under different conditions. Third 

part describes results related to operation of 4-wheel robot according to command generated.  

 

5.1 Regional Division Based IRIS Orientation Detection 

For every orientation IRIS accuracy is found using real time samples for each command and their 

results are shown in table (). Sample for each command were recorded manually and separately to 

generate steering and control decision. To find out results only one command was executed 

multiple times. For horizontal regional division move forward, steer left 30, 60,90 and steer right 

30, 60, 90 were selected. Vertical regional division was used to enable stop (disable). Eye blink 

was used to enable start or pause IRIS tracking. Results show accuracy of 92.3% while only 3.8% 

of the commands were inaccurately and 3.8% of the time given command was not recognized. 
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Table 5-1: Regional Division Based IRIS Tracking Accuracy 
 

Decision Movement No of 

Samples 

Correct Incorrect Undecided 

Start  30 27 0 3 

Forward 1 Meter 20 19 1 0 

Left 30 Degree 20 20 0 0 

60 Degree 20 18 2 0 

90 Degree 20 17 1 2 

Right 30 Degree 20 19 1 0 

60 Degree 20 17 3 0 

90 Degree 20 18 0 2 

Pause  20 19 0 1 

Stop  20 20 0 0 

Total  210 194 8 8 

Accuracy   92.3% 3.8% 3.8% 

 

5.2 Start and Pause Command 

As shown in table () start and pause command have zero percent incorrect detection rate. 

While only four times algorithm was unable to detect blink of an eye due to multiple reasons which 

are below 

Fast blinking speed 

Not opening eyes properly before blinking second time 

Head orientation not in line with camera attached 

Sudden change in lightening conditions 

  Figure 5.1: Eye Blink Detection with Pause Command  



29 

5.3 Stop 

Horizontal regional division was used to detect only one command which was stop(disable) 

IRIS tracking due to which had enough region to divide our horizontal ratio into two parts as shown 

in figure () as a result we got hundred percent accuracy in results. For stop command algorithm 

was tested under different head postures and lightening conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

5.4 Steer Right 

Three regions were identified based on horizontal regional division for steering right of mobile 

robot. Out of sixty different commands algorithm detected 54 correct IRIS orientation while only 

3 commands were detected wrong due to following reasons. 

Change in head posture 

Change in lightening conditions 

Incorrect system calibration  

Figure 5.2: Stopped Command Generation When Patient Looks Up  

Figure 5.3: IRIS Tracking Enable Once Patient Looks Up  
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5.5 Steer Left  

For steering left three regions were identified spam betweeen 0-0.55 divided according to subject 

(patient) ease of use. Only three IRIS regions were detected incorrectly due to reasons discussed 

previously. Results are shown in figure (). 

 

 

 

5.6 Real Time Robot Control 

All the steering, move, pause, and stop commands generated were transferred to mobile robot 

using Bluetooth. Each generated command has separate digit representing it which was decoded 

correctly. Microcontroller was successful in decoding all the commands and generation of control 

signals which were passed to motor controller. Encoders were able to successfully detect steering 

angle and stop the robot.  

A small error in steering of robot occurred due to inertia and slippage of tires, it was observe only 

when control signal for robot was steer 90 degree in either direction because the more turning more 

inertia was created while for 30 degree and 60 degree negligible error occur.  

Figure 5.4: Steering Right Regional Position (Right 30 Degree, 60 Degree and 90 

Degree) 

Figure 5.5: Steering Left Regional Position (Left 30 Degree, 60 Degree and 90 

Degree) 
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Robot In Straight 
Orientation

Robot After Turning 30 
Degree

Robot After Turning 60 
Degree

Robot After Turning 90 
Degree

Figure 5.6: Robot Steering Control 
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CHAPTER 06  

CONCLUSION AND FUTURE WORK 

Quadriplegia patient suffering from all four limbs control loss can control wheelchair using their 

IRIS movement for that purpose multiple solutions are developed but recently researchers did not 

focused on steering control for that purpose solution was proposed which consisted of regional 

division of human eye focusing on turning in the direction towards which person wants. Eye 

regional was successfully divided into horizontal seven regions based on individualized IRIS 

positioning and vertical region was divided into two regions, both of those regional divisions can 

be changed according to patient natural IRIS orientation in eye. Proposed system successfully 

generated steering commands with accuracy of 94 percent. Mounted camera for IRIS tracking was 

non-invasive which reduced the hassle of irritation and broadening eye movement. Results suggest 

IRIS was successfully tracked by turning head up to 5 degrees which can further be increased. 

Mobile robot was successfully steered with few errors due to inertia and slippage of tires.    

In future this developed algorithm should be tested on wheelchair incorporated with environment 

sensors on quadriplegia patient. Steering angle should be decreased below minimum 30 degree by 

refining developed algorithm. Undecided and inaccurate commands generated should be minimize 

by incorporating IRIS tracking with head turn. Speed of wheelchair should be controlled using the 

vertical regional division of human eye.  
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