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Abstract

The rapid development in the field of cloud computing, big data, and machine learning,

motivates individuals and enterprises to outsource their multimedia and image data to

the cloud. Although, outsourcing reduces the storage and computational overhead for

resource constrained devices at client’s side, these services are still not getting attention

due to security and privacy concerns. Clients care about the privacy of their data that

is being shared and stored outside their jurisdiction. Fortunately, image processing in

encrypted domain can overcome this issue. Current available techniques do not provide

full privacy of image content, owner/client related information or have high compu-

tational cost. While retrieving the images from the cloud service provider (CSP), the

client sends the query request to the CSP. These queries are not well protected and/or

not randomized. Therefore, they are prone to traceability issues and do not provide se-

curity from search pattern leakage attacks. We propose a novel searchable encryption

technique, which provides image content-based ranked searching and client privacy

along with the un-tractability of client’s search queries. The scheme prevents against

search pattern leakage attack as it is based on probabilistic trapdoors. Theoretical and

experimental analysis shows that the proposed technique is more secure and efficient as

compared to the state of the art schemes.
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Chapter 1

Introduction

1.1 Overview

In the cloud computing era, all processing, computations, and storage are outsourced by

individuals and enterprises. The cloud service provider (CSP) provides huge processing

and storage space through internet connectivity [1]. Services provided by the CSP

can be used in all fields of technology. The number of users relying on the services

provided by CSP are increasing. According to research, top service providers, and

their clients/visitors per month are shown in Figure 1.1. Individuals and enterprises

working in the image processing domain require high storage space and processing

resources. This requires the use of cloud computing resources in the image processing

domain. Data stored online is out of control from the users which gives rise to trust

issues between the CSP and its clients. User privacy and confidentiality of data is the

main hurdle which hinders individuals and enterprises to adopt the cloud services [2–5].

Many CSPs, especially social media services, make use of the client’s data for adver-
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Figure 1.1: Number of Users per Cloud Storage Service Provider

tisement, promotions, and other business purposes. The person you meet in the morning

will be showing in the “people you may know” list in the evening which makes seri-

ous security issues for the users in adoption of services provided by different CSPS to

outsource personal and enterprise data. Online storage services provided by different

CSPs are challenging for the users as CSPs can sell their user’s data or expose it to third

parties for maintenance, advertisements, or different purposes and company benefits

[2, 6, 7]. To overcome this issue, users can make use of some third-party services or

use encryption services provided by the CSPs [8].

While retrieving and searching over data, user can either download all the ciphertext,

decrypt it locally, and can search over it. This way of searching over encrypted data is

not feasible in real-time environments like in medical, media, army, and/or businesses.

This type of searching required huge computing resources and hinders the basic use of

outsourcing data. In the concept of smart cities and smart services, where we have huge

data and it requires more time and resources to process the data. This way of processing
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also adds the computations on the client side which is not feasible. To overcome this

problem, many researchers have proposed different techniques where required data can

be searched over encrypted ciphertext.

Individuals and small organizations working in the image processing domain need high

resources to process their data and to retrieve the results on time. To outsource this

computations, privacy and security concerns are the main problem that restrict clients

to rely on the CSP [9–11]. There is need of some machine learning algorithms and some

user-end applications that cane solve this problem. This reason motivates organizations

and individuals to outsource the data to the CSP. A semi-trusted CSP can be curious

about user’s personal data that violates the privacy and confidentiality of user data.

The CSP can share the identity, profile information, interests, liking, and disliking etc.

information to third party vendors for different business purposes.

To deal with such problems user needs to outsource encrypted data to the CSP. There are

multiple issues associated with encryption as well i.e. key generation, key distribution,

and encryption errors etc. In image processing, feature extraction over huge encrypted

images data set is an open challenge for researchers from the past few years. To solve

this problem, many researchers put forward their searchable encryption techniques in

image processing domain. The outsourced images need to processed, searched, and

provide required results to the user. Current available techniques provide users the

ability to search over encrypted images and retrieve the most accurate results according

to the user requirements and needs. Some application areas of SE techniques in image

processing domain are briefly discussed here.

Applications:
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Cryptography is the base of every field that involves IoT and the Internet. Searching

over encrypted data is an important field nowadays. It has a vast variety of applications

including businesses, education, entertainment, social networking, real estate, health-

care, finances, banking, music, media, and much more.

While working in the business domain, organizations working and controlling the per-

sonal data must be compliant to the GDPR across the European Union since 25 May

2018 [12]. Many small and large businesses are relying on cloud-based storage, they

need a mechanism to secure their data over the cloud. Small businesses are relying more

on the CSPs for storing and processing data. To do the business securely, businesses

need to search their data securely. Searchable encryption is helping them to retrieve and

process their outsourced data securely.

Searchable encryption has wide use cases in the education sector. The smart school sys-

tem is an example of searchable encryption, where students and faculty attendance data

is outsourced and is processed in encrypted form. Student enrollment, promotion, re-

sults, and progress tracks are stored over the cloud. In the smart school system, the data

generated is stored, analyzed, searched, and processed in ciphertext and later decrypted

when required [13].

Searchable encryption is also being used in sports. The selection of team members,

voting for selection of team coach, financial funding related data, match schedules,

salary and benefits details, all are stored on systems. This data is confidential and needs

to be processed securely. Searchable encryption is guaranteeing the confidentiality of

data along with the privacy of users and search results.
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Social media services like WhatsApp [14] and Viber have been introduced and have

been supplying their customers and users with end-to-end encryption (E2EE) services.

This encryption makes the government authorities difficult to monitor internet traffic.

Law enforcement authorities are trying to search for a way to monitor black sheep from

participating in extremist and illegal activities. For E2EE authentication, both the sender

and the recipient interpret the encrypted messages in social media applications because

the password to decode the data is the end-user alone. No other person, including the

vendor, may decode information even when the data is stored on the servers [15]. All

the social media apps do not use E2EE, for example Facebook Messenger that encrypts

the transit information only [16]. Some programs encrypt data but save decryption keys,

that allow law enforcement agencies a chance for examination. Apps like Snapchat just

encrypt information when it is in motion. When the receiver reads the message, data is

then deleted [17].

1.2 Motivation

The global public cloud market is expected to expand by $266.4 billion in 2020 and by

$260bin in 2023, at a yearly annual compound growth rate of 17 percent (CAGR) [18].

Despite increasing competition and demand, 75% of businesses have emphasized cloud

computing security concerns. However, 60% of businesses have expressed questions

about data protection. In fact, 2.6 billion important records were hacked globally since

2017 and this number is much more in 2018, culminating in 82 records breached in

every second [19]. Such issues prevent people from benefiting from resource sharing
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and prohibit them from externalizing their private and confidential data over the cloud.

Enterprises and individuals are motivated to use cloud services due to multiple benefits

associated with the usage of services provided by CSPs. There are some limitations

as well. Like a semi-trusted CSP can make use of users’ personal data by sharing the

identity, profile information, interests, liking, and disliking, etc. information to third

party vendors for their business purposes. This restricts the adoption and usage of cloud

services.

To deal with such problems, the first step is to encrypt the data locally at the client end

and then outsource it to the cloud. Many researchers have proposed their SE schemes

which are not secure in terms of user privacy. These issues and challenges are briefly

discussed in problem statement section.

1.3 Problem Statement

Nowadays every user is using smart devices connected to the cloud. With the increase

of mobile usage and application development, a huge amount of image data is being

generated each day. As the end-user devices are resource constraint in terms of storage

capacity, the data to be outsourced to some external data storage medium. Cloud service

providers offer storage, searching, and processing services over the internet without the

restriction of geolocation or jurisdiction of the users. The data which is outsourced

is out of control from the users. This puts the user’s privacy in danger as most of

the CSPs don’t offer encryption as a service. Those CSPs which offer encryption as

a service, have a lack of mechanism/technique which provides the privacy-preserving
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image retrieval process. The currently available techniques provide the deterministic

searching which is still not secure where the user’s privacy is a concern. Also, most

of these image processing and retrieval schemes does not provide the image retrieval

based on image content. Due to this reason, we need an image processing technique

that can ensure the user’s privacy in terms of batch queries and provides the probabilistic

searching over the cloud and should support the image retrieval based on image content.

This thesis focuses on the probabilistic searching and retrieval processes over encrypted

image data based on image content.

1.4 Research Objectives

The main objectives of the thesis are:

• Analyzing already proposed privacy-preserving image searchable encryption tech-

niques.

• Propose a novel privacy-preserving image encryption technique that can-do prob-

abilistic searching for batch queries in ranked order. Image retrieval is based on

content of the images i.e. objects.

• A detailed security and performance analysis of the proposed scheme by imple-

menting and testing it over an open source dataset.
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1.5 Research Methodology

This thesis gives a detailed analysis to the domain of SE. A privacy-preserving SE

technique is proposed in this research for secure retrieval of images from a trusted but

curious CSP. Already proposed schemes have limitations and prone to security issues

like access and patter leakage attacks (discussed in chapter 2). The attacker can launch

passive attacks and can trace the users based on queries that are deterministic and causes

distinguishability attacks. To overcome these issues and preserve the users’ privacy, a

secure searchable encryption scheme over encrypted images is proposed. This scheme

enhances query effectiveness and supports the image retrieval based on content of the

images.

1.6 Thesis Organization

In summary, this thesis proposes a secure SE scheme that can preserve the user’s privacy

in terms of traceability attacks. We have divided this thesis into six chapters as given

below:

• Chapter 1: Introduction: This chapter introduces the topic, some application

ares, describes research objectives, and highlights contributions of this research.

• Chapter 2: Literature Review: discusses the preliminaries, searchable encryp-

tion, types, and latest SE schemes over encrypted images are discussed. The

advantages and disadvantages of different schemes are discussed in detail. The

security and performance analysis of each scheme is presented and a problem

8



statement is explained in detail.

• Chapter 3: Proposed Searchable Encryption Scheme: This chapter presents

a novel ranked searchable encryption scheme based on probabilistic trapdoors/-

query object keywords. Correctness and soundness of proposed scheme is also

presented in this chapter.

• Chapter 4: Security Analysis: This chapter focuses on the security analysis

of proposed SE scheme in terms of leakage profiles. A formal security analysis

and verification of proposed scheme in accordance with security definitions are

also presented. This chapter gives a detailed security comparative analysis of the

proposed scheme with other related schemes present in literature.

• Chapter 5: Performance Analysis: This chapter gives a detailed performance

analysis of the proposed scheme in terms of algorithmic analysis, storage over-

head analysis, computational overhead, and performance analysis of each phase

separately. A detailed discussion about the results is also drawn in this chapter.

• Chapter 6: Conclusions and Future Directions: This chapter focuses on the

conclusion of research carried out in thesis and highlights the shortcomings faced

during research. This chapter also discusses the future directions where SE can

be explored in image processing, computer vision, and other application areas.
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Chapter 2

Literature Review

SE is an approach that allows customers to access and search the encrypted data that

is outsourced to the cloud while protecting the user’s privacy. Privacy preservation is

a function that limits the volume of data exposed in the SE scheme to the adversary

or the CSP while outsourcing the confidential data. Chapter 1 presented the outline of

the current SE system and discussed the issues associated with the secure storage and

retrieval of data by preserving the user’s privacy.

Domain usability and the related cloud infrastructure affect the architecture of the SE

system [20]. Therefore, before developing a SE system, several design primitive ele-

ments must be discussed. This chapter gives an insight into the critical and ground-

breaking research in the SE domain. The unlinkability of the trapdoor and keywords

privacy is essential. The current available security definitions are limited to the sce-

nario or can not be applied to new SE schemes. In this chapter, currently available

SE schemes and security definitions are discussed, analyzed, and shortcomings of SE

schemes are briefly discussed.
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This chapter provides the basis for the other chapters and this review aims to establish

a structure that follows the security and privacy objectives as discussed in previous

chapter. It is important to understand the design elements before we review the existing

literature and address the pros and cons of existing SE schemes in the image processing

domain. A review of searchable encryption schemes is given here.

2.1 Searchable Encryption

As we know, cryptography can achieve the confidentiality and integrity of data over the

insecure channel. The traditional searching mechanism fail to perform its function over

the normal encrypted text [21, 22]. Therefore we need a searching mechanism over

ciphertext which is done by Searchable Encryption (SE) in a cloud-assisted environ-

ment [23]. The idea of SE scheme was first proposed by Song et al. in 2000 which

solves the searching problem over the encrypted message [22]. With the evolution of

technology, research, and challenges, new techniques were proposed by researchers.

Currently, multiple different techniques are being used [24]. These includes Homo-

morphic Encryption (HE), Private Information Retrieval (PIR), Multi-keyword Rank

Searchable Encryption (MRSE), Inner Product Encryption (IPE), Predicate Encryption

(PE), Hidden Vector Encryption (HVE), Identity-Based Encryption (IBE), Public Key

with Keyword Search (PEKS), and Searchable Symmetric Encryption (SSE) as shown

in Figure 2.1. These techniques are briefly described in next section.
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Figure 2.1: SE Techniques Classification

2.2 Types of Searchable Encryption

SE techniques are designed to provide secure, efficient, and reliable communication be-

tween the users and the cloud servers. These services are compatible with a single [21]

and multi-user architecture [25]. These techniques support a single keyword search,

multi-keyword ranked search, and fuzzy keyword search [21, 26–32]. We will briefly

discuss some searchable encryption techniques here.

2.2.1 Symmetric Searchable Encryption (SSE)

SSE permits the client to access the cloud data with established anonymity through the

delivery of secret and independent request. Secret requests or isolation queries require

the cloud server to know only ciphertext. Data is searched through trapdoors that are

generated securely. Searchable encryption involves 3 individuals in the whole process,

including data owner O, authenticated user U , and semi-trusted or honest but curious

cloud server CS [22]. Typically SSE involves four algorithms.

• Keygen(1k): The input arguments include a parameter k and gives a secret key K.

This process is run by the data owner. It is a deterministic algorithm.

• BuildIndex(K, I): This algorithm produces a secure keyword index “I” when the

generated key K and image data is given input to the function. Data owner is
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Figure 2.2: SSE technique model

responsible to run this phase. It is a deterministic process.

• Trapdoor(K,w): This algorithm produces a bag of keywords, called trapdoors/search

keywords. The secret key and a query word/feature is given as input to this algo-

rithm and it produces trapdoors/search keywords Tw.

• Search(I,Tw): This algorithm is processed by the CSP as it produces output by

taking input the index table and trapdoors. It produces the output against each

query value done by the user or the data owner.

A typical architecture of SSE is given in Figure 2.2.

Song et al. claimed that their scheme is reliable, efficient, and secure in terms of differ-

ent security attacks like statistical attack for single keyword search [21]. In the context

of SSE, however, this sort of safety is not robust enough and their scheme is vulnerable

to information leakage for complex queey keywords. Also their scheme does not pro-

vide probabilistic searching. Goh introduced IND1-CKA and an improved IND2-CKA

13



protection model to fix keyword index security [33]. The contents of data cannot be dis-

covered by an attacker from the index table in both security models. There are multiple

SSE schemes including single keyword, fuzzy keyword, conjunctive keyword, ranked

and verifiable keyword search etc,.

2.2.2 Public Key Encryption with Keyword Search (PEKS)

PEKS was first introduced in 2004 [27]. In this technique, the data owner first en-

crypts the data & index table with his public key and outsources the encrypted data

to the cloud. If user wishes to get the data from the CSP, he sends the ciphertext:

EApub(M), PEKS(Apub,W1), ..., PEKS(Apub,Wk). Here M is the data, Apub is denoting

the public key of owner, and PEKS is a function that is providing searching function-

ality. The user generates the trapdoors Tw and send it to the CSP. The CSP returns the

data which contains W in searching result to the user.

2.2.3 Identity-Based Encryption (IBE)

IBE was proposed for the first time in 1984 [34]. For encryption and decryption pur-

poses, the key is generated from the client’s identity. This identity key serves as a public

key for encryption and only intended users having a valid private key can access and

decrypt the ciphertext. As an example, a user can send an email to another person on

his/her email address which is known to senders and the receiver can check the email

by logging in his/her mailbox. PEKS is based on the IBE scheme. PEKS can handle

chosen keyword attacks semantically secure in the random oracle model as proved by
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Bilinear Diffie-Hellman (BDH) [27]. Two-level hierarchical identity-based encryption

(HIBE) was presented by [35]. This scheme was designed to overcome the issues of

encryption from one-to-many approaches, access control issues, and writing operations

in cloud-assisted environments based on secure, efficient, and scaleable data collabora-

tion scheme (SECO). During the encryption of data, many public keys of different users

were used and only intended users with right private key is able to decrypt the ciphered

data. To ensure the probabilistic and semantic security, SECO is banded with BDH.

2.2.4 Predicate encryption (PE)

It is a specialized type of searching over encrypted text which does allow the clients to

search over the data without any private key corresponding to the public key. Instead

of the private key, tokens are used and assigned to the query server. Query server,

then, performs searching over the ciphertext based on that token. If searching produces

any meaningful result, i.e. token finds an exact match, the ciphertext is then returned

to the owner of a private key which further decrypts the ciphertext. This process is

secure, and no information is leaked to the server [36]. In another scheme, access was

controlled based on attributes of the users which was proposed by Goyal et al. [37].

To decrypt the ciphertext, private keys were shared with authenticated users. Special

attribute-based features were added during the encryption process. This encryption

involves a special type of mathematical relation along with multiple formulas with user

attributes and private key of the user. According to different researchers [38], PE can

be more efficient and reliable than traditional PEKS. Different attribute-based schemes

are categorized under PE including attribute-based encryption (ABE), identity-based
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encryption (IBE), and anonymous identity-based encryption (AIBE) [36].

2.2.5 Hidden Vector Encryption (HVE)

It is a type of predicate encryption (PE) which supports the subset of search queries,

comparative queries, and conjunctive combination of equality queries on a ciphertext

[36]. It is a specialized form of PE as attribute-based two vectors related to token and

ciphertext. During the encryption and decryption process, token matches the attributes

to ciphertext if and only if the component of both are the same and equal. Moreover, it is

possible to increase the basic equality rule so that conjunctive combinations of equality,

subset predicates, and comparison can be increased. This allows better search queries

over the encrypted text [39].

2.2.6 Inner Product Encryption (IPE)

IPE was introduced in 2013 by [36]. This cryptographic algorithm is specialized in

achieving access control and special requirements and needs of the given task. IPE

of IPC (inner product computation) is mostly used in HVE, IBE, and PE [40]. An-

other researcher [36], proposed different attribute hiding schemes which are different

than payload hiding and are based on polynomial-time indications for disjunctions. To

enhance the level of security, all secret information remains hidden until the attribute-

based secret key is given to the algorithm for decryption. The purpose of attribute

hiding and payload hiding is the same but is different in the working mechanism and

the information it conceals from the ciphertext. Payload hiding only given the plaintext
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from the ciphertext while attribute hiding needs specific parameters that are associated

with it during encryption process [41].

2.2.7 Multi-keyword Ranked Search Encryption (MRSE)

It was proposed in 2014 by [28]. With the help of the inner product similarity of key-

words, documents are returned to the user when a searching algorithm is called. For

better and accurate results, MRSE scheme was designed to choose the K nearest records

from database (pi) and query vectors (q). To ensure the communication secrecy over

the cloud servers, secure inner products were implemented. This approach fulfills the

privacy requirements of the users. Later, Li et al. cryptanalyzed the MRSE scheme

and drawn three major security attacks [26]. MRSE is limited to the access frequency

and keyword weight for the case when the documents are not at the top position in

search outcome. To get the most relevant file from the outcome, it is difficult for the

user to extract as search outcomes are not sorted and are presented out-of-order. MSRE

uses the static dictionary for keywords which limits the searching efficiency as to add

a new words in the list, construction of dictionary step is needed to perform again and

again. To overcome the limitations of MRSE, [42] proposed a new scheme called multi-

keyword query encryption (MKQE). In MKQE scheme, author have used the matrices

partitioned approaches to overcome the limitations and issues of keyword dictionary

expansion. To cope with the out of order searching and matching results, MKQE uses

the index file along with the weights of keywords.
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2.2.8 Private Information Retrieval (PIR)

PIR was proposed in 1995 by [43]. PIR protocol is the best approach to get the data

from the CSP by keeping the information private and without revealing access patterns,

search patterns, and query keywords to the CSP. A user can retrieve jth of mth bit data

when multiple databases are stored on the cloud. This scheme is best for less computa-

tional communication environments where overall communication cost is less than the

size of data itself. This scheme is limited to the keyword searching over un-encrypted

text [44].

2.2.9 Homomorphic Encryption (HE)

HE is a sort of authentication system that permits the use of some computable functions

on ciphertext by any third party (e.g. the CSP) while maintaining the basic usability and

the layout of the encrypted data. As an example, we have m1 and m2 as two messages

under the additively homomorphic encryption, one can get E(m1 +m2) by perform-

ing the addition operation of E(m1) and E(m2) without getting any information about

the messages m1 and m2. Confidentiality and privacy of messages are preserved with

this encryption approach. HE has three types of encryption i.e. partial homomorphic

encryption (PHE), somewhat homomorphic encryption (SHE), and fully homomorphic

encryption (FHE) as shown in Figure 2.3.

All homomorphic encryption schemes can perform mathematical operations of addition

and multiplication over the ciphertext. FHE can perform both operations at the same

time. But it faced a memory usage issue while performing operations. SHE scheme was
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Figure 2.3: Homomorphic Encryption (HE)

the improvement over PHE but it was not efficient due to limited depth of circuits. PHE

was only limited to the single operation of either addition or multiplication at one time

and cannot perform both operations at the same time. The table 2.1 shows a comparison

of all three schemes.

Table 2.1: Comparison of HE Schemes
Description PHE SHE FHE
Computation on
encrypted data

Yes Yes Yes

Limitation One Computation Op-
eration

Limited depth
circuit

Large memory
requirement

Example Pallier, RSA, ElGamal Gentry Gentry, Fujitsu

We can see that FHE is not efficient in terms of memory usage. In the literature, many

schemes were proposed to enhance and overcome this limitation [45–49].
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2.3 Security Definitions

Searchable encryption got the attention of researchers back in 2000 when [21] proposed

a searchable scheme to search over the encrypted data. There were no formal definitions

present in the literature regarding searchable encryption. Few researchers come up

with their definitions and assumptions, but they were based on scenarios and limited

to some extent. In 2003 Goh [33], proposed the formal definitions of searching over

ciphered data namely, Semantic Security Against Adaptive Chosen Keyword Attack

(IND-CKA). He also proposed his searchable encryption scheme that satisfied these

security definitions. He made some assumptions to prove his scheme practical i.e. to

keep the indistinguishability intact, documents should have the same size and keywords

should be of numbers. In that case, we don’t need to keep the trapdoors encrypted and

secure. These definitions were based on secure indices, but it lacks the probabilistic

trapdoors. So, these definitions have limited scope in the SE context.

Later in 2005, [50] came up with the solution of limitations of definitions of Goh. Au-

thors have proposed secure indexes based on bloom filters, called z-index which can

overcome the limitation of the same size of documents. Later [51], highlighted the

security issues associated with z-indexes and prove that their definition is not secure

for searchable encryption schemes. To overcome the issues with SE schemes, Goh

proposed enhanced and improved security definitions as IND1/2-CKA. According to

IND1/2-CKA, documents were in no need of the same size and there was no need to

keep the trapdoors secure. Curtmola R. et al. [51], claimed that all previously proposed

definitions are lacking in the security of searchable encryption and can leak informa-
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tion about the users. He proposed 2 new security definitions for symmetric searchable

encryption i.e. Adaptive/Non-Adaptive Indistinguishability Security for SSE. These

definitions were also not in the fulfillment of security.

Later in 2017, [52] proposed new security definitions for ranked searchable encryption

in terms of indistinguishability. They proposed a new searchable encryption scheme

that fulfills the client’s privacy requirements. This is scheme is only limited to search-

ing over encrypted documents and requires more computations during query generation

phase. We will be following the same security requirements and will analyse the pro-

posed scheme against the security definitions proposed by [52].

2.4 Related Work

From the past few decades, researchers are trying to solve different mathematical and

security problems associated with searchable encryption like privacy preservation and

search pattern leakage issues [53–56]. Image processing in the encrypted image domain

is a challenging task.

According to the paper [57], the first contribution towards searchable encryption using

Scale Invariant Feature Transform (SIFT) by incorporating the homomorphic encryp-

tion was done by [53]. This scheme was not secure in terms of privacy-preserving and

have high computational and storage overhead for the clients. In the paper [57], the

authors has presented a protocol for outsourcing computations with privacy-preserving

characteristics of image processing in an encrypted domain using SIFT. The author pre-

sented a scheme that can preserve the original characteristics of SIFT along with the
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preservation of user’s privacy. They present a fresh and efficient SIFT exporting pro-

tocol to preserve its main features by randomly dividing the initial picture information,

closely transferring the extraction tasks to two autonomous cloud servers. In terms of

uniqueness and reliability compared to current alternatives, their protocol can maintain

the significant features of the initial SIFT well. This scheme performs searching over

encrypted images and can retrieve data from cloud server. There are some limitation

with the scheme as this scheme does not support the image retrieval based on object.

Another limitation of their scheme is the searching queries as they are deterministic in

nature. This makes their scheme not secure as search patterns are the important part of

the user privacy.

In the article [58], the author proposed the effective Privacy Preserving Linear Binary

Pattern (LBP) system for retrieving LBP picture characteristics from encrypted pic-

tures. The proposed model uses the MSB (Most Significant Bit) Image Plane encoding

algorithm. All activities are done on encoded pictures without providing CSP with any

information about images. The technique produces the same LBP function between en-

crypted and unencrypted pictures without extra communication overhead between the

CSP and the users. The CSP is processing all necessary tasks for computations over the

data. For the first time [58] proposed the LBP technique by dividing the image into a

3x3 matrix with center value as a binary number to secure the content of images. The

proposed protocol reduces the communication overhead between the CSP and the client

while performing feature extraction and less computational overhead at the CSP end.

The user initially takes Bit plane randomization method with XOR based encryption on

the most significant bit (MSB) plane to encrypt the pictures, and then outsources to the
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CSP. The CSP then works on the encrypted images data. To ensure privacy and security,

true random numbers are used. The proposed scheme is tested and employed over gray

scale images. This scheme performs searching over encrypted images and can retrieve

data from cloud server. The proposed scheme does not support content-based image

retrieval and searching queries are not well protected.

In this article [53], authors have presented Privacy Preserving Hahn Moment (PPHM)

with Somewhat Homomorphic Encryption (SHE). A mathematical model is presented

for privacy preserving hahn moment by implementation and working in encrypted do-

main for reconstruction of images. The author has verified theoretically that plaintext

HM can be utilizes along with plaintext image in the encrypted domain using PPHM.

The confidentiality of image content is guaranteed by PPHM. Computational power

and resources utilized by PPHM are more than normally used by DCT and DWT in en-

crypted domain. Discrete orthogonal Hahn moments have the benefits of having fewer

computations to perform image encryption and searching. The noise-sensitive and out-

sourced image restoration capabilities are supported. This is used in multiple pattern

identification applications [59–61]. In the encrypted domain, HM can be applied easily

because Hahn’s calculation includes additional processes and multiplication only. The

implementation of PPHM with the help of SHE algorithm is proposed as a mathemat-

ical model. PPHM will increase the value of the orthogonal base function in relation

to plaintext Hahn moments, and thus deduce the upper bound of Hahn moment so that

after decryption, correct Hahn plaintext moments can be obtained. This scheme per-

forms searching over encrypted images and can retrieve data from cloud server. This

scheme is also not usable for real time environments because this scheme is not based

23



on ranked searching. This scheme does not preserve the privacy of clients in terms of

query randomness.

In this technique [54], secure modular hashing and K-means are used to preserve the

user privacy in image outsourcing and image query results. K-means is a similarity

evaluation clustering scheme which is based on distance between vectors. Similarity

is higher with minimum distance of vectors and vice versa. A cluster is made up of

all such closed vectors. With the help of K-mean, a secure index tree is constructed.

Feature vector is extracted first from images and then encryption is applied i.e. AES

or RSA similar to normal data. Then, a secure index tree is constructed from feature

vector. Encrypted images and secure index tree both are stored on the cloud. When

the user tries to retrieve the image, s/he will search an image from index tree and based

on the relevance score, resultant image is sent back to the user. Image owner, then,

shares the secret key of decryption with the user to decrypt the image. First, a secret

key is generated as matrix M and string S. Matrix M is generated based on Gaussian

distribution. The owner, then, shares this secret key (both matrix M and string S) to the

users. To increase the accuracy, this index tree is generated with the help of K-means

clustering function. To encrypt the images and index tree two different keys are used in

the encryption process. To retrieve the data and search an image, the user first generates

feature vector of query image, encrypt that vector with the same encryption key as was

used initially to encrypt the original data i.e. M and S. The encrypted query then sent to

the cloud server. The CSP starts searching from index tree from top to leaf approach. If

a match is found, the CSP finds a most relevant image index based on hamming distance

between encrypted non-leaf node and query feature vector. The CSP then forwards the
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encrypted image to the client. With the help of pre-shared private secret key the user

decrypts the images. This scheme performs searching over encrypted images and can

retrieve data from cloud server. There are some limitation with the scheme as this

scheme does not support the image retrieval based on object. Another limitation of

their scheme is the searching queries as they are deterministic in nature. This makes

their scheme not secure as search patterns are the important part of the user privacy.

Another scheme was presented in [62]. This scheme was based on complex networks

theory and SURF technique. Lu et al. [63] were the first who put forward the method

of privacy preserving CBIR technique over encrypted image data. Jaccard similarity

were applied on visual words after extraction of visual words from images. In this

proposed technique, SURF algorithm with complex network is used to extract features

from images. It provides single feature vector output for the input of single image and

number of feature vectors for database images. To retrieve the image from the CSP,

a feature vector is extracted from query image, applied classifier at database vectors

and then based on Euclidean distance functions for feature matching function, array

of matched images is extracted. Image sorting is applied on extracted array and query

image is retrieved. This scheme performs searching over encrypted images and can

retrieve data from cloud server. The proposed scheme does not support content-based

image retrieval and searching queries are not well protected.

An efficient and privacy-preserving CBIR (EPCBIR) cloud-assisted scheme was pro-

posed in [56]. For the representation of images, they have used Edge Histogram De-

scriptor (EHD) and Color Layout Descriptor (CLD). During the retrieval process, each

query image was mapped to a unique feature. To build an index table, they used Local-
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ity Sensitive Hashing (LSH). These features were encryted and secured with the help

of secure k-Nearest Neighbor (kNN) algorithm. As a result, top-k images are returned

to the query client. This scheme provides feature-based image searching and retrieval

while does not support the object-based image retrieval. Randomness added to the

query features are not fully secure. Moreover, high computations are required during

the search operations which makes this scheme less feasible for real time scenarios.

Another CBIR scheme was proposed in [55]. This scheme uses the same LSH and kNN

algorithms for the encryption and security of images and their relevant features as used

by [55]. This scheme also supports the detection of unauthorized query user by adding

watermarks with retrieved images. If an illegal copy of image is found by data owner,

the query client can be identified with the image watermark. This scheme have same

limitations as of [56] i.e. query trapdoors are not fully random. High computations

are required at the cloud server side and this scheme does not support the object-based

image retrieval.

Another CBIR scheme was proposed using combined features [64]. This scheme uti-

lizes the combination of new features extracted to use as a new descriptor. LSH algo-

rithm was executed over the features and inverted file identifier vectors (IFV) calculated

and stored in pre-filter tables. To improve the efficiency of proposed scheme, search-

ing is performed over these tables. To increase the precision of retrieved images, these

pre-filter tables are joined with IFVs. This scheme provides high efficiency in image

retrieval process but have some limitations. This scheme does not support the object-

based searching and limited to the image-based queries. Another limitation of this

scheme is that query trapdoors generated are not fully random and can thus leak the
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information about queried images.

Based on Fisher vectors, [65] proposes a CBIR scheme by introducing K-mean algo-

rithm. The authors have proposed this scheme namely SEISA by utilizing polynomial-

based access control policy. This scheme is based on single writer single reader. An-

other scheme namely PIC was proposed by [66] to solve the problem of shared key

during the query phase in CBIR. They introduced a new multi-level homomorphic en-

cryption and CP-ABE method to address these issues. In shared key schemes, same key

is used to encrypt the images, indexes, and query objects/features. PIC scheme utilizes

different keys for query and index encryption. These schemes provide efficient search-

ing over encrypted images but requires high computations during index generation and

search outcome phases. Moreover, these schemes are limited to the feature-based image

retrievals.

The researchers in [67] presented their secure EPIRM scheme that supports the image

retrieval without splitting the feature vectors as done by KNN-CBIR schemes. This

scheme returns the top-k images based on the features similarity with the query image.

This scheme is supports the feature-based image retrieval and high computations are

required during the index table generation and search outcome phases. These image

retrieval schemes are mainly based on image features. There is a need of searchable

encryption technique over encrypted images that can retrieve the images based on object

keywords in ranked order and provide resistance to search pattern leakage attacks.

To retrieve the images from the CSP based on image content, the distance between

image features and/or objects are identified and analyzed. In present research, to the

best of my knowledge, there is no scheme which can provide searching on the basis of
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visual content of the images i.e. based on the objects present in image and there are

few schemes present in literature which provides secure image retrieval based on image

features like histogram, DCT, and DWT etc, [64, 67–71].

In literature, multiple SE schemes are available that work in the domain of encrypted

images. These schemes are limited to use case scenarios, requires high computations,

or have security loopholes. A comparison table 2.2 of discussed techniques is given

here. Some merits and demerits are mentioned.

Table 2.2: Privacy-Preserving Secure SE Techniques over Encrypted Images

Technique Type of En-

cryption

Merits Demerits

SIFT [57] SHE SIFT characteristics

preservation, accommo-

date invariance, secure

from brute-force and

other attacks.

High computation at

client end, Search Pattern

Leakage Attack.

LBP [58] XOR Reduces communication

overhead between CSP

and user, prevents insider

attacks

TRNG problem, Limited

to gray scale images, er-

ror in encryption, Search

Pattern Leakage Attack.
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Continuation of Table 2.2

Technique Type of En-

cryption

Merits Demerits

Hahn Mo-

ments [53]

SHE Less computations over

encrypted data compared

to DWT & DCT, less

noise sensitive, no com-

munication is required be-

tween owner and CSP.

High computations,

Search Pattern Leakage

Attack.

CBIR &

DCT [72]

Stream

cipher, per-

mutation,

scrambling

Index construction and

searching at CSP end.

Less computations at user

end.

Index generation at CSP

end. Query Traceabil-

ity issue. Search Pattern

Leakage Attack.

KSMH

[54]

AES & Se-

cure Modular

Hashing

Index based searching High computations at

user end, key sharing,

Search Pattern Leakage

Attack.

CBIR [62] Standard en-

cryption

SURF technique (Local

feature detection) & com-

plex network theory

Feature vector and com-

plex network generation,

Search Pattern Leakage

Attack.
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Continuation of Table 2.2

Technique Type of En-

cryption

Merits Demerits

EPCBIR

[56]

LSH & kNN Ranked searchable en-

cryption technique

Does not provide

content-based searching.

More computations are

required

SCBIR

[55]

LSH & kNN Ranked searchable en-

cryption technique,

detection of unauthorized

user

Does not provide

content-based searching.

More computations are

required

SEISA

[65]

LSH & kNN Policy and access based

searching over images

Does not provide

content-based searching.

More computations are

required

End of Table

2.5 Summary

The design primitives that contributed in providing an overview of the various domains

involved in the area of SE were presented in this chapter. The design primitives can

be described through literature as a triangle, where the triangle vertices represent query

effectiveness, security & privacy, and efficiency. The current research was divided into
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different categories based on the feasibility of the application and the schemes examined

separately. The existing security concepts and their drawbacks were also addressed.

The existing SE schemes are discussed in detail. Their performance and security anal-

ysis are carried out and a comparison is given in the Table 2.2. The limitations of these

schemes are briefly discussed.

The literature review shows that the current available techniques are prone to traceabil-

ity issues as they provide deterministic searching and also does not provide the image

retrieval based on image content (Chapter 3 discusses it in detail). These techniques

are not feasible for real-word cloud deployment as they are not protecting users from

search patter leakage attacks.
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Chapter 3

Proposed Work

3.1 Overview

In this chapter, we will discuss about the image processing techniques that are already

present in literature and are being used in approximately every field. Types of object

detection and a comparison table of image processing techniques is given for under-

standing the background of object detection and recognition. Among different object

detection and recognition techniques, YOLO v3 [73] is selected for testing purposes.

Any image processing technique can be used with the proposed encryption technique

depending upon the user requirements, computing resources, and time. The proposed

scheme is generic and can be used with any image processing technique. For testing

purposes, Microsoft COCO image dataset is used [74]. Following contributions are

made in this research:

• A novel privacy preserving ranked searchable encryption scheme over encrypted

images is presented in this chapter. The proposed cryptographic system is based
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on probabilistic encryption schemes for the generation of search queries. These

probabilistic queries resist the traceability issue and ensure the indistinguishabil-

ity of search queries. Probabilistic encryption also resists the passive attacks.

• Search keyword-trapdoor indistinguishability and trapdoor index indistinguisha-

bility are explained to define the definition of "privacy preserving".

• The proposed cryptographic system is implemented over Ubuntu operating sys-

tem. The effectiveness and performance of this protocol are tested and analyzed.

The detailed security analysis of proposed protocol is given in Chapter 4 while perfor-

mance analysis and detailed results discussion is given in Chapter 5.

3.2 Image Processing Techniques

Deep learning requires processes such as the recognition of artifacts using an image,

photo, or webcam feed in the sub-discipline named "Object Detection." The use cases

of object detection are infinite, whether they are object tracking, video analysis, security

surveillance, detection for irregularities, crowd detection & human counting, auto pilot

airplanes, self-driving cars, drones, face detection, and the list of applications continues

[75]. The identification of artifacts can be inter-class or intra-class detection. Two

solutions to object detection in a single image exist: computer learning and in-depth

research. Current algorithms of detection are focused on the methodology of machine

learning (ML) while new algorithms are based on deep learning (DL).
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3.2.1 Types of Object Detection Algorithms

There are multiple ML and DL based object detection algorithms present in literature.

Some machine learning based algorithms include:

• VJ Det. Viola–Jones object detection framework based on Haar features

• (SIFT) Scale-invariant feature transform

• (HOG Det.) Histogram of oriented gradients features detection

And deep learning approach-based object detection algorithms include:

• R-CNN (Region based Convolution Neural Network)

• Fast R-CNN

• Faster R-CNN

• Masked R-CNN

• R-FCN (Region based Fully Convolutional Networks)

• YOLO (You Only Look Once)

• SSD (Single Shot MultiBox Detector)

• SPP-Net (Spatial Pyramid Pooling Network)

• FPN (Feature Pyramid Networks)

• RetinaNet (Focal loss)
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Figure 3.1: Milestone of object detection algorithms

The evaluation of object detection algorithms are shown in Figure 3.1 presented by [76].

Some algorithms are single stage while some are multi stage detection algorithms.

3.2.2 Single Stage vs Multi Stage Detectors

All region-based object detection algorithms are multi stage detectors. All object de-

tection algorithm types that lay under R-CNN family are region based. These object

detection algorithms work in two different phases: i) The algorithm finds the inter-

ested regions where an object is highlighted. Regions are selected based on selective

or regional searching algorithms. ii) In second phase, these regions are processed and

objects are identified based on confidence and highlighted regions.

For a single stage, the algorithms only process the image in a single phase. The regions

are not selected for detection and recognition of images. The detection and recognition

of objects is done in a single phase over dense sampling of possible objects locations in

an image. From the comparative analysis of both single and multi stage object detection

algorithms, we can clearly say that single stage detection algorithms are much faster
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than multi stage detection algorithms. Single stage object detection algorithms may

have some limitations of not detection small objects or detection from a blur image

[77]. A comparison of different object detection algorithms is drawn in Table 3.1.

Table 3.1: Performance comparison of different object detection algorithms

Year Algorithm Stages

(1/2)

Merits De merits

2014 R-CNN

[78]

2 First to integrate CNN with

RP methods; Performance

improvement over previous

state of the art protocols.

Multistage pipeline of

sequentially trained

(External RP com-

putation, CNN fine

tuning, training over

BBR, SVM, and

RP passing through

CNN); Results extrac-

tion and running time

is higher. Required

more time and storage

space.
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Continuation of Table 3.1

Year Algorithm Stages

(1/2)

Merits De merits

2014 SPP-Net

[79]

2 A novel SPP in CNN fam-

ily; Same performance as of

CNN while takes much less

time to execute the opera-

tions.

Gives same drawbacks

as of RCNN; training

requires more data;

very slow in training

and not feasible for

real time detection.

2015 Fast R-

CNN

[80]

2 Enhanced version of RCNN;

better performance and ac-

curacy than RCNN and SPP;

requires less computations

and storage space.

Slow in training the

model; very slow for

real time applications.
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Continuation of Table 3.1

Year Algorithm Stages

(1/2)

Merits De merits

2015 Faster

R-CNN

[81]

2 Propose RPN for generat-

ing nearly cost-free and high

quality RPs instead of selec-

tive search; Introduce trans-

lation invariant and multi-

scale anchor boxes; much

faster than previous rele-

vant algorithms; requires

less processing as it shares

same conv. layers.

Training is complex,

not a streamlined pro-

cess; requires more

time for training; slow

for real time detection.

2016 YOLO

[82]

1 Single stage detection algo-

rithm; much faster than pre-

vious algorithms; requires

less computational time and

storage to process; no RP

processing involves.

Small object detection

is difficult; accuracy

of detection objects

is low; requires more

time for training; slow

for real time detection.
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Continuation of Table 3.1

Year Algorithm Stages

(1/2)

Merits De merits

2017 YOLO v2

[83]

1 Improves speed as com-

pared to previous algorithm

of this family; novel Dark-

Net19 based detection;

higher speed and accuracy;

good for real time detection;

can detect more than 9K

objects with YOLO9000.

Slow for real time de-

tection; detection of

small size objects and

from blur images gives

less accurate results.

2016 SSD [84] 1 Combination of features

from YOLO and RPN;

more accurate in detection;

detection at multi-scale

conv. layers; gives better

performance than previous

state-of-the-art algorithms.

Slow in real time de-

tection; requires more

time to process blur

images; not efficient

in detection small and

blur objects.
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Continuation of Table 3.1

Year Algorithm Stages

(1/2)

Merits De merits

2017 FPN [85] 2 FPN works on basis of

Faster RCNN; different

scale images are processed

easily; higher detection

rate and more accurate than

previous algorithms.

Training time and

memory consumption

increase rapidly; slow

for real time detection;

slow in construction

of feature pyramid.

2017 Focal Loss

(Reti-

naNet)

[86]

1 High speed and simplicity,

detector puts more focus on

hard, misclassified examples

during training with help of

"focal loss" function. Focal

loss gives high accuracy.

Lack of pool local-

ization precision, un-

balanced pos/neg data.

slow for real time de-

tection.

2016 R-FCN

[87]

2 based on dependence and

independence of RoI net-

works detection algorithm;

performs better than previ-

ous relevant detection algo-

rithms.

Requires high compu-

tations to process the

image; slow for real

time detection; slow in

training the algorithm.
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Continuation of Table 3.1

Year Algorithm Stages

(1/2)

Merits De merits

2017 Mask

R-CNN

[88]

2 semantic segmentation

masking is used in Mask

R-CNN which solves the

problem of instance seg-

mentation; accuracy is

higher.

The detection of mask

is not efficient at

pixel level; slow for

real time detection;

requires more time to

process an image.

2018 YOLO V3

[73]

1 Faster object detection, good

for real time environment.

Not good at detecting

small objects; less ac-

curate for less resolu-

tion images.

End of Table

3.2.3 Speed vs Accuracy comparison

Object detection algorithms are compared based on their performance. The efficiency

of object detection algorithm is measured by the number of objects detection and time

required to process the image. This performance is measured in "mAP" called mean

average precision ranging from 0 to 100. According to the authors [89], YOLO v3

given a great enhancement in speed as compared to the other object detection algorithms

without compromising on the accuracy of the detection. All those algorithms which
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perform a detection in two stages are best in accuracy while algorithms with single

stage detection takes much less time to complete the process of object detection in an

image. A speed vs accuracy comparison is given in Figure 3.2 claimed by [90] and

Figure 3.3 claimed by [89].

Figure 3.2: Speed vs Accuracy

For testing of our proposed SE scheme, we have used YOLO v3 [89] with MS COCO

image dataset [74]. This dataset is most widely accepted and used feature rich image

dataset with more than 330K images, 250K people with key points, five captions in

each image, 91 categories, 80 object categories, 1.5m object instances, stuff and object

segmentation, and context rich segmentation. As there are multiple benefits of using

YOLO v3, it also have some limitations. Based on confidence percentage and bounding

boxes this algorithm can detect objects in a better way. This algorithm works fine with

limited training images and can work in both static images as well as real time videos.

Model process time is much faster compared to other object detection algorithms and

it takes much less power to give the output. While on the other hand, some drawbacks
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Figure 3.3: YOLOv3 Performance

and limitations are also present there. The training of model can be slow if no dedicated

GPU is present. The configuration and required model files are not present for Windows

OS. It is hard to configure for Windows OS. Beside these limitations, YOLO v3 is best

for small resource system.

3.3 Threat Model and Assumptions

To define the threat model, we are considering two entities for a SE scheme: the CS and

the owner of the data. The owner of data encrypts the data that he want to outsource

and then stores it to the remote CS. In our case, the data is the images that are being

outsourced. The owner is assumed to be fully trusted and cause no security threat to the

system. If the system is based on single owner multiple user, or multiple owner multiple
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user, the key distribution and security issues associated to that are not the part of this

model. The main concern is with the CS as it acts as an adversary while performing

security analysis of the SE scheme. The CS can launch different successful attacks.

The adversary can have multiple characteristics as given below:

Honest but curious or trusted but curious server:

For the security analysis of proposed scheme, we are considering that the CS is honest

but also curious or trusted but curious server. Trusted/honest ensures that the CS behaves

in a recognized and approved way, but the CS is always happy and interested to get the

complete or partial knowledge regarding the records and data that are submitted and

kept to the CSP. The CS will only launch passive attacks to evaluate the data or to track

network activity, to identify any data or details that could be correlated with encrypted

content of images outsourced to the CS. We also assumes that the CS does not launch

any active attack that could result in a service denial attack or any data modification.

Polynomial time adversary:

The polynomial time adversary means that the attacker is limited to execute the poly-

nomially bounded number of operations only. These operations can be of encryption,

decryption, or any passive attacks. The adversary is not allowed to perform unlimited

number of operations in unlimited time to make a guess or deduce the actual plaintext.
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Adaptive adversary:

The adversary can maintain the history about number of search queries, search results,

and/or about the database i.e. the adversary can maintain the full history of all previous

operations performed by the data owner/user. The security of SE scheme can be ensured

if the adversary (CS in our case) can analyze the history and can choose any keyword

adaptively while the SE scheme should perform securely.

Standard Model:

For the standard model, the CS i.e. the adversary is limited to the computational re-

sources available and the time. The adversary is not assumed to have unlimited re-

sources and time as the ideal adversary or replaced with the random oracle model. A

novel privacy preserving technique is presented in this thesis based on mathematical

hard/complex problems i.e. integer factorization problem which cannot be solved in a

polynomial time and this scheme can provide a high level of security in this standard

model.

3.4 The System Model

In the proposed scheme, we are considering a single reader single writer (S/S) model.

A client-server model is visualized where two parties are involved i.e. Bob as a user and

the CS. Bob wants to outsource all of his images collection I = {I1, I2, ..., In} to the

remote CS. The CS, then, can perform searching, addition, and deletion operations over
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this database according to the user requirements. In this scenario. the CS is trusted-but-

curious. Bob has performed an image object recognition and identification algorithm

i.e. YOLO v3 [89] to extract the objects, called query keywords W = {W1,W2, ...,Wm},

from each image. In case of MS COCO image dataset [74], number of object classes

are 80 i.e. m = 80. Bob have calculated the relevance frequency (RF) of each key-

word/object within the set of images. The RF is important while performing the ranked

search and addition of new images to the dataset. The ranked searching is useful when

a user wants to get multiple images with the same keyword present as the CS can find

multiple images satisfying to the user object query. For the complex queries, the CS

may find less number of images which satisfy the query. The relevance frequency RF is

calculated from the output of YOLO v3 codded in Python language. The RF is calcu-

lated for each object and each image present in the dataset. This operation is performed

by the data owner before outsourcing and encryption of images. Python code is given

in Appendix A.

The relevance frequency is solely dependent on the object detection algorithm. Two

stage object detection algorithms may find more number of objects including small and

blur objects while one stage object detection algorithms may not perform well compare

to two stage detection algorithms. Two stage detection algorithms are very resource

intensive and hard to use them for real time object detection.

After finding the relevance frequency for each object in each image, an index table IT

is generated by Bob. Later, he encrypts the index table IT and each image present in

image dataset I and outsource both to the CS.

For searching over the encrypted images, Bob will enter a search keyword and an en-
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Figure 3.4: System Model Diagram for SE

crypted query is generated "QW " based on probabilistic encryption and send to the cloud

server. The CS will search "QW " from index table IT and returns the number of images

in ranked order. The system architecture and flow of events in proposed SE scheme

is shown in Figure 3.4. Here, the user/the owner is interacting with a system that is

performing all tasks and operations for that user. This system is interacting with the CS.

From the system model, it can be seen that most of the operations are being performed

at the user end while searching and storing of encrypted images along with the secure

index are at the remote CS.

3.5 Probabilistic Encryption

To propose a probabilistic encryption SE scheme, we first revisit the definition of prob-

abilistic encryption which is also termed as randomized encryption proposed by [91].
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3.5.1 Probabilistic Encryption

It is a quadruple (M,K,C,Π), where K, M and C are the key, message and ciphertext

space respectively, and Π is the relation as Π ⊆M×K×C so that: there is a message

m ∈M for each c ∈C and k ∈ K so that (m,c,k) ∈Π and there is a ciphertext c ∈C for

each m ∈M and each key k ∈ K so that (m,c,k) ∈ Π. For the probabilistic encryption,

the search query keyword generation process should be probabilistic. If that is true, the

result query keywords will not be deterministic and it will ensure the indistinguishabil-

ity and resist the traceability attack. This indistinguishability is explained in scenario

related to passive attacks in Chapter 4.

3.5.2 Design Goals

While constructing an SE scheme, there must be some security and performance goals.

These includes but not limited to: probabilistic query keyword, lightweight, and pri-

vacy preserving. To resist the distinguishability attack, each query keyword must be

generated differently even if the same object is searched repeatedly. This makes the

scheme probabilistic and secure the users from traceability issues. The search pattern

of each query should be kept secure and hidden while the access pattern can be exposed

to the attacker (a.k.a the CS in our case). The scheme should be secure in know cipher-

text model. This means that the CS should not know any information about the query

keywords even knowing the index table and having the history of previously searcher

keywords i.e. in case of an adaptive adversary. Also, the SE scheme should be compu-

tations friendly and can run at the CS as well as at the user end smoothly.
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3.5.3 Security Definitions

For the proposed SE scheme, we are considering the definitions of indistinguishabil-

ity, for query keywords (a.k.a trapdoors) and query index (a.k.a trapdoor index), same

as defined by [52]. Chapter 4 shows that the proposed SE scheme complies with the

following definitions.

3.5.3.1 Keyword-Trapdoor Indistinguishability for SE

Keyword-Trapdoor Indistinguishability is a process of performing search over cipher-

text so that the encrypted query keyword should not reveal any relevant data about the

unencrypted query keyword. If a same keyword is being search in plaintext repeatedly,

the associated ciphertext or trapdoor should not be distinguishable even if an adaptive

adversary (with keyword and trapdoor history) is considered. To predict a meaning-

ful and a relevant information of query keyword, the adversary must perform a lot of

operations in polynomial time and record the tremendous amount of data.

Description

The challenger C generates the encrypted table based on object keywords present in

images from the image collection I called index table IT . The attacker A will choose

an object keyword W to get the encrypted keyword and sends to the C . The C generate

the encrypted trapdoor of that object keyword. This encrypted trapdoor is forwarded

back to the A . The generation of keyword trapdoors continues until the A receives

polynomial-many encrypted query keyword trapdoors. After the completion of this
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step, the A will send two distinct keywords i.e. W0,W1 and the C tosses a fair coin b.

As a result, the C encrypts a keyword Wb and sends to the A . The A is required to

guess the output of b. At this point, if the A guess the correct output with probability

great than 1/2 then the A wins otherwise the C wins. Here the security parameter λ is

negligible.

Definition 3.1 Let SE be a searchable scheme with six phases (KeyGen, Obj_Det,

Build_Obj_Index, Build_Query, Search_Outcome, Dec) with a security parameter λ ,

I be the set of images, W be the set of objects, and A = (A0,A1, ...,Am+1) be the

adversaries where m ∈ N. Now we are considering to have a probabilistic experimental

function Index_TrapSE,A (λ ):

Index_TrapSE,A (λ )

(K,ks)←− KeyGen(λ )

(IT )←− Build_Ob j_Index(K,I )

f or 1≤ z≤ m

(stA ,Wz)←−Az(stA ,QW1, ...,QWz)

QWz ←− Build_QueryK(Wz)

b $←− {0,1}

(stA ,W0,W1)←−A0(λ )

(QWb)←− Build_Query(K,ks,Wb,num)

b
′ ←−Am+1(stA ,QWb)

(Q
′
Wz
)←− Build_QueryK(Wp); p ∈ N

i f b
′
= b, out put 1

otherwise out put 0
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To record the status of A , stA is used above. For the polynomial time A , the keyword-

trapdoor indistinguishability holds:

Pr[Keyword_TrapdoorSE,A (λ ) = 1]≤ 1
2
+negl(λ ) (3.5.1)

Here the probability is dependent over b.

3.5.3.2 Trapdoor-Index Indistinguishability for SE

The complexity of an SE scheme is measured by the indistinguishability of trapdoor in-

dexes. This means that the generated query trapdoors are random in such a way that no

information is disclosed to the adversaries about keyword or index. The indistinguisha-

bility should remain in contact with the keyword even if the same keyword is searched

repeatedly. The generated query trapdoor must preserve the users privacy and keyword

security in terms of distinguishability and linkability with history (keyword, trapdoor,

index) in adaptive adversarial model. Also, by changing a single bit or character in

query keyword, the resultant Trapdoor and Index Table should be completely changed

and same is true for reverse.

Description

The challenger C generates an encrypted index table IT based on object keywords

present in images from the image collection I . The C sends the entries of first row

of IT , all object keywords W , and encrypted queries generated by W to the A . The

order of appearing keywords is maintained during sharing of keywords with A . The
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A chooses two keywords which he want to get the encrypted trapdoors i.e. W0,W1 and

forwards to the C . The C tosses a fair coin b and encrypt the object keyword based

on the output of b. This encrypted keyword i.e. trapdoor is sent to the A . The A

is required to guess the correct object keyword i.e. the output of b. If the A guesses

correctly with probability greater than 1/2 then A wins otherwise C wins and the SE

scheme provides the trapdoor-index indistinguishability. Here the security parameter λ

is considered small enough to be ignored.

Definition 3.2 Let SE be a searchable scheme with six phases (KeyGen, Obj_Det,

Build_Obj_Index, Build_Query, Search_Outcome, Dec) with a security parameter λ ,

I be the set of images, W be the set of objects, and A = (A0,A1) be the adversaries.

Now we are considering to have a probabilistic experimental function Index_TrapSE,A (λ ):

Index_TrapSE,A (λ )

(K,ks)←− KeyGen(λ )

(IT )←− Build_Ob j_Index(K,I )

f or 1≤ z≤ m; where m ∈ N

let IT
′
= IT [0][z]

let W = (W1,W2, ...,Wz)

QWz ←− Build_Query(K,ks,Wz,num)

b $←− {0,1}

(stA ,W0,W1)←−A0(stA ,λ ,Wm, IT
′
,QWm)

(QWb)←− Build_Query(K,ks,Wb,num)

b
′ ←−A1(stA , ITWb)

(Q
′
W )←− Build_QueryK(Wp); p ∈ N
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i f b
′
= b, out put 1

otherwise out put 0

To record the status of A , stA is used above. For the polynomial time A , the trapdoor-

index indistinguishability holds:

Pr[Trapdoor_IndexSE,A (λ ) = 1]≤ 1
2
+negl(λ ) (3.5.2)

Here the probability is dependent over b.

Theorem 3.1: The Privacy Preserving Search Over Encrypted Images (PPSEI) SE

Scheme is secure if the generated index table IT is secure and query object trapdoors

are probabilistic. The proposed PPSEI scheme is secure and exhibits the Keyword-

Trapdoor Indistinguishability and Trapdoor-Index Indistinguishability.

3.6 Proposed Scheme

This section presents the Privacy Preserving Search Over Encrypted Images Searchable

Encryption Scheme that consists of 6 phases. A detailed explanation and representation

of each phase is given in this section. Following are the six phases involved in the

proposed SE scheme:

1. Key Generation Phase (KeyGen (λ ) Phase)

2. Object Detection and Identification Phase (Obj_Det(I ) Phase)

3. Object (class based) Index Table Generation Phase (Build_Obj_Index(K,I ,W )

Phase)
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4. Query Generation Phase (Build_Query(K,ks,W,num) Phase)

5. Searching Phase (Search_Outcome (IT,QW ) Phase)

6. Decryption Phase (Dec(K,A) Phase)

3.6.1 Scheme Construction

These phases are explained in details here.

• Phase 1-[K,ks]←−KeyGen(λ ): In key generation phase, master and session keys

are generated by giving a security parameter as input argument to the key genera-

tion algorithm such that K,ks←− {0,1}λ . Furthermore, for single writer multiple

reader (S/M) model i.e. multiple query users with a single owner of data, the

session key for each user will be different.

• Phase 2-W←−Obj_Det(I ): In object detection and identification phase, images

are given as input to the object detection algorithm e.g. YOLOv3, SSD, Reti-

naNet, etc. and get the array of objects W , also called keywords, for each object

in each image. If the data owner want to add more images to the database, this

phase will be repeated each time. Manual entries can also be done by the data

owner. In case of manual entries, this phase will not be processed.

• Phase 3-IT ←−Build_Obj_Index(K,I ,W ): In index table generation phase, the

images, objects extracted from these images, and the frequencies of these objects

are listed in this table. The encryption of each entity is also carried out in this

phase.
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– Initialize a 2D array IT of size n×m; where m is the number of objects and

n is the number of images in the database.

– For 1≤ x≤ m and For 1≤ y≤ n

* Compute and store: IT [1][x] = HK(Wx)

* Compute and store: IT [y][1] = EncK(id(Iy))

* Calculate RF for each Wm in I with a Python code as given in Ap-

pendix A.

– For masking of RF , following equation is used:

* For 1≤ z≤ number o f columnsinIT

· IT [:][z+1] = log(IT [:][z+1]+2)×R1 +R2

· R1 and R2 are random values. For each column, each random value

must be unique to achieve the masking in relevance frequencies.

* By using log and random values, original object frequencies are masked

and it limits the leakage information about frequencies while keeping

the ranking intact. The index table "IT " is generated and outsourced to

the CS along with the encrypted images.

• Phase 4-QW ←−Build_Query(K,ks,W,num): For the query generation, following

steps are performed. num is the number of images desired by the user.

– Compute a = HK(W )

– Compute b = Encks(W )

– Compute c = a⊕b and d = H(b)
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– Set query trapdoor QW ←− (c,d,num)

• Phase 5-A[ ]←−Search_Outcome (IT,QW ): In the searching phase, following

operations are performed. Later, the output is stored in the array A[ ] as search

outcomes.

– Initialize a dynamic 2D array A[ ].

– For 1 < y≤ number o f columns in IT

1. Set a = IT [1][y];

2. if (d == H(a⊕ c)):

(a) For 1≤ r ≤ num

* Find the highest RF , return EncK(id(I));

– A[ ]←− EncK(id(Ii)) and return A to the client.

• Phase 6-Dec(K,A): Using the master key K, each image identifier in the array A

can be decrypted. This will give the image identifiers in plaintext.

3.7 Discussion about Proposed Scheme

This sections gives the detailed analysis of each phase involved in proposed PPSIE

scheme.

KeyGen Phase

In this phase, a master and session keys are generated by the user. The input argument

of this phase include a security parameter λ and produces two keys; a session key ks as
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ks ∈ {0,1}λ and a master key K as K ∈ {0,1}λ . Both master and session keys are to be

kept secret at the user end and there is no need to share any key with the CS. As, at the

CS end, all operations are being performed without master and/or session key. Master

key generation is a deterministic function while session key generation is a probabilistic

algorithm. Both phases are executed by the data owner.

Obj_Det Phase

This phase performs the object detection operation. Any good object detection algo-

rithm can be used depending upon the user requirements, computational resources,

time, and budget. The object detection algorithm must be trained on images from user’s

customized image dataset or datesets available online. The user can use pre-trained

object detection algorithms and can test his/her own images for object detection. For

example, for the custom image dataset, the detection of most cancer effected body area,

the object detection algorithm can be trained and images related to cancer effected ar-

eas can be used. Also, for military operation areas, the object detection algorithm can

be configured and trained as to identify the areas with more number of troops, military

vehicles, and air crafts etc. In simple words, this phase is generic and can be modified

according to the use case. This phase will give objects present in images. The data

owner executes this phase which is deterministic in nature.
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Build_Obj_Index Phase

In this phase a dynamic 2D array IT is initialized. The cryptographic hash function is

used by the client as:

H : {0,1}λ ×W −→ Zp

The object keyword is hashed using the master key K. The index table IT can be

categorised in to 3 sections. The first row of IT is the keyed hash values of all objects

as identified in phase 2. The first column of IT contains the encrypted identifiers of

images i.e. EncK(id(In)). And the remaining entries of IT are the relevance frequencies

of objects W in images I . Each column of IT is the associated frequency of object W

which are calculated with a Python code. Later, we took the log of RF , multiplied, and

added random values R1 and R2 respectively. The random numbers are obtained from

CSPRNG to mask the original values. This way of masking the frequencies maintains

the order of frequencies across the same column but values across multiple columns

are different. In IT , many entries can be zero. We have added a constant value "2" to

the RF before taking log and then added a random number also multiplied with second

random to reduce the frequency analysis attack. This will also resist the information

disclosure about size of images and number of objects present in each image. The data

owner executes this phase which is deterministic in nature.

Build_Query Phase

In this phase, the user generates the encrypted query to search for images based on

image content i.e. objects. To generate a query QW , the user first encrypts the query
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keyword by computing the cryptographic keyed hash function and store it to a parameter

a. Also, the user computes another parameter b by encrypting the same keyword with

probabilistic symmetric encryption by using AES in CBC mod and a session key ks.

Another parameter c is computed by computing the XOR operation of parameters a

and b. Then, another parameter d is computed by taking a simple cryptographic hash

of parameter b. The computed parameters are then set to a user query parameter QW

which contains the parameters c,d and the desired number of images denoted as num.

This query parameter QW is then sent to the CS. The data owner executes this phase

each time when a query is made. This phase is probabilistic in nature.

Search_Outcome Phase

When the CS receives the query request QW from the user containing three parameters

c,d,num, it will try to find the column entry in index table IT based on the condition

when d == H(a⊕ c). Where a is the values of first row of index table IT as encrypted

object keywords. When the condition holds true, as mentioned before, the CS returns

the num number of encrypted image identifiers based on relevance frequency in ranked

order. The CS executes this phase which is deterministic in nature.

Dec Phase

When the user receives the encrypted image identifiers in ranked order, he will use his

master key K to decrypt these image identifiers. The data owner executes this phase

which is deterministic in nature.
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3.8 Dynamic Database

To update the database, the user will need to perform few steps. Index table entries can

be modified by adding or deleting image identifiers from it. The deletion of images is

relatively easy and quick process while the addition of new images requires more time

and resources than deletion of images. These processes are explained in detail below:

3.8.1 Addition of new Images

If a user is interested to add n number of new images to the database, the CS will only

append N new rows at the end of existing IT . While at the user end, phase 2 and few

steps from phase 3 are repeated i.e. the phase 2 will be repeated entirely to identify the

objects present in images and object frequencies (RF), are calculated. Later, in phase

3, a 2D array AIT (Addition in Index Table Array) of size n×m is initialized. The data

owner is interested to add n new images to the database while m represents the columns

equals to the object keywords present in W .

The user will encrypt the image identifiers as EncK(id(In)) and stores in the first column

of the AIT . The relevance frequencies are masked with the same random numbers as

was used to generate the original IT . These masked values are stored in the rest of the

respective locations of AIT . At this point, we do not need to recompute the hashes of

object keywords as was calculated and stored in first row of IT . The random values

for masking of RF must be the same as was used earlier. This will keep the ranking

in right order. If the object detection algorithm in phase 2 is changed, the user need

to regenerate the original index table IT from scratch as it may change the number of
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columns, keywords, and RF values.

Remarks: To avoid the frequency analysis attack, we masked the original rele-

vance frequencies by taking a log of original frequency value, adding and multiplying

the random values. This step ensures and keeps the effective and efficient ranked search-

ing intact. From the results shown in Chapter 4, it is clear that this type of masking can

helps the users to maintain the privacy in terms of size of images and exact number of

objects in those images. The attacker can not predict the original frequency value by

analyzing the masked values. To increase the security of these indexes, there are alter-

native options are available in literature i.e. Order Preserving Encryption (OPE) [92] or

Order Preserving Hashing (OPH) [93] can be used.

3.8.2 Deletion of Images

For the deletion of one or multiple images, only few steps of phase 3 are required

i.e. only encryption of image identifiers EncK(id(In)) will be performed at the user

end. These encrypted image identifiers are then sent to the CS. The CS will delete

all those rows in IT containing the image identifiers sent by the user and also deletes

the images from the database. It is assumed that the CS will perform this operation

honestly. According to the threat model, the server is trusted but curious which means

the server is interested for content of the images and the index table IT while it performs

its operations successfully.
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3.9 Dynamic Queries

The proposed scheme supports 4 types of search queries. These includes single object

keyword query, multi object keyword query, single object picture query, and multi ob-

ject picture query.

Single object keyword query includes one keyword at a time. The user enters an ob-

ject keyword and the encrypted query is generated using the probabilistic encryption

through Build_Query phase. This encrypted query is then sent to the CS. Upon receiv-

ing the request from the user, the CS will execute the searching algorithm for query

keyword from the IT and if query keyword is found, required number of image identi-

fiers are returned to the user.

For multi-object keyword query, user enters more than one keyword and enters the num-

ber of images required. Each query keyword is processed separately by the Build_Query

phase. The encrypted query trapdoors are generated probabilistically and sent to the CS.

The CS performs searching for each query keyword and try to fetch the images that con-

tain all objects in images. As the index table entries are either encrypted, hashed, and/or

masked, the cloud server cannot predict and search accurately. The CS will identify the

image identifiers for each query object keyword and store them in an array. The best

way to identify an image identifier, with all query keywords, is to find the sum of all

RF values and return the image identifiers with maximum value of RF to the user. For

example, if the user have set the value for num = 3 and there are 3 keywords in the

multi-object query, 3 encrypted query keywords will be sent to the CS. The CS will

process each query keyword separately and store the num number of image identifiers

for each keyword in a new array. At this stage the CS will have the array of size 9×4.
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Where 9 is the number of rows with first column of image identifiers and 4 is the num-

ber of columns with 3 columns of RF values. The CS will calculate the sum of these 3

columns and store them in 5th column. The CS will return the num number of image

identifiers based on the maximum sum of RF values.

For single object picture query, user inputs an image with single object to the algorithm.

The algorithm first identifies the object class and then encrypts the query probabilisti-

cally. The object keyword trapdoor is forwarded to the CS. The server deals this query

as normal single object query and finds the best relevant image identifiers based on the

object frequency and returns required number of identifiers to the user.

For multi-object picture query, the user enters an image with multiple objects to the

algorithm. The algorithm identifies all the objects present in image and query genera-

tion function is called. Each keyword is encrypted separately and probabilistically. The

cloud server deals this query in the same way as multi-object keyword query and returns

required number of images to the user. The user decrypts the image identifiers by the

help of Dec function and gets the required image identifiers in plain text.

3.10 Correctness and Soundness

This section gives the proof of correctness and soundness of proposed SE scheme. Sec-

tion 3.5.2 defines the design goals of an SE scheme. We will go through the proposed

scheme and will verify the correctness and soundness. The PPSEI technique is com-

prises of six polynomial time phases i.e. Π = (KeyGen, Obj_Det, Build_Obj_Index,

Build_Query, Search_Outcome, Dec).
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Correctness: The proposed PPSEI is correct if for the security parameter λ , the

master key K and the session key ks generated by KeyGen(λ ), for the objects detected

and identified by Ob j_Det(I ), for IT generated by Build_Ob j_Index(K,I ,W ), the

search using the query keyword QW generated in Build_Query(K,ks,W,num) and search

query processed by Search_Outcome always gives the correct encrypted image identi-

fiers set A = EncK(id(In)) in ranked order. The proposed PPSEI technique is correct

for the following equation:

• The following results hods true if W ∈ Ii with the overwhelming probability:

Search_Outcome(IT,QW ) = I ∩Dec(K,A) = Ii, where 1≤ i≤ n (3.10.1)

• The following results hods true if W /∈ Ii with the overwhelming probability:

Search_Outcome(IT,QW ) = I ∩Dec(K,A) = 0 (3.10.2)

Soundness: The proposed PPSEI is sound if for the security parameter λ , the

master key K and the session key ks generated by KeyGen(λ ), f or the objects detected

and identified by Ob j_Det(I ), for IT generated by Build_Ob j_Index(K,I ,W ), the

search using the query keyword QW generated in Build_Query(K,ks,W,num) and search

query processed by Search_Outcome should not generate the false positives and always

gives the sound results. The proposed PPSEI technique is sound for the following equa-

tion:
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• The following results hods true if W ∈ Ii with the overwhelming probability:

Search_Outcome(IT,QW ) = 1 (3.10.3)

• The following results hods true if W /∈ Ii with the overwhelming probability:

Search_Outcome(IT,QW ) = 0 (3.10.4)

Lets we have master key K and a session key ks such that K,ks ∈ {0,1}λ gener-

ated by KeyGen(λ ) phase. Given W,W
′ ∈W , the following should holds true:

• Given QW = Build_Query(K,ks,W,num), the following equality holds true with

an overwhelming probability:

QW =


(HK(W ))⊕ (Encks(W )),

H(Encks(W )),num

 (3.10.5)

• Given QW = Build_Query(K,ks,W
′
,num), and W 6= W

′
, with an overwhelming

probability the following equality holds true:

QW 6=


(HK(W

′
))⊕ (Encks(W

′
)),

H(Encks(W
′
)),num

 (3.10.6)

We can clearly state that this inequality condition holds true with only if HK(W )=

HK(W
′
) which is having a negligible probability.
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From the above results, we can clearly state that if the object query keyword

is unique then it will result a distinct object keyword in the IT . As, the IT contains

the encrypted image identifiers EncK(id(In)) for each image in database I , the result

computed by the Search_Outcome Phase comply with the correctness and soundness

as explained in equations 3.10.1, 3.10.2, 3.10.3, and 3.10.4. Hence, the proposed SE

scheme is correct and sound.

3.11 Summary

In this chapter, we briefly discussed about the current available image processing tech-

niques, threat model and assumptions about the proposed SE scheme. System model for

the proposed scheme is presented in this chapter. Probabilistic encryption and security

definitions are explained in detail. We have presented a novel Privacy Preserving Search

over Encrypted Images (PPSEI) scheme that provides ranked searching and preservers

the clients privacy in terms of search pattern leakage attacks. Dynamic database and

dynamic query scenarios are explained. The correctness and soundness of the proposed

scheme is discussed in this chapter. Chapter 4 discusses the security analysis of the

proposed PPSEI scheme.
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Chapter 4

Security Analysis

As explained in Chapter 2, previous image-based SE schemes are supporting deter-

ministic search queries and leak information about the user activity, repeated keyword

search frequency, and leads to the traceability attacks. The proposed SE scheme is

based on probabilistic query generation which resists the traceability issue. We will

review the leakage profiles that will show the amount of information leaked in the pro-

posed SE scheme. We will map the proposed scheme with the security definitions as

defined in Section 3.5.3. Later, we will review the formal game based security analysis.

The security analysis of proposed scheme with relevant techniques are given at the end

of this chapter.

4.1 Security Evaluation of Proposed Scheme

This section analyses the information leakage profiles of the proposed SE technique.

Ideally, the SE scheme should not reveal any data or the information that leaks the
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user privacy, outsourced data and the statistical data about the number of search queries

made over data. A cryptographic protocol is considered secure if it preserve the user

privacy about data, access and search patterns. The proposed PPSEI is secure in terms

of search pattern and preserving user’s privacy. Some leakage profiles are given here.

4.1.1 Leakage Profiles

Leakage profile defines the amount of information leaked to the adversary. This in-

formation can be encrypted or unencrypted, significant or insignificant. We will ana-

lyze the information obtained from the six polynomial time algorithms of proposed SE

scheme to the CS i.e. index table IT , query trapdoor QW , and search outcome. The

adversary A can launch any possible attack in standard model. This is because we are

not restricting A to replace the SE technique with different weak construction. The

only restriction applies to the time of execution of different process and steps by the A

i.e. the A is restricted to polynomial time and the following outcomes are observed by

the security analysis of PPSEI scheme:

Leakage L4.1

Description: This leakage profile L4.1 is linked with IT . This IT is shared and revealed

to all parties including the user, the CS, and the attacker A . L4.1 is defined as:

L4.1(IT ) =


(HK(Wm)),EncK(id(In)),Mask(RF)

EncK(W ) ∈ EncK(I )∨EncK(W ) /∈ EncK(I )

 (4.1.1)
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Leakage L4.2

Description: The leakage profile L4.2 is linked with the keyword query QW that is gen-

erated for a specific object keyword W and is shared to all parties including the user,

the CS, and the attacker A . QW is generated by the user. L4.2 is defined as:

L4.2(QW ) =


a←− HK(Wi)⊕Encks(Wi),

b←− H(Encks(Wi)),num

 (4.1.2)

Leakage L4.3

Description: This leakage profile L4.3 is linked with the outcome of search for a spe-

cific query keyword generated against specific object W . The search outcomes (SO)

are generated at the CS and it is assumed that these outcomes are revealed to all parties

including the user, the CS, and the attacker A . Let OC be the outcomes corresponding

to the search object W . L4.3 is denoted as:

L4.3(SO) =

{
OC(W ),EncK(id(Ii))∀QW ∈I

}
(4.1.3)

Discussion on Leakage:

In the proposed scheme, the search query are generated probabilistically. Furthermore

these random queries are hashed with the user’s master key. Therefore, the leakage

associated with search query is meaningless and we can ignore it. During the query

generation phase, the algorithm uses session key for encrypting the object keyword and

the session key is generated randomly each time a key generation function is called.
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This makes the query probabilistic. In other words, if somehow the attacker has access

to the query generation process accidentally, the queries generated in future with this

function are still secure. This is because each generated query is independent. This

way, the PPSEI scheme is secure in terms of search pattern. The access pattern are not

prevented by our scheme. The access pattern tells about the images that are accessed as

a result of a successful search.

Regarding the relevance frequencies of objects present in each image are masked with

random numbers. As discussed earlier, to achieve a high and better security of relevance

frequencies, order preserving hashing (OPH) can be employed. The masking technique

either by random numbers or OPH may reveal the information about the presence or

absence of a keyword in images. This leakage about relevance frequencies is only

related to the relevance frequencies and does not affect the query trapdoor unlinkability

and indistinguishability.

From the above analysis, we can say that leakages L4.1 (given in equation 4.1.1) and

L4.3 (given in equation 4.1.3) might lead to the user’s privacy and data security issues.

However, through the formal security analysis, we have explained that such leakages do

not leak any data related to outsourced data to the cloud. The assumptions and leakages

discussed here are interrelated and interdependent to each others. Therefore, to achieve

the best level of security, it is assumed that all the security assumptions are followed

strictly.
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4.2 Formal Security Analysis

Through the game-based formal security analysis of proposed content-based searchable

encryption scheme over encrypted images (PPSEI) is given in this section.

Lemma 4.1. The proposed Privacy Preserving Searchable Scheme over Encrypted Im-

ages presented in Chapter 3 is "privacy preserving". According to the security defini-

tions presented in 3.5.3.1 and 3.5.3.2 the proposed scheme is L4.1,L4.2 and L4.3 secure.

Here L4.1 represents the leakage associated with index table IT which can leak the infor-

mation about hashed object keywords, encrypted image identifiers, masked RF values,

and the presence / absence of an encrypted object keywords within an encrypted image.

While L4.2 is representing the leakage linked to the query object keyword trapdoor that

leaks the information about parameters a,b and required number of images. L4.3 is rep-

resenting the search outcomes from the SE scheme and is associated with the outcomes

of Search_Outcome Phase. This leaks the information of encrypted image identifiers

resulting from the search outcomes.

Proof:

As stated in Theorem 3.5.3.2, the proposed PPSEI technique is resistive to multiple

attacks and secure if the generated index table IT is secure and query object trapdoor

QW is probabilistic. To prove the stated lemma and the SE scheme is accordance with

Theorem 3.1, simulation of security definitions i.e. keyword-trapdoor indistinguisha-

bility and trapdoor-index indistinguishability definitions is done. Two entities i.e. the

attacker A and the challenger C are required for this poof. If the attacker A is unable
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to distinguish between object keywords, their object query trapdoors and the search out-

comes from the algorithm, then the proposed SE scheme is secure in terms of privacy-

preserving for the user’s.

To verify the proposed PPSEI scheme, we have used the game-based approach same

as used by [52]. The security proof is categorises into three different parts including

setup, challenge and outcome phase. We will revisit the security definitions in terms of

game-based security analysis.

4.2.1 Keyword-Trapdoor Indistinguishability in PPSEI Scheme

For the security analysis of proposed PPSEI technique and to check the keyword-

trapdoor indistinguishability, the game is played between the challenger C and the

attacker A . Let we have "n" images in the dataset as I = {I1, I2, ..., In} with "m"

number of object in images as W = {W1,W2, ...,Wm}, where n,m ∈ N are associated

with the index table IT . This game is further categorises in to three different phases as

given below:

1. Setup Phase: This step starts from the attacker A . A forwards the object key-

word to the challenger C . In response C sends the encrypted query trapdoor to

A . This phase continues till A get the responses of all object query keywords

and stores the history of all encrypted queried trapdoors with respect to their ob-

ject keywords.

2. Challenge Phase: This step initiated by the attacker A . A chooses two object

query keywords W
′
0,W

′
1 ∈W and forwards to C . The attacker A can choose these
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object keywords as if the A want to search for a unique object keyword such that

W
′
0 6=W

′
1. In response to this, the challenger C selects a queried object keyword

based on a fair coin toss such that b←− {0,1}. C then generates the encrypted

keyword trapdoor and sends back to A . This query trapdoor is generated with the

selection of value of b i.e. QW ′b
. After this challenge phase, the A can query more

object keywords and can rerun the previous phase i.e. setup phase. A can make

queries for the same keywords again, as done in challenge phase, if interested.

3. Outcome Phase: After the completion of challenge phase, the attacker have to

guess the the output of b
′ ∈ {0,1} based on the object trapdoor Q

′

W ′b
. If A guess

the output as b
′
= b then the attacker wins. We can rephrase this in other words

as in the polynomial time the attacker must have to return the object keyword W
′
b

with respect to the query trapdoor Q
′

W ′b
to the challenger C . If the attacker A

guesses the correct keyword then A wins. If not, the challenger C wins and the

proposed SE scheme provides keyword-trapdoor indistinguishability.

As the object keyword trapdoors are generated based on probabilistic encryption and

every time the encrypted trapdoor is unique, the probability for guessing the correct

outcome of A is 1/2. As with this probability of 1/2 and it is inline with the security

definitions 3.5.3.1 and equation 3.5.1. From these results the challenger wins and the

proposed PPSEI technique provides the query keyword indistinguishability.
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4.2.2 Trapdoor-Index Indistinguishability in PPSEI Scheme

For the security analysis of proposed PPSEI technique and to check the trapdoor-index

indistinguishability, the game is played between the challenger C and the attacker A .

Let we have "n" images in the dataset as I = {I1, I2, ..., In} with "m" number of object

in images as W = {W1,W2, ...,Wm}, where n,m ∈ N are associated with the index table

IT . This game is further categorises in to three different phases as given below:

1. Setup Phase: In this phase, an index table IT is generated by the challenger C

corresponding to the images. C sends all the relevant information to A including

the IT , all query keyword trapdoors, and entries of IT corresponding to query

keywords along with the keywords.

2. Challenge Phase: This step is initiated by the attacker A . A chooses two object

query keywords W
′
0,W

′
1 ∈W and forwards to C . The attacker A can choose these

object keywords as if the A want to search for a unique object keyword such that

W
′
0 6=W

′
1. In response to this, the challenger C selects a queried object keyword

based on a fair coin toss such that b←− {0,1}. C then generates the encrypted

keyword trapdoor and sends back to A . This query trapdoor is generated with

the selection of value of b i.e. QW ′b
. After this challenge phase, the A is gives

access to the data provided in setup phase i.e. the previous generated history.

3. Outcome Phase: After the successful completion of challenge phase, the A have

access to the generated keyword trapdoor Q
′

W ′b
. A is now required to provide the

entry of IT corresponding to the Q
′

W ′b
in polynomial time. The C wins if the A

can not make correct guess in polynomial time. If the C wins then the proposed
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SE scheme provides trapdoor-index indistinguishability.

As the query keyword trapdoors are being generated with probabilistic encryption and

it is random each time, therefore, the A having the history and current keyword trap-

door, can not make a successful guess or can be successful with the probability of 1/2.

Therefore, we can conclude that this is inline with the definition of trapdoor-index in-

distinguishability as defined in 3.5.3.2 and given in equation 3.5.2.

To prove the defined theorem 3.5.3.2 we follow the corollary defined by [52]:

Corollary 4.1: From the above analysis, we can state that the keyword-trapdoor and

trapdoor-index indistinguishability leads us to the result to the proposed privacy pre-

serving search over encrypted images (PPSEI) technique.

Proof: Let we have an SE scheme with six phases i.e. KeyGen Phase (for key gener-

ation), Obj_Det Phase (for detecting objects in images), Build_Obj_Index Phase (for

generation of index table from identified objects), Build_Query Phase (for query gener-

ation to search an image(s)), Search_Outcome Phase (searching functionality provided

by CSPs), and Dec Phase (conversion of ciphered identifiers in to plaintext image iden-

tifiers).

To prove the proposed PPSEI scheme as "Privacy Preserving", we say that the PP-

SEI provides trapdoor-index & keyword-trapdoor indistinguishability as it is based on

probabilistic encryption of query keywords. In the index table, the image identifiers

and object keywords are secure with cryptographic functions and probabilistic query

trapdoors points to a specific index location each time, this process maintains privacy.

The probabilistic encryption of object keywords leads to the privacy preservation of all
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entities involved in SE scheme. As a result the client’s privacy is preserved.

To verify the security of PPSEI technique against L4.1,L4.2, and L4.3 leakage profiles,

as presented in equations 4.1.1, 4.1.2, and 4.1.3 respectively, we take the probabilistic

nature of query trapdoors in to account. As already discussed, due to the probabilis-

tic query generation these leakages are not affecting or reducing the security of PP-

SEI technique and these leakages are meaningless. The PPSEI technique is based on

secure cryptographic primitives i.e. one way hash function, AES encryption, XOR,

etc. therefore, our scheme provides a good security. The proposed scheme, given

in Section 3.6, consists of six phases as KeyGen Phase produces two keys (K,ks)←−

KeyGen(λ ). The Obj_Det(I ) Phase will extracts the objects present in images, the

Build_Obj_Index(K,I ,W ) Phase produces an encrypted index table IT based on the

objects extracted in Obj_Det phase. The Build_Query(K,ks,W,num) Phase generates

the probabilistic query keyword trapdoors of keyword W . The Search_Outcome (IT,QW )

Phase performed at the cloud server, returns the outcomes of the search. As discussed

already, the PPSEI technique is based on probabilistically generated object queries that

results the indeterminisitic trapdoors even if the same object keyword is searched re-

peatedly. The attacker can not make a relation or difficult to link the query object key-

word and trapdoor or create a connection among the keyword, trapdoor, and IT before

searching. This also applies to an attacker who maintains a search and results history.

Definitions 3.5.3.1 and 3.5.3.2 are therefore met.

Now, if we look at the leakages, we can say that either these leakages are encrypted,

hashed, or masked. If the user’s master key K is kept secure, the adversary can not

recompute the keyed hash. In other words, given the hash value, the attacker is un-
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able to extract the plaintext from that hashed value. In polynomial time, there is no

chance of getting any information from the probabilistically encrypted object query

trapdoors. This encryption leads to the problem of integer factorization problem and

it is a hard problem. As a result, the PPSEI technique is secure against all leakages

(L4.1,L4.2,L4.3) for adaptive/non-adaptive adversaries. The proposed PPSEI technique

provides the keyword-trapdoor indistinguishability and trapdoor-index indistinguisha-

bility.

4.2.3 Randomization Testing of Repeated Query Keyword

As discussed, the proposed PPSEI technique is based on probabilistic generation of

query keyword trapdoors even if the same keyword is being searched multiple times.

The query generation involves the encryption and hashing of query keywords that is

employed with HMAC and AES in CBC mode. The AES in CBC mode needs 3 input

parameters including the user’s private key, initialization vector (iv) and the keyword.

By keeping the iv and key random each time, the generated keyword is random. To test

the probabilistic encrypted experimentally, we have generated trapdoors for keyword

"person". Due to the limitation of pyexcel library, only 65000 rows were allowed to

write in excel file. We applied filter on duplicate values in excel file and found that

there is no repeated query trapdoor was found. These results shows that the generated

query trapdoors are random even if the same keyword is being searched multiple times.
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4.2.4 Comparative Analysis

The security comparative analysis of PPSEI technique with other scheme present in

literature are given in this section. Chapter 2 discusses many SE techniques over en-

crypted images that are present in literature [53, 54, 57, 58, 62, 94–96]. These schemes

do not provide enough security to the user to prevent from security attacks. Almost all

of the schemes discussed are prone to search pattern leakage attacks that leads to the

user traceability issue. The security comparison is given in Table 2.2.

The proposed PPSEI technique is based on the indeterministic generation of object

query trapdoors which resists the users from traceability issues. As, the query gener-

ation involves the keyed hashed value of query keyword and probabilistic encryption

of the same keyword is utilized. The AES in CBC mode provides this functionality of

randomness. If the same object keyword is being searched repeatedly, the generated en-

crypted query trapdoors are random each time. This resists the search pattern leakage

attack and preserves the user’s privacy in terms of user’s query trapdoors traceability

attacks. User can search any keyword without being traced.

4.3 Summary

This chapter focused on the security evaluation and analysis of the proposed privacy

preserving searchable encryption technique for encrypted images (PPSEI). Security

leakages are discussed and formally verified that the proposed SE scheme resists the

all knows security attacks. Furthermore, the proposed scheme is verified against the

security definitions 3.5.3.1 and 3.5.3.2. The comparative analysis given in Table 2.2
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represents the security of proposed technique against search pattern leakage attacks. In

Chapter 5 we will discuss the performance analysis of proposed scheme in details.
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Chapter 5

Performance Analysis

5.1 Overview

This chapter discusses the performance and computational analysis of the proposed

PPSEI technique. The performance analysis is divided in different parts i.e. first the al-

gorithmic analysis of PPSEI is presented. Then the storage overhead and computational

analysis is given in detail. The implementation of proposed scheme, system and dataset

specifications are given in computation analysis section. Furthermore, the implementa-

tion is done in Python programming language and pseudo codes are given in Appendix

A. The computational overhead of each phase of the proposed PPSEI scheme is given

in details.
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5.2 Algorithmic Analysis

To check the performance of the proposed PPSEI scheme, multiple analysis are pre-

sented and discussed. The time complexity analysis of PPSEI is drawn in this sec-

tion. The complexity is based on the number of images present in collection of image

dataset I denoted by n, number of object keywords present in images as denoted by

m. The number of object keywords depends on the Object Detection algorithm and

the trained model. For testing purposes, we have used YOLO v3 object detection al-

gorithm trained on COCO image dataset. There are 80 common object keywords in

COCO image dataset. The complexity of hash function is represented by "h" and com-

plexity of encryption function is represented by "e". The proposed scheme is content-

based image searching and retrieval scheme and consists of 6 phases including KeyGen,

Obj_Det, Build_Obj_Index, Build_Query, Search_Outcome, and Dec phase. The com-

plexity analysis of these phases are given as follows:

The complexity of the schemes are denoted by O(), read as "big oh". This is called

the asymptotic upper bound. It tells the time complexity required to run the code when

the size and number of input parameters increases. It is a relationship among input

parameters and the required time to process those input parameters. In the case of

proposed scheme, KeyGen and Dec phases are fairly constant functions and requires the

same amount of time. Therefore, the time complexity for KeyGen and Dec functions is

O(1)

In the Obj_Det phase, each image is fed to the object detection algorithm and it detects

the objects present in that image. As, our scheme is independent of the selection of
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object detection algorithm (i.e. the user can choose the object detection algorithm ac-

cording to their requirements and use case scenarios) therefore the complexity can not

be clearly defined for this phase. However, for the case of YOLO v3 object detection

algorithm, the function involves the initialization of pre-trained model and coco names.

The initialization phase is linear and independent from number of images. The object

detection function’s complexity depends on the loops used. For n number of images,

the algorithm takes almost linear time to detect objects. Therefore, its complexity is

O(n).

For the Build_Obj_Index algorithm, the function takes an index table as input parameter

and gives the ciphered index table IT . The generation of index table depends on the

Obj_Det phase and the dataset used. For the case of COCO image dataset, there are

80 object classes and each image is analyzed against those 80 objects. Each image can

contain objects from these 80 classes. Therefore, the number of columns for IT are

always fixed while the number of rows are equal to the number of images present in

dataset at the user end. The IT generation algorithm involves the AES encryption and

Hash functions which gives the linear time complexity. In conclusion, if the number

of images increased, time complexity increases linearly. Therefore, the complexity of

Build_Obj_Index phase is O(n).

In the Build_Query function, the user gives an object keyword, to the query genera-

tion algorithm, to search for images. Another input parameter includes the number

of required images. The Build_Query function uses 2 Hash functions and one AES

encryption function along with one XOR function. The time complexity for each is

constant individually. If the number of keywords increases i.e. in the case of batch
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query or image query, the number of objects can be more than one, the time complexity

will be constant i.e. O(2h+ e).

For the Search_Outcome function, simple XOR and one Hash function is involved. As

the keyword is searched from 80 columns (in case of COCO trained model), the time

complexity will be the same for each encrypted query. Therefore, we can conclude

that the time complexity for Search_Outcome function is O(nq), here "nq" denotes the

number of query keywords. Higher the number of query keywords, more time it will

take to process each query. As a result, the function returns the num number of images

based on the object frequency.

The algorithmic complexity of proposed scheme along with other schemes present in

literature are presented in Table 5.1.

Table 5.1: Algorithmic Analysis of Proposed Scheme
Schemes Feature extraction / Build_Ob j_Index Build_Query Search_Outcome

Object detection
EPCBIR [56] O(n) O(n) O(1) O(2n)
PPCBIR [55] O(n) O(n) O(1) O(2n)
SCBIR [67] O(n) O(2n) O(1) O(n)
SEISA [65] O(n) O(mn) O(1) O(n)

PIC [66] O(n) O(mn) O(n) O(2mn)
EPIRM [97] O(n) O(2mn) O(1) O(2mn)

Our O(n) O(n) O(2h+ e) O(nq)

5.3 Storage Overhead

The proposed PPSEI technique presented in Section 3.6 is consists of 6 phases. The

KeyGen phase generated 2 keys i.e. the masker key K and a session key ks. Session

key is generated at run time during Build_Query phase and the user do not need to store
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session key. Only master key is stored. Master key is 256 bit in length. So, the client

stores (256 bits) / 8 = 32 Bytes. In the object detection phase, user need to store all the

object detection algorithm related files. For the case of YOLO v3 pre-trained algorithm,

user need to store three files named "coco.names" of size 705 bytes, "yolov3.cfg" of

size 8,140 Bytes, and "yolov3.weights" of size 236,000,000 Bytes. For different object

detection algorithm, these files can be of different sizes and names depending upon the

selection of algorithm. During the index table generation phase, user need to mask

the relevance frequencies. The random numbers through CSPRNGs are generated and

stored at the user end. For the testing purposes, we have generated 180 random numbers

and stored in an .xls file. The size of random number file is 5,500 Bytes. In case of a

.txt file, this space is only 962 Bytes. Thus, the client requires total storage space as: 32

+ 705 + 8,140 + 236,000,000 + 962 = 236,009,839 Bytes or 236.009839 Mega Bytes.

At the CS side, the CS stores encrypted index table IT and encrypted images in the

database. Let we have the average size of an encrypted image as Iavg and n number of

images, then the storage overhead for images would be n.Iavg. The size of encrypted

images is the same as of plain images. Furthermore, the CS stores IT of size mn, here

m represents the columns and n represents the rows of IT . For the case of YOLO v3

trained on COCO image dataset have m = 80. The storage overhead of IT is 8(mn)

bytes. The storage overhead can be calculated as 8(mn) + n.Iavg at the CS end.
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5.4 Computational Analysis

The proposed PPSEI is also tested and analysed based on the implementation and test-

ing. This section gives the implementation and performance analysis in details. The

scheme is implemented in Pyhton language and tested on COCO image dataset. Before

going in to the details of the computation cost analysis, some preliminary details about

system specifications and image dataset information are given.

5.4.1 System Specification

The implementation of PPSEI was done on a Ubuntu virtual machine using Python3

language. For the running cost analysis and representation of data in form of graphs,

the MS Excel 365 is used. Further details about system specifications are given in Table

5.2:

Table 5.2: System Specification
Component Specification
Operating System Ubuntu 18.04.4 LTS
Memory 3.8 GiB
Processor Intel Core i3-4010U CPU AT 1.70GHz × 3
OS type 64-bit
Virtualization VMware Workstation 15.5.6 Pro

The programming required some pre-requisite libraries. The library details are given in

Table 5.3.
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Table 5.3: Program Library Specification
Library name Version
Python 3.6.9
PyCharm Community 2020.1
Open CV 3.2.0
numpy 1.17.0
Pycryptodomex 3.9.7
Pyexcel 0.6.1

5.4.2 Dataset Specification

As discussed in Section 3.2.3, MS COCO dataset [74] is most widely accepted and

used feature rich image dataset with more than 330K images, 250K people with key

points, five captions in each image, 91 stuff categories, 80 object categories, 1.5m object

instances, and context rich segmentation. The size of this dataset is almost 42.7 GB. To

check the feasibility of proposed scheme, this image dataset is used.

5.4.3 Implementation Details

For the analyses of running time of the proposed PPSEI technique, the implementation

was done in Python language on Ubuntu operating system. All algorithms of proposed

scheme, as given in Section 3.6, are implemented at the client machine. For the testing

purpose "2017 Val images [5K/1GB]" image dataset is used. This dataset contains 5,000

images. The pseudocodes of all algorithms are given in Appendix A.
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5.5 Computation Overhead

The running time of each phase involved in PPSEI technique is presented in this section.

The overhead analysis is represented as graphs generated in MS excel 365. The running

time is divided in chunks of 500 images to observe the behavior of algorithms and time

complexity required for each phase. We have also tested and presented the analysis

of one image and one object query keyword for the analysis of a unit image. The

computational overhead of each phase is given as follows:

KeyGen() Phase

Key generation phase is almost the same and independent of the number of images. As

discussed in Section 5.2 and shown in Table 5.1, the KeyGen phase have complexity

of O(1). This phase is tested for one image only and 5,000 images with chunks of 500

images. The running time required for Master key is the average time of 60 millisecond

and for the session key it is 11 millisecond. Figure 5.1 shows the running time of both

master and session key generation functions. The session key generation function takes

higher time at start but time decreases gradually when the library is properly initialized

and loaded in memory. The master key generation function takes almost the same

amount of time for key generation each time. It is evident that the key generation phase

is almost constant and independent of number of input images. The master key takes

more time than session key as shown in Figure 5.1.
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Figure 5.1: Computational Time for Key Generation

Obj_Det() Phase

The object detection phase involves 2 sub phases including object detection and rele-

vance frequency calculation. As a result a table is formed called plain text index table.

We can merge Obj_Det phase and Build_Obj_Index phases to reduce the number of

operations at user end. For the analysis of computational overhead both phases are dis-

cussed separately. The running time of Obj_Det function is an average of 0.6 second

for one image. For multiple images, the running time of Obj_Det phase is shown in

Figure 5.2. We can see that with the number of images, time increases linearly and

clearly verifies the algorithmic complexity of O(n). As discussed earlier, this phase is

option in the selection of object detection algorithm. The given running time is for the

experimental values of YOLO v3 object detection algorithm.
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Figure 5.2: Computational Time for Object Detection

Build_Obj_Index() Phase

The user can run this function separately or can be merged with Obj_Det() function.

For the computational overhead of this phase, we have calculated the time required for

computations for different number of rows of plain text index table to encrypt and gen-

erate an encrypted index table IT . Running time for one one image data is an average of

0.36 seconds. The running time of Build_Obj_Index phase is given in Figure 5.3. We

can see that with the number of images, rows in plain text index table increases and to

generate the encrypted index table, time increases linearly. This verifies the algorithmic

complexity is O(n) for Build_Obj_Index phase.

Build_Query() Phase

This phase is almost independent of the number of input images. This phase takes the

query object keyword as input and generates the probabilistic encrypted query trapdoor.

This phase requires an average of 70 microseconds. For the case of YOLO v3 object

detection algorithm trained on MS COCO dataset have 80 object classes. If the user
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Figure 5.3: Computational Time for Object Index Table

want to search for an image containing all object keywords in an image, each query

keyword is processed as an independent query to make it probabilistic. Therefore the

time complexity remains the same for this phase i.e. O(1) and requires the same amount

of time for each object query keyword.

Search_Outcome() Phase

This function is performed at the cloud service provider. This phase takes the input

arguments as query trapdoor QW and encrypted index table IT . The running time de-

pends on two factors i.e. the number images to return and the number object keywords

present in query trapdoor. For one image to return with one keyword search takes an

average of 0.45 millisecond. The running time for this phase is given in Figure 5.4. We

can see that the time required, to process the user query, increases linearly with number

of images and that is accordance with the algorithmic analysis of this phase i.e. O(n).
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Figure 5.4: Computational Time for Search Outcome

Dec() Phase

Same like KeyGen phase, this phase is independent on the number of images present in

database but depends on the number image identifiers returned to the user. As discussed

earlier, the time complexity of this function is O(1) and requires almost same amount

of time to decrypt the image identifiers or images. The average running time is 11

microseconds to decrypt one image identifier.

Figure 5.5: Computational Time for deletion of images
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Dynamic Database

If the user want to add or delete some images from the database, dynamic database

function is processed. To add new images to the database, the user will process first

three phases including KeyGen, Obj_Det, and Build_Obj_Index. The Build_Obj_Index

is processed without the object keyword encryption. This is because the encrypted

keywords are already present in index table IT at CS. The running time for KeyGen

and Obj_Det remains the same for image addition function in dynamic database while

Build_Obj_Index phase takes less amount of time then the time required to generate

an index table IT . At the CS, this ITadd index table is appended at the end of IT . The

append function takes few microseconds to process.

While for the deletion of images, the user need to encrypt the image identifiers only.

This requires the KeyGen phase and AES encryption function only. The running time

increases with the number of images. For the deletion function at CS, only rows with

encrypted image identifiers are searched and deleted. The image deletion query genera-

tion at user end is almost a constant with average time of 0.16 seconds while the image

deletion query processing at the CS end have a linear function of time complexity as

shown in Figure 5.5. Initially, more time is required to check the condition if requested

image IDs are present in IT or not. With higher the number of requested image IDs in

deletion request, less amount of time is required to process. This is because the image

ID is found quickly rather traversing all the image IDs present in IT .
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Figure 5.6: Computational Time for Search Outcome with batch query

Batch Queries

For the batch queries, user enters multiple query keywords or enter image containing

multiple objects. As mentioned in Build_Query phase above, the maximum number

of objects can be 80 for the case of object detection algorithm trained at MS COCO

image dataset. At the user end, each object keyword is processed separately. Hence,

the running time is constant for each object keyword and independent on the number

of query object keywords or object keywords present in a query image. At the CS end,

the Search_Outcome phase performs searching for num number of image identifiers

against batch query keywords. The running time of batch query with different keywords

is shown in Figure 5.6. The graph was plotter for the running time of batch queries at

CS with fixed number of images i.e. 5,000. From the Figure 5.6, we can get see that

the running time for this phase is slightly linear. Another point to note here is, higher

the number of images, will require more processing time as to return the num number

of images to the user.
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5.6 Summary

This chapter discussed about the performance analysis in terms of computational and

running time complexity of the proposed PPSEI technique. The algorithmic analysis

tells the time complexity required to process each phase of the proposed scheme. The

storage overhead gives the analysis of required space to store security keys, object de-

tection algorithm files, random numbers file, index tables, and encrypted image files.

The computational analysis shows the system specifications, dataset specifications and

the implementation details. We have discussed the running time of each phase. Run-

ning time and computational overhead of dynamic databases and batch queries are also

discussed in details. In Chapter 6, we have given the conclusion and future directions

of the research. Some challenges faced during this research are also discussed in next

chapter.
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Chapter 6

Conclusion and Future Directions

Following swift enhancement in technologies concerning cloud computing, machine

learning, and big data, clients are relying on outsourcing their data to the cloud storage.

This data compromises mainly of multimedia and images. The main benefit that cloud

storage offers to clients, be it any individual or an organization, is significant reduction

of computational overhead for resource constraint devices. However, security threats

remains major issue till date. Clients are concerned regarding privacy preservation and

security of their personal data kept under the cloud administration. To overcome these

issues, image processing over encrypted data can overcome this issue and provides

different privacy-preserving techniques. The ability of image processing over encrypted

data greatly reduces the privacy issues of individual users and enterprises as it gives the

protection of valuable information from being leaked to non-trusted parties.

Currently, available techniques do not provide full privacy of image content and owner

information or have high computational cost. Especially, while retrieving images from

the CSP, user sends the query request to the CSP. These queries are not well protected
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and/or randomized. Therefore, they are prone to traceability issues and do not provide

security from search pattern leakage attacks. In this thesis, we design a novel image

processing technique that provides image content-based search and user privacy along

with the un-tractability of user’s search queries. Theoretical and experimental analysis

shows that the proposed technique is robust in providing more security and performance

than the available state-of-the-art techniques. In this chapter, we have presented an

overview of our research, summary of contributions, and discuss some challenges &

future directions.

6.1 Overview of Research

With the growth of technology and for new business, people are relying more on cloud

service providers. To store a large number of images and processing over it becomes a

challenging task while having resource constraint devices. The cloud services providers,

provides storage as a service. The individual users and enterprises are motivated to out-

source their personal and business related data on to the servers. While on the other

hand, outsourcing restricts the users as the outsourced data is out of control from the

users. The confidentiality of data is no longer exist in most of the cases. The user needs

to perform normal operations over the data keeping the confidentiality of data intact.

This leads us to the searchable encryption schemes. The current available techniques

in the domain of image processing and searching are limited and are prone to search

pattern leakage attacks.

In this thesis, we have presented a novel, content based privacy-preserving search over

96



encrypted images PPSEI technique which resists the search pattern leakage attacks by

generating probabilistic query keyword trapdoors. Also, the proposed scheme is inde-

pendent of the object detection algorithm at user end. User can choose this algorithm

depending upon his needs, working scenarios, and/or computational resources. The

PPSEI can be implemented and used in real time scenarios.

6.2 Summary of Contributions

The research presented in this thesis discussed the security issues associated with cur-

rently available SE techniques in the domain of encrypted images. From the literature

review presented in Chapter 2, it is clear that the current techniques are prone to search

pattern leakage attacks that leads to the user traceability issue. As a results the user

privacy is at risk. We have proposed a novel content based image retrieval scheme

that preserves the user’s privacy by generating the indeterministic/probabilistic key-

word trapdoors as discussed in Chapter 3. The security analysis presents that the pro-

posed PPSEI technique is secure in terms of leakage profiles defined in Chapter 4 and

provides security in terms of keyword-trapdoor indistinguishability and trapdoor-index

indistinguishability. The performance analysis, given in Chapter 5, clearly shows that

the PPSEI technique is efficient and can be utilized in real word applications.

97



6.3 Challenges and Future Work

This section discusses the challenges faced during this research. These challenges will

be addressed in future work.

6.3.1 Malicious Cloud Server

When the user outsources their data to CS, they lost partial/full control over the out-

sourced data. This prevents the adoption and utilization of cloud services for individuals

and business organizations. The searchable encryption scheme resists this problem and

provides more control over data to the end user. This thesis presented an SE scheme

that provides the user privacy in terms of user un-traceability during query keyword

searching process. The design of system architecture was on the assumptions of CS

being honest-but-curious or trusted-but-curious. To address theses issues, probabilistic

encryption of search queries are incorporated. To enhance the user privacy and security,

the threat model can be modeled as cloud service providers being malicious i.e. the

CS does not provide correct images in return to the query keyword, or does not delete

images from the database when deletion request is sent from the user to the CS.

6.3.2 Multi-user setting

With the advancements in cloud computing, individual users and organizations are in-

terested to outsource their personal and business related data to the CSP. The organiza-

tions and business are involved multiple vendors, entities, and individuals working from

same geo-location or connected from around the globe. This needs the shared services
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and access of all required and desired entities to the outsourced data. This requires the

multi-user environment and the SE scheme should handle all the entities based on their

role or access controls. The proposed PPSEI technique is based on single writer / single

reader (S/S) i.e. one owner and one user architecture. The owner can also be a user.

The PPSEI scheme can be enhanced to S/M, M/S, and/or M/M architectures.

6.3.3 Dynamic object detection algorithms

With the advancement of technology and computer vision algorithms, the more accurate

object detection algorithms are being presented and tested each day. The user require-

ments vary from time to time, scenario to scenario, and/or area of applications. This

requires the SE scheme should be as flexible as to incorporate any object detection al-

gorithm in base line of the proposed scheme. As discussed earlier, the proposed scheme

is independent on the selection of object detection algorithm. The selection of one al-

gorithm is necessary to perform other operations and the selection of algorithm can be

considered as prerequisite for the proposed scheme. For testing purposes, we have used

YOLO v3 algorithm. If the baseline object detection algorithm is changed i.e. from

YOLO to SSD, Masked RCNN, or any good algorithm, the object detection process

can be more precise, accurate and more number of objects, categories, classes, and in-

stances can be found. Index table can incorporate more objects. For custom trained

object detection algorithm settings, the algorithm can detect limited/more number of

objects and/or can be optimized for user specified use case scenarios. The proposed

scheme is flexible to incorporate any different object detection algorithm than YOLOv3

object detection algorithm.
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Appendix A

Appendixes

The pseudo codes of proposed scheme are given here.

1: KeyGen() This function generates master and session keys. Master key is based

on user password while session key is generated randomly each time. Pseudo code of

KeyGen function is given in Algorithm 1.

2: Obj_Det() This function identifies the objects available in images and return the

object class name along with the frequency of that object appearing in image. Any

object detection algorithm can be used with the proposed PPSEI scheme.

3: Build_Obj_Index() This function generates an encrypted index table. The inputs

to this function is the plain text index table, master key, and an initialization vector.

Pseudo code of Build_Obj_Index() phase is given in Algorithm 2.

4: Build_Query() This function generates the probabilistic encrypted queries based on

user query keyword by taking object keyword, session key, and an initialization vector

as input arguments. Pseudo code of Build_Query() phase is given in Algorithm 3.

5: Search_Outcome() This function finds the image identifiers based on user object
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query. The input arguments of this function are query trapdoor QW and index table IT .

Based on user query trapdoor, image identifiers are sent to the user. Pseudo code of

Search_Outcome() phase is given in Algorithm 4.

6: Dec() This function decrypts the image identifiers received from the cloud server.

Pseudo code of Dec() phase is given in Algorithm 5.

7: Image Encryption: When the user successfully generates an IT , he will also en-

crypts the images. This IT and encrypted images are then sent to the CS. Pseudo code

of Image encryption function is given in Algorithm 6. After performing a successful

query, user will get encrypted images from the CS. To decrypt the encrypted images, an

image decryption function is used. Pseudo code of image decryption function is given

in Algorithm 7.

8: Dynamic Databases: For dynamic database, if the user want to outsource more im-

ages and to delete images from the database, addition and deletion of image function

will be used at the user side. Pseudo codes of image addition and image deletion func-

tions at user end are given in Algorithms 8 and 9 respectively. At the CS end, 10 and 11

functions, image addition and image deletion functions are used.

Algorithm 1: KeyGen() Phase
Input: A security parameter λ ;
Output: Master Key K, Session Key ks;
KeyGen: Generate keys K,ks←− {0,1}λ
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Algorithm 2: Build_Obj_Index() Phase
Input: Master key, iv;
Output: Encrypted index table IT ;
import AES encryption function;
import HMAC function;
import log from math function;
input plain text index table as PIT;
for number of rows in PIT do

if row = = 1 then
# Calculate hashes of object classes ;
for number of columns in row do

parameter_a = HMAC(Master key, object class);
save in first row of IT ;

end
else

# Calculate encrypted image identifiers & RF masking ;
for number of columns in row do

if column number = = 1 then
Encrypted Img ID = AES(image id, Master key, iv);
save Encrypted Img ID in IT ;

else
input random numbers;
set mask_RF = log(RF+2) × random_1 + random_2;
save mask_RF in IT ;

end
end

end
end
return Encrypted index table IT ;

Algorithm 3: Build_Query() Phase
Input: Master key, Session key, iv, keyword, num;
Output: QW ;
import AES encryption function;
import HMAC function;
import XOR from XOR function;
parameter_a = HMAC(Master key, object keyword);
parameter_b = AES(Object keyword, Session key, iv);
parameter_c = XOR (parameter_a, parameter_b);
paramete_d = Hash (parameter_b);
set QW = parameter_c, paramete_d, num
return QW ;
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Algorithm 4: Search_Outcome() Phase
Input: IT,QW ;
Output: A[ ];
import Hash function;
import XOR function;
import IT from database;
for number of columns in IT do

parameter_a′ = object keyword in IT ;
xor data = XOR(parameter_a′, parameter_c);
paramete_d′ = Hash (xor data);
if paramete_d′ = = paramete_d then

for number of rows in IT do
# Find the num number of img ids based on RF ranking
set A[ ] = Encrypted Img IDs ;

end
end

end
return Image identifiers array A;

Algorithm 5: Dec() Phase
Input: ciphered Img IDs, Master key, iv;
Output: Plaint text Image IDs;
def AES_Dec_fun(ciphered Img IDs, Master key, iv)

import AES from Pycryptodome functions;
for (number of Img IDs) do

plain text ID = AES decryption (ciphered Img IDs, Master key, iv);
end
return Plain text image IDs;

Algorithm 6: Image encryption function
Input: Plain text Images;
Output: Encrypted Images;
import os, struct;
import AES from Pycryptodome functions;
def file encryption(Master key, file name)

import random bytes from Random function ;
set iv = random bytes of size 16;
encrypted img ID = AES encryption (file name, Master key, iv);
open file with write function ;
check size of file;
encrypt image content ;
set encrypted img ID to this content ;
Encrypted Image = (encrypted image content, encrypted img ID) ;
return Encrypted Image;
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Algorithm 7: Image decryption function
Input: Encrypted Images;
Output: Plain text Images;
def file decryption(Encrypted file name, Master key)

read iv from image content;
open file with write access rights ;
check size of file;
decrypted img ID = AES decryption (Encrypted Img ID, Master key, iv);
decrypt image content ;
set decrypted img ID to this content ;
return Decrypted Image;

Algorithm 8: Image addition Phase at client side
Input: New images to add;
Output: Image addition ITadd;
import KeyGen(), Obj_Dec() function ;
import Build_Obj_Index function ;
for number of images to add do

read image from folder;
object detected = Obj_Dec(image);
ITadd = Build_Obj_Index (object detected) ;

end
return Image addition ITadd;

Algorithm 9: Image deletion Phase at client side
Input: Images ID to delete;
Output: Encrypted image IDs to delete;
user input img IDs to delete;
import AES from Pycryptodome functions;
for number of Img IDs do

Encrypted img ids = AES encryption (Img IDs, Master key, iv);
set img deletion [] = Encrypted img ids;

end
return img deletion [];

Algorithm 10: Image addition Phase at cloud server
Input: Image addition ITadd;
Output: updated IT ;
read IT from database ;
append ITadd at the end of IT ;
return updated IT ;
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Algorithm 11: Image deletion Phase at cloud server
Input: Encrypted image IDs to delete;
Output: updated IT ;
read IT from database ;
for number of encrypted Img IDs do

for N = 1,2, ..., number of rows in IT do
if Encrypted Img ID = = IT [N] then

delete the current row;
else

Print: Encrypted Img ID not present;
end

end
end
return updated IT ;
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