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ABSTRACT

Devices with multiple interfaces are the futurenudbile internetSite Multi-homing by
IPv6 Intermediation-Shim6 is a proposal presentetEilF to provide multi-homing support in
IPv6 based networks. Although initially it was intked for static networks but recently it has
been tested to provide end host mobility. By defdtailure detection and recovery in Shim6 is
performed through REAchability (REAP) Protocol. Wihfailures occur, REAP is activated and
the communication is switched from the failed pttta different active path. Existing protocol
for mobility management in IPv6 networks is the MBP Due to the inherent flaws in MIPv6,
some new protocols/techniques have been tested hwhprove the overall mobility
performance in IPv6 networks. In this research wark presented a mechanism for providing a
“make before break” switching service. We call quoposed mechanism “Shim6 Assisted
Mobility Scheme (SAMS)” as it provides both mobjiliand multi-homing support. We
implemented LinShim6 with our proposed intelligexvtitching in wireless environment and
presented the results. The proposed intelligentubeodnticipates the switch by continuously
monitoring the QoS parameters for specific peribtime and helps in decision making. Further
we made the performance comparison between REARBdbawitching and the proposed
switching mechanism. The comparison was made mg@f switching delay, packet loss, jitter,
throughput and data transferred. Through experisnesgt have shown that the switching delay

reduced by 20% to 20.286 ms and packet loss dgkiiighing reduces from 24.71% to 1.72%.
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CHAPTER 1
INTRODUCTION

1.1. Motivation

With the growth of internet the end users are igpidcreasing. This leads to a
tremendous increase in internet traffic over thplageed networks. There are more constraints
for real time traffic which should reach its deation without any unnecessary delay or
interruption. End users carry mobile devices whaske installed with heavy and advanced
software applications. Those applications exchataia with other users continuously while on
the move. Devices used for such applications irelagtops, palm devices, smart phones and
other gadgets which directly connect to internebdlgh some interface. This connectivity is
continued even when the user is traveling and kebagsging its location as well as the network
to which it is attached. These devices usually erdedded with multiple interfaces. Each
interface can be utilized by a single connection.

As a mobile user travels to different location® tonnection to the network experiences
pauses and interruptions. In real time applicatithese issues matter a lot. This is due to the
signal strength or in extreme cases, due to thi@rghionto other networks. If this shifting is
seamless, the user does not feel any interruptiadhe service. But if this is long enough to be
noticed by the user then this is very unhealthytfa service provider. This phenomenon of
shifting onto other available networks is knowri Eobility”.

Mobility is the enabling of the services for a mebdevice while moving from one
network to another. This process is known as hasdoVhere are two types of handovers,

Horizontal and Vertical. Horizontal handover occurs when end user shiftanpther subnet of



the same network access technology. Vertical hagrdogcurs when end user shifts to another
network access technology. To tackle this issugaoflovers in IP based networks, MIPv6 [1] is
the most popular protocol. However, MIPv6 still éac delays and the handover phase
experiences noticeable interruptions in the sesviGecent research has shown that in MIPv6 a
single handover takes around 5 seconds to compldtis. is too long if communication is
happening in real time. Main reason behind thihiésavailability of just one point of attachment
to the network. It follows theBreak before makeapproach. Connection to the original network
is disconnected and then end user is connectedvwonetwork. To overcome this issue many
proposals such as FMIPv6 [4], HIP [5] etc are pnese2 But these protocols have inherent
flaws. For instance HIP requires an additional sgece to be deployed and FMIPv6 does not
provide better results than MIPv6. Its handoveage$ almost equivalent to that of MIPv6. So
considering the flaws inherited in the above merg@ solutions we need to overcome the
highlighted flaws and have more efficient and tdkasolution in order to satisfy the intended

internet users.

1.2. Thesis Contributions

In this contribution, we have shown that efficientobility in heterogeneous IPv6
environment can be provided by employing multi-hognitechniques such as shime6.
Furthermore, default failure detection and recovagchanism in shimé known as REAP is too
slow to provide support for real time mobile apations. In this work, we have proposed a quick
failure detection and recovery mechanism in molilelti-homed environment. It is called
Shim6 Assisted Mobility Scheme (SAMS). We have iempénted a testbed in order to validate
the working of Shim6 and above that we have pergafrihe implementation of our proposed

intelligent switching mechanism. SAMS significantgduces the overall switching time through
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use of triggers. In this contribution we have perfed the comparison of both (REAP and

SAMS) techniques considering the QoS parameters.

1.3. Thesis Organization

There are five chapters in this thesis which agaoized as follows:
In Chapter 2, literature survey based on the intctidn of different solutions presented in the
field of wireless environment is presented. Apaonf history, existing technologies are also
discussed, including the most important protocoldeu research these days, Shimé.
In Chapter 3, a better solution for Shim6 basedilitplscheme is presented.
In Chapter 4, methodology to carry out this workpissented along with detailed and step by
step implementation of test bed.
In chapter 5, experimental results are presentedeaplained in detail. Also, comparison with
default failure detection and recovery mechanisi8hime6 is also discussed.
In Chapter 6, conclusion of our thesis is giverhwitoposals of some possible extensions to this

work. In the end, references are given.



CHAPTER 2
LITERATURE SURVEY

In every research work, strong literature survegypla key role to identify the real
problem and also to identify the tips and trickdokle it. Different topologies present the results
that are specific to the implemented topology. Wavehfocused on the topologies that are
relevant to our intended protocol and which camfg@emented using our proposed mechanism.
The following is the literature survey which goesumd wireless environments and protocols.
Starting with the official standards to recentlyoposed mechanisms are discussed. This

approach is adopted in order to follow the reseasch has been done by researchers.

2.1. Mobile Internet Protocol version 6 (MIPv6)

Early deployments in internet infrastructure weasdx on fixed IP addresses. There was
no compatibility for devices which keep changingithocations. IPv6 had full support for fixed
users. Later when mobile devices and advanced mpbibnes were produced in market, there
was a need of a protocol which could support theneotivity of users even when they are
traveling. Hence, it was Mobile Internet Protoca@rsion-6 (MIPv6) which was deployed to
support such feature. The specifications are desdin (RFC 3775).

In traditional IP routing, IP addresses represetupalogy. Routing mechanisms rely on
the assumption that each network node will alwaggehthe same point of attachment to the
Internet, and that each node's IP address idesntlie network link where it is connected. In this
routing scheme, if you disconnect a mobile devieenf the Internet and want to reconnect
through a different network, you have to configthie device with a new IP address, and the

appropriate net mask and default router. In thisesw, routing protocols have no clue for



delivering packets, because the device's networltresd doesn't contain the necessary
information about the node's current network pofraittachment to the Internet. MIPv6 allows a
mobile node to transparently maintain connectiolleMmoving from one subnet to another.
Each device is identified by its home address alghott may be connecting to through another
network. When connecting through a foreign netwaakmobile device sends its location
information to a home agent, which intercepts pes;katended for the device and tunnels them
to the current location.

MIPv6 adds another entity to the existing netwaskich is the corresponding node
(CN). This node provides mobility operations andpg®record of the current location of mobile
node if it is away from its home network. A simpl®bile scenario is shown in the following

diagram.

Home subnet
(on home network)

Internet

Visited subnet
(on visited network)

Figure 1: MIPv6 Signaling architecture



2.2. Site Multihoming by IPv6 Intermediation (Shim6)

IETF initiated an effort for providing Multihomingupport to IPv6 network known as
shim6 protocol. It specifies a layer 3 shim apploaad protocol for providing locator agility
below the transport protocols, so that Multihomicgn be provided for IPv6. (RFC 5533)
describes all specifications in detail. Hosts isita which has multiple provider allocated IPv6
address prefixes, will use the shim6 protocol togetate with peer hosts, so that the state can
later be used to failover to a different locatoir pand should the original one stop working. This
approach was basically intended to facilitate thbngt operations. Originally this meant for
static networks. However, subsequently due toffisient nature researchers have used it for the
mobility of mobile users. This protocol can be uskxd multi-homed sites (providing
Multihoming) as well as multiple interfaced end tso@roviding mobility).

In this approach, a mobile user initiates commuiocain a normal way. Then according to
some heuristics he can activate shim6 signalings Mmburistics can be a number of packets or
time stamp. To activate Shim6 context, both hosisukl be shim6 enabled. This requires
implementation of shim6 on both hosts. Basicallyim®§ context establishment is based on four
control messages, 11, R1, 12 and R2 respectivell .the information is exchanged in these
messages. If both hosts are not shim6 enabled, comation through shim6 context will not
take place. In this way initiator realizes thatestend is not shim6 enabled. Shim6 allows a host
to change locator during an active communications lused to ensure redundancy when the
current path fails. To achieve this, two functigisases are defined: “Failure Detection” and
“Locator Pair exploration”. The “Failure Detectioftinction is used to detect disconnections in
the current path, while the “Locator Pair Explarati is used to define new valid locator pairs

that could be used when the current one fails. fbflewing diagram shows normal context



establishment of two Shinghabled hos.

Initiator Responder
Il N
Il- segt R1
12
12- se1}t R2

Context established

Context established

Figure2: Shimé6 context establishment

Following figureshows the location of shinsubiayer within internet layer architectu

Network

Datalink

Physical

Transoort :/

Endpointidentifiers

_KShimé s:;Qub—onQr

Locator 1 Locator 2 Locator3

Routing functions

Figure3: Shim6 layer architecture

Shim6 sub layewithin the network layer and differentiates the reteteristics of identifier

and locators. For the upper layers it is knownhsyitlentifier. While the layers down identify

by locators. Locators are basically used to locate theentiexistence of mobile user.he
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identifier is used to identify the point of attachim to the upper layers. Having all these features,
deployment of shim6 does not require any additict@hgs. It is based on IPv6 internet
infrastructure.

As packets are passed from the IP Endpoint sub-laydhe IP Routing sub-layer, the
endpoint identities are mapped to a current pailocdtors. The reverse mapping is applied to
incoming packets, where the incoming locator paistripped off the packet, and the associated
endpoint identity pair is associated with the paacideich is then passed to the IP Endpoint sub-
layer. De-multiplexing the IP packet to the apprafer transport session is based on the endpoint
identities. In this Shim6 approach the endpoinnhidies and the locators are both IP addresses.
The endpoint identities are the initial addressesdbetween the two hosts. The locators are the
set of IP addresses that are associated with emdpbhe intention of this approach is to

minimize the amount of change required to suppgmadic locator agility in the protocol stack.

2.3.Related work

Mobile users like to stay connected on the go.ri@emobility has thus become a focal
point of research over the years. To provide irgemobility support, different protocols have
been designed. These protocols support handoverebet wireless networks. MIPv6 is the
standard protocol to provide mobility services Pvé networks. There are however some
problems when MIPv6 is adopted to support real-ticoenmunication. These include high
handover latency and packet loss. During handakerg is a period in which the mobile node is
unable to send or receive packets due to link-layetching and IPv6 protocol layer operations.
This overall handover latency resulting from baselMIPv6 procedures, namely movement
detection, new care-of address configuration, aimdilhhg updates with peer entities, is often

unacceptable for real-time application services. &igeo-conferencing, voice-over-IP etc.
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MIPv6 movement detection is based on neighbour eachability detection and Router
discovery. Neighbor un-reachability detection olesrthe default router and upon receiving no
response, it decides to switch to another availatger. This availability is based on Router
Discovery mechanism. These phases increase thalloseitching delay. In addition to high
handover latency, MIPv6 doesn’t provide multi-hoghsupport to end users, i.e. a user cannot
be simultaneously configured with multiple activaeterfaces and switch between them
seamlessly.

In view of the above-mentioned shortcomings assediwith MIPv6, some solutions were
proposed to provide seamless mobility support. # fest handover approach, based on Fast
Handovers for Mobile IPv6, was proposed in [4]. Merk supported seamless movement in
between IPv6 domains using IEEE 802.11 networkastfucture. A new low latency handoff
method for IEEE 802.11 is proposed where acces# peiacons are utilized for carrying IPv6
prefix information without altering the Mobile IPr dEEE 802.11 specifications. A WLAN
service continuously monitors the radio signal guabf the attached access point and, if
necessary, switches to another access point inerahlgis feature and the elimination of
firmware-based active scanning during link-layemd@avers reduce the overall link-layer
handover delay to about 10% of the previous vdixperiments showed that average handover
delay is between 2-4 seconds which is still noeptaible for many real-time applications.

In [12], MIPv6 handover evaluation is presentedthdus have checked each phase of the
process. Analysis has been carried out using OMMeSi#nulator. In this contribution the
authors have concluded that major reason largedvandielay is the excess time spent during
movement detection. The authors have shown thaement detection phase makes up 87% of

the total handover time. The authors have propasdgast Detection Movement Layer 3



(FDML3) algorithm. With this new algorithm, the aoeHl delay is improved by around 25%
which is again not acceptable for real-time comroations.

In [12] authors have presented a survey on mobditg multi-homing in IPv6 based
networks. Traditionally the two have been considexg disjoints concepts. Authors have argued
that this has lead to the development of two patéemilies separately. However, many new
IPv6 terminals are mobile and are equipped withtipiel interfaces. Thus, there is a need to
adopt a new unified framework providing both miiaming and mobility. In the paper, authors
have focused on shim6 protocol and have investigasefeasibility to be used as a mobility
solution. Shim6 is a multi-homing protocol propddey the IETF which provides support for
end-host to manage multiple addresses but doespmtde native support for mobility.
Experiments were carried out to gauge the impaanobbility before, during and after shimé6
context establishment. The results showed that&liam manage mobility on its own without
the assistance of any other protocol during aner @ibntext establishment. In this Amine et al
proposed a mobility solution using SHIM6. Their eggch is based on shim6 for a single
interfaced Mobile Host (MH). They have shown thanhtiover latency is less than that of MIPv6
but still more than 2 seconds.

Shimé6 is considered by many as an alternate salttigrovide layer 3 mobility support
in IPv6 based networks. Shim6 also enables a molsée to be multi-homed. Failure detection
and recovery of addresses in shim6 protocol isemhwut through REAP sub-protocol. REAP
thus forms a backbone of mobility service througim&. Shim6 was first introduced by
Bagnulo et al in IETF [3] [15]. It was purely a thoming solution. However, since then,
Bagnulo et al have extended their work to includsbitity support through Shimé protocol.

Rehman S. et al [10] presented a proposal SEarédslity using SHIM6 (SEMO6), a multi-

10



homing based mobility protocol framework for hosbbility. Tests were performed comparing
MIPv6 with SEMOG6. Although SEMOG6 gave a better haret performance than MIPv6, the
handover delays experienced by applications wealehggh (in seconds). They used shim6
protocol to perform mobility operations and haveowh that SEMO6 can improve the
performance of applications in IP-based mobile oets.

In [14], authors have compared the performance 5@ and a mobility scheme based
on shim6. They have performed the simulations dhharotocols and have shown that the
handover delay is significantly reduced if shim@ged. REAP is one of the essential parts of
shim6 mobility operations. It is used to detect eaxbver from failures in active communication
links.

An implemented of shim6 was carried out by SebadBare et al. They have described
the implementation in detail in [17]. We have usieeir implementation for our analysis namely
linShim6. Authors have given detailed account @ tmplementation of shim6 kernel based

implementation in [18].
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CHAPTER 3

SHIM6 ASSISTED MOBILITY SCHEME (SAMS)

3.1. Proposed Architecture

In Shim6, a mobile user initiates communicatiorainormal way. Then according to some
heuristics he can activate shim6 signaling. Thigrisécs can be a number of packets or time
stamp. According to LinShim6 authors the heuristiic activate Shim6 context can be
customized. To activate Shim6 context, both hobisulsl be shim6 enabled. This requires
implementation of shim6 on both hosts. Basicallyin§ context establishment is based on four
control messages, 11, R1, 12 and R2 respectivell.the information is exchanged in these
messages. If both hosts are not shim6 enabled, comation through shim6 context will not
take place. In this way initiator realizes thatestend is not shim6 enabled. Shim6 allows a host
to change locator during an active communications lused to ensure redundancy when the
current path fails. The default locator switchingahanism in shimé6 is defined as REAchability
Protocol (REAP). REAP is based on two parts: “f@ldetection” mechanism which detects
failures between two communicating hosts, and ‘vecg mechanism” which activates address-
pair exploration mechanism and finds another operak address pair to resume the
communication incase of failure. The failure daetattmechanism uses two timeisegpalive
Timer, Send Timgrand Keepalive messag® detect the failures between two communicating
hosts. The concrete process in REAP is describéullawss:

a) When host A sends data packets to host Bsemd timer is initiated at the same time.

The suggested timeout value for this timer is 10s.

12



b) When host B receives same data packets sent freimAh@ ‘Keepalive timefis started
simultaneously. The suggested timeout value far timer is 3s. If due to some reason
host B sends no packets to host A within Keepaliveinterval (less tharKeepalive
timeout value) after receiving data packets from host AsthB sends &eepalive
messagé¢o host A instead.

c) On the other hand, if host A receives no packetslding data packets amtepalive
messagepackets) from host B before the send timer at IB$$ expired, it can be
determined that there is a failure of current locgbath. At this stage the address
exploration mechanism is activated and finds anatperational locator.

The proposed scheme SAMS is based on packets vihotinde the detail of new locator
addresses. In real time applications user needsiegff and reliable communication source.
Based on the literature survey and the research vasried out so far, we believe that there is a
need for a better locator switching mechanism twiple support to real-time applications. This
solution should also be able to use existing istracture. According to requirements it should
not include any additional namespace or additioedvork element to be deployed. Any such
solution must be easily deployable.

Hence, in this context we propose an intelligerdgir based switching mechanism
named as “Shim6 Assisted Mobility Scheme (SAMS)iisTname is given to differentiate this
mechanism with others (such as SEMOG6). This meshams similar in working as REAP but
does not take a long time to re-establish the attiore It is not based on timers as in REAP.
The intention behind REAP was to facilitate theistaetworks. Here we intend to facilitate the
dynamic wireless networks. Subnets usually carrdtdesome delay but when it comes to end

hosts (Mobile nodes) efficiency and reliabilityasmajor concern. This mechanism significantly
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reduces the handover delay such that on-going cgtigih session does not experience a break
during switching phase. It is a shim6 based swighmechanism which observes the QoS
parameters after context has been established &etim® communicating hosts. The intelligent
module decides whether to divert the traffic toeotpath or not, based on the status of active
path. The intelligent module acts like a controldule for switching mechanism. The flow chart

of our proposed algorithm is shown in figure 4.

.,
Start |
i

e
N

v

Session started

I
AN
Falue //;qu:.u.-m:\\
-————————ﬂiii:\ Shimb ;:::}
_\\jnabled?;/’

Irue

Falze ,JJ;IH \H&H“q
Monitor checks if
delay & pkt loss are
“‘\\u\:eacneu/fﬁ
HI; True

Switch to another

Active |ocators
) 260/ -UbU-10UZ 113
active locator 2607-f0d0-1002:11 -4

— Session terminated

Figure 4: Shim6 assisted intelligent switching nmeethm
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3.2. Algorithm

The proposed algorithm is presented here. Two h@ste decided to contact each other. The
normal communication is started between both hoSfier the heuristic condition has met,
shim6 context establishment is activated. Our neomtodule is also activated when two hosts
are communicating over shim6 context. After sonmeetiduring session our monitor module
determines whether we already have Shim6 contdabkeshed or not. This verifies that both
communicating hosts are Shim6 enabled. The nept istéo observe the path conditions for
some period of time. At this step it is comparethwhe predefined threshold values of packet
delay and loss. If those values remain within lgntiten nothing is activated. If they are breached
our module triggers theswitch_locator () function. This function further triggers
update_shim6_context fjinction which basically updates the kernel spae user space. The
purpose of 12 and R2 packets in REAP is the santkegpurpose of this function. Figure 5 show
the REAP signaling in failure detection and recgverechanism. As we can see that if any of
the timer send_timer or keep-alive timer expireschent or server side respectively, the other
host does not receive any kind of packet. Witheh®as conditions the client side or server side
decides that there is a problem with the activk. lin result multiple probe packets are sent to
peer on each locator. This determines that whiclattos are available. If any hosts receives
probe acknowledgement then it is considered toheebtest available locator. At this point
receiver changes the current locator with the beatlable locator and updates its peer. After a
while communication resumes on the new locators Timethodology works on network layer. In
SAMS, application layer mechanism is implementelge intelligent module monitors the QoS
parameters for a while and determines the detéimgraondition of current locator. If it remains

within the threshold values then nothing happerman@unication keeps going on in normal

15



way. If those values are breeched, monitor modgleass the host to change the current locator
with the new one. All the locators are already slaaed assigned to interfaces. Newer locator is
then assigned to current client link and activaidus procedure works transparent to network
layer. Another advantage of this approach is that switching is performed transparent to
application running at that time. Since applicasi@ne only concerned with ULIDs, which in this
case remains same and locator to which it was nehppéore switching is now mapped to
different locator. Figure 6 shows the signalingpmoposed mechanism. Here we can see that
there is no timer implemented, thus reducing outchiwng delay. Following is the pseudo code

of proposed algorithm.

While (1)
{
If (shim6 context )
then
For (t= specific duration of time)
if (Pkt loss & delay => threshold value)
switch_locator{
update shim6 context(new_locator);
}
else
continue
Illend if

/lend for
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else

continue

flend if

g

(Probe, B3)

Figure 5: Signaling in REAP
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CHAPTER 4

IMPLEMENTATION SETUP

In this section we explain in detail the proceduiresn compiling the required kernel to
running the Shimé enabled host. The chapter dissusi the steps and procedures which would
also be helpful for any new user who wants to bupdthe proposed scenario. First we discuss
the steps to configure the modules in kernel. Afiter modules have been loaded and enabled
into kernel configuration, we discuss the compalatprocedure of Linux kernel. This is the most
time consuming and important phase of our impleatent. All the mechanism is based on the
correct configuration of kernel modules. We congbibm earlier as well as newer kernel versions
(then 2.6.27) on almost all the versions of Uburiadora and CentOS. We had errors and
problems in booting the newly compiled kernel imast all the versions of above mentioned
flavors. Only CentOS-5.4 worked in our case, soreeommend using CentOS-5.4 in this
implementation. After the compilation step if thequired kernel is booted successfully, we
move on to installing the user space code. Thisec@ publically available using git
(git://scm.ucl.info.ac.be/LinShim6.git). Command fasing git will be given in later section.
Once the user space code is installed, we implethersgame on all the PCs required as per our
test bed. In our case we implemented two hostsnaamcating within the same network. In
addition to this LinShim6 hosts require IPv6 sefsirand test bed devices should also be IPv6

compatible in order to successfully implement SAMS.

4.1.Kernel configuration
For the implementation of LinShim6, we require larironfiguration and user space
configuration. The required Linux kernel was 2.6.Rihux kernel source can be downloaded

from publically available repository atvfvw.kernel.org. Kernel compilation is not an easy task
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to do. It requires some knowledge of Linux termiaatl package installation. It needs a lot of
patience since this process takes hours to buieMakernel. Depending on the machines it may
take lesser time. If a system has more than oneepsor, the time can be minimized using a
modified command which utilizes all the processaitse option is “-jx” where x is the number
of processors+1 in the system. (e.g. make —j3linsk@rnel compilation consists of two phases
if it requires any patch to be included.

a) Patching an additional module

b) Compiling the kernel source

4.1.1 Patching an additional module
This phase is required when Linux kernel does nppsert a required functionality. Additional
functionality is added to kernel source by patchingertain file. All steps can be done easily
using terminal. Open the source directory of kesmelrce in terminal. This step can be done by
the following command
* cd <space> <source directory path>

Before patching and going further, few dependenaresrequired to be installed in Linux host.
This depends on the operating system. As per goieimentation we required following libraries
to be installed.

- gcc

- ncurses-devel

- glibc
The command format for installing each of the abjpaekages is

* yum install <package name>
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Now we patched the Shim6 module using the followdgagimand

e patch —pl < (full path of file to be patched)
Note: After this command if you get any error saythat “Hulk failed at line etc”, then you
must remove that. Either the kernel version isgmhpatible or you must remove this error by
manually editing the source files.

4.1.2 Compiling the kernel source

Change the current location of control to the mdirectory of kernel source. Now all the
commands are implemented from this location. Ushegfollowing few commands will builds

the required kernel.
* make menuconfig

This command shows the configuration menu of kerbsing this menu we can select the
modules which are required for our experimentslusiog the Shim6é module. Make sure that

following options are checked.
> General Options -- > Networking Support -- > Netwoking options -- >
IP protocol -- >
- Shim6 support
- Shim6 debug messages
> General Options -- > Networking Support -- > Netwoking options -- >

- Uncheck DCCP protocol (unless really required)
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» General Options -- >Device drivers

- Serial ATA and Parallel ATA

- Via PATA support

» General options -- > File system -- >

- EX4dev/EX3 extended fs support development

» General options -- > File system -- > DOS/FAT/NT ke System-- >

- NTFS File system support

Now close the configuration menu and run the follmycommands one by one.

* make bzlmage

This command creates the image of kernel basetiesdalected modules. This step is important
to be executed correctly. If this step is execungth no errors, terminal shows up with a
message of “bzlamge ready!” and prompts us to nfowgard. Here we can jump to “make

install” command but it is preferred to go stepsigp in order to fix any error if occurred.

« make modules

Use this command to make the modules, existingedisas the patched ones.

* make modules_install

This command installs the modules which are suéaggbuilt.

22



* make install

This command installs all the modules and prepidr@&ernel for boot up.

« make

This command is not required in CentOS and Feddra.previous command does it all. CentOS
and Fedora automatically update the grub boot lo&tke otherwise it should be manually

updated. Make sure it is updated at the locatibndt/grub/menu.Ist” (in CentOS-5.4). You can
also change the boot order and boot screen duratitims file. Save changes and reboot, you

will see the new compiled Linux kernel in the bogtiist.

4.2.User space configuration
To install the user space code we also need sopendencies. Again depends on the operating

system. In CentOS-5.4 we installed the followingelepment package.

readline-devel

openssl.i386

openssl-devel

libtool

Now go to folder “LinShim6” which was downloadedng git. Using the following commands
install the code.

* automake

 libtoolize --force

» aclocal

» ./configure CPPFLAGS="-isystem /home/mudassir/Daghinux-2.6.27/include"
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(Remember not to give spaces before and after dnal esign (=), otherwise it will give
error.)
* make
* sudo make install
During the installation process if the system isgsimng any dependencies for LinShim6 code, it

will prompt the user and user can manually ingkem using internet.

4.3.Test bed Setup

To analyze and compare the performance of REAPocamgroposed SAMS algorithm we
established a live linShim6 test-bed. A commundaatink was manually broken and the two
protocols were analyzed in terms of packet lossyuifhput and jitter. The proposed SAMS
algorithm intelligently detects that communicatibmough the currently used path or locator is
suffering and that a switch should be made to andticator. More specifically when threshold
values (delay > 100 ms and packet loss > 1%) aeched for short interval of time (5 sec in
our case), our module detects and triggerssttiéch_locator( )Jfunction. This function updates
the current path with new locator available. Shise8sion was broken down at t=100 by the
client. It was a controlled script driven operatisa that switch could take place between
multiple locators at defined time intervals (t=26cs40 sec and 60 sec). Multiple locators are
sequentially selected from list. The test-bed sesuphown in figure 6. Virtual machines are
implemented on two physical systems (client & setvi is worth mentioning here that each
virtual machine was configured to have 3 netwotkriiaces (ethO, ethl and eth2), each assigned
with a separate IPv6 address. The rest of thebesis based on real network entities. To be able
to communicate directly on the internet, these eski¥s should be global. Both systems are
connected through wireless interfaces to the rowed router is then connected to a DSL
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modem. The specifications of two systems are idahtind are given in Table I. Both machines
are based on the same kernel and LinShim6 useespade. This way both machines are
configured as shim6 enabled. They communicate firoeal network entities within the same
subnet. The IPv6 addresses are statistically msgigo interfaces. During the communication
they are picked automatically provided they areilabe. Shim6 based switching can be
analyzed using different types of topologies. Sknitg can be triggered in two cases. First when
the mobile node is moving from one network to aeotifSecond when mobile node is not
moving and switching is triggered at end host dusdame failure in network conditions, making
use of its multiple interfaces. This topology wdsogen to specifically analyze the locator

switching mechanism at end host.

Table I: SAMS Testbed specifications

Host Processor Intel(R) Core(TM) i5 2410M @ 2.30 GHZ
Host RAM 2 GB
Host OS Windows 7 Professional

Virtualization .
VMware Workstation

software
Guest OS CentOS 5.4 (compiled with 2.6.27 kernel)
Router Linksys Wireless Broadband Router-G
Traffic generator jperf-2.0.2
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Figure 7: Experimental topology for SAMS

4.4.Running the Shim6 enabled hosts

When both the kernel and user space configuratanldeen made, we are able to use the
Shim6 protocol on both hosts. In order to get sthse need to familiarize ourselves with the
commands used in user space console. The folloeangnands are used to start the Shim6 user
space console. These commands are specific to Inm8Simplementation by Sebastian. Baree.
More functionalities or features can be added is tonsole based on what user wants to

analyze. These commands basically invoke the qmureing functions written inside the code.
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modprobe shim6

This command activates the shim6 module which nmestompiled and built
when the required kernel is compiled.

modprobe shim6_pkt_listener

This command invokes a module called shim6 paake&trier, which basically
monitors the shim6 packets exchange.

cgad

Cryptographically generated addresses are gendrgitibis module. If user wants
to analyze the security features then this modulstrbe invoked.

shim6d

Shim6 daemon is started by this command. It runghénbackground and runs
unless it is stopped by host.

shim6c localhost

Shim6 localhot basically connects the system vatalhost.

After executing the last command, user should Hde @b see the user space control panel of

LinShim6 as shown below.

LinShim6-0.9.1>

Now from this point user can check the status amShcontext and current communication with

a peer host. In this console user provides the gbireel commands and manipulates the

communication. This console also verifies thathbst is configured properly and is now ready

to establish Shim6 context with other Shim6 enalblest. The following commands are useful

in user space.
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Table Il: Shim6 console commands

quit Quit the Shim6 console, Shim6 session ends #its command
exit Quit the Shim6 console
help Shows help for any command
dkc Dumps kernel contexts
dkp Dumps kernel policies
Is It show the list of current available context,their context tags
Displays details about the context, detail includetsve locators, context
. tag, peer locators and all the available locatorddilure scenarios. When
ca
REAP is used, this command also shows the no difgsrsent or received
during failure recovery phase.
Manually deletes the context with the given locattext tag from kernel
rm
and daemon
dcp Dumps all CGA parameters stored in the daemon
sla This command shows all the available local esieks
nbc Shows the total number of contexts which eatisturrent time
This command sets Tsend timer value, one of thateowsed in REAP
Set tsend

failure detection phase
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4.5.Shim6 Context establishment

We communicated both Shim6 enabled hosts usingtypes of traffic. Traffic generator
used in our experiments was jperf-2.0.2 which & ghaphical version of iperf. It can generate
both UDP and TCP traffic with desired data rates bandwidth settings. In addition to that this
tool provides the freedom to choose multiple patalata streams between hosts. Based on our
options chosen for experiments it also shows thevatent terminal command in the control
panel. There are different options available fonegating required traffic, such as application
layer, transport layer options and IP layer opersi It requires an IP address of server if user is
connecting to other hosts, requesting somethingit Aleeds is an IP address, port number and
number of parallel streams to generate. On theeseide, user just needs to mention the port
number on which server is listening. When the sessitarts, server maintains a report and
present after the communication is stopped. Tipsntes CSV format and corresponding graph
is also drawn. Figure 8 shows the screen shotaffidrgenerator jperf-2.0.2. This is the widely

used generator and also recommended by reseanchbis field.

29



JPerf 2.0.2 - Network performance measurement graphical tool

J
Jperf

Iperf command: iperf -c 2607:f0d0:1002:11::5 -u -P 1 -i 1 -p 5001 -w 32.0k -V -1 256.0B -f k -b 1.0M - 100 -T 1 -5 0x02 @ Run Perf!
). Run IPerf!
Choose iPerf Mode: @ Client Server address 2607f0d0-1002:11 5 Port 5,001 _
Parallel Streams 1
Server
g P
2 =
B Sun, 13 May 2012 05:12:21
Bandwidth
Transport layer options B
Choose the protocol to use
TCP
@ UDP
UDP Bandwidth 1 MBytes/sec | v
¥| UDP Buffer Size 32 |kBits - [991.00KBits/s]
v| UDP Packet Size 256— |Bytes - _|[ Gutput
[ 3195.0-96.0 sec 122 KBytes 985 Khits/sec el
[ 3196.0-97.0 sec 120 KBytes 983 Kbits/sec
o [ 3197.0-98.0 sec 122 KBytes 1001 Kbits/sec
a .
IIEFERERENN [ 3198.0-95.0sac 121 KBytes 991 Kbits/sec
b 1 [ 3199.0-100.0 sec 122 KBytes 895 Kbits/sec
[ 3] 0.0-100.0 sec 12099 KBytes 991 Kbits/sec
Type of Service [Low Cost - [ 315ent 48396 datagrams
Bind to Host Iperf thread stopped [CAUSE=Stream Closed] =
¥|IPv6 -
= Save| Clear now v| Clear Output on each Iperf Run
|§| \:"‘_w [jperf-2.0.2 - ... H | JPerf2.0.2 - N” ! [mudassir@l... H ! [mudassir@l... H ) [src - File Bro... H . [info_server.... H ) [! MUDDI ! -...| ® [Project mate”.:\ el E

Figure 8: jperf2.0.z, Network traffic generator and measurement

The following figure 9shows the Shim6 context when client connects teeseand both decid
to have the Shim6 context. It is clearly seen m figure that before the switching takes ple
communication session is established between theatdo 2706:f0d0:102:11::2 and
2706:f0d0:1002:11::5The following is the output ccat* command after the context has b
establishedbut before the switch has taken p. It shows the state of “established”, wh
means the Shim6 context is establistNext we can see th#there are two context tags, lo
context tag and peer context tadnis is because each pair of locator (one fraentland othe
from server) is assigned two tags. Cis assigned tahe path from client to server and ot
from server to clienfThe next fields are the locator lists availablelent and peer side. The |

of available locators at client side is the listtls used for switching mechanisms here. The

two lines in this output show the current locatetsch are used in camunication. REAP stal
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is then shown in the next field. Although REAP Istiorks in parallel to SAMS but in our
mechanism we did not deal with REAP, instead wel usg approach. REAP is also tested in
the same test bed against SAMS. Next few lines shewalues of timers that are set. We did
not change any value in these fields. Last fewslisigow the paths available for communication.
At the start of communication pathl is chosen. &gl as the switching is performed, paths
change accordingly.
4.5.1 Shim6 context before switch
LinShim6-0.9.1>cat *++++++++++++++++++++++++++++++
Information from user space daemon
Global state : established
local context tag : 35416¢39321b
peer context tag : 55d1682feec7
Peer locator list :
2607:f0d0:1002:11::5
Local locator list :
2607:f0d0:1002:11::2 (User defined addressiet HBA nor CGA)
2607:f0d0:1002:11::3 (User defined addressiet HBA nor CGA)
2607:f0d0:1002:11::4 (User defined addressiet HBA nor CGA)
Current local locator : 2607:f0d0:1002:11::2
Current peer locator : 2607:f0d0:1002:11::5
REAP state : operational

Send timeout: 15.000000 seconds
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Keepalive timeout: 15 seconds

nb probes sent: 0

nb probes recvd : 0

Path array :
src : 2607:f0d0:1002:11::2
dest : 2607:f0d0:1002:11::5
src : 2607:f0d0:1002:11::3
dest : 2607:f0d0:1002:11::5
src : 2607:f0d0:1002:11::4

dest : 2607:f0d0:1002:11::5

Now after the switch has been made. We can clesagythat our current locator at client side is
changed from 2607:f0d0:1002:11::2 to 2607:f0d0:10023. It is also clear that we did not use

any of the timers. If we did then no. of probeswdtide changed.

4.5.2 Shim6 context after switch
LinShim6-0.9.1>cat *++++++++++++++++++++++++++++++

Information from user space daemon

Global state : established
local context tag : 35416¢39321b
peer context tag : 55d1682feec7

Peer locator list :
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2607:0d0:1002:11::5
Local locator list :
2607:f0d0:1002:11::2 (User defined addressiet HBA nor CGA)
2607:f0d0:1002:11::3 (User defined addressiet HBA nor CGA)
2607:f0d0:1002:11::4 (User defined addressiet HBA nor CGA)
Current local locator : 2607:f0d0:1002:11::3
Current peer locator : 2607:f0d0:1002:11::5
REAP state : operational
Send timeout: 15.000000 seconds
Keepalive timeout: 15 seconds
nb probes sent: 0
nb probes recvd : 0
Path array :
src : 2607:f0d0:1002:11::3
dest : 2607:f0d0:1002:11::5
src : 2607:f0d0:1002:11::2
dest : 2607:f0d0:1002:11::5
src : 2607:f0d0:1002:11::4

dest : 2607:f0d0:1002:11::5

The following screen shots also show the same gliiggng shim6 context communication. The

user console is implemented in ¢ language whicomrolled by terminal.
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mudassir@localhost:/fhome/mudassir/Desktop/LinShime6/userspace

Hle Edit Wiew Jerminal Tabs Help
LinShimge-0.9.1>=cat *++++++++++++++4++b 54444444+ E
Information from user space daemon

Global state : established
local context tag : 4bed7b2bb809
peer context tag : 3b214d2068c0
Peer locator list :
2607 :f0d0:1002:11::5
Local locator 1list :
2607:T0d0:1002:11::2 (User defined addresses, Not HBA nor CGA)
Current local locator : 2607:T0d0:1002:11::2
Current peer locator : 2607:7T0d9:1062:11::5
REAP state : operational
Send timeout: 15.000000 seconds
Keepalive timeout: 15 seconds
nb probes sent @ @
nb probes recvd : @
Path array :
src @ 2607:T0de:1062:11::2
dest : 2607:f0d0:1082:11::5

LinShim6-8.9.1=help —
quit Quit the Shimé console
exit Quit the Shim6 console
? Shows help

(4]

Figure 9 Shim6 console showing Shim6 context before swity

For the specific duration of tir, the monitor module observes the Qp&ameters su: as
packet loss and delay. If the communication expege delay and packet loss above
threshold values defined, switching takes placevéen the old locator and new locatTo
make the switch more sensitive to QoS parametees,cantake into account more Qc
parameters such as jittand throughpt. Each locator is assigned to each wireless interifa
the Shim6 enabled hosthe following figure shows the context after thatstwhas taken plac
It is clearly seen that current cal locator is changed from 2706:f0d0:1002:11::2

2706:f0d0:1002:11::3.
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mudassir@localhost:/home/mudassir/Desktop/LinShimeé/userspace

File Edit \iew Terminal Tabs Help

Send timeout: 15.000000 seconds
Keepalive timeout: 15 seconds
nb probes sent : 8
nb probes recvd @ 0
Path array
src @ 2607:fede:1002:11::2
dest : 2607:T0d@:1002:11::5

LinShim6-8.9.1=>1
LinShim6-0.9.1>cat *+++++++++++++++++t++ 4444+
Information from user space daemon

Global state : established
local context tag : 79534956e5d2
peer context tag : 55a7074d49%eb
Peer locator list
2607:70d0:10082:11::5
Local locator 1list
2607:7T0d0:1802:11::2 (User defined addresses, Not HBA nor CGA)
Current local locator : 2607:f8d0:18602:11::3
Current peer locator : 2607:70d0:1802:11::5
REAP state : operational
Send timeput: 15.800008 seconds
Keepalive timeout: 15 seconds
nb probes sent : @
nb probes recvwd : B0
FPath array
src @ 2607:f8dO:1862:11::3
dest : 26087:T0d0:1682:11::5

Figure 10 Shim6 console showing Shim6 context after switg
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CHAPTERS

RESULTS AND DISCUSSION

5.1. Single switching and multiple switching

This research work is based on two stages of exjgats. One is based on single switch
performed during the whole shim6 session. Scripttrolled experiments were performed to
trigger the switch at t=50. Other is based on mldtswitches performed during the whole shim6
session. In the multiple switching stages a corepetjuential cycle was performed starting with
the first locator to last and back to first agdmterval of 20 seconds between each switch was
considered. Both stages were performed for 100ngkscdn order to gain maximum accuracy, 50
iterations were performed for both stages. Evengtithreshold values (delay>100 ms and packet
loss >1%) were breeched, switch took place. In lstdiges shell script were written to carry out
automatic operations.

Communication was established between the two mashwWhen using REAP, after some
time the link was broken by manually turning ofetinterface. QoS factors i.e. bandwidth,
packet loss, throughput and jitter are observedgugierf-2.0. In the case of SAMS algorithm, a
locator change request is triggered just as defal @acket loss cross the threshold values
(delay>100 ms and packet loss >1%). Furthermomeag compared with “link failure” case
when REAP was used. Initially the communication lwas established between ethO
(2607:f0d0:1002:11::2) at client end and ethO 2f8210:1002:11::5) at server end as shown in
figure 9. As the path switching conditions were rfatt=20), communication shifted from ethO
(2607:f0d0:1002:11::2) to ethl (2607:f0d0:1002:3)1:: Thus, the new path becomes
(2607:f0d0:1002:11::3) to (2607:f0d0:1002:11::5hisTis again shown in figure 10. Similarly at
t=40 and t-60, script controlled automatic switchiwas performed. At t=40 communication
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shifted from interface ethl (2607:f0d0:1002:11t@)eth2 (2607:f0d0:1002:11::4). In result of
this, the new path became (2607:f0d0:1002:11::4) (2607:f0d0:1002:11::5). At t=60
communication  shifted from interface eth2 (260700Qd02:11::4) to ethO
(2607:f0d0:1002:11::2). Thus, the new path becam2607:f0d0:1002:11::2) to
(2607:f0d0:1002:11::5), which was the initial patblected. We have used jperf-2.0 for the
required traffic generation and monitoring the QuBameters (such as packet loss, jitter and
throughput). We have observed the behavior of @@P and UDP using jperf-2.0. Our main
emphasis was on real-time applications so the aisalyas performed on UDP traffic and
presented here. We configured jperf-2.0 to gendvatdypes of UDP traffic. One with datagram
of 512Bytes, bandwidth 2 Mbps and buffer size dkitils and other with datagram 256Bytes,
bandwidth 1 Mbps and buffer size of 32Kbits. Thianbwidth is normally used in home
environments.

Both the traffics used in our experiments are blatafor VolP and online gaming
respectively. Following is the discussion on déier QoS parameters observed in our
experiments. Single and multiple switches figures shown in each of the sections of QoS

parameters. Table Il shows the types of traffiedua our experiments.

Table IllI: Traffic used for experiments

Parameter Traffic 1 Traffic 2
Bandwidth (Mbps) 2 1
Datagram (Bytes) 512 256
Buffer size (Kbits) 64 32
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5.2. Jitter

Jitter is the sudden spikes observed in the chamheh communication starts. The average
jitter experienced in single switch by the genatataffic is shown in the figure 11. Figure 12
shows the jitter experienced in multiple switch&ath conditions play a major role in
determining the jitter value. It is clear from thgure that communication does not experience
large jitter when there is no switch. However, éhés a steep rise when communication is
switched to a different locator using REAP. On dtieer hand, it can be seen that when SAMS is
used to switch from one locator to another, jitteperienced by the traffic is very low as
compared to REAP. This behavior is even shown iftiphe switches. Incase when there is a

large jitter value, data is corrupted and lost.
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Figure 11: Jitter comparison of single switch beaw&EAP and SAMS
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Figure 12: Jitter comparison of multiple switchesvieen REAP and SAMS

5.3. Bandwidth

Bandwidth performance during single switch is giwefigure 13. While figure 14 shows the
throughput dropped during multiple switches. It ¢@nseen that when the active locator fails in
case of REAP, failure detection and recovery meishais triggered and a new working locator
pair is found. It is clear from the figure that limtew locator is found, the bandwidth keeps
dropping. The curve shows significant drop whiclswlae to the time taken by REAP to detect
the failure, explore new locator, and update thm6lcontext. The main reason behind this is the
timers used in REAP. In SAMS, packet loss and detaperienced by the traffic are
continuously monitored for a small period of tirdes the values of delay and packet loss breach

the threshold values (delay>100 ms and packet©%s), update request is triggered. Unless the
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conditions are met, the link is not broken. Secaudve on graph shows the bandwidth
performance when SAMS is used. We can clearly Bae there is significant difference in
throughput between the two cases. This is mainky @uthe fact that in our approach a new
connection is made before the old connection iskdmo In this way switching is done

transparently from upper layers.
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Figure 13: Throughput comparison in single switebween REAP and SAMS
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5.4.Data Transferred
Figure 15 shows data transferred during a singléck experiment (the REAP case),
while figure 16 shows data transfer comparisonrdumultiple switches (SAMS case). It can be
seen that there is a big drop during all switchedgomed when communication link is broken
down due to the link failure (which results in REAEtivation). The drop is almost 65 Kbytes
for the duration of link failure. On the other hawtien there is no break up, or when SAMS
algorithm is adopted, we do not experience largewarnof drop. Only a small drop is witnessed.

Similar behavior was experienced during even intiplel switches cases.

250

240

230

220

210

200

Deta trarsfered (KBytes)

190

180

170 1 1 1 1 1 1
o 10 20 30 40 50 60 70 80 90 100

Time intervals (sec)

Figure 15: Data transferred comparison in singlgctwbetween REAP and SAMS
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Figure 16: Data transferred comparison in multgMatches between REAP and SAMS

5.5.Packet loss

Figure 17 shows the comparison between REAP and SAMerms of packet loss. It can be
observed from the results that when there is lakife in REAP significant amount of packets
are lost. A total of 488 packets are sent on tlezamye. Using REAP, during the switching phase
140 packets are lost on the average. This is aidenable amount when it comes to real-time
applications. All the packets that are transferdenling the phases of failure detection and
recovery are lost. In figure 18, this phase isgeigd at t=20, 40 and 60 seconds. When we look
at SAMS results during the same time intervalatet=20, t=40 and t=60 the difference is clear.
There is a small amount of packet loss which israddle for most real time applications. If we

compare the QoS parameters, SAMS gives more falorasults than REAP. We analyzed
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percentage packet loss throughout the experimeot. thfe REAP based experiments the
percentage stayed below 2%, except for the timervat when switching took place where it
increased up to 24.71%. While in case of SAMSgdtches 1.721% during switching. The packet
loss percentage over whole communication (100 sijowas found to be 1.025% in case of

SAMS and 1.352% in case of REAP. Figure 18 showesrésults produced during multiple

switches.
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Figure 17: Packet loss comparison in single swigtween REAP and SAMS
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5.6. Switching delay

Switching delay is the time duration when the higsshifting from one interface to
another and not receiving any kind of packetss the time interval which a mobile host takes to
shift from one network to another network. Thisation of time is different in every mobility
protocol. MIPv6 takes 11.27 seconds to recover ffailure and resume the communication.
FMIPV6 is better approach, taking a lot less time &till goes around 343.53 ms. Another
approach was SEMOG6 by [10], which takes 25 ms lier tandover delay. This was based on
Shim6 protocol. The recent switching delay fountmu[10] is 25 msec. In our implementation
which is again shim6 based, we found out thattéliigent switching mechanism is adopted, we
can reduce the delay to 20.286 ms. The comparisaba/e mentioned techniques is given in

the following table.
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Table IVIV: Switching delay comparison with exiggitechniques

Scheme Switching delay
MIPv6 11.27 sec
FMIPv6 343.53 ms
SEMO6 25 ms
SAMS 20.286 ms

In addition to switching delay results, improvengeimt other QoS parameters are also observed
in our experiments, such as jitter, throughputadednsferred and packet loss. These parameters
are important while analyzing and comparing diffeér@wvitching mechanisms.

The following graph shows a comparison betweenlamschemes.

m Switching delay (ms)

20.286

SEMO6 SAMS

Figure 19: switching delay comparison
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Tables V and VI give the comparison of both appheac(REAP and SAMS) for traffic 1 and

traffic 2 respectively.

Table V: Implementation results (traffic 1)

Jitter (ms)

Mechanism Min Mean Max
REAP 0.0510 0.123 0.673
SAMS 0.0350 0.0608 0.119

Bandwidth (Kbps)

Mechanism Min Mean Max
REAP 1352 1961 1996
SAMS 1963 1978 1994

Data transferred (Kbytes)

Mechanism Min Mean Max
REAP 174 239 244
SAMS 238 241 243

Packet loss (no. of packets)

Mechanism Min Mean Max
REAP 1.60 9.707 141.5
SAMS 1.4 4.485 11.10

Table VII: Implementation results (traffic 2)

Jitter (ms)

Mechanism Min Mean Max
REAP 0.344 0.4114 0.6880
SAMS 0.1320 0..3966 0.6350

Bandwidth (Kbps)

Mechanism Min Mean Max
REAP 659 988.1 1135
SAMS 924.2 992.2 1014

Data transferred (Kbytes)

Mechanism Min Mean Max
REAP 80.50 120.7 138.0
SAMS 113 121.2 124
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Packet loss (no. of packets)

Mechanism Min Mean Max
REAP 0 0.28 21
SAMS 0 0.1 9

a7




CHAPTER 6

CONCLUSION & FUTURE WORK

Shimé6 is considered by many as an alternate solttigrovide layer 3 mobility support
in IPv6 based networks. Failure detection and reppwf addresses in shim6 protocol is carried
out through REAP sub-protocol. REAP thus forms akbane of mobility service through
shim6. We have compared the performance of REAPSRMS on the experimental Linux
based testbed. This research work is based ontages of experiments. One is based on single
switch performed during the whole shim6 sessionipScontrolled experiments were performed
to trigger the switch at t=50. Other is based ortipla switches performed during the whole
shim6 session. In the multiple switching stagesompilete sequential cycle was performed
starting with the first locator to last and bacHitst again. Interval of 20 seconds between each
switch was considered. Both stages were perforrmedd0 seconds. In order to gain maximum
accuracy, 50 iterations were performed for bothgetaln this contribution we have analyzed and
compared the performance of REAP and SAMS in teomktency in failure detection and
recovery in mobile environments. In using REAPge@afsome time the link was broken by
manually turning off the interface. QoS factors bandwidth, packet loss, throughput and jitter
are observed using jperf-2.0. We used LinShim6 eamantation on the test-bed. Both end hosts
communicate using specific type of traffic. Duriogmmunication, at time t=20, 40 and 60 we
anticipate the switch by an intelligent module wheontinuously monitors the QoS parameters
for specific period of time and helps us in deaisinaking. When the specified threshold for
parameters (delay>100 ms and packet loss >1%)rassad, the communication switches from
currently used path to another available path. Ateetseen significant improvement when using

our proposed SAMS approach compared to REAP. Ifcammpare switching delay of 25 ms
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found in [10] with our proposed solution, it is falito be 20.286 ms, which is as efficient as
[10]. Furthermore, we experimentally validated aswimpared that if intelligent approach is
adopted, we can avoid significant packet loss durmommunication. This is significant
especially for real time applications. The oveealerage packet loss of 1.025% when intelligent
approach is adopted i.e. SAMS and 1.352% in the vds®en REAP is used. It means in our
implementation if 488 packets are sent, we onlg [6gackets, which is just a tolerable amount
for most real time applications. For the perfornrenomparison between REAP and SAMS we
considered packet loss, jitter, throughput and detasferred. Through this work, we have
shown that efficient mobility in heterogeneous IRrfvironment can be provided by employing
multi-homing techniques such as shim6. Furtherntaikire detection and recovery mechanism
in shim6 called REAP is too slow to provide supdortreal time mobile applications. In this
work, we have proposed a quick failure detectiod egcovery mechanism in mobile multi-
homed environment. SAMS significantly reduces tverall switching time through use of
triggers. For the future work, we intend to expand work and define triggers for better
mobility management support. Also we intend tolba complete real time test bed which

would help us in finding more accurate results.
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