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Chapter 1 

1. INTRODUCTION 

Our project is network based whose main objective is to eliminate the 

bottlenecks at the last mile link and provide round the clock connectivity to its users. 

The system that we propose is different from the others because it would be 

incorporated at the users end providing efficient bandwidth utilization as ISPs do not 

know how to tune up their connectivity with subscribers so that they may experience 

better service 

A lot of progress has been made in the field of networking but the increased 

internet population can still not be handled by the ISP‟s. Though Internet Service 

Providers (ISP) claim to provide promised bandwidth however, network performance 

varies due to last mile connectivity issues and shared nature of bandwidth.  Therefore 

there is a need to propose such solutions in order to cater this issue 

1.1 VISION STATEMENT  

The idea is to develop a modified firmware running on the routers to provide 

efficient service to its user. The proposed system would follow an adaptive QoS 

tagging technique for the elimination of the last mile links bottlenecks.   

1.2 PRODUCT PURPOSE  

The purpose of creating this product is to help users enjoy better internet 

service based on their requirements. Network performance can be improved by traffic 

monitoring and Traffic engineering. A lot of solutions already exist but have failed to 

provide with the permanent solution for traffic congestion.  
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1.1.1 Product Scope 

 Our product would provide with an adaptive solution i.e.  It would observer 

the traffic pattern generated by the user, assign the nutrition label and then the traffic 

re-shaping would be done accordingly by the ISP.  

1.1.2 Product Perspective  

Our product would be a modified firmware running on the router. It would 

keep on monitoring the traffic pattern generated by the user. The system would run as 

a daemon. 

1.3 PROBLEM STATEMENT  

“To provide an adaptive QoS tagging technique for improving home 

network performance and providing round the clock connectivity for home 

users.” 

1.4 PRODUCT DESCRIPTION  

 We propose a traffic engineered solution comprising of two components:  

1. User-Premises component (UPC)  

2. ISP-Premises Component (IPC)  

1.1.3 User Premises Component (UPC) 

This unit carries out a number of functions at the home router. UPC can be 

accomplished by is following modules: 

i. Monitor internet traffic → Sniffs user‟s traffic for a certain amount of 

time. 

ii. Calculates Statistics → Classifies and maintains statistics of different 

types of traffic based on its priority and pattern.  

iii. Send statistics to IPC → Opens a socket and send statistics to IPC.  

iv. Send tag to home user → Notifies home user of assigned tag in form 

of pop ups. 
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1.1.4 ISP Premises Component (IPC) 

Just like UPC, this block also performs its functions at the ISP end controller. 

Functions are divided into two modules: 

i. Calculate most generated traffic → the IPC receives the label via its 

listening socket and then calculate highly generated traffic pattern of 

the user. 

ii. Assign Tag → it assigns a tag to that user accordingly. Purpose of tag 

is to allocate required bandwidth to user.  

iii. Bill the user → it also bills the user according to his/her bandwidth 

consumption. 

iv. Send tag and bill to UPC → it sends the tag, bill per unit and total bill 

to UPC. 

The UPC would mark subscriber‟s traffic (nutrition labeling) based on their 

traffic patterns and will send these patterns for the IPC to tune up its congestion 

avoidance in an adaptive manner. The system would act as a daemon and perform in 

dynamic way. Dynamicity implies that the system will periodically check the traffic 

being generated and will mould the traffic consequently. These components are 

dependent on each other for their functionality and are further divided into 

subsections. 
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1.1.5 Block Diagram  

    

 

Figure I: Block diagram 
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Chapter 2 

2. RELATED WORK & LITERATURE SURVEY 

500 million users across the globe use broadband internet connection [10] for 

their daily requirements and this number is growing day by day. So, it is important to 

provide the internet users with the best internet services. ISPs, usually, promise more 

reliable and fast internet connections by increasing the service charges and spend less 

on their existing infrastructure. Many researches have been carried out to measure the 

network parameters and various tools have been developed for this purpose. We 

present in this section the previous work carried out that is related to our proposed 

project.    

Previously, one time measurements were used to troubleshoot the network 

performance. These tests were run from websites. Netalyzr [19], Network Diagnostic 

Tool (NDT) [25] and Network Path and Application Diagnostics (NPAD) [17] are 

examples of such tools.  

K. Cho et al. [13], G. Maier et al. [6] and M. Siekkinen et al. [18] 

characterized access networks from access ISP using passive measurements. They 

inferred RRT and throughput of the access network. But it did not measure actual 

performance of the access network. 

D. Croce et al. [3] and M. Dischinger et al. [16] characterized access networks 

using probing techniques from servers in wide area. The readings from this technique 

were inconsistent as servers are far away from the home networks.  

The Grenouille project [7] used monitoring agent that were run from a user‟s 

home network system. Neti@Home [1] and BSense [5] also used this approach. This 

approach was not scalable. D. Han et al. [4] used open wireless access points to 

measure the network performance but it did not collect continuous measurements and 

no insight on the network configuration.  
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S. Sundaresan et al. [27] studied different access network metrics like 

throughput, latency, packet loss and jitter for benchmarking purposes by taking 

continuous measurements. Home gateway was used to evaluate the home network 

performance. They determined performance measurements from two deployments 

(most of the users had either DSL or Cable connections): 

 

1. SamKnows 

It specializes in performance evaluation of access networks. The study 

consisted of 4200 devices connected across 16 different ISP in US. Gateways 

were deployed either directly behind the home user‟s router or behind the home  

wireless router and were managed and configured remotely.  

2. BISMark 

It comprises gateways in home, centralized management and data 

collection servers and measurement server. It collected measurements form a 

smaller focused group of users from different ISPs and service plans in Atlanta. 

Device performed active and passive measurements. The gateway was based on 

the NOX Box [20], and ran a standard Debian Linux distribution.  

For throughput, measurement techniques used were  

 Single/Multi threaded HTTP 

 Passive Throughput 

 UDP Capacity 

None of the techniques achieved the value specified in the service plan. Single 

threaded downloads were adversely affected by the loss rate on the access link than 

multi threaded TCP. Consistency in throughput was determined by defining a metric 

(Avg/P95). Higher the value of this metric, more consistent the throughput was. 

However, upload throughput performance was more consistent. For all ISPs, 

performance variability increased during peak hours. It was observed that loss rate 

increased for under provisioned ISPs. They also studied effect of traffic shaping on 

different ISPs, time and users. Many cable ISPs implemented Power Boost, which 
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distorts speed test like measurements. So, any throughput benchmark should aim to 

characterize both burst rates and steady state throughput rates. 

These researchers defined two latency metrics 

1. Last mile latency → latency to first hop inside ISP‟s network.  

2. Latency Under load → latency user experiences during 

upload/download. 

Last mile latency was measured using „traceroute‟ command. It was usually 

quite high. Latency for DSL depends on distance to DSLAM or line quality. Cable 

providers had lower last mile latency and jitter. Latency introduced under load was 

affected by capacity of uplink. This factor of increase when uplink is saturated is much 

higher than when the downlink is saturated. Delay experienced by packets indicated 

size of the buffer. For a fixed buffer, latency is inversely proportional to draining rate 

of buffer. Packets saw lower latency during Power Boost. So, latency can be improved 

by using different data transfer behaviors.  

The paper concluded with three important lessons learnt:- 

1. One measurement does not fit all → ISPs use different policies & 

traffic shaping behaviors, so cannot be compared to each other.  

2. One ISP does not fit all →‟no‟ best ISP for all users.  

3. Home network equipment matters  → network topology and 

hardware affects performance significantly.  

S. Sundaresan et al. in “Helping Users shop for ISP's with Internet 

Nutrition label” [26] focuses on ISP service plan that carry a nutrition label , that 

gives more information about the network performance other than the only metrics 

upload speed and download speed such as throughput, jitter [11] and latency [15] etc. 

Nutrition label wants user to realize the fundamental network properties .When 

shopping for ISP only throughput does not reflect the actual performance that the users 

would receive. They foresee that the ISP service plan should be purchased on their 

usage patterns through a portal. Label should be accurate, measurable and biggest 

challenge would be to create awareness among the users.  
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The metrics defined in the label are: 

Throughput:  It varies depending upon the condition of the network.  

1. Short-term throughput: Avg. throughput a user that a user 

experiences during initial period of transfer.  

2. Sustainable throughput: Throughput a user should receive after an 

initial period of higher throughput. 

3. Minimum throughput: Captures network load. 

Last-mile Latency: 

1. Baseline last-mile latency: The minimum latency to the border router 

in ISP network. 

2. Maximum last-mile latency: Larger value of last mile latency which a 

user experiences due to congestion. 

Jitter → Important for multimedia and interactive applications  

Loss Rate [11] → Capture the average loss over a sustained period.  

It is Difficult for an ISP to predict about the performance a user will receive, 

performance may get affected by local loop, wiring equipment.  

A survey was carried out in 6 houses, 2 of them used cable net, 3 DSL users 

and 1 Wimax in order in order to observe the metrics. Wimax and DSL users had their 

throughputs same as the advertised value as there is no power boost [23][24] in them. 

Cable net, power boost due to which the short term throughput is higher than the 

sustained throughput. In both cable networks they have their peak values different 

from each other as compared to the single advertised service plan.  

The paper suggested that the future work is to create awareness among the 

users and asking users about the internet usage, then user can choose the service plan 

in a better way and also nutrition label should be dynamic.  

K. Calvert et al. in “Instrumenting Home networks” [12] discussed about 

troubleshooting the problems at home network. Users experience the network 

problems and are unfamiliar with them so management of the home network is a 

global security issue as home users are unable to properly configure and secure their 

home networks. Such tools need to be developed that diagnose, recognize and correct 
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the home network problem by eliminating the factors leading to power degradation 

[14]. So an autonomous, comprehensive and scalable logging platform is required, the 

researchers named such system named as HDNR (home network data recorder). Home 

network data recorder would record the home network's activities .In this case a 

simple home network was considered with a laptop, printer, PC and a game controller 

all connected to the router. 

A sensor monitoring all the activities & events taking place in the home 

network, it collects the raw data at the packet level which gets processed into higher 

level summaries. The primary application of the troubleshooting can be provided by 

the ISP's themselves or the 3rd party subscribers. 

 Such services would require access to the original data of the user  but only 

the trusted applications would have access to do that but the un-trusted applications 

would not be able to see the full data but see it after the data is aggregated with other 

homes and by trusted components.  

It has some potential following applications: 

1. Internet performance measurement( NANO) 

2. Network security 

3. Network trouble shooting 

The researchers have implemented the initial prototype HNDR data collection 

system in home networks. The prototype design is based on “NOX Box” [20] which 

runs the linux kernel. It has a 500MHz Geode processor,  3 Ethernet ports and an 

802.11b/g access point. TCP dump runs on the each of the wired Ethernet. The packe ts 

get captured but the packets got dropped when three different types of internet loads 

were observed due to the reduced buffer size .But after increasing the buffer size no 

packets were dropped. 

So, the conclusion drawn from this paper is that home network management 

can be made easy by deploying the HDNR and monitoring the home network traffic.  

Now researchers are focused on studying the access networks and different 

parameters that affect its performance. Based on the above three research papers of 

Nick [12][26][27] and his co-workers, we decided to take a step further. The three 



10 

 

techniques applied in the research papers will be used to develop such a system that 

will monitor the network traffic and restructure the traffic using an effective marking 

technique. 
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Chapter 3 

3. METHODOLOGY 

We divided our project into two main parts, namely UPC and IPC. Functionality and 

design of each component is given below. 

3.1 USER-PREMISES COMPONENT (UPC) 

We started working on the User-Premises Component (UPC) and 

accomplished the following tasks: 

1. Identifying hardware 

2. Identifying firmware 

3. Creation of a package 

4. Init script 

5. Modifying GUI 

Details of these tasks are given below: 

3.1.1 Identifying hardware  

Hardware, basically, involves the router. We have used TP-Link TL-

WR1043ND [29]. It is an ultimate N Gigabit wireless router. It is also a common 

home router. 

3.1.2 Identifying firmware  

The router‟s firmware that we have used for our project is “OpenWrt” [21] 

which is a Linux based distribution for embedded systems. It consists of the following 

four versions: 

1. White Russian 

2. Kamikaze 

3. Backfire 

4. Attitude Adjustment         
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Attitude Adjustment is the latest distribution. We flashed its binary file on the 

router and configured its network settings using its LUCI (Web GUI). Now, the router 

became OpenWRT supported.  

3.1.3 Creation of Package 

For creating an entire package, we created three sub packages, which are as 

follows: 

1. Sniffer 

2. Client 

3. Server 

All these packages were created using: 

a. Source file → source code was coded in C language. 

b. Makefile → we created our programs in Ubuntu 12.10, so we compiled and 

build it for OpenWRT by using SDK [30]. SDK is a precompiled toolchain 

which is used to cross-compile [1] a single user defined package for a specific 

target. For building our program for the router we defined a Makefile [9]. A 

Makefile tells the SDK how to compile and build the package. Finally, we got 

an “.ipk” file after successful compilation of the c code.  

Packages are discussed in detailed below. 

3.1.3.1 Sniffer 

It sniffs incoming packets on LAN interface “eth0.1” of router for a certain 

time, in our case 10 seconds. The captured packet is characterized according to seven 

different defined categories and a count is maintained for each category. These 

categories are as follow: 
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Table 1: Categories defining TOS of outgoing packets 

Category 

(TOS) 

Process name (Example) Application Protocol 

Web Firefox, Chrome, Safari, Opera, httpd, plugin-

container, WebKitPluginHost 

HTTP(S) 

File Transfer ftp, dropbox, svn, git, SW updates ftp, rsync, svn, cvspserver 

Email Mail, Outlook, Thunderbird IMAP(S), POP3(S), 

(S)SMTP 

Chat Skype, iChat, Adium, Pidgin ircd, SIP, msnp, snpp, 

xmpp 

Personal Media players, games, productivity Rtsp 

CMD Ssh, telnet Ssh, telnet 

Besides IP Every packet that is not IP based ARP, RARP, echo-reply 

etc. 

After 10 seconds, the program saves the statistics in a file (.txt) and sends it to 

IPC by opening a socket on port 51717. Afterwards, it again starts sniffing. 

For sniffing packets, we have used libpcap [28] library. Pcap (packet capture) 

library contains built in functions and supports filtering of packets. 

3.1.3.2 Client 

Client‟s sole purpose is to send the assigned tag received by UPC from IPC to 

home user‟s computer. For this purpose, it uses port 51719.  

3.1.3.3 Server 

Server listens for response from IPC on port 51718. Above mentioned client 

package is also included in it.  

3.1.4 Init Script 

Init scripts in OpenWRT are quite easy to build. We created an init script by 

the name of “main.sh” to run server and sniffer package on start up. This file is place 

in “/etc/init.d” directory of OpenWRT running on the router. The permissions to run 

this script are set by “chmod +x /etc/init.d/main.sh” command. To start the script 

manually type “/etc/init.d/main.sh start” by accessing console (CLI) of firmware 
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through ssh. To start the script on start up type “/etc/init.d/main.sh enable” in console 

panel. 

3.1.5 Modifying GUI 

We created an html page, for home user, to access his/her current traffic 

pattern, assigned tag and bill easily. Traffic patterns are displayed in form of graphs. 

The page refreshes itself after 10 seconds to get the latest readings from the 

obtained/received files. This html page can be accessed from routers default page by 

typing router‟s URL in address bar of any browser. In our case, we access the Luci of 

router using “192.168.2.1”.  

HTML and JQuery are used for creation of the html page and accessing data 

from files. Highcharts [8] plug in is used for plotting graphs. Following figures show 

traffic graphs and total generated traffic from home router.  

 

Figure II: Graph showing traffic generated 
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Figure III: Graph showing total generated traffic 

3.2 ISP PREMISES COMPONENT (IPC) 

IPC, mainly, consists of a controller/server at the ISP end. This controller 

performs following functions: 

1. Listens for statistics from UPC on port 51717. 

2. Identifies the current traffic pattern 

3. Assigns a tag to most generated traffic pattern. These tags represent what type of 

characteristics the bandwidth should have. Following table entails the tags 

assigned and nutrition label metrics for bandwidth.  

Table 2: Nutrition Label Metrics 

Nutrition Label Metric Type of Service Tag No. 

Loss Rate Web 0 

Short-term throughput Email 1 

Sustainable throughput File Transfer 2 

Max. Jitter Chat 3 

Baseline last-mile latency & Max. Jitter Personal 4 

Normal throughput CMD/Besides IP  5/6 

4. Calculates bill for the user. Our system bills according to usage of bandwidth 

which is determined by the current traffic generation of the user.  
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5. Send the bill and assigned tag back to IPC on port 51718. 

6. IPC also has a gui for ISPs. This GUI contains graphs for the total generated traffic 

for a particular user. Again,GUI is built using HTML, JQuery and Highcharts [8] . 

3.3 ADDITIONAL FEATURE 

For convenience of home user, we have also added pop up service displaying 

the currently assigned tag to the user without accessing router‟s web page from a 

browser. 

Home user‟s machine listens for response from the home router. A server 

running on port 51719 serves this purpose. The data received is pushed into a utility 

named “notify-send” for generating pop ups on a linux machine. Figure shows the 

popup generated when the assigned tag is changed to “Tag6 : Besides IP” along with 

router‟s modified webpage. 

 

Figure IV: Router's webpage & popup 
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Chapter 4 

4. RESULTS 

We completed our project step by step and were able to setup a test bed. The 

test bed consisted of IPC server, UPC router and systems connected to UPC 

representing home users. A wi-tribe [31] connection of 1Mbps was used for accessing 

the internet. The internet connection and wan port of UPC i.e. eth0.2 was connected to 

an unmanageable D-LINK switch. The three servers running on ports 51717 (IPC), 

51718 (UPC) and 51719 (home user machine) always listen for incoming connections 

from their respective clients. The information received on these servers is interpreted 

and a certain task is performed. For example, the server running on IPC calculates 

most generated traffic; total bill after it receives the data and updates its records and 

IPC records too. Similarly, server running on UPC receives this updated information 

from IPC and sends this record to home user machine which displays a popup. 

We intend to make home user and ISP aware of bandwidth usage. The graphs 

generated from our system represent statistics for a single home network. The ISP 

workers and the home user can monitor the traffic patterns. Observer can also see the 

current assigned tag for the home network and can verify whether he/she is assigned 

the proper, required bandwidth or not. The tags, we have used, are comprehendible by 

a lay man. This way we can get home users educated technically.  

The system can also avoid bottle necks in the last mile link. ISPs can monitor 

present condition of the link by the help of visual graphs. They can observe which 

home network is congesting the link and what type of service is consuming the 

bandwidth. Hence, ISPs can take steps to avoid such situations. 

The system provides a mechanism for dynamic billing. The user will pay for 

when and how much he is using. This relives the user from giving a constant bill that 
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he pays whether he uses the bandwidth or not. This satisfies the user as he knows what 

he is paying for. 

Besides that the system tends to focus on efficient and effective bandwidth 

utilization for the home network as well as the ISPs as bandwidth is a scarce resource 

and is very expensive. This is done by assigning minimum bandwidth to the network 

when the last mile link for it is idle and essential bandwidth for different types of 

traffic pattern when the home users are active on the network. ISPs can also 

manipulate home users‟ behavior and come up with such packages or schemes that 

will allow resourceful usage of their bandwidth and at the same time increase their 

earnings. Home user can also get an improved quality of service (QoS) as they will get 

necessary bandwidth for their activities. 

In short, our system not only provides a better solution to ISP clients who buy 

service plans with less bandwidth than required but also to those who purchase high 

bandwidth but their required internet traffic needs far less than that. This wastage of 

bandwidth can be tactfully handled by the system we have designed.  
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Chapter 5 

5. DISCUSSION 

We started off the project by first reading and understanding the three research 

papers of Nick Feamster [26][27][12]. The research papers gave us an overview of our 

project. We came up with the project idea by consulting and brainstorming with our 

advisor and co-advisor. 

We created an initial SRS document to identify requirements, different 

components, their functions and their relationships. This was done using entity 

relationship diagrams, test case diagram. We identified that our system will have two 

components i.e., UPC and IPC. These components were interdependent and performed 

a number of functions. Since this document, our requirements and functionalities 

changed as the project progressed. 

Our first task was implementing the UPC component. For this purpose we first 

identified the hardware i.e., the router we were going to use. The router was TP-Link‟s 

TL-WR1043ND. Next we identified the firmware we are going do it. We came up 

with OpenWRT. It is Linux distribution for embedded devices and is highly 

customizable. So we flashed our router with Attitude Adjustment (a version of 

OpenWRT) and configured the internet settings according to SEECS network. Later 

we found out that router has limited memory storage and we need to build our own 

customized image. 

Building an actual firmware was one hell of a task. As this was a totally new 

thing to us and none of our peers had done it before. After sending hours of searching 

we finally figured how to build the image. We build two images.  

1. RAMdisk image → used for testing purposes and can run without flashing it 

on router using serial port of router.  
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2. Squashfs image → it is burnt on router to run it and increases the nand count of 

router. 

Next step was to create a package for sniffing the packets from routers and 

identify the types of packets. For it, we searched and came up with libpcap. This 

packet capturing library sniffs the packets on desired interface and can also analysis 

the packet as well as filter it. We decided to filter packets based on destination ports. 

From ports we identified the type of service user was requesting like web, e-mail, file 

transfer etc. After creating a program which worked fine on Ubuntu 12.10, our next 

challenge was to make it OpenWRT compatible so that it can run on the router.  

We found a method to write the required makefiles and got to know the SDK 

for building the package. The building of package was quite time consuming. We 

encountered countless errors while building. We had errors of makefiles, ccache 

program, libraries compatibility issues. We tried each and every possible solution and 

finally solved the error. Finally, we got our first package prepared to be installed in the 

router. We installed, ran it and it worked according to our expectations.  

Next was to send the statistics to IPC. Initially we made a simple client and 

server program and tested it on one of the computers. The client code was integrated 

with our package and the other computer was made server to accept the connections 

from router. After this worked, we explored on how to setup a hypothetical isp. Due to 

lack of time we thought of setting up AAA server that will authenticate the home 

networks and allocated them bandwidth. We did setup a RADIUS server but 

unfortunately lack of a IEEE802.1X switch and unavailability of bandwidth to allocate 

to home users, we had to drop idea of setting up this server.  

Finally we decided to build a simple server that will perform the functionality 

of an ISP controller. We coded for the server functionalities and then synchronized the  

programs and packages. Now we wanted to create a GUI and webpage for both home 

users and ISP server. We coded in HTML and Jquery and got our webpage along with 

graphs representing total traffic and currently generated traffic. We finished our 
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project by adding a popup service for the home user. Using this popup service user can 

easily see his/her presently assigned tag.  

One of the major problems was SEECS internet connection. It redirects the 

entire traffic to proxy server. This way sniffer could sniff only traffic for web. So we 

decided to use wi-tribe [31] connection to get the traffic for email, file transfer and 

other services. Moreover, blocked ports of svn and git gave us problems as we had to 

build our program from homes.   
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Chapter 6 

6. CONCLUSION 

Internet usage increased exponentially during last century and is still on rise. 

This increase in demand puts high pressures on ISPs as they thrive to proficiently 

utilize their limited bandwidth. Whereas users want a better quality of service more 

than ever. They desire for improved home network performance. 

We present a solution of implementing such a system that will dynamically 

assign bandwidth to home networks according to type of traffic the user is generating. 

The system consists are two dependent components namely IPC and UPC. UPC will 

determine the type of traffic the user is generating and send to IPC for assignment of a 

tag called nutrition label. IPC will identify the highly generated traffic and assign the 

corresponding tag and assign the required bandwidth. The system also provides the 

home users and ISPs with visual graphs and popups for better understanding the 

behavior of the home users.  

The system has a number of advantages both for ISPs and home users. ISPs 

can avoid last mile link congestion and ensure throttle free service. ISPs can maneuver 

service plans according to home user usage. They can also effectively and efficiently 

use their bandwidth. User can become more technically educated. He/She is provided 

with a facility dynamic billing and user will pay for when and how much he/she uses. 

Moreover, ISPs and home users will be aware of traffic patterns because of the visual 

aids provided in form of graphs and popup services. 
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Chapter 7 

7. RECOMMANDTIONS 

1. The system can be implemented for multiple home networks by creating a 

database using MySQL. 

2. It can be improved by adding a proper billing mechanism with or close to market 

rates. 

3. The test bed can be implemented to actual home networks. This can be done by 

contracting with ISPs.  

4. We can manipulate the user‟s usage pattern by devising service plans that can not 

only benefit users but also ISPs. 

5. Such service plans can also help reduce congestion of last mile link during peak 

hours. 
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