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Abstract 

The main culprit behind the changing climate is carbon dioxide (CO2) along 

with other greenhouse gases and the impacts so far have been extremely severe. 

The forecast of CO2 emission is very crucial, especially for Pakistan as it is one 

of the top victims of climate change and extreme weather events. This study 

includes the forecast of CO2 emissions by using Auto-Regressive Integrated 

Moving Average (ARIMA) models and regression analysis. The emission data 

was obtained from globally available emission inventories and the forecast was 

done till 2030. This is the business as usual (BAU) scenario. Five other scenarios 

have also been developed for CO2 emission in the country till 2020, predicting 

it further by the end 2030. The scenarios developed are CPEC scenario, 20% 

increase and decrease from BAU scenarios and 40% increase and decrease from 

the BAU scenarios. These attempt to estimate the impactful emissions reduction 

percentage, which the country needs to adopt and other necessary changes in the 

existing policies of the country. The study clearly indicates that the emissions 

are going to increase by approximately 60% when the high priority energy 

projects under China Pakistan Economic Corridor (CPEC) will get operational, 

roughly by 2020. Under these situations the forecast shows increased CO2 

emissions and the country would not be able to meet its NDCs pledge at COP21, 

by 2030. Additionally, regression was carried out with the help of three 

independent variables; fossil fuel consumption, cement production and energy 

production. Regression results clearly indicate that the CO2 emissions will 

steadily increase with the increase in all the variables. This relation was found 

to be statistically significant with minimum error. 
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Chapter 1  

Introduction 

1.1. Background 

Climate Change has emerged as a global challenge since the late twentieth century. 

Continuous rise in temperature, shift in seasons, rise in sea level, and changed patterns of 

rainfall impacts the ecosystem, biodiversity and different human activities (Fang et al., 

2017). The greenhouse gases (GHGs) are the potent causal agents for the climate change 

(Nordhaus & William, 2006). Globally the policymakers are striving hard to address the 

issue of climate change.  

Main reason behind climate change is the increasing concentration of CO2 along with the 

other GHGs in the atmosphere. These concentrations are increasing due to ever increasing 

usage of fossil fuels (Mir et al., 2017), (Seinfeld & Pandis, 2006). Globally fossils fuels 

are being used to meet the energy demand and are the major source of CO2 emissions along 

with the other pollutants. According to International Energy Agency, electricity and heat 

production has been the biggest CO2 emissions source in 2016 as its contribution was 42% 

in the global emissions. After energy sector the industry was reported to be the largest 

emitter, then the buildings and constructions and lastly the transport sector (IEA, 2018). 

Therefore CO2 emissions are a major concern for all the countries including both developed 

and developing and require utmost attention. Out of all the greenhouse gases, CO2 

contributes approximately 63% to the greenhouse effect, making it a main contributor of 

the global warming (Sun et al., 2017). 
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The developing nations are generally more vulnerable to climate changes, despite being 

small emitters. Most of these countries have the requisite potential to curb the emissions in 

different sectors.  

1.2. Study Area: Climate Change and Development Scenario in Pakistan 

Pakistan CO2 emissions are minimum but it ranks seventh most vulnerable country to 

climate change, in the world as per the Global Climate Risk Index 2018. The country has 

the potential and imminent need to switch to green alternative measures in order to decrease 

their emissions (Yousuf et al., 2014). Map of climate change and related spatial diversity 

for Pakistan is shown in figure 1.1. 

Pakistan is the sixth most populous country with a population of 207.7 million as per 2017 

census. The annual growth rate comes out to be 2.4%, therefore the population is bound to 

increase in the coming years (UNFPA). This will increase the energy demand in the coming 

years. Pakistan is already an energy deficit country, which has impeded the development 

and badly impacted the economy over the years. In 2016 the power generating capacity 

was 17,000 megawatts (MW) and the demand was 22,000 MW, making demand supply 

gap of approximately 5000 MW (Rafique & Rehman, 2017).  

Keeping in mind the energy scenario of the country, the pledges made in the submitted 

INDCs by Pakistan were not well grounded. Even the climate experts of the country 

believed that the targets pledged could have been more tangible and well defined (INDC, 

2015). The country committed that by 2030 the emissions will reduce by 5% or 18% of the 

2012 level, subject to the financial support from developed countries (Ebrahim, 2015). 

The energy crisis situation in the country is changing now, due to the ongoing CPEC mega-

project that include numerous energy projects. The CPEC will contribute towards the 
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development and economic stability of the country. Investment in infrastructure, energy 

and industry sectors will increase the GDP growth rate (Ashraf et al. 2017). The worrisome 

aspect is that a sizeable chunk of energy mix of Pakistan is already based on thermal power 

plants. Natural gas used for electricity production, contributes more than 50% of the CO2 

emissions in the country (Mohiuddin et al., 2016). The fuel is mostly imported (60% of its 

total foreign exchange) and is already a stress on the economy (Rafique and Rehman, 

2017). Now under CPEC, 10,187 MW generating capacity, energy projects have already 

been started. About 68% (6900 MW) of the 10,187 MW are coal based power plants (Amin, 

2018). Therefore the CO2 emissions are bound to increase at a higher rate in the near future 

and will further aggravate the impacts of climate change in the country. 

 

 

Figure 1.1. Map of Climate change and related spatial diversity shown for Pakistan  

(Source: Ali, 2018) 
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The CO2 emissions forecast in this study will give an estimation to where the country will 

stand in 2030, if the emissions situation remains the same as in the base years; BAU 

scenario. Also the CO2 emissions situation if we increase our emissions especially in the 

wake of CPEC and if we start to lower the emissions. It would ultimately tell us if the 

country will be successful in achieving the goals as pledged and it will also aid the policy 

makers, for appropriate mitigation actions and green planning regarding energy 

consumption. 

1.3. Objectives 

1. To study the trends of CO2 emissions from energy consumption in Pakistan during last 

decades. 

2. To forecast CO2 emissions from energy consumption, in Pakistan. 

1.4. Justification of Topic Selection 

Pakistan is gradually shifting from agriculture based economy to industry based economy. 

This shift along with high energy demand is bound to increase the air pollution in the 

country. Energy sector is the country’s major contributor of adding CO2 in the atmosphere. 

With increasing population, increase in transport system and consequently vehicular 

emissions are also increasing. According to Baber (2008), a Pakistani vehicle emits 25 

times higher CO2 than vehicles in US. 

As for now the Pakistan’s global CO2 contribution is 0.8% but the country is highly 

vulnerable to climate change and the now frequent episodes of flood, heat waves, and 

abnormal precipitation patterns are undeniable proofs. If the CO2 emissions are not limited 

then this is going to cause havoc in the region.  
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CPEC mostly consists of coal based energy projects. Coal has high carbon content and it 

will have severe implications on the environment and will prove to be a major setback for 

the carbon reduction pledge at the COP21 (Lin & Ahmed, 2017). 

Pakistan being the vulnerable country is facing potential threats to its water, food and 

national security: 

 Pakistan has faced extreme weather events and these events have become more 

frequent in the recent past. 

 Due to rise of sea-level, saline water penetrates into the Indus Delta. 

 With the depletion of Hindu Kush Himalaya glacier increased amount water flows into 

Indus River System. 

 With the increase in temperature country has faced reduced crop productivity, 

impacting agriculture. 

(Source: National Climate Change Policy, 2012.) 

This study will help the concerned policy makers in understanding not only of the current 

scenario but will also get a clear picture of the future trends of CO2 emissions in the 

country. They would realize the needs to strategize the future plans and would modify their 

existing policies accordingly. The best answer to fight the rising CO2 emissions and to 

reduce the climatic impacts would be pursued. 

1.5. Relevance to National Needs 

 It has been found that this region has faced changed monsoon rainfall patterns and the 

intensity of rainfall has increased. These changed patterns have resulted in massive 

floods in the country. Recent examples include floods of 2003, 2007, 2010, 2011 and 

these events have continued to occur on regular basis, killing many people and 
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rendering many homeless and also impacting country’s economy (Rasul et al., 2012). 

 Heat waves are one of the major causes of weather related casualties in Pakistan. The 

incidence of heat waves in the country will increase with global warming. Some of the 

highest temperatures were recorded in the country in recent years. In 2015 a severe heat 

wave struck Sindh province especially Karachi, with estimated death toll of 1200 

(Chaudhary et al., 2015). 

 Other impacts include Saline water incursion leading to increased salinity and water 

logging, vulnerabilities of Indus Delta, droughts, coastal erosion, increased crop water 

requirement (Rasul et al., 2012). 

1.6. Significance of the Study 

 This study will create a database of energy consumption and CO2 emissions for further 

analysis. 

 The forecast will present a clear picture of the emissions till 2030. The CO2 scenarios, 

especially the CPEC scenario will help the policy makers to see if the existing policies 

are enough to achieve the targets pledged (NDCs).  

 It will enable decision makers and concerned people to decide which power project will 

be more suitable for Pakistan i.e. coal power projects or renewable energy projects. 

 The concerned people will recognize the vulnerable climatic situation in the country 

and timely actions will be taken in order to cope with the life threatening events, which 

are occurring and are likely to intensify in future. 
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1.7. Areas of Application 

The large beneficiaries for this proposed study include academia, policy-makers and 

decision-makers in the areas of energy sector and climate change. Especially involved in 

planning and implementation of adaptation and mitigation strategies. Specific audience 

include both; national and international atmospheric science communities, climate change 

departments, research centers and cells, energy sector, industry sector, environment 

department, tourism department, ecologists, division planners and policy-makers. 

Outcomes of this study may lead to more reliable air quality parameters, low vulnerability 

to climate change, incorporation of green environmental practices and technology and the 

development of effective abatement and mitigation strategies of GHGs. 

 

 

 

 

 

 

 

 

 

 

 

 



8 
 

Chapter 2 

Literature Review 

2.1. Carbon Dioxide in the Atmosphere 

Greenhouse gases absorb the thermal infrared energy radiated by land and ocean surfaces 

(warmed by sunlight) and with time release it. Carbon dioxide is one of the gases to absorb 

that heat. In absence of the greenhouse effect, the average temperature of earth would be 

below freezing, making the living conditions extremely harsh. In the recent years, the 

increases in greenhouse gases has disrupted the balance of earth's energy budget, therefore 

increasing the earth's average temperature. A single CO2 molecules have a short residence 

time of approximately 5 years in the atmosphere. The additional CO2 in the atmosphere 

stays there on a time scale of centuries (Lindsey, 2018). 

The Global Warming Potential (GWP) of CO2 is less than other greenhouse gases; methane 

and nitrous oxide but is more potent as its residence time and concentration in the 

atmosphere is more. In comparison to water vapors, its GWP and concentration is less but 

it absorbs those thermal energy wavelengths that water vapor does not, thus making it a 

distinctive GHG. It has been observed that increase in CO2 concentration in the atmosphere 

is responsible for more than half of the imbalance in the energy budget and has led to 

overall temperature increase. (Lindsey, 2018). 

CO2 is released in the atmosphere, primarily due to anthropogenic activities. CO2 

contributes approximately 63% to the greenhouse effect, therefore it a chief contributor of 

the climate change (Sun et al., 2017).  Carbon dioxide concentration is on a steady rise 

because of the burning of fossil fuels. Fossil fuels includes natural gas, coal and petroleum 

that contains carbon, which plants took from the atmosphere through photosynthesis over 
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the span of millions of years. By burning the fossil fuels the carbon is being returned to the 

atmosphere. The CO2 emissions from energy consumption are different in different 

countries. This difference is due to diverse domestic energy conformations (Olabemiwo et 

al., 2017). 

2.2. The Carbon Cycle  

For many decades now, anthropogenic activities have been a huge part of a biogeochemical 

cycle; the carbon cycle. The carbon exchange takes place between atmosphere, lithosphere, 

biosphere, oceans and organic matter in soil. This carbon takes different formations during 

the exchange (Rice et al., 2004).  

The basic carbon cycle is has following steps (Ophardt & Emeritus, 2013): 

1. Photosynthesis:  

Photosynthesis is complex reaction series that helps plants to convert the atmospheric CO2 

to carbohydrates (glucose). 

6CO2 + 6H2O ------> C6H12O6 + 6O2 

 

2. Respiration/Metabolism: 

When organic matter reacts with oxygen to give carbon dioxide, water and energy, it is 

combustion. Metabolism takes place when animals digest the organic matter consumed as 

food. In their cells chain reactions occur in the presence of oxygen. It converts 

carbohydrates into CO2, water and energy. Bacteria also decompose waste materials 

(organic) and similar reaction takes place. 

C6H12O6 + 6O2 ------> 6CO2 + 6H2O + Energy 
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3. Sedimentation: 

Globally, the carbon cycle utilizes the carbon existing in fossil fuels, rocks, soils, 

atmosphere and oceans. Carbon dioxide is water soluble therefore it is absorbed into water 

bodies. In marine ecosystems, the shelled organisms make calcium carbonate from this 

absorbed CO2. When they die, they drop to the bottom and the calcium carbonate 

accumulate as sediments. Figure 2.1 shows the steps of carbon cycle in all the spheres. 

H2O + CO2 ----> H2CO3 ----> H+ + HCO3
- 

HCO3
- ----> H+ + CO3

-2 

CO3
-2 + Ca+2----> CaCO3 

 

Figure 2.1. The Carbon Cycle (Source: Ophardt & Emeritus, 2013) 
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2.3. Sources and Sinks of Carbon Dioxide 

Natural sinks and sources also contribute in the net CO2 emissions. For CO2 the sources 

are natural and anthropogenic. As discussed above natural sources include oceans, 

respiration, decomposition, volcanic activities and forest fires. The anthropogenic activities 

that directly release CO2 in the atmosphere are; fossil fuel, biomass fuel consumption in 

vehicles, residential and public sector, manufacturing and industry sectors (majorly from 

cement production) and urban areas. Land use change and deforestation is also responsible 

for CO2 release in the atmosphere. (Velasco et al., 2014).  

Similarly the sinks are categorized as natural sinks and artificial sinks. Terrestrial sinks 

include vegetation and soils. During the day photosynthesis takes place and scoops CO2 

from the atmosphere. Respiration release CO2 in the atmosphere in small amount. Soils 

and underground activities also release CO2 in the atmosphere (Prairie and Duarte, 2007). 

Oceans also act as CO2 sinks and help to sequester carbon from the atmosphere. 

The artificial carbon sequestration involves efforts to enhance natural sinks. It also include 

many other techniques such as geological sequestration which includes inserting CO2 into 

the concealed geological formations such as old fuel reservoirs, coal seams and aquifers 

that are unable to be mined. Regenerative agriculture is a method to enhance the 

sequestering potential of soils. Another technique is mineral sequestration, where CO2 is 

injected into magnesium or calcium rich areas. The CO2 reacts with magnesium or calcium 

and form carbonate salts. Currently, CO2 capture is being done mostly by absorption it onto 

numerous amine-based solvents (Carbon sequestration-artificial vs. natural). The current 

research is not enough on the above mentioned artificial processes and need further testing 

and improvement. Table 2.1 shows the carbon balance in the atmosphere. 
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Table 2.1. Carbon Balance in Atmosphere (Source: Rice et al., 2004) 

 

 

2.4. Increase in Atmospheric CO2 

The global atmospheric CO2 is on a steady increase from the start of industrial revolution. 

The emissions have been on a steady increase ever since. In 1850s when industrial 

revolution started the CO2 concentration was 280 ppm and it went up to 381 ppm in 2006. 

The concentration of CO2 has not been this high in the last 20 million years as it is today. 

The recorded rate in the recent years is highest from the time official monitoring began in 

1959 (Canadell et al., 2007).  

Three factors majorly determine the growth rate of atmospheric CO2. These factors include: 

economic activity on a global level, the carbon demanding economy, and lastly the 

performance of sinks and sources of carbon. It has been observed that from 2000 onwards, 

the economy of the world has been on a steady increase. Therefore the carbon emissions 
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for every unit of economic activity has been increasing, and the effectiveness of carbon 

sinks has been decreasing. These changes collectively are leading towards an increased 

atmospheric CO2 emissions worldwide. (Canadell et al., 2007). 

The global growth rate from 2000 to 2006 has been recorded to be 1.93 ppm y-1. Net 

atmospheric CO2 emissions from 1959 to 2006 along with the sinks and sources are shown 

in figure 2.2 

 

Figure 2.2. Global Warming Potential (Fossil Fuel), 1970-2006 (A). Net CO2 

1959-2006 (B). Global Warming Potential (Fossil Fuel), based on market 

exchange rates (USD) (B1). Sources of CO2 emissions in atmosphere (B2) 

situation of atmospheric CO2 and sinks. (Source: Canadell et al., 2007) 

 

 



14 
 

2.5. Emissions Inventories 

The emission inventories developed for CO2 only considers the CO2 emissions from fossil 

fuel combustion. The emissions data from humans, soils and the potential offset by 

vegetation in urban areas are not taken into account, despite being important sources and 

sinks (Velasco et al., 2014). These emissions are calculated on the basis of energy 

economics and statistics. They are calculated for a long period and are usually available as 

annual datasets. These calculations do not include the diurnal fluctuations in the associated 

activities and also the spatial distribution of CO2 emissions generation points. A common 

method to quantify the concentration of air pollutants is the bottom-up aggregation 

approach. It includes emission factors and the activity log as well as respective 

technologies. It also includes their spatiotemporal distribution (Velasco et al., 2014). 

The accuracy of these emission inventories is a key for the efficient and effective design 

of policies and strategies for GHG mitigation (Smit et al., 2010). If correct activity log is 

employed then the data from the existing emission factors can be used to correctly predict 

the emissions (Andres et al., 2012). Small errors can cause huge uncertainties during 

analytical processes (Marland, 2008), (Velasco et al., 2014).  

2.6. ARIMA Models for the Forecast 

 The accurate forecasting of CO2 emissions would help the concerned policy makers in 

understanding the current scenario as well as the future trends in the CO2 emission. It would 

help them in modifying their existing policies accordingly. 

ARIMA models have been employed to forecast the CO2 emissions. CO2 emissions and 

energy consumption, due to their importance and impacts, has been modelled for many 

countries. ARIMA models are widely preferred forecasting models because the best fit 
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model is selected according to the time series data available and its flexibility (Sen et al., 

2016). The ARIMA models were first employed by Box and Jenkins and are sometimes 

called Box-Jenkins models (Box & Tiao, 1975). After that a number of studies have been 

conducted where exclusively ARIMA models have been used for the forecasting, because 

of their efficiency (Sen et al., 2016). 

CO2 emissions, due to severe impacts, has been modelled using ARIMA models. Pao and 

Tsai (2011) compare Grey Model (GM) and ARIMA for three different variables; energy 

consumption, CO2 emissions and economic growth. The results indicate that all the best fit 

models of GM and ARIMA have mean absolute percent error (MAPE) of 3% making the 

forecasting performance of both models highly significant. Pao et al. (2012) employ the 

ARIMA linear model along with three other forecasting models; the nonlinear GM (1, 1), 

nonlinear grey Bernoulli model (NGBM) and NGBM-OP (optimized). All models 

forecasted CO2 emissions, energy consumption and GDP for China. The study proposes 

that China should devise such policies and strategies that will not only improve energy 

efficacy but will also help to conserve energy. Liu et al. (2014) tries to check if China can 

achieve its reduced CO2 emissions target set at the Copenhagen Conference from the 

perspective of the country’s current thermal power scenario. The forecast results clearly 

indicate that if the thermal power plants of China continue to expand at the present rate 

then an increasing trend of CO2 emissions is inevitable and set targets would be hard to 

achieve.  

Tudor (2016) investigated CO2 emissions in Bahrain by using seven different forecasting 

models including ARIMA. According to the forecast results Bahrain cannot meet its target 

of reduced carbon emissions set at Kyoto Protocol. Sen et al. (2016) investigates pig iron 
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manufacturing organization in India and forecast energy consumption and GHG emissions 

by employing ARIMA model. The results were aimed to know the best fit model of 

ARIMA so that the forecast can help the managers to know the future trends of the chosen 

variables, in order to improve the environmental policy. Nawaz et al. (2018) used ARIMA 

models to forecast energy consumption and CO2 emissions for the first time in Pakistan. 

The study finds the best fit model for both, energy consumption and CO2 emissions. The 

findings will aid the policy makers to develop approaches which will help to minimize the 

negative impacts of CO2 emissions in the country without compromising on its 

development.  

The ARIMA model has some limitations as well. It works efficiently for long time series 

data (preferably 50 observations) whereas regression is efficient for small time series data 

(Abeysinghe et al., 2003). Second limitation is that the ARIMA is appropriate if forecasting 

is done for small period of time (for example 10 years) but it is not deemed appropriate it 

forecasting is being done for long period of time (for example 20 years or more). It has 

also been observed that if the dataset is long and extensive then the ARIMA forecasting 

performance improves and is deemed accurate (Sen et al., 2016). 

2.7. Regression Analysis for CO2 Emissions 

Regression analysis has been successfully employed in many forecasting studies as well. 

Olabemiwo et al. (2016) conducted a study where they forecasted CO2 emissions in Persian 

Gulf States which are world largest producers of crude oil and gas. They employed the 

least square technique and the result of these seven states showed that the CO2 emission 

will increase at a rate of 7.7% per year. Similarly for forecasting the residential energy 
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consumption, Fumo & Biswas (2015) used the regression analysis. Simple and multiple 

linear regression and quadratic regression analysis were performed. 

In case of Pakistan several studies have been found where cointegration relationship was 

explored. The variables were CO2 emissions, trade, consumption of energy and lastly 

economic growth in case of Pakistan (Shahzad et al., 2017). Another study employed 

dynamic causality analysis for Carbon emissions, energy consumption and economic 

growth (Mirza & Kanwal, 2017). Kuznets curve has also been explored for Pakistan 

(Ahmed & Long, 2012). Hardly any study was found where multiple regression was done 

the with variables; CO2 emissions, energy production, fossil fuel consumption and cement 

production. This study covers this aspect along with the univariate ARIMA models. 

2.8. Rationale of the Study 

Since energy sector is a huge contributor of the CO2 emissions, and impacts have been 

severe, hence forecast of CO2 emissions becomes pivotal.  Previously many studies have 

been conducted in which CO2 emissions have been forecasted for many countries, as 

reviewed above. In case of Pakistan, only one study has been found by Nawaz et al., in 

2018 in which both energy consumption and CO2 emissions have been forecasted using 

ARIMA model. There was hardly any study found which included different CO2 emission 

scenarios especially the CPEC scenario.  

The study will help the concerned people to adopt certain measures, to curb the CO2 

emissions and lessen the adverse impacts because of it. Apart from energy, the major 

sectors to target are industry, transport, agriculture, forestry, land use change and planning 

(Lin & Ahmed, 2017). 
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Chapter 3 

 Materials and Methods 

3.1. General Methodology 

CO2 emissions data was obtained from three global emission inventories database; 

Emissions of Atmospheric Compounds and Compilation of Ancillary Data (ECCAD) 

Database, Emission Database for Global Atmospheric Research (EDGAR) Database and 

Carbon Dioxide Information Analysis Centre (CDIAC) Database. The database has annual 

sector wise CO2 emission and the total emissions over Pakistan. The units for REAS dataset 

were converted to make them uniform with other datasets. The Mann Kendall test was 

employed on the time series data to identify the significance of the trend. The datasets were 

then correlated with fossil fuel energy consumption, total energy production, thermal 

energy production and cement production data for Pakistan. The inventories datasets were 

also correlated with the Satellite CO2 emissions (AIRS and OCO-2).  

The CO2 emissions datasets from inventories were then subjected to ARIMA model in R 

software (R Development Core Team, 2018) to forecast the CO2 emissions till 2030. The 

accuracy of the model was calculated in percentage using Mean Absolute Error (MAE). 

Different scenarios were developed for CO2 emissions and ARIMA was employed on them 

to get predictions till 2030. It will help to analyze the CO2 emission level by 2030. 

Additionally multiple regression was employed on the inventories data along with the three 

variables; fossil fuel consumption, energy production and cement production. Regression 

analysis was performed in Stata (StataCorp., 2015) and the respective results were 

compiled. 
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3.2. Tools involved in the Study 

Different tools were used to carry out the study and to perform the required statistical tests. 

Table 3.1 gives an account of the software involved in the present study along-with their 

respective purpose. 

Table 3.1. Tools used to carry out the Study 

No. Tools Purpose 

1. R 3.5.0 The software was used to make data stationary and run 

ARIMA model to get the emissions forecast till 2030. 

2. Stata SE 14 This datasets were subjected to multiple regression  

3. Excel Stat It was used to employ Mann Kendall Test  

4. MS Excel Correlations, graphs, tables and figures were made in MS 

Excel. Mean Absolute error was also calculated.  

5 ArcGIS 10.3.1 Extracted satellite CO2 emissions data over Pakistan 
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3.3. Detailed Methodology 

3.3.1. Data Acquisition 

The CO2 emissions datasets were acquired from three different global emission inventories 

database; ECCAD, EDGAR and CDIAC. The CO2 emission datasets are annual averages. 

REAS data download from ECCAD database is shown in figure 3.1. All inventories except 

REAS have data of sector wise CO2 emissions and then total CO2 emissions is given. The 

details of different datasets acquired are given in the table 3.2.  

Satellite data for CO2 emissions was taken from AIRS and OCO-2. This data was available 

in moles and was converted to parts per million (ppm), it is mean monthly data from 2002 

to 2016. The satellite data was extracted over Pakistan using ArcMap (ESRI, 2015) as 

shown in figure 3.2 and the yearly means were calculated in Excel. As the three datasets 

were found to be highly correlated therefore we ran regression for one inventory dataset. 

The EDGAR dataset was analyzed with different variables. The variables selected for this 

study includes: 

1. Fossil fuel Energy 

2. Energy Production 

3. Cement Production 

The fossil fuel energy consumption data for Pakistan was retrieved from International 

Energy Agency; IEA (1970-2014), total energy production data for Pakistan was retrieved 

from Power System Statistics Report (1970-2014) and Cement production data for Pakistan 

was retrieved from All Pakistan Cement Manufacturer Association (1990-2015). 
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Table 3.2. CO2 emission datasets specifications 

No. 

 

Inventory 

type 

Inventory 

Database 

Sectors Time Duration Units 

1. CDIAC CDIAC Fuels (solid, liquid and 

gas), Bunker Fuels, Gas 

Flares and Production of 

Cement 

Annual 1972-2014 Kt 

2. EDGAR 

 

EDGAR Manufacturing Industries 

and Construction, 

Residential and other 

sectors, Solid fuels,  

Annual 1970-2015 Kt 

3. REAS ECCAD None Annual 1980-2010 kg/m2/s 

 

 

Figure 3.1. REAS data retrieval from ECCAD database 
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Figure 3.2.  Satellite Observations for CO2 emissions extraction over Pakistan in ArcGIS 

 

3.3.2. Unit Conversions 

First the units for REAS datasets were converted from kg/m2/s to kilotons (kt), for every 

year, to make it align with the other inventories data. It was unit conversion where kilogram 

was converted to kilotons. Additionally the time was changed from second to year and the 

area (m2) was taken that of Pakistan. 

Satellite data for CO2 emissions, available in moles, was converted to parts per million 

(ppm). The conversion was done by multiplying the moles with a million (106). 

                        Concentration in ppm = Concentration in moles x 106 

Then the satellite data (ppm) was converted from ppm to kiloton so that a proper 

comparison can be done of satellite data with the inventory data (which is in kilotons) after 
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the correlation. The formula is given below: 

Concentration in mg/m3 = Conc. in ppm x Molecular Weight 

                                            Air at STP 

(Source: http://www.aresok.org/npg/nioshdbs/calc.htm) 

Concentration in mg/m3 was converted to kt/m3 and multiplied by volume to get the 

concentration in kton. Volume for Pakistan was taken as: 

Area for Pakistan = 796096 km2 or 7.9x1011 m2 

Height = 150m (Existing Stack Height) (Engconsult Ltd., 2012). 

Volume = 1.185x1014 m3 

 

3.3.3. Correlation and Comparisons 

 The inventories and their respective sectors were compared and analyzed. The inventories 

were correlated with the independent variables selected for the study. The satellite data and 

inventories data were also correlated and the results were duly recorded. Microsoft Excel 

was used for correlation and comparisons.  

Correlation is when we try to find statistical relation between two variables. It is used to 

measure the linear relationship as well as the direction between two continuous variables. 

By better understanding the relationships between variables we can carry out our data 

analysis and modeling. When the variables are increasing or decreasing together than the 

correlation is positive. When both variables are moving in opposite directions than the 

correlation is negative. Correlation can be neural or zero, when no relationship between the 

variables is found. (Correlation, 2006) 
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3.3.4. Trend Test 

The trend test is widely used to identify if the trend is significant in time series data. Man-

Kendall test was employed for identifying the significance of the trend of available 

datasets. It is a trend test that has been extensively used on climate data, hydrological data 

and environment data. The main purpose is to check if the values of a time series increase 

or decrease with the increase in time (Pohlert, 2016). 

For the test we assume that: 

The null hypothesis, H0 = no significant trend is present  

The alternative hypothesis, Ha = significant trend is present 

Ha is accepted in the case when the p-value is less than the significance value; 0.05. In this 

study the Mann Kendall test was performed in Excel Stat as shown in figure 3.3 to check 

the significance of the trends of the datasets. 

 

Figure 3.3. Mann Kendall Test employed in Excel Stat 
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3.3.5. ARIMA 

ARIMA model was chosen because of its flexibility, worldwide applicability and 

acceptability. Though this model has not been commonly used for Pakistan CO2 emissions, 

it is being widely used for the forecast of time series data for many other countries. 

According to ARIMA forecast technique the variable current values depend upon its own 

lags along with the current and previous lags of the white noise error term of that variable 

(Nawaz et al., 2018).  

ARIMA are univariate time series models based on ARMA Model. The ARMA model is 

used in the case when the datasets are already stationary on the other hand ARIMA model 

is used when the datasets are not stationary. The ARIMA models were first employed by 

Box and Jenkins and are sometimes called Box-Jenkins models (Box & Tiao, 1975). The 

typical steps involved in ARIMA model are model selection, parameters calculation, and 

lastly the forecast (Mondal et al., 2014). 

The AR(p) model means Auto-Regressive model of order p (Yuan et al., 2016). The 

equation is:  

yt = b + φ1bt−1 +…+ φpbt−p + bt                 (i) 

Where: 

φ1 … φp = Model parameters  

b = Constant 

bt = Error/Noise 

 

The MA(q) model means Moving Average model of order q. the equation is: 
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yt = b + θ1bt−1 +…+ θqbt−q + bt                (ii) 

Where:  

θ1 … θq = Model parameters 

μ = Expectation of yt (usually assumed as 0) 

bt, bt−1, …, and bt−q = Error/Noise 

 

The ARMA (p, q) is a combination of both AR (p) and MA(q) models. The equation is as 

follows: 

yt = μ + φ1yt−1 + φ2yt−2 +….+φpyt−p + θ1ut−1 +θ2ut−2 +….+θqut−q + ut      (iii) 

If the variables are not stationary at the level then dataset is differenced, and the ARMA 

model is converted into ARIMA (Nawaz et al., 2018). ARIMA model is a non-seasonal 

model which is employed on yearly data. It is also written as ARIMA (p,d,q) model where 

p,d,q are non-negative integers (Nau, 2018), where: 

p = the autoregressive terms, the (AR) part 

d = the differences needed to make data stationary, the (I) part 

q = the errors present in the equation, the (MA) part. 

 

R Studio was used for employing ARIMA in this study as shown in figure 3.4. First, the 

datasets were imported and made stationary as all our datasets were not stationary. 

Augmented Dickey Fuller test was employed, developed by Dickey and Fuller (Dickey & 

Fuller, 1979), to check the stationarity. The data is differenced to make it stationary and 

optimal parameters (p,d,q) are determined.  
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The ACF (autocorrelation function) and PACF (partial autocorrelation function) were 

checked whether the model selected by Akaike Information Criteria (AIC) technique is 

suitable. The AIC is an important measure of a statistical model. It checks the goodness of 

fit of the model. Usually a model with lowest AIC value is chosen because it is considered 

almost similar to the real data. AICc is the correction of AIC and for selecting best fit model 

AIC/AICc has been deemed more beneficial than using BIC (Bayesian Information 

Criterion) (Anderson, 2008). The best fit model was then employed for the forecast. After 

the forecast, the accuracy of the model was checked by Mean Absolute Percent Error 

(MAPE) and by calculating Mean Absolute Error (MAE) (Mondal et al., 2014).  

3.3.6. CO2 Emissions Scenarios 

This study not only forecasts the business as usual (BAU) CO2 emissions scenario till 2030 

but also forecast emissions in case of four other scenarios. These scenario have been 

developed for the first time in case of Pakistan. The CPEC scenario holds more significance 

as it is based on real case scenario. The scenarios used and developed for this study are 

listed: 

a. CPEC scenario, when coal based energy projects under CPEC will be operational. The 

high priority energy projects which would be operational by 2020 were selected and 

the CO2 emissions were calculated from their energy generating capacity (Amin, 2018). 

Theses emissions were added in the BAU scenario and then the forecast was done till 

2030. 

b. 40% increase in BAU scenario was developed to show what is likely to happen by 2030 

if the country increase its investment in non-renewable energy projects such as coal 

based projects.  
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c. 20% increase in BAU scenario try to show what is likely to happen by 2030 if the 

country invest equally in renewable energy projects along with the coal based projects.  

d. 20% decrease in BAU scenario try to show what is likely to happen if the country gives 

attention towards initiating mitigation projects and make an effort to curb its emissions 

as pledged in its submitted INDCs. 

e. An ideal scenario was also developed where emissions were reduced by 40%, to show 

what can happen if the country decides to replace its major chunk of energy mix from 

coal based to renewable and green energy.  

 

Figure 3.4. ARIMA models employed in R Studio 

CPEC Scenario was developed, where the energy production data from the new coal Power 

energy projects were added in the business as usual scenario. The Coal Power Plants under 

the CPEC would contribute 6900 MW of the total 10,187 MW (68%). All the high priority 

projects would be operational by 2020 in Pakistan (Amin, 2018). The energy production 

data (MW) was converted to CO2 equivalent as 1KWh = 1689g CO2 equivalent (IPCC 
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Report, 2011). The additional CO2 emissions were added in the current emissions and the 

data was extended till 2020. ARIMA model was then employed on the developed scenario 

and the emissions were forecasted till 2030. At the end percent relative change for all the 

forecasts was computed. 

3.3.6. Regression Analysis 

As the three inventories were highly correlated therefore the CO2 dataset for EDGAR 

inventory was subjected to Regression analysis by using three independent variables as 

discussed above: 

1. Fossil fuel Energy 

2. Cement Production 

3. Energy Production 

First the unit root test was executed on the CO2 datasets as well as the independent variables 

selected, to check the stationarity. After which the type of statistical model was chosen 

depending on the stationarity. The regression model varies with the number of differences 

taken to make the datasets stationary. All the datasets were stationary at order one i-e after 

the first difference I(1). This satisfies the condition for OLS regression. The ordinary least 

squares is a form of linear regression and the equation for multi linear regression is given 

(Fumo & Biswas, 2015): 

yi = bo + b1x1 + b2x2 ….+ bpxp + e 

Where, yi = Response Variable 

bo = Estimate of regression intercept (constant) 

b1, b2, bp = Regression Coefficient 
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x1, x2, xp = Predictor Variable 

e  = Error term (divergence between observed and predicted values) 

After regression, unit root test was executed on the residuals to check if they were 

stationarity or not. Residual (r) is the error term which is computed by taking the difference 

between the observed value (x) and the predicted value (xo) of the dependent variable. All 

the data points have their respective residuals.  

Residual = Observation - Prediction 

  r = x - xo 

Stationary residuals indicate that the ordinary least squares is the correct model chosen to 

carry out the regression. The unit root test employed for this study was augmented dickey 

fuller test (ADF).  All these analysis were performed in Stata as shown in figure 3.5. 

 

Figure 3.5. Regression Analysis employed in Stata 
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3.3. Methodology Flow Chart 

The study was commenced in the manner explained by the flow chart given below.                         
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Figure 3.3. Flow chart of the study highlighting the methods and materials used 

to carry out the study 
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Chapter 4 

Results and Discussion 

4.1. CO2 Emissions trend for Pakistan 

The total CO2 emission of the global emission inventories for Pakistan can be seen in figure 

4.1. The datasets from all inventories clearly indicate that the CO2 emissions have increased 

manifolds since 1970. The statistical summary of the datasets is given in the table 4.1. 

 

Table 4.1. Statistical Summary of the Inventories Datasets 

Variables Observations Minimum 

(kt) 

Maximum 

(kt) 

Mean Std. 

deviation 

 

CDIAC  43 18929.1 166298.5 84697.7 50512.4 

EDGAR  46 18827.2 174843.4 81958.2 51585.7 

REAS  31 25353.7 158397.8 77955.6 37804.7 

 

The anthropogenic emission data, for different sectors and for different fuel types, was 

available for EDGAR and CDIAC respectively. CDIAC sector wise emission data clearly 

indicate that the liquid and gas fuels are the major sources of CO2 emissions, followed by 

solid fuels. EDGAR sector wise data indicates that the energy, transport and residential 

sectors as well as manufacturing industries are the main CO2 emissions sources. Figure 4.2 
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gives the assessment of sector wise emissions record for Pakistan whereas the pie charts 

given in figure 4.3 gives their relative percentage. 

 

Figure 4.1. Time series of the inventories (a) CO2 emissions for Pakistan from 1970 to 2015- 

EDGAR Inventory (b) CO2 emissions for Pakistan from 1980 to 2010-REAS Inventory (c) 

CO2 emissions for Pakistan from 1972 to 2014-CDIAC Inventory 

 

(c) 

(a) 

 

 

   (b) 
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Figure 4.2. Sector wise emission data available for the inventories (a). Anthropogenic CO2 

emissions in Pakistan-CDIAC (b). Anthropogenic CO2 emissions in Pakistan-EDGAR 
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Figure 4.3. Pie Charts for anthropogenic sector wise CO2 emissions in Pakistan 

(a). For CDIAC inventory  (b). For EDGAR inventory 

 

4.2. Correlations of Inventories Datasets with Satellite Observations and 

Independent Variables 

The correlation of all the inventories with each other was calculated. As indicated by table 

4.2(a) the inventories are highly correlated with each other. The correlations between 
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inventory and satellite data and the inventories with the independent variables were also 

computed. The results indicate that all the datasets are highly correlated; with the satellite 

data as well as with the variables chosen for the study. The results of correlation of satellite 

data with inventory data are given in the table 4.2(b). The results of correlation of 

independent variables with inventory data are given in the Table 4.2(c). 

 

Table 4.2(a). Correlation among the Inventories Datasets 

Inventories  EDGAR-CDIAC EDGAR-REAS REAS-CDIAC 

Correlation 0.99 

 

0.98 

 

0.98 

 

 

 

Table 4.2(b). Correlation between Satellite Observations and Inventories Datasets 

Inventories CDIAC EDGAR REAS 

Satellite Data 0.87 0.81 

 

0.87 

 

 

Figure 4.4 shows the comparison of the inventories datasets with the fossil fuel 

consumption for Pakistan whereas figure 4.5 shows the comparison of inventories datasets 

with total energy production of Pakistan and lastly figure 4.6 shows the comparison of the 

inventories datasets with the cement production for Pakistan. 
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Figure 4.4. The graphs showing the relationship between the CO2 Emission (kt) and fossil 

fuel consumption (% of total energy consumption) for Pakistan (a) for CDIAC (b) for 

EDGAR (c) for REAS 

 

 Table 4.2(c). Correlation of Predictor variables with the Inventories datasets 

Variables CDIAC EDGAR REAS 

Fossil Fuel Consumption 0.92 

 

0.93 

 

0.91 

 

Cement Production 0.95 0.94 

 

0.94 

 

Energy Production 0.98 0.98 

 

0.95 

 

(a) (b) 

(c) 
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Figure 4.5. The graphs showing the relationship between the CO2 Emission (kt) and total 

energy production (MW) for Pakistan (a) for CDIAC (b) for REAS (c) for EDGAR 

 

(a) (b) 

(c) 
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Figure 4.6. The graphs showing the relationship between the CO2 Emission (kt) and cement 

production (Million tons) for Pakistan (a) for CDIAC  (b) for EDGAR (c) for REAS 

 

Satellite data units were converted from ppm to kilotons to make it more align with the 

inventories data. As satellite data was monthly therefore yearly averages were taken for the 

satellite and inventories data comparison. The comparison is given in figure 4.7 below. In 

principle the satellite emissions should be more than the inventory emissions. In this case 

all the inventories data shows higher CO2 emissions in comparison with the satellite data. 

The reason is that for satellite data we have taken the height only 150 meters (existing stack 

height in Pakistan) therefore the emissions under this height is lower. 

(c) 
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Figure 4.7. Comparison between Satellite observations and Inventory data (a) Satellite and 

CDIAC inventory comparison (b) Satellite and EDGAR inventory comparison (c) Satellite 

and REAS inventory comparison 
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4.3. Mann Kendall Test 

The Mann Kendall test was employed on the datasets in Excel Stat and the results were 

recorded accordingly. The test results show that the observed trends are statistically 

significant for all the datasets. The p-value was less than 0.05, therefore alternative 

hypothesis (Ha) was acceptable, which was the existing temporal trends in the time series. 

The results for the test are given in the table 4.3. After checking the significance of the 

datasets, we applied the statistical tests on them. 

Table 4.3. Mann-Kendall trend test / Upper-tailed test 

Trend/Upper 

Tailed Test 

EDGAR REAS CDIAC 

Kendall's tau 0.965 0.943 0.97 

p-value (one-

tailed) 

< 0.05 < 0.05 < 0.05 

Alpha 0.05 0.05 0.05 

H0 Rejected Rejected Rejected 

 

4.4. ARIMA Model  

After checking the significance of the trend by using Mann Kendall test, ARIMA was 

applied on all the three inventories in R Studio. Augmented Dickey-Fuller test checked the 

stationarity of the datasets. All the datasets were not stationary therefore the data was made 

stationary by taking the required differences. For CDIAC the data was stationary after 

second difference whereas for EDGAR and REAS the data was stationary only after first 

difference. The best fit model was applied on the respective inventories datasets and 
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forecast was done till the year 2030. Mean Absolute Percent Error was noted and Mean 

Absolute Error (MAE) was calculated as calculated by Mondal et al., 2014. The detail of 

the ARIMA model types of the datasets and their respective errors are shown in the table 

4.4. 

 

Table 4.4. ARIMA models for Inventories and the respective errors 

Inventory Model (p,d,q) 

 

MAE MAPE 

EDGAR (0,1,0)  3.3 4.6 

CDIAC (0,2,1) 8.2 3.8 

REAS (0,1,1)  21.3 6.3 

  

The plots of differenced inventories datasets are shown in figure 4.5 and the plots of the 

forecast done by ARIMA models for respective inventories are shown in figure 4.8. The 

forecast plots of all inventories clearly show that the CO2 emissions are steadily increasing 

till 2030.  
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Figure 4.8. The plots of differenced inventories datasets (a) differenced dataset of CDIAC 

(b) differenced dataset of EDGAR (c) differenced dataset of REAS 

CDIAC Differenced and Stationary (a) 

(b) 
EDGAR Differenced and Stationary 

REAS Differenced and Stationary (c) 
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As seen from figure 4.9 for EDGAR the baseline emissions were 174843 Kton and the 

projection shows that emissions will increase up to 226790 Kton by the year 2030. For 

REAS the baseline emissions were 158397.7 Kton and the projected emissions will 

increase up to 243893.6 by the year 2030. And lastly for CDIAC the baseline emissions 

were 166298.5 Kton and the projected emissions will increase up to 200288.6 Kton by 

2030. These projections are for the business as usual scenario. The lines around the forecast 

shows the confidence interval of the forecast at 95% and 80%. 
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Figure 4.9. The forecast till 2030 by ARIMA models on the respective inventories (a) 

The forecast according to ARIMA (0, 2, 1), best selected model for CDIAC 

Inventory   (b) The forecast according to ARIMA (0, 1, 0) with drift, best selected 

model for EDGAR Inventory (c) The forecast according to ARIMA (0, 1, 1) with 

drift, best selected model for REAS Inventory. The shaded area shows confidence 

interval at 95% and 80%. 
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4.5. CO2 Emission Scenarios of Pakistan 

Different scenarios were developed on the EDGAR inventory data. EDGAR was chosen 

for the scenarios development as the emission inventories were highly correlated. CPEC 

scenario was added to baseline emissions to give it a real case scenario as CPEC projects 

are currently underway. The new coal based energy projects will increase the 2015 CO2 

emissions by approximately 60%. Then ARIMA model was employed to the developed 

scenario. 

 

  

Figure 4.10. CO2 emissions Scenarios developed for EDGAR inventory and their forecasts. 

The scenarios include Business as usual (BAU) scenario, CPEC scenario, 20% increase and 

decrease scenarios and 40% increase and decrease scenarios 
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Figure 4.10 shows that the CPEC and 40% increase in BAU scenarios will lead to a 

substantial increase in the CO2 emissions by 2030. This indicates that the current policies 

and projects would not help us to curb our CO2 emissions and immediate measures are 

required to avoid this situation in the near future. 20% increase in baseline emissions 

suggest that the emissions increase by 2030 would not be huge therefore coal power 

projects should be made green and more investments should be made in the renewable 

energy projects. 20% decrease in the baseline emissions show that the emissions first that 

the 20% decrease in the baseline emissions would not be enough and impactful in the 

overall emissions decrease. Therefore the implementation of mitigation strategies alone 

would not be enough and there is a need to invest in renewable and green technologies that 

would help to curb the emissions efficiently.  40% decrease in the baseline emissions shows 

that the predicted emissions are showing a significant decrease in the CO2 emissions and 

then it is stationary by 2030. This suggests that the mitigatory efforts and renewable 

projects will prove to be efficient to help the country reduce its emissions. As evident from 

the graph the 40% reduced emissions will take the country’s CO2 emissions back to 1990s 

emissions level. If we want to achieve the carbon neutral mark in our energy sector then 

more than 40% decrease in the BAU is required. Therefore we can say that the country can 

make its energy sector carbon neutral in a matter of few years, if appropriate measures are 

taken. 
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Figure 4.11. The graph shows the CO2 emissions for BAU scenario for the years 1970, 2015 

and projected emissions for 2030. Projected CO2 emissions for other scenarios are shown 

for the year 2030. 

As mentioned above the projected emissions for EDGAR-BAU will increase up to 

226790kt by 2030. The forecast for CPEC scenario shows that the emission by the year 

2030 would be 468699 kt. Similarly the 20% increased emissions scenario will increase 

the CO2 emissions to 267739 kt by 2030 whereas 20% decrease will decrease the CO2 

emissions to 156270 kt. A 40% increased emissions till 2020 show that the emissions will 

further increase up to 381747.8 kt.  An ideal scenario, where emissions were reduced to 

40%, was developed and ARIMA model was employed and the forecast shows that the 

emissions were significantly reduced to 82088.4 kt. These changes over the years for all 

the scenarios is shown the figure 4.11. 

Table 4.5 (a) show the relative change of the CO2 emissions of the inventories (as 

downloaded from the databases) and their respective forecast (till 2030). The relative 

change of modelled CO2 emissions for EDGAR and CDIAC are 27% and 19% 
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respectively. For REAS it is higher because long term forecast was done (20 years) for it. 

Table 4.5 (b) shows the percent relative change of the CO2 emissions scenarios, developed 

for EDGAR inventory.  

Table 4.5(a). Percent Relative Change for Actual and Modelled Inventory data 

Actual Emissions Percent relative 

change (%) 

Modelled 

Emissions 

Percent relative 

change (%) 

CDIAC 

(1972-2014) 

   673 CDIAC 

(2015-2030) 

19 

EDGAR 

(1970-2015) 

820 EDGAR 

(2016-2030) 

27 

REAS 

(1980-2010) 

525 REAS 

(2011-2030) 

52 

 

Table 4.5(b). Percent Relative Change of the Forecasts for EDGAR Scenarios 

Scenarios BAU CPEC 20% 

Increase 

20% 

Decrease 

40% 

Decrease 

40% 

Increase 

% Relative 

Change 

27 159 47 -6 102 -48.9 

 

 

4.5. Regression Analysis for CO2 Emissions 

Due to the high correlation of all inventories, EDGAR inventory was taken again for 

regression. The statistical summary of the predictor variables and response variable is given 
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in the table 4.6. The stationarity of the independent variables chosen for this study along 

with the CO2 emission data was checked by ADF test.  

 

Table 4.6. Statistical Summary of the Dependent and Independent Variables 

Variables Observations Mean Std. Dev. 

EDGAR (kt) 25 117494.2 34146.9 

Fossil fuel consumption 

(%) 

25 58.6 2.9 

Energy Production 

(MW) 

25 14848.48 4657 

Cement Production 

(M. Tons) 

25 18.2 10.9 

 

The null hypothesis H0 indicates that dataset is not stationary. The test results for all 

variables showed that the absolute value of the test statistics Z(t) was less than the critical 

values therefore we cannot reject the H0. The results for the ADF test for all variables are 

given in table 4.7. 

Difference was taken of all the datasets to check at what level they will get stationary. It 

was found that all the independent variables and the dependent variable was stationary at 

I(1); after the first difference. This condition indicate that the type of regression suitable 

for the datasets would be ordinary least squares regression also known as OLS Regression. 

Hence OLS regression was employed on the datasets. Table 4.8 shows the outcomes for 

the OLS regression.  
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Table 4.7. Results for Augmented Dickey Fuller test for the unit root for all the variables 

Variables Test Statistics 

Z(t) 

1% Critical 

Value 

5% Critical 

Value 

10% Critical 

Value 

EDGAR -0.75 -3.75 -3 -2.63 

Fossil fuel -2.19 -3.75 -3 -2.63 

Energy Production -1.041 -3.75 -3 -2.63 

Cement Production 0.556 -3.75 -3 -2.63 

 

Table 4.8. Results for OLS Regression 

EDGAR Coefficient P-value [95% Conf. Interval] 

Fossil Fuel 3625.365 < 0.05 2988.8   4261.9 

Cement 

Production 

1456.818 < 0.05 1297.5   1616.2 

Energy 

Production 

2.072814 < 0.05 1.5   2.6 

Constant -152095 < 0.05 -184089.2  -120101.3 

 

The results as shown in table 4.8 clearly show that all the independent variables are 

responsible for the CO2 emissions. The P-value is less than the significant value 0.05 for 

all variables; fossil fuel, energy production and cement production. It infers that the 

regression model can be used for forecasting CO2 emissions for the datasets used.  
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The coefficients indicate that for one unit increase in the fossil fuel consumption the CO2 

emissions will increase by 3625.4 kt. Similarly one unit increase in energy production will 

increase the CO2 emissions by 2.1 kt. Lastly for one unit increase in cement production, 

the CO2 emissions will increase by 1456.8 kt. It can be seen that the increase in CO2 

emissions is more with the increase in fossil fuel consumption, followed by cement 

production and energy production. Therefore it is obvious from the positive coefficients 

and significant P value that the impact of all the independent variables is significant on 

CO2 emissions. They all are responsible for the increase in CO2 emissions in the country. 

After OLS regression, predicted values and residual values were computed. To validate 

OLS regression for the datasets, the stationarity of the residuals was checked. If the 

residuals are stationary then we know for sure that OLS regression was the correct model 

chosen to carry out the regression. The stationarity of the residuals were checked with ADF 

test and the absolute value of test statistics Z(t) was found to be greater than the critical 

values. Hence the residuals are stationary and OLS regression was the correct model for 

the regression. The table 4.9 shows the outcomes of the result for ADF test for residuals. 

 

Table 4.9. Results for Augmented Dickey Fuller test for unit root for the residuals 

Residuals Test Statistics  1% Critical 

Value 

5% Critical 

Value 

10% Critical 

Value 

Z(t) 3.68 -2.66 -1.95 -1.6 

 

A residual plot (residual vs. fitted) was made to check if the linear regression model was 

appropriate for the data. Residuals are kept on y-axis and predictions are on x-axis. If the 

residual points are dispersed randomly around x-axis it indicates that linear model is 
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suitable. If the distribution is uniform then a non-linear model is suitable.  

An rvf plot is shown in figure 4.12. It clearly shows random distribution of the residuals 

therefore the linear regression was appropriate. 

 

 

Figure 4.12. Residual vs. Fitted plot (rvf plot) showing random distribution 

of the residuals 

 

The multicollinearity (correlation among predictor variables) was checked by VIF 

(Variance Inflation Factor) and it was found to be 5.14. VIF higher than 10 means that the 

variables are highly correlated and it affects the p-value and the model becomes unreliable. 

VIF closer to 1 means that the model is reliable, as the predictor variables are not affected 

by correlation among themselves. Table 4.10 shows the VIF values for the predictor 

variables. 
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Table 4.10. VIF showing the Multicollinearity among the predictor variables 

Predictor Variables VIF 

Energy Production 7.45 

Fossil Fuel Consumption 4.33 

Cement Production 3.63 

Mean VIF 5.14 
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Chapter 5  

Conclusions and Recommendations 

5.1. Conclusions 

From the study conducted we come to the conclusion that the CO2 emissions are bound to 

increase in Pakistan in the coming years. The results from both tests, a uni-variable and a 

multi-variable, confirm that the emissions will increase in the coming years. The 

accurateness of the models employed was checked and both were found highly fitting and 

showed minimum error.  

The forecast of the different scenarios developed have indicated, what is likely to happen 

when we make an effort to curb the emissions and alternatively if we do not make an effort 

to curb the emissions 

The increase was found to be huge in the wake of the recent coal power projects under the 

CPEC. Although the CPEC is beneficial for the country’s development but the increased 

CO2 emissions pose a severe threat to the environment and ultimately people’s well-being, 

especially when the vulnerability of the country is already amongst the highest in the world.  

20% decrease from BAU is not as impactful as 40% decrease, as evident from the forecasts. 

If we make an effort to curb our emissions by switching to greener and renewable 

technologies, the emissions can steadily go down.  

The results for OLS regression shows that the increase in all three variables chosen; fossil 

fuel energy consumption, energy production and cement production will increase the CO2 

emissions. The p-value for all of them was less than 0.05 which means that this model can 

be used for projections as the results are statistically significant.  
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Therefore the increasing fossil fuel consumption and many industrial practices in the 

country are questionable. There is a dire need to go for environmentally safe options, if we 

want to pursue our pledge and more importantly if we want to negate the impacts of climate 

change in the country.  

5.2. Recommendations 

Keeping in view the results and the limitations of this work, following recommendations 

have been designed: 

1. The results from both the models show increasing CO2 emissions trend therefore the 

policy makers and the associated people should devise such policies and strategies that 

will make our energy sector greener. Renewable energy generating plants should be 

given priority instead of coal based power plants. Investments must be made to make 

the already installed technology green. Subsidies and incentives on green technologies 

and environmental friendly practices should be given. This will encourage the investors 

and the common people towards sustainability and these joint efforts can help to 

decrease the CO2 emissions in the country. 

2. Major sectors for the CO2 emissions in Pakistan have been identified and discussed in 

the study. These sectors and their emissions should be kept in mind while formulating 

the policies and efforts should be made that will help to reduce the emissions for that 

sector. 

3. This study does not include the forecast of all the GHGs emissions, therefore it is 

recommended to forecast the rest of the GHGs of the country. This will give a better 

and a refined picture of the current emissions situation in the coming years. It may help 

the policy makers to control GHGs emissions from the country.  
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4. Efforts should be made to devise accurate and updated GHGs emission inventories at 

national level because they are key for the efficient and effective design of policies and 

strategies for GHG mitigation.  

5. The issue of climate change can be efficiently and effectively tackled and resolved if 

joint and sincere efforts are made by the concerned people. Public must be made aware 

and should be involved in this cause. This study is a small but a significant contribution 

that can help to reduce the CO2 emissions in Pakistan. 
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