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Abstract

Sales predictions is a significant issue for various organizations associated with assembling, co
ordinations, advertising, wholesaling and retailing. Modern brands are coordinating new advancements
to record and use information to improve their proficiency. A colossal storehouse of Big information is
created every day. While mechanical brands are producing exceptionally circulated information from
different administrations and applications, a few difficulties in information examination require new
ways to deal with help the huge information time. These difficulties for modern enormous information
investigation are continuous examination and dynamic from huge heterogeneous information sources in
mechanical space. The measures are compulsory to oblige process speed of exchange and to upgrade the
normal development in information volume and client conduct. Hence, huge information investigation is
an ebb and flow territory of innovative work.

The main objective of this project is to use approaches of data analytics, machine learning and
processing of historical data for deriving valuable insights from data for USEN through predicting sales.
These predictions lead to efficient decision making, enterprise planning and human behavior analysis.
The repossessed data from USEN was gone under numerous data mining practices like pre-processing
technique. We applied few exploratory analysis procedures on the data also. Several statistical values
like p-value, range of the data were analyzed to see which one is the best possible model for the data.
ARIMA model was found to be the best suited model as the data was found to be of time series nature.
In order to cross validate ARIMA model its results were compared with results with another model. The
model which we used for training and cross validation was LSTM, which applied the concept of deep

learning and recurrent neural network. The end results were the forecasted values of the data given.

Key Words: Big data, exploratory analysis, Autoregressive Integrated Moving Average (ARIMA), Long
Short-Term Memory Networks (LSTM)
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CHAPTER: INTRODUCTION

This chapter gives an overview and Introduction of the Data Analyst system for USEN. It gives
a background and reason to develop the system as well as the solution we have managed to
develop to the respective problem.

1.1 Overview

The system visualizes, analyzes and prepares the data. The system predicts the sales of a time series
data by choosing the model that produces the more accurate sales. Model is tested through various
means of testing using deep learning algorithms. The accurate model is used to forecast and the

predicted sales are shown to clients to accept them.

1.2 Problem Statement

Industrial brands are integrating new technologies to record and utilize data to improve their efficiency.
They are holders of big data but have no appropriate way to optimize their business.

Our aim is to play with their big data and produce the statistical models predicting various
information for them. We want to refine the big data, apply certain algorithms, implementing data
analysis techniques, producing statistical and prediction models. These models will help industrial

brand to have a deep learning of their data and produce the desired results.

1.3 Approach

The project involves implementation of desktop application using python. Object classification and counting is
done using TensorFlow. The application is integrated with MS SQL Server which provides for reliably storing

the data in the database. The camera feed use

1.4 Scope

Product will help industrial brand to make more accurate, unbiased and unambigous insights. We will

have a chance to work with big data and analyze its market value.

1.5 Objectives

The main objective of the system is to provide a system which performs following functions:

e Automatizing preparation, visualization and analysis of the data.
1



e Selecting model with correct parameter that forecast more accurate sales.
e Validate and test model with machine learning technique.

e Plotting the more accurate forecast values.

1.6 Deliverables

Table 1-1: Deliverables

Tasks Deliverables

Literature Review Literature Survey

Requirements Software Requirements Specification Document (SRS)
Specification

Detailed Design Software Design Specification Document (SDS)
Implementation Project demonstration

Testing Evaluation plan and Testing plan

Training Deployment plan

Deployment Complete application with necessary documentation




LITERATURE REVIEW

2.1 Overview

Data is everywhere. The amount of data around us is mounting at a speedy rate and changing the
way we live. An article by Forbes states, “Data is increasing with each passing day. A time will
come when it will be so huge in number that there will be 1.7 megabytes of new information created
for every single human being with each passing moment . This gives us awareness to know the
essentials of the data at least.

Data Science

When we deal with unstructured and structured data, data cleansing, preparation, and analysis we are
applying data science to the information.

Data Science is the blend of insights, arithmetic, programming, critical thinking, statistics,
mathematics catching information in clever ways, the capacity to take a gander at things in an
unexpected way, and the movement of purging, planning, and adjusting the data.

Big Data

Big Data is the colossal volumes of data that can't be prepared successfully with the existential
conventional applications. The preparation of Big Data starts with the crude information that is not
collected yet and is recurrently difficult to store in the memory of a computer.

Data Analytics

Data Analytics is the science of groping raw data to arrange that information. Applying an
algorithmic or mechanical procedure to infer bits of knowledge and, for instance, going through a
few informational indexes to search for significant connections between each other is basically work
of data analytics.

Time series data

When data points are arranged in a sequence of consecutive order with dates mentioned it is called
time series. The movement of selected data points, such as, sales of food items over a period being
recorded at regular intervals is traced in time series information.

Time series data analysis and forecasting

The procedure for determining time series data to excerpt eloquent statistics, other characteristics,
useful insights from the data is time series analysis. When we use previous observations to predict
future values in a model it is basically time series forecasting.

Our data


http://www.forbes.com/sites/bernardmarr/2015/09/30/big-data-20-mind-boggling-facts-everyone-must-read/#7302789a6c1d
https://www.simplilearn.com/data-cleaning-why-and-how-to-get-started-article
https://www.simplilearn.com/tutorials/data-science-tutorial/what-is-data-science
https://www.simplilearn.com/tutorials/big-data-tutorial/what-is-big-data
http://searchdatamanagement.techtarget.com/definition/data-analytics

The dataset we got from our client was a time series data with univariate qualities means we must
work on a single variable of the dataset given at a time.
Autocorrelation in data
The values as a function of the time lag between them and the interconnection between them is called
autocorrelation. It is the relation between the existing, previous and next row of data values.
Stationary data
If there is no change in the statistical values of a time series, then it is said to be stationary. If mean
and variance are not changing and are constant, and covariance of the data does not dependent on time
then time series is stationary
Seasonality in data
Periodic fluctuations or the pattern of the changings over a time period are referred to as seasonality in
the data. An autocorrelation plot can be used to derive seasonality.
Modelling time series
Two models for modelling time series

1. Moving average

2. ARIMA

Moving Average

One of the ways to carry out time series modelling is moving average. The mean of all past values is
cumulated as the next observation in this model. It uses good initial point. Moving average is used to
speculate trends in the data. The window is defined that smooths the time series over the specified
value, apply moving average and shows the different trends

ARIMA Model

ARIMA stands for auto-regressive integrated moving average. It’s a way of modelling time series
data for forecasting in such a way that it accounts for a pattern of growth/decline (autoregressive
part), the rate of change of growth (integrated) and noise between consecutive time points (moving

average).

ARIMA takes three parameters as its order p, q and d. p is defined from PACF correlation function
and q from ACF correlation function.
The equation is as

ARIMA(p,q,d)X(P,0,D)S

Its forecasting equation is:



Yi = Y2+ Yer— Yers - Orecs — Orerrz + 0,0e.13
where 0 is the MA(1) coefficient and O (capital theta-1) is the SMA(1) coefficient.

Deep learning techniques:
Recurrent neural systems are appropriate to manage learning issues where the dataset has a
successive nature. They can review things from an earlier time, which is helpful for foreseeing time-
subordinate targets. The regulated learning targets foreseeing valid or exact qualities from
information. A preparation set of a yield (target) and some info factors is taken care of to a
calculation that figures out how to foresee the objective qualities. The errand of the calculation is to
convey top notch forecasts, without anyone else, separating the necessary information exclusively
from the accessible information
Long Short-Term Memory
LSTM is a gated memory unit for neural systems. It has 3 doors that deal with the substance of the
memory. These doors are basic calculated elements of weighted entireties, where the loads may be
educated by backpropagation. The LSTM consummately fits into the neural system and its
preparation procedure. It can realize what it needs to realize, recollect what it needs to recollect, and
review what it needs to review, with no unique preparing or enhancement.

® ® )

Vs

The repeating module in an LSTM contains four interacting layers.

2.2 Outline of Existing Works

In [4],[5] and [6] the authors have defined the terms of data science, data analytics, time series data,
time series analysis and forecasting according to what the new world order.

In [7] the author has researched advanced deep learning techniques in forecasting time series data.
In [8] the author has shown how more advanced model than ARIMA can be used to predict more
accurate values with a seasonal data.

In [8] the author has given the comparison of GRU and LSTM.



2.3 Comparative Review

More advanced version of ARIMA model can also b used to predict values like SARIMA. More
refined predictions can be done using seasonality factor in it. It works more well with seasonality as
compared to ARIMA. Seasonal Autoregressive Integrated Moving Average, SARIMA or Seasonal
ARIMA, is an expansion of ARIMA that unequivocally bolsters univariate time arrangement
information with an occasional segment. It adds three new hyperparameters to determine the
autoregression (AR), differencing (I) and moving normal (MA) for the occasional part of the

arrangement, just as an extra boundary for the time of the irregularity.

The GRU is the more up to date age of Recurrent Neural systems and is truly like a LSTM. GRU has
freed of the cell state and utilized the shrouded state to move data. It additionally just has two

entryways, a reset door and update entryway.



CHAPTER: SOFTWARE REQUIREMENT DOCUMENT

3.1 INTRODUCTION

Software Requirements Specification (SRS), is a document describing the expected behavior of a
software system. The aim of this document is to present detailed description and requirements of
project Data Analysis Software for USEN which uses the machine learning, R and python analysis
techniques. Our aim is to devise a software that can play with Big Data provided by the company.

Purpose

This document covers the software requirements and specifications of Data Analysis Software for
USEN. The idea of the project is to analyze the Big Data and its consequences. This document
describes the system development requirements and features of the data analysis software prototype,
which can serve as a guide to data scientists, data analysts, as a software validation document for the

prospective client and as a business value enhancer and analyzer.

Document Conventions

This section describes standards and typographical conventions followed when writing this SRS.

USEN: Universal Systems Engineering

3.2 OVERALL DESCRIPTION

Product Perspective

We are developing a software prototype in Python and R on specific machine learning models that
uses statistical analysis and software engineering techniques. A bulk of data is there in industry, but
companies don’t have proper analysis to gain insight of that big data. We aim to analyze this data
and produce certain models that help companies to optimize their sales and make most out of the big
data.

Product Functions

The main features of Data Analysis Software are:
e Data Collection: Receiving datasets from USEN in a file of 8GB-32GB
e Data Exploration: Cleaning, filtering, and preparing datasets.

e Analyzing Data: Analyzation techniques for scrutinizing data behavior.

7



e Visualizing Data: Scree plot, box plot, scatter plot, histograms for analyzed data
e Predicting Graphs/Models: Designing graphs for making predictions using various

prediction techniques of Machine Learning.

e Deliverables: Prediction graphs/models, software prototypes for implementation by USEN.

Product Features and Characteristics

Characteristics:
As we will be elucidating big data our software aims to accomplish certain characteristics:
e We will be starting with raw data and our software will lever the data programmatically
for exploring it.
e We will be using a machine learning algorithm for hypothesis-free analysis. We will use
the data to drive the analysis.

e As data sets are huge so we will be dealing many attributes serving us to attain more

realistic predictions.

e Our software will give unambiguous, unbiased, non-hypothetical insights reciprocating

the ambiguities of data predictions.

User Classes

This section describes the type of users for the Data Analysis Software:

Use Case Diagram

<<include=> O
5

Figure 3.2.1 Use Case Diagram for the system



Activity Diagram

T T R aetstizand its By
significance
n
The mefficients.
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PN

Figure 3.2.2 Activity DiaQram

Description of Use Cases

Use case 1- Data Acquisition

Use case name

Data Acquisition

Primary actor

FYP Group

Secondary actor

USEN

Normal course

- Imports the data in csv, excel and valid only if successful acquisition

Alternate course

- Invalid acquisition, invalid file format, ask to import again

Pre-condition

Valid file format.

Post-condition

Successful acquisition, ready for preprocessing.

Use case 2- Data Preprocessing

Use case name

Data Preprocessing

Primary actor FYP Group

Secondary actor | N/A  \

Normal course - Cleans the data, remove null values, reduce data frame if required, transpose if
required

Alternate course

- Data is clean, no null values, no reduction is required, no need of transpose

Pre-condition

Data is acquired successfully.

Post-condition

Successful preprocessing, ready for analysis.

Use case 3- Exploratory Analysis




Use case name

Exploratory Analysis

Primary actor

FYP Group

Secondary actor

N/A

Normal course

- Finds mean, median, variance, covariance, correlation, p-values separately for more
clear processing
- Finds all significant statistical values for selecting a good model

Alternate course

- Statistical values can be calculated collectively

Pre-condition

Data is clean. There are no null values and no noise which can create issues while
calculating statistical values.

Post-condition

All important and required statistical values are calculated without any error and
successfully, ready for visualization, technique selection.

Use case 4- Data Visualization

Use case name

Data Visualization

Primary actor

FYP Group

Secondary actor

USEN

Normal course

- Display scatter plot, box plot, histograms, line graph for better understanding of data
and defining any outliers.

Alternate course

- Gives abnormalities in graphs when data is not clean and do not let to properly
understand data.

Pre-condition

Data is acquired successfully. The data is clean and properly processed so that there are no
abnormalities in data

Post-condition

Helps in understanding data hence helps in selection of model.

Use case 5- Model Selection

Use case name

Model selection

Primary actor

FYP Group

Secondary actor

USEN

Normal course

- selects models like ARIMA, ARMA, linear regression

- define data is time series or some factor dependent

- tell trend, seasonality, stationarity of data

- remove trend, seasonality, stationarity for ARIMA and ARMA

- selects the independent variable on which sales depend for linear regression

Alternate course

- model selected is not suitable for the data given

Pre-condition

Data is acquired successfully. The data is clean and properly processed so that there are no
abnormalities in data. Data is visualized properly for defining the type of data.

Post-condition

Suitable model is selected ready for prediction

Use case 6- Evaluate Model
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Use case name

Evaluate Model

Primary actor

FYP Group

Secondary actor

N/A

Normal course

- finds residual errors using r squared and f statistics
- distribution of errors

Alternate course

- errors not calculated successfully

Pre-condition

Data is acquired successfully. The data is clean and properly processed so that there are no
abnormalities in data. Data is visualized properly for defining the type of data. Suitable
model for the data is selected.

Post-condition

Accurate Predictions are made.

Use case 7- Predictions

Use case name

Predictions

Primary actor

FYP Group

Normal course

- forecast the sales for some next days

Alternate course

- accurate sales are not predicted

Pre-condition

Data is acquired successfully. The data is clean and properly processed so that there are no
abnormalities in data. Data is visualized properly for defining the type of data. Suitable
model for the data is selected. Model is Evaluated

Post-condition

Accurate results are shown.

Use case 8- Show results

Use case name

Show results

Primary actor

FYP Group

Secondary actor

USEN

Normal course

- results of the of forecasted values are shown
- display graphs of these predictions

Alternate course

- results are not shown.

Pre-condition

Data is acquired successfully. The data is clean and properly processed so that there are no
abnormalities in data. Data is visualized properly for defining the type of data. Suitable
model for the data is selected. Model is Evaluated. Predictions are made

Post-condition

Graphs are displayed.

Include

Visualization and model selection modules.

Operating Environment

Hardware

e The Data Analysis Software can run on a good laptop with 4GB RAM.
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Software

e R Studio, R GUI
e Anaconda, Jupiter Notebook
e Excel, Microsoft SQL

e Libraries: Pandas

Design and Implementation Constraints

The software will be implemented using
e R and Python programming languages
e Data Analysis Techniques: Bayesian Statistics, Linear Regression, Classification, Clustering
(K means), Principle Component Analysis
e Data Visualization Techniques: Scatter plot, histogram, heat map

USEN
DATASETS

Analysis Predictions

-

S
“ Algorithms ’—/
-/

\.

Figure 3.2.6.1 Design and Implementation
Assumptions and Dependencies

e Analysis (graphs, models, prediction) extracted from the data depends on the type of data
given.

e The data shared by the company will not be used for other purposes and where required we
will mask the data so that the reputation and confidentiality of the company of the company

remain intact.
e The software will be accessible to only authorized persons.

e The predicted information will be confidential between company and project team.

3.3 EXTERNAL INTERFACE REQUIREMENTS

User Interfaces

The Data Analysis software will be able to:



e Access and read data whose analysis must be done (e.g. sales prediction, comparing predicted
sales of system vs human behavioral analysis).

e Display visualized graphs of the analysis.

Hardware Interfaces

e This software can run on a laptop/desktop with core i5, 4GB RAM, 500 HDD.

Software Interfaces

e Database (datasets) provided by the required company.
e RStudio for analysis in R
o R provides more specific statistical analysis, visualizations and models
o Provides variety of statistical techniques and visualization Capabilities
o Itis extensible, open source, top notch graphical capabilities, easy to build publication
quality plots.
e Anaconda, Jupiter Notebook for analysis in Python
o It offers an ever-growing set of data management, analytical processing, and
visualization libraries.

o The Jupiter Notebooks make Python-based analysis more producible and repeatable.

3.4 SYSTEM FEATURES

The area sorts out the useful necessities for Data Analysis Software by framework includes, the

significant administrations gave by the item.

Data Acquisition
Description and Priority

Acquiring Data includes anything that makes the software retrieve data including finding, accessing,
acquiring, and moving data. It includes identification of an authenticated access to all related data,
transportation of the data from different sources, and ways to subset and match the data to regions or
times of interests. Data can be collected from either databases or will be provided either in form of
text, CSV, SQL files by USEN with size from 8GB-32GB.

Priority: High
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Stimulus/Response Sequences

Basic Data Flow
This function begins when the datasets are being fetched and are successfully running in the

program.

Alternate Data Flow
The software notifies when the datasets are not acquired correctly.

Functional Requirements

REQ-1 The system shall be able to acquire and collect real time data or datasets provided by the
organization.

REQ-2 The software shall access data using CSV, EXCEL, and SQL file.

REQ-3 The software shall be able to add, delete, manage and store the data.

Data Preparation
Description and Priority

Data readiness includes taking a gander at the information physically to comprehend its inclination,
what it implies, its quality, and organization. It regularly takes a fundamental examination of
information or tests of information to get this.

Priority: High

Stimulus/Response Sequences

Basic Data Flow
This function begins when the data is on hand.

Functional requirements

REQ-4 The system shall understand the nature of the data, its format, its meaning.

Data Pre-Processing
Description and Priority

This capacity incorporates cleaning information, subsetting or sifting information and making
information that program can peruse and comprehend. On the off chance that there are various

datasets included, this progression additionally incorporates coordination of information from
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various information sources or streams. Information coordination lets you play with two datasets

whose consolidated traits helps in forecast.

Priority: High

Stimulus/Response Sequences

Basic Data Flow
The software will clean and reduce the acquired data if required

Alternate Flow
The software will not be able to do any activity on data if it is not clean and filtered.
Functional Requirements

REQ-5 The software shall filter the data, remove noise, reduce if require.
REQ-6 The system shall be able to clean data, wrangle and munge data.
REQ-7 The software shall explore the data i.e. prepare, reduce integrate the data.

Exploratory Analysis
Description and Priority

This function involves selection of analytical techniques to use, building a model of the data, and
analyzing results. The technique that produces most accurate results will be opted.

3.4.1.2 Stimulus/Response Sequences
3.4.1.2.1 Once data is clean, it will be analyzed based on some modern analysis techniques.

3.4.1.3 Functional Requirements

REQ-8 The software shall use numerical, categorical, and combination of both these analyses to
analyze the data.
REQ-9 The software shall use non-hypothetical analysis to analyze.

REQ-10 The system shall be able to analyze the datasets and classify the results.

Visualization
Description and Priority

It includes evaluation of analytical results, presenting them in a visual way,
and creating reports that include an assessment of results with respect to success criteria. We will use
scatter plot, box plot and scree plot to classify/ group data for meaningful visual display and results.
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Stimulus/Response Sequences

Basic Data Flow
The visualized statistical graphs are displayed on screen.

Alternate Flow
Software notifies when it is not able to display results.

Functional Requirements

REQ-11 The software will use scatter plot, box plot, scree plot, histogram for visually displaying the
results.
REQ-12 Software displays correct results and analysis on the screen.

REQ-13 The software shall classify data for meaningful results.

Predicting Graphs/Models
Description and Priority
Reporting experiences from examination and deciding activities from bits of knowledge dependent

on the reason for what programming is planned (for example deals forecast, contrasting sales).

Stimulus/Response Sequences

The software shall produce accurate prediction graphs for predicting the scenarios stated by USEN.
Functional Requirements.

REQ-14 The software shall produce different statistical values of predicted model.
REQ-15 The software shall produce accurate statistical values for predicting data patterns.

REQ-16 The software shall produce reliable prediction graphs/models.

3.5 NON-FUNCTIONAL REQUIREMENTS

Performance Requirements

The software should be fast in terms of performance. To judge the software performance, we check

its response time and efficiency.

Capacity

As we are using R, hence the software will be capable of handling data of 8 Gb or more.
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Safety Requirements

We will make sure to avoid programming failures, software support errors and hardware failures.

Data Confidentiality

Data provided by the client must be kept confidential.

Database Backup

Proper validation of software after completion.

3.6 SOFTWARE QUALITY ATTRIBUTES

Accuracy

Our software will be able to make truthful predictions and accurate results. The prediction model that

gives the more accurate value will be opted for making predictions.

Reliability

Predictions, Graphs, Models will be reliable so that industry can make their forecast of sales or
anything on basis of these results. The software will run steadily with every one of the features
mentioned above available and executing perfectly. The software will be tested completely, and all

exceptions should be taken care of.

Computation

If extensive computational power is made available, we may deal with big datasets.

Usability

The successful software will predict and handle efficiently upcoming sales of a food item, a
commercial item of a brand, compare system predicted sales vs sales from human behavioral

analysis.
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CHAPTER: SOFTWARE DESIGN DOCUMENT
4.1 INTRODUCTION

This chapter of report discusses the detailed design document of the system Data Analysis for USEN.
Purpose

This product software design document depicts the design, architecture and framework plan of Data
Analysis for USEN. This report fills in as a guide for the engineers and as a product approval record
for the customer. Archive incorporates classes and connections between them, use cases with expand

depictions, succession outlines and different stream graphs.

Scope

Our aim is to play with the big data that a company holds and produce the statistical models predicting
various information for them. We want to refine the big data, apply certain algorithms, implementing
data analysis techniques, producing statistical and prediction models. These models will help industrial

brand to have a deep learning of their data and produce the desired results.

Overview

This document is about the detailed architectural design of Data Analysis for USEN (Sales Predictor).
The document is divided into various sections. Section 1 introduces the document and provides
overview for executive purposes. Section 2 includes detailed description of the system with various
diagrams and charts. This section includes all the architectural details of system under development.
Section 3 describes all the modules and components of the system in detail. Section 4 compares this
product to various other similar products available in the market. Section 5 throws light on the design

decisions and tradeoffs. Section 6, pseudo code of all the components is provided.

Definitions and Acronyms

Table-4.1.1 Definitions and Acronyms
Scatter Plot, histogram, boxplot R language

ARIMA (Auto regressive Integrated Moving Average) | Statistical Analysis

ARMA (Auto regressive moving Average) Machine Learning (ML)
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4.2 SYSTEM OVERVIEW

Overview of Modules

Following is the brief overview of all the modules for Data Analysis for USEN. Detailed description

of these modules is presented in section 3.
1. Data Acquisition Module
This module initiates the start of Sales Predictor i.e. it imports a data frame from an external source
and passes this data to preprocessing module.
2. Data Preprocessing Module
This module takes the data from data acquisition module and then the data is processed to remove
null values, reduce data frame if required, log transformation if data is large and clean data.
3. Exploratory Analysis
Significant statistical values are then calculated after preprocessing. These include median, mean
variance etc.
4. Visualize Data set
This module displays how data looks like using scatter plot, box plot. It helps to determine any
outliers.
5. Model Selection
This module selects model based on appearance and statistical values. If the data is time series it
selects ARIMA and ARMA but if data depends on some other factor it selects linear regression.
6. Train and Test Data
Converts data into train and test data.
7. Evaluate Model Module
This module finds the residual errors, distribution of errors and show comparisons. If these values
are ambiguous it asks to select model again.
8. Forecasting Module
This module predicts the value on train data.
9. Show Results Module

This module shows the predicted values on test data.

19



43 SYSTEM ARCHITECTURE

Architectural Design

This shows the collection of software components, interfaces, subsystems of Sales Predictor and how
they interact with each other. These architectures define roles and responsibilities of high-level sub

systems.

Top Level Architecture Diagram

% USEN and it's %
Brands alabase

stores data

uses the system

£
= User
P Group > Interface
work on the system | gajes Predictor / Data Analyser
lguses Show
redictions/
Results

[)
depends on

ata from
USEN

Figure 4.3.1 Top level Architecture Design

This figure shows the high-level sub systems of Sales Predictor, how they are associated with each
other and depicts how components of sales predictor are wired together to form larger components or
sales predictor. They explain the structure of the system.

Structure and Relationships

Sales predictor software first acquires the data through data acquisition module, clean the data, remove
any abnormalities from the data using preprocessing module, calculates important statistical values of
data with help of exploratory analysis module, display various graphs and on basis of these findings
selects the model and perform prediction on train data using forecasting module. The predicted values

are displayed after wards using show results module.
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Block Diagram
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Figure 4.3.2 System Block Diagram
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Figure 4.3.3 System Data Flow Diagram
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Figure 4.3.4 Sequence Diagram
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State Transition Diagram

Data is not clean
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Fetching data Data Statistically
Transformation Analyze Data
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Figure 4.3.5 State Transition Diagram of Data Analysis for USEN (Sales Predictor)

Class Diagram
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Figure 4.3.6 Class diagram
Description of Class Diagram
Class Name Description
FYP Group - This class does all the actual processing of the system. It gets data
and perform all the other operations on data. It initiates the
processing.
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Data

- This class imports the data.

Preprocessing

Acquisition

Excel - This imports the data only which has. xIsx extension.

CSV - This imports the file with .csv extension.

Data - This class prepares the data in a required format for further

operations in the system.
- This uses the R libraries like dplyr, tidyverse etc.

Data Cleaning

- It makes all null values in the data equal to 0.

Data Reducing

- This reduces the columns from the data that are not required further.

Data
Arrangement

- This class arranges the data in a format so that we have only
columns as observations.

Data
Transformation

- If the data has large figures, we can convert the data into smaller
values using log transformation.

Exploratory

- This class calculates all statistical values required further in the

Analysis system.

- This uses the R libraries like dplyr, tidyverse.
Data - This class uses various spatial and temporal graphs for displaying
Visualization data.

- This use the R libraries like ggplot, ggtheme.
ML Algorithm - This gives the options of ARMA, ARIMA and linear regression
Selection models to be selected.

- This uses the R libraries like tseries, tidyverse., rpart, aTSA etc.
Evaluate - Finding the residual errors, distribution of errors will let you know
Model the evaluation of model.

Predict Results

- This class gives the predictions.
- This use the R libraries like forecast, tidyverse.

Database

- This class saves the prediction results.

Decomposition Description

Detailed Description of Components

Data Acquisition

Import Excel, CSV File

Identification

Name: Import Excel, CSV File

Location: Data-Acquisition Module

Type

Component
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Purpose This component fulfils following requirement from Software Requirements
Specification Document:
Data Acquisition
Requirement
The system shall be able to acquire real time data. [REQ-1,2]
Description
This feature enables the system to acquire data from different locations. This data
will be fed into the system for further processing.
Function This component acquires data in excel and csv format for further processing.

Subordinates

It has one subordinate:
Preprocessing: Req. [REQ-5]

Dependencies

This component is independent module and runs in parallel to entire application.

Interfaces N/A

Resources Hardware: N/A
Software: Data stores in some directory of computer.

Processing This component will receive real time data which will be used for further
processing.

Data Local Disk for uploading sales data.

Data Preprocessing

Data Cleaning, Data Reduction, Data Arrangement, Data Normalization

Identification

Name: Data Cleaning, Data Reduction, Data Arrangement, Data Normalization

Location: Preprocessing Module

Type

Component

Purpose

This component fulfils following requirement from Software Requirements
Specification Document:

Preprocessing data

Requirement

The system shall be able to make data clean, reduced, normalized and arranged for
visualization. [REQ-5,6,7]

Description

This feature enables the system to prepare data for further processing.
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Function

This component removes null values, reduce columns of data not required, log

transformation etc.

Subordinates

It has one subordinate:
Data Analysis: Req. [REQ-8]

Dependencies

This component is independent module and runs in parallel to entire application.

Interfaces N/A
Resources Hardware: N/A
Software: Sales data
Processing This component will prepare data for further processing.
Data This component uses following information of the application: -

Sales Data

Data Analysis

Statistical values

Identification

Name: Statistical Values

Location: Data Analysis Module

Type

Component

Purpose

This component fulfils following requirement from Software Requirements
Specification Document:

Exploratory Analysis

Requirement

The system shall be able to find statistical values of data and analyze data
statistically. [REQ-8]

Description

This feature enables the system provide non-hypothetical analysis of data.

Function

Finds mean, median, standard deviation, variance, covariance, correlation.

Subordinates

It has one subordinate:
Data Visualization: [REQ-11]

Dependencies

This component is independent module and runs in parallel to entire application.

Interfaces N/A
Resources Hardware: N/A
Software: Sales Data
Processing This component will statically elaborate data
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Data

This component uses following information of the application: -  Sales Data

Data Visualization

Scatter plot, Box plot, Histogram, Line Graph

Identification

Name: Scatter plot, Box plot, Histogram, Line graph

Location: Data Visualization Module

Type

Component

Purpose

This component fulfils following requirement from Software Requirements
Specification Document:

Data Visualization

Requirement

The system shall be able to show data in graphs and visual simulation. [REQ-11]
Description

This feature enables the system to display data in scatter plot, box plot, histogram

and line graphs format.

Function

Visual Simulation of Data

Subordinates

It has one subordinate:
Model Selection: [REQ-14]

Dependencies

This component is independent module and runs in parallel to entire application.

Interfaces N/A
Resources Hardware: N/A
Software: Sales Data
Processing Visually elaborates data
Data This component uses following information of the application: -  Sales Data
ML Algorithm Selection

ARIMA, ARMA, Linear Regression

Identification

Name: ARIMA, ARMA, Linear Regression
Location: ML Algorithm Selection Module

Type

Component

Purpose

This component fulfils following requirement from Software Requirements

Specification Document:
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Model Selection

Requirement

The system shall be able to select model according to the data given. [REQ-14]
Description

This feature enables the system to selects the model and apply the selected mode

Function

Algortihm for prediction is selected

Subordinates

It has three subordinates:

Train and test Data
Model Evaluation: [REQ-15]

Dependencies

This component is independent module and runs in parallel to entire application.

Interfaces N/A
Resources Hardware: N/A
Software: Sales Data
Processing Selects suitable model for prediction
Data This component uses following information of the application: -  Sales Data,

clean data, visualized and analyzed data

Evaluate Model

Residual errors

Identification

Name: Residual Errors

Location: Data Evaluation Module

Type Component

Purpose This component fulfils following requirement from Software Requirements
Specification Document:
Model Evaluation
Requirement
The system shall be able to evaluate the model selected. [REQ-15]
Description
This feature enables the system to find errors compare them to show which
model provides accurate predictions.

Function Display and find residual errors.

Subordinates

It has one subordinate:
Prediction: [REQ-16]
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Dependencies

This component is independent module and runs in parallel to entire

application.
Resources Hardware: N/A
Software: Sales Data
Processing Evaluate model
Data This component uses following information of the application: -  Sales Data
Predictions
Results
Identification Name: Results Location: Prediction Module
Type Component
Purpose This component fulfils following requirement from Software Requirements
Specification Document:
Prediction
Requirement
The system shall be able to predict next specified sales. [REQ-16]
Description
This feature enables the system to show accurate predictions
Function Display and predict sales

Subordinates

N/A

Dependencies

This component is independent module and runs in parallel to entire

application.
Interfaces N/A
Resources Hardware: N/A
Software: Sales Data
Processing Sales prediction
Data This component uses following information of the application: -  Sales Data

Activity Diagrams of Components

Following diagrams show the detailed working of each individual module of the system.
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Figure 4.3.7 Activity diagram of import module
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Figure 4.3.9 Activity diagram of Analysis module
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Figure 4.3.10 Activity diagram of visualization module
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Data Flow Diagrams of Algorithms

Following coming sections will show detailed processing and low-level subsystems, calculations and

decisions of models selected.

Data flow diagram of ARIMA level 1
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Data flow diagram of ARIMA level 2
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Data flow diagram of ARMA level 1
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Data flow diagram of ARMA level 2
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Data flow diagram of Linear Regression level 2
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Figure 4.3.20 DFD 2.0 Linear Regression
Design Rationale

Sales predictor is component-based system that is driven by demand. Every component has been
assigned with the responsibility to do a task. Sales predictor software first acquires the data through
data acquisition module, clean the data, remove any abnormalities from the data using preprocessing
module, calculates important statistical values of data with help of exploratory analysis module,
display various graphs and on basis of these findings selects the model and perform prediction on train
data using forecasting module. The predicted values are displayed after wards using show results

module.

44 DATA DESIGN

Data Description

We got the information from USEN. The information is of FMCG (Fast Moving Consumer Goods)
organization whose items are sold rapidly and at a generally minimal effort. Models incorporate non-
tough family unit products, for example, bundled nourishments, refreshments, toiletries, over-the-
counter medications, and different consumables. Our information is of sales of a milk item saled over
a time of 9 years. The milk item is being sent in 143 distinct urban areas the nation over. Each locale
has its own number of deals in 9 years. The data file is available in “.xIsx” and “.csv” format. 143

columns and 113 rows.
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District Name Tehsils 1 2 3 4 5 6 7 3 L) 10 u 12

Attock Attock 1334970 1471042 1251074 1173704 1541464 1032859 1025034 1142405 1150229 1455392 1643185 1799679
Fateh Jang 1096237 1164365 1021916 $29014.5 1220106 8175328 811339.3 904240.8 9104342 1151978 1300620 1424489
Jand 7845074 8332621 7313204 664836.8 8731523 585056.3 580624.1 647107.8 651540 8243976 9307715 1019416
Hassan Abdal 4933134 529287.3 4645341 422303.7 5546255 371627.3 3638119 4110423 4138576 523656.6 591225.2 6475313
Hazro 960722 1020428 895588.3 8141712 1069278 716470.7 7110428 792460 797887.8 1009572 1139840 1248396
Pindi Gheb 673003.9 7148354 6273821 5703474 7490563 501905.7 4381034 5551381 558340.5 707230.8 7984864 8745307
Bahawalnagar Bahawalnagar 1442303 1532469 1344986 1222715 1605832 1075989 1067837 1190105 1138260 1516166 1711800 1874829
Chishtian 1223461 1293435 1140515 1036832 1361705 9124117 905499.5 1009183 1016095 1285671 1451564 1589808
Haroonabad 9303085 9831242 8672367 788357 1035428 693739.4 6835334 7673731 772625.1 9776123 1103756 1208875
Fort Abbas 7436463 7362345 6988229 635293.5 B35L1 559058.3 554823 6183523 622587.6 7877635 8BMI0.9 974116.7
Minchinabad 931777.6 9896346 8686062 789642 1037063 694885 689620.7 768584.9 773845.2 979156.1 1105499 1210784
Bzhawalpur  Hasilpur 807130.6 8572913 752409.9 684009 BIB33LE 601927.9 597367.9 6G5768.8 670328.8 8481712 957612.6 1048814
Khairpur Tamewali 4548516 4937406 433336.2 393942 517377.2 346669 3440427 3334369 3860632 483488.1 551518.8 6040444
‘Yazman 1087033 1154589 1013336 5212145 1209862 810668.8 804527.3 836648.8 9027902 1142306 1289700 1412529

Ahmadpur East 1909269 2027924 1773827 1618025 2125006 1423862 1413075 1574877 1585664 2006350 2265234 2480971
Bahawalpur City 1206602 1281588 1124738 1022544 1342341 899838.7 8930218 995276.2 1002093 1267355 1431562 1367901
Bahawalpur Saddar 1017662 1080306 948667.5 862425 1132652 758934 7531845 839427 8451765 1069407 1207395 1322385

Bhakkar Mankera 455067 483348 424215 385650 506487 339372 336801 375366 377337 478206 539910 591330
Kalur Kot 615167 653397.8 573460.8 521328 684677.4 458768.6 455293.1 507425.9 5109014 G46446.7 729859.2 799369.6
Bhakkar 1212554 1287311 1130347 1027589 1343566 904277.9 897427.3 1000186 1007037 1274210 1438624 1575636
Darya Khan 6336284 678317.2 5953316 541210.5 710789.8 476265.2 472657.2 526778.2 5303863 671101 757694.7 829856.1

Data Dictionary

Table 4.4.1 Data Dictionary

Name Data Type | Nullable Unique Length

Districts Character True Yes 10

Tehsils Character True Yes 10

Advertisement Cost | Numeric False Yes 15

Attock Numeric False Yes 20

Fateh Jang Numeric False Yes 20

Jand Numeric False Yes 20

Hassan Abdal Numeric False Yes 20

4.5 COMPONENT DESIGN

Import Module

Importing, installing packages and libraries.
#Loading A1l required Libraries

Tibrary(dplyr) #For Data Manipulation
Tibrary(lubridate) #For managing Dates
Tibrary(ggplot2) #Creating Graphs

Tibrary(ggthemes) #For Look and Feel of Graphs
Tibrary(plyr)
Tibrary("ggpubr™)
Tibrary("eeally")
Tibrary("Hmisc™)
Tibrary("pastecs™)
Tibrary("tsutils"™)
install.packages ("psych™)
Importing csv file
#read the data
sales<-read.csv('F:/FInal year Project/sales.csv’)

OR
Importing excel file

sales <- readxl::read_excel("F:/FInal year Project/spDs/salesdata. x1sx") # for aggrigation

Preparation Module

i *DATA CLEANING*¥¥¥
# replace null values in the whole data with zero

sales[is.na(sales)]=0|

PR Data arrange:c«:c:c:c»:
Allcitysalesbata= t(sales) # take transpose
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Allcitysalespata=allcitysalespatal-c(1),]

allcitysalespata = allcitysalespata[-1, ]
#a11citysalespatal[l,1:ncol{allCitysalesbata) ]=1;

colnames (Al1CitysalesData) <- as.character(unlist(allcitysalespatall,]))
Allcitysalespata = allcitysalespatal-1, ]
Allcitysalespatanf=as. data. frame(allcitysalesData)
view(allcitysalesData)

Analysis module

describe(sales)

vars n mean sd median Trimmed mad min
shipments 1113 57.0 32.76 57.0 57.0 41.51 1.00
attock 2 113 988094.7 451685.73 B847055.7 949241.0 453887.91 4075340.19
Fateh. Jang 3 113 782100.7 357520.10 670464.9 751347.1 360846.23 322577.84
Jand 4 113 559699.8 253854.46 479809.2 537691.4 238234.76 230848.50
Hassan. Abdal 5 113 355520.8 162518.52 304774.4 341541.1 164030.48 146634.7
Hazro 6 113 685418.6 313324.03 5873B3.1 658466.7 316238.99 282701.28

Sales Data

> mean(salessattock) #mean
[1] 988094.7
> summary(sales$Attock) #summary

Min. 1st Qu. Median Mean 3rd Qu. Max.
407540 396043 847056 988095 1323325 2038271
> sd(sales$attock) #standard deviation
[1] 451685.7

SRR R AR R RIS S R REEYDOL ATORY ANALYSIGH# %k stsswwwwwwigl> var(sales$attock)#variance
Ny veut 4 [1] 2.0402e+11
L . . Attock ) > describe(salesiattock)
#----statistical values----- # vars n mean sd  median trimmed mad min max  range skew kurtosis
mean(sa]esiAttock) #mean X1 1 113 988094.7 451685.7 B47055.7 949241 455887.9 4075340.2 2058271 1650731 0.59 -0.89
summary(sales$attock) #summary 42401 gg
; i ioes .
sd\§a1e5$Attock) f:tapdard deviation ~ stat,desc(salesSattock)
var (sales$attock)#variance nbr.val nbr.nu1l nbr.na min max range sum
describe(salesSattock) 1.130000e+02 0.000000e+00 0.000000e+00 4.075402e+05 2.058271e+06 1.650731e+06 1.116547e+08
stat.desc(salesiattock median mean SE.mean CI.mean.0.95 var std. dev coef. var
( § ) 8.470557e+05 9.880047e+05 4.249102e+04 8.419051e+04 2.040200e+11 4.516857e+05 4,571280e-01
Fom e salesfFateh. Jang---------——-—-—-—————- #
#----statistical values----- #
mean(salesiFateh. Jang) #mean
summary(sales$Fateh. Jang) #summary
sd(salesiFateh. Jang) #standard deviation
var (sales$Fateh. Jang)#variance
describe(salesiFateh. Jang)
mean{sales$Fateh. Jang) #mean
L] 782100.6
summary(salessFateh. Jang) #summary
min. 1st qu. wmedian mean 3rd qu. Max.
322578 471782 670465 782101 1047601 1629171
sd(sales$Fateh. Jang) #standard deviation
L] 357520.1
var(salessFateh. Jang)#variance
L] 127820622183
describe(sales$Fateh. Jang)
vars n mean sd median trimmed mad min max range skew kurtosis
L 1 113 782100.7 357320.1 670464.9 751347.1 360846.2 322577.8 1629171 1306593 0.59 -0.89
se
L 33632.66
e salesfland-----——————-----—————- #
#----statistical values----- #
mean(salesiJland) #mean
summary (sales$Jand) #summary
sd(sales$land) #standard deviation
var(sales$Jand)#variance
describe(salesiland)
> mean(sales$land) #mean
[1] 559699.8
> summary(sales$land) #summary
Min. 1st qQu. w™edian mean 3rd qu. Max.
230849 337625 479809 559700 749702 11658935
= sd(sales$land) #standard deviation
[1] 255854.5
= var(sales$Jand)#variance
[1] 65461503804
= describe(sales3land)
vars n mean sd median trimmed mad min max range skew kurtosis
X1 1 113 559699.8 253854.5 479809.2 537691.4 258234.8 230848.5 1165894 935046 0.59 -0.89
se
X1 24068.76
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Visualization module
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Model selection

In this section we are interested in the type of data given to us. AS FMCG products are sold in
shipments and over a period so we considered the data as time series.
Most interestingly our data sales also depend on a independent variable therefore we will apply linear

regression.

Time series data

When data points are arranged in a sequence of consecutive order with dates mentioned it is called
time series. The movement of selected data points, such as, sales of food items over a period being

recorded at regular intervals is traced in time series information.

ARIMA

#converting into time series
tssales<-ts(saleslog,frequency=12,start=1)
#plotting time series

ts.plot(tssales)
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Figure Sales Data into Time Series Data
Trend Estimation
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## Create equally spaced ti for fitting trends
#equally spaced time points it is a monthly data in
timepts <- c(l:length(tssale
timepts =- c(timepts - min(timepts)) /max(timepts)
## Fit a moving average
mavfit = ksmooth(timepts, tssales, kernel = "hox") ##kernel
#case of krenel regression, constant kernel #thus it gives
salesTitmav = ts(mavfitiy,frequency=12,start=23)
plot(salesfitmav)
## Is there a trend?
ts.plot(tssales,ylab="sales")
Tines(salesfitmav, Twd=2,col="blue")#fitted trend
abline(salesfitmav[1],0, Iwd=2,col="red")#constant line
w
o
&
[10]
w
o
5
w
## Fit a parametric quadratic polynomial
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X2 =
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Figure Trend from Moving Average
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Time

Trend from quadratic polynomial

T
140

salesfitim = ts(fitted(Imfit
ts.plot(tssales,ylab="sales")
Tines(salesfitim, Twd=2,col="green™)
abline(salesfitim[1],0,Twd=2,col="blue™)

timepts
timeptsa2

Tmfit = Tm(tssales—x1+x2)
summary (Imfit)

there a trend?

\

Tibrary(TsA)

rop January (mode

= t __l F
season(tssales)

modell = 1m(t5531e5~munfh3

summary (modell)

## All seasonal mean
model2 = Im{tssales—m
summary (model2)

Seasonality
37
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Stationarity

#checking auto corelation
##£££2 ctajonary tests acf(attock_stationary,lag.max = 20)
adf. test(allcitysalespatapfiattock) pacf (attock_stationary,lag.max = 20)
kpss.test(allcitysalespatapfiattock)
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time

## pifferencing to Remove Trend| PR - T
diff.ts.sales = diff(saleslog,1) Fremove seanolaity . ~
acf(as.vector (diff.ts.sales)) timeseriesseasonallyadjusted <- attock_ts_t- fiseasonal
pacf(as.vector (diff.ts.sales),lag. max=12) L, P Y. Jepeppa— Y
Trend, Seasonality, stationarity Remove trend, seasonality, stationarity

Moving average and p, q orders

CleamnMovavglO=ts(na. omit{attockCitysalesDpfiMovavgld), frequency = 12)
decomp=st1({CleanMovavgll,s.window="periodic")
deseCleanMovavglO<-seasad]j (decomp)

plot (decomp)

adf. test(Clearmovavgl0) # alternate stationary

acf (ClearMovavglo)

pact (ClearMovavgld)

diffimovavglo= diff(logldesecleanMovavgld), differences = 1)

plot (diffiMovavgld)
adf. test (diffiMovavglo)

auto.arimaldeseasinalbata,seasonal = FALSE) ar1ma(deseas1na]Data,seasonaT = FuL::J

fitMovAvglOauto<-auto.arima(deseasinalbata,seasonal = FALSE) fitwovhvglﬂauto{—hrimaideseasina?nata,seasnna1 = FALSE)

ARMA

arima.sim(deseasinalData,seasonal = FaLsE)|
fitMovavglOauto<-arima.sim(deseasinalDbata,seasonal = FALSE)

Vector dependent

In statistics, straight relapse is a direct way to deal with displaying the connection between a scalar
reaction (or ward variable) and at least one logical factor (or autonomous factors). The instance of

one illustrative variable is called straightforward direct relapse.
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Linear Regression

fit=-with(sales, Im{attock~advertisementCost))
summary (Fit)
prediction<-predict. Im(fit,sales)

Train and Test Data

waghjoL(nzg)ez cAbe=,1,)

waghjor(czg)ez chbe=, 1)

Aleminzg|62)

hemiLzy|e2)

n29)|62<-29 |62 [1ug==5"]

[29)62<-29]62[Jug==T"]
Jug=-29ub|e(s'mom{z9]e2) ' Lebgce=18nE "brLop=c{0- "' 0" 3))
go——————-- - zeddLedgriud gIfg------—--%

Model Evaluation

tsdisplay(residuals(seasnalforcat),lag. max=20,Main="seasonal Model™)

residuals(seasnalforcat)

| “MWWWN“W
1 2 3 4 5

50000 0 50000
I

ACF
PACF

04 02 00 02

04 02 00 02

residual errors

Forecasting

testDataMovavglO=- window(ts(deseasinalbata),start=90) # data for testing
fiTestdataMovavglo <- arima(ts(deseasinalpatal-c(90:133}]),order=c(1,1,3))
fcastfitTestMovavgld <- forecast::forecast(fiTestdataMmovavglO, h=23)

Results

Forecasts from ARIMA(1,1,0)(1,0,0)[23] Forecasts from ARIMA(2,1,2)

1000000
L
400000 1000000 1600000
Ll

0
I

Forecasts from ARIMA(10,1,10)

Rl

1 2 3 4 5 6

Forecasted values using different orders for ARIMA

400000 1000000 1600000
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46 HUMAN INTERFACE DESIGN

Overview of User Interface

Utilized GUI segments are menus, submenus, catches, text boxes, check boxes, down drop records,
connections, and tables. The main methods for access to the whole information, by all clients, is
through this UI.

Screen Images

EI/FINal Year PIOJect Final LuISINyapp - 3niny

1 4 Opgen in Browser Sales Dataset

Sales Data Analysis

Show |10 ¥ |entries sSearch:

Data St District.Name Tehsils X1 x2 x:
Data B:
1 1 Attock Attock 1384970.13 147104172 1291073.
Atto
Choose CSV File
2 Fateh Jang 1096237.11 1164364.84 1021915
Fateh Jang e 3 Jand 784507.365 833262.06  731320.4
Upload complete
5 4 Hassan Abdal 498318.366 529287.304 464534.1
land
EBView Data 5 Hazro 960722.016  1020427.904  B95588.
6 Pindi Gheb 673009.232 T14835.408
7 2 Bahawalnagar Bahawalnagar  1442803.11 1532468.84
EHClean Data
2 Chishtian 1223461.17 1299485.48
° Haroonabad 930308.46 988124.24
B summary of Data 10 Fort Abbas 749646.33 796234.52
-
Showing 1 to 10 of 143 entries
1l View Plot Previous | 1 | 2 3 4 5 15 Next
Summary
vars n mean sd median  trimmed mad min
1 1113 988894.7 451685.73 847855.7 949241.0 455887.97 487540.19 205
2 2 113 782100.7 357520.10 678464.9 751347.1 36@846.23 322577.84 162
3 3 113 559699.8 255854.46 479809.2 537691.4 258234.76 230548.50 116
4 4 113 355520.8 162518.52 384774.4 341541.1 164030.53 146634.76 74
5 5 113 685418.6 313324.83 587583.1 658466.7 316239.01 282701.28 142
3 6 113 480153.@ 219491.37 411616.7 461272.5 221533.32 198039.36 100
7 7 113 1029355.1 470547.82 882426.6 988879.0 474924.61 424558.87 214,
8 8 113 572867.5 399012.18 748275.3 838544.8 402724.38 360014.69 181
9 9 113 663720.3 303405.14 568982.0 637621.7 306227.54 273751.81 138
16 10 113 534828.5 244485.89 458488.8 513798.1 246759.63 220599.32 111 . i . . bdal
ary A ity ts of = Ab. City
11 11 113 664768.4 303884.27 569886.5 638628.6 306711.41 274184.11 138 Summary of Hassan_abdal City Flots of Hassan_abdal City
12 12 113 575840.2 263232.67 493645.7 553197.1 265681.59 237585.60 119
13 13 113 331644.2 151603.86 284305.9 318603.4 153014.31 136786.84 69
14 14 113 775534.1 354518.356 664835.7 745038.8 357816.68 319869.48 161
15 15 113 1362151.@ 622677.35 1167719.5 1308585.8 628470.31 561819.92 283
16 16 113 868838.4 393513.81 737964.6 B826989.7 397174.72 355053.70 179 =d median trimmed mad min P range sk
17 17 113 726841.6 331893.93 622467.6 697492.3 334981.64 299456.25 151 sogqm 5 334774.4 341541.1 164630.5 146634.8 748575.1 593040.3 0.
18 15 113 324663.5 148412.78 275321.6 311897.2 149793.54 133907.65 67
19 19 113 438885.5 200626.83 376239.7 421627.7 202493.36 181818.55 91 >
2a 2@ 113 RASARA.? 3VR4R5.12 T41AAS.7 RITARD.S  300134.13 3ISARAS.PR 1RA

Forecasts from ARIMA(20,1,20)

1000000
1

0
|
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CHAPTER: TESTING AND EVALUATION

5.1 INTRODUCTION

This test plan section portrays the fitting of the system, procedure and philosophies used to execute
and oversee testing of the Data Analysis System for USEN. This test plan will guarantee that the
application meets the client’s necessities at an authorized level. Testing will be sought both manually
and automatic. In the manual testing the tester accepts the command per the activity of an end-
customer and tests the item to perceive any astounding behaviors or bug. Each module will be
attempted freely and from that point onward will be composed with various modules. Unit and
integration testing will be done after manual testing. For each module black box testing is done for
merged modules Acceptance Testing is done.

The test scope incorporates the Testing of every single utilitarian prerequisite, application and
execution and use cases necessities recorded in the necessity report.

Programming testing, dependent upon the testing methodology used, can be executed at whatever
point in the improvement system. Regardless, after requirements are gathered and the coding is most

of the effort is required at this point.

Test Items:

In the light of the sales prediction model and plan portrayal, various parameters and non-functional
situations will be tried. The requirements defined in software requirements specification and the
design described in Software Design Document will be tried.

Features tested:
Following features are tested:

e Ability to import the necessary libraries for importing dataset, processing, mathematical
operations, models plotting and models forecasting.

e Ability to import the target data set.

e Ability to preprocess, visualize and analyze the dataset

e Ability to preprocess, visualize and analyze the data of each individual variable of the dataset.

e Ability to select correct moving average to smooth the data to required and realistic extent.

e Ability to select correct p values (autoregression) and g value (moving average) for ARI

e Ability to remove seasonality from the data.

e Ability to make predictions with seasonality added back
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e Ability to test ARIMA model with actual values.

e Ability to test ARIMA model with L-Jung Box test.

e Ability to compare ARIMA predictions with deep learning predictions.
e Ability to grab client’s approval on Forecasted values.

e Ability to run GUI properly.

Approaches:

Acceptance test: The system should receive feedback of the client. The system receives feedback on
forecasted values.

Regression testing: if the system is changed in any point of the software lifecycle, it should be
flexible enough to accommodate changes. Seasonality is added back after making predictions on
non-seasonal data.

Unit Testing
In unit testing, singular units/parts of a product are tried. The intention is to approve that every unit

of the product proceeds as planned. It is done at code level for explicit programming blunders.

White Box Testing
In white box testing, analyzer sidesteps the Ul. The analyzer picks the sources of info and yields, and

they are tried straightforwardly at code level and results are contrasted agreeing with necessities. In
this kind of testing the code and structure of the program are known to the analyzer. The experiments
created will make each condition be executed in any event once, so for this to happen we are
Alternative Path Testing. As the usefulness of program is straightforward, this strategy will be
anything but difficult to apply.

Black Box Testing

In discovery testing experiments are gotten from framework prerequisites and particulars. It includes
going through each conceivable information/yield to check its outcomes.

Integration Testing
In coordination testing we test all the past modules after their combination. It is done to guarantee

that the modules are practically regularly when joined.

Test Deliverables:

Test Case Name  |Importing required libraries.

Test Case Number |1

Description Testing feature to import libraries into the system.
Preconditions The user must have R and RStudio installed on the system
Input Values R statements for the relevant libraries i.e. dyplr, lattice, shinny etc.
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Valid Inputs

Syntactically correct python statements.

Steps

Select the R statements and execute them.

Expected Output

Execution successful. Libraries Imported

Actual Output

Execution successful. Libraries Imported.

Output

[Mbraryldplyr)
Tibrary(ggplot2)
Tibrary(reshape2)
Tibrary(readr)
Tibrary(lubridate
Tibrary(rpart)
Tibrary(rattle)

Test Case Name

Importing the valid data.

Test Case Number

2

Description

Testing feature to import target dataset into the system.

Preconditions

The user must have R and RStudio installed on the system and the data must be of .csv
file extension locates in specified folder

Input Values Function with dataset name with .csv extension as argument.
Valid Inputs Enter the valid filename and execute the function.
Steps \Write dataset name within the argument section of the read function and execute.

Expected Output

Execution successful. Data set uploaded.

Actual Output

Execution successful. Data set uploaded.

Output:

read. csv("E:/FInal year Project/sD5/salesdata.csv”)

Test Case Name

Importing the invalid data.

Test Case Number

3

Description

Testing feature to import target dataset with different extension into the system.

Preconditions

The user must have R and RStudio installed on the system and the data is not of .csv file
extension.

Input Values Function with dataset name with .txt extension as argument.
Valid Inputs Enter the invalid filename and execute the function.
Steps \Write dataset name within the argument section of the read function and execute.

Expected Output

Execution successful. Data not found.

Actual Output

Execution successful. Data not found.

Test Case Name

Preprocessing, Visualizing and Analyzing dataset

Test Case Number

4

Description

Testing feature to prepare, visualize, analyze dataset.

Testing technique

Unit testing
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Preconditions

The user must have R and RStudio installed on the system and the data is already
uploaded.

Input Values R statements to prepare, plot and analyze dataset.
Valid Inputs Enter the required R statements.
Steps \Write the statements to prepare data like making null values 0, to visualize data like

ggplot() and to analyze like describe() in R.

Expected Output

Execution successful. Data is preprocessed, visualized and analyzed.

Actual Output

Execution successful. Data set uploaded. Data is preprocessed, visualized and analyzed.

Sales Processed Dataset Summary
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Test Case Name

Preprocessing, Visualizing and Analyzing dataset of individual variable.

Test Case Number

5

Description Testing feature to prepare, visualize, analyze dataset of individual variable.

Testing technique |Unit testing

Preconditions The user must have R and RStudio installed on the system and the data is already
uploaded.

Input Values R statements to prepare, plot and analyze dataset of individual variable.

Valid Inputs Enter the required R statements.

Steps Write the statements to prepare data like making null values 0, to visualize data like

ggplot() and to analyze like describe() in R.

Expected Output

Execution successful. Data of individual variable is preprocessed, visualized and analyzed.

Actual Output

Execution successful. Data of individual variable set uploaded. Data is preprocessed,
visualized and analyzed.

Output: vars n mean sd  median trimmed mad min max
A1 1 113 35552@.3 162513.5 304774.4 341541.1 1e4@38.5 146634.8 748575.1
range skew kurtosis 5¢
ales X1 593940.3 0,59  -0.89 15288.46
408318.4
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Test Case Name

Selecting correct moving average

Test Case Number

6

Description

Testing feature to choose correct moving average.

Testing technique

Unit testing

Preconditions

The user must have R and RStudio installed on the system and the data is already
uploaded. Data is prepared.

Input Values R statements to select and apply moving average.
Valid Inputs The R statement for smoothing data.
Steps The desired moving average to achieve the smoothness of the data so that no important

value of data is omitted is 4.

Expected Output

Execution successful. Data is smoothed with all important values in consideration.

Actual Output

Execution successful. Data is smoothed with all important values in consideration.

Output:

CleanMov Av gd
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500000
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Test Case Name

Selecting incorrect moving average

Test Case Number

-

Description

Testing feature to choose incorrect moving average.

Testing technique

Unit testing

Preconditions

The user must have R and RStudio installed on the system and the data is already
uploaded. Data is prepared.

Input Values R statements to select and apply moving average.
Valid Inputs The R statement for smoothing data.
Steps The moving average with which data is not smoothed within the desired range and many

significant values are omitted is 10

Expected Output

Execution successful. Data is smoothed with many important values not in consideration.
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Overly smoothed data.

Actual Output

Execution successful. Data is smoothed with many important values not in consideration.
Overly smoothed data.

Output:

1e+06
|

Te+l5
]

4e+05
]

Test Case Name

Selecting correct p value (autoregression) and q value (moving average) for ARIMA

Test Case Number

8

Description

Testing feature to select p and q orders for ARIMA.

Testing Technique

\White box Testing.

Preconditions

The data file is uploaded in the system. The data of the specific city is cleaned and
smoothed.

Input Values The data needs to be smoothed.
Valid Inputs Cleaned and correctly smoothed data.
Steps The value for p is 20 and for g is 20 that needs to be written in arima () function of R

language.

Expected Output

Execution successful. ARIMA Model is more accurate. The more realistic forecasted
values. The narrow spread with 80% and 90% of data closed to accuracy.

Actual Output

Execution successful. ARIMA Model is more accurate. The more realistic forecasted

values. The narrow spread with 80% and 90% of data closed to accuracy.

Forecasts from ARIMA(20,1,20)

Output

1000000

0

Test Case Name

Selecting incorrect p value (autoregression) and g value (moving average) for ARIMA

Test Case Number

9

Description

Testing feature to see the behavior of ARIMA with incorrect p and g orders.

Testing Technique

\White box Testing.

Preconditions

The data file is uploaded in the system. The data of the specific city is cleaned and
smoothed.

Input Values The data needs to be smoothed.
Valid Inputs Cleaned and correctly smoothed data.
Steps The value for p is 10 and for g is 10 that needs to be written in arima() function of R
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language.

Expected Output

Execution successful. ARIMA Model is less accurate. Unrealistic forecasted values. The
wider spread with 80% and 90% of data far away from accuracy.

Actual Output

Execution successful. ARIMA Model is less accurate. Unrealistic forecasted values. The

wider spread with 80% and 90% of data far away from accuracy.

Output

500000

Forecasts from ARIMA(10,1,10)

1500000
|

AW

Test Case Name

Remove seasonality from the data

Test Case Number

10

Description

Testing feature to see the behavior ARIMA Model without seasonality.

Testing Technique

Regression Testing.

Preconditions

The data file is uploaded in the system. The data of the specific city is cleaned and
smoothed. P and g values are correct.

Input Values The data needs to be smoothed. ARIMA has correct p and g values.
Valid Inputs Cleaned and correctly smoothed data. Correct p and g values
Steps Decompose the data using R function, see if there is seasonality in data, if it is then

remove the seasonality with R statements.

Expected Output

Execution successful. De-seasonal data. Less accurate ARIMA model.

Execution successful. De-seasonal data. Less accurate ARIMA model.

Actual Output

Forecasts from ARIMA(20,1,20)

Output
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Test Case Name

Predictions with seasonal data.

Test Case Number

11

Description

Testing feature to see the behavior ARIMA Model with seasonality.

Testing Technique

Regression Testing.

Preconditions

The data file is uploaded in the system. The data of the specific city is cleaned and
smoothed. P and g values are correct.

Input Values The data needs to be smoothed. ARIMA has correct p and g values.
Valid Inputs Cleaned and correctly smoothed data. Correct p and g values
Steps Decompose the data using R function, if seasonality is being removed add it back to the

data.

Expected Output

Execution successful. Seasonal data. More accurate ARIMA model.

Actual Output

Execution successful. Seasonal data. More accurate ARIMA model.

Output
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Forecasts from ARIMA(20,1,20)
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Test Case Name

Testing the ARIMA Model with actual values

Test Case Number

12

Description

Testing feature to see the accuracy of forecasted values from ARIMA

Testing Technique

Integration Testing.

Preconditions The data file is uploaded in the system. The data of the specific city is cleaned and
smoothed. P and g values are correct. Seasonality is added back.
Input Values The data needs to be smoothed. ARIMA has correct p and g values. Data is seasonal.

Valid Inputs

Cleaned and correctly smoothed data. Correct p and g values. Seasonal data.

Steps

Use the arima function in R with all the correct parameters. Use R forecast statements to
predict the future values on the train data. Compare the actual test values and train
forecasted values.

Expected Output

Execution successful. Seasonal data. Forecasted values approximately near to the actual
values for testing.

Actual Output

Execution successful. Seasonal data. Forecasted values approximately near to the actual
values for testing.

Output

uuuuuuuu

Forecasted Values
3280m0 - EE:L“ Lo 80 Hi 80 Lo 95 Hi 95
81 5249739 501537.8 | 5484219 480128286 | 5608314
82 5455658 48368262 B073053 451143274 £399853
2 83 5419536 4384836  E45423.6  383T08.873 7001974
£21654.4 84 5330753 3795024 | BB63554 | 298662730 | 7A7495.1
AT556.6 85 550366.1 3578221 7429100 255895547 5443366
86 545076.7 326265.0  TE3IBET.S 210434534 ET97189
87 5509519 311769.2 | 7901946 185137609 | 916826.1
88 6343424 379757.2 | 888927.6 1023696.8
89 8035413 535796.5 | 1071286.0 1213021.6
90 1039965.4 758806.2  1321130.6 1469968.9
a4 13232A71 1A28G8N 8 | 1814482 5 | ATN122114 17782971
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Actual Value

Forecasts from ARIMA(20,1,20)
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Test Case Name

Testing the ARIMA Model with L-Jung box test

Test Case Number

13

Description

Testing feature to see the accuracy of forecasted values from ARIMA and if there is any
autocorrelation between existing, previous and next values.

Testing Technique

Integration Testing.

Preconditions

The data file is uploaded in the system. The data of the specific city is cleaned and
smoothed. P and q values are correct. Seasonality is added back.

Input Values The data needs to be smoothed. ARIMA has correct p and g values. Data is seasonal.
Valid Inputs Cleaned and correctly smoothed data. Correct p and g values. Seasonal data.
Steps Use the ARIMA function in R with all the correct parameters. Use R forecast statements

to predict the future values on the train data. Apply the L-Jung box test to see the p-
values. If p-value is greater than 0.05 then there is no autocorrelation between existing,
previous and next values.

Expected Output

Execution successful. Seasonal data. P-values greater than 0.05.

Actual Output

Execution successful. Seasonal data. P-values greater than 0.05.

Output:

Box-Ljung test

data:

fitMovavgdsiresiduals

¥-squared = 0.356, df = 5,

p-wvalue = 0.9965

Test Case Name

Applying recurrent neural network to see the accuracy of our model

Test Case Number

14

Description

Testing feature to see the accuracy of forecasted values from ARIMA and if there is any
autocorrelation between existing, previous and next values.

Testing Technique

Integration Testing.

Preconditions

The data file is uploaded in the system.

Input Values Data file is uploaded. Libraries for running LSTM recurrent network are imported and
installed in python.

Valid Inputs Data files. Required libraries installed and imported.

Steps Use various deep learning statements to predict the next values. Using Istm() function in

python to make predictions.

Expected Output

Execution successful. Plotting the predicted values. These values are similar to forecasted
values from ARIMA.

Actual Output

Execution successful. Seasonal data. Plotting the predicted values. These values are
similar to forecasted values from ARIMA.

Output:
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Test Case Name

Clients approval for forecasted values.

Test Case Number

15

Description

Testing feature to see whether client agrees on the forecasted values or not.

Testing Technique

Acceptance Testing.

Preconditions

The data file is uploaded in the system. The system is running orderly.

Input Values The graph of the forecasted values is plotted.
Valid Inputs Plotted forecasted values.
Steps Run the commands and model you have chosen to show the forecast to the client.

Expected Output

Execution successful. The client appreciates and accepts the forecast.

Actual Output

Execution successful. The client appreciates and accepts the forecast.

Test Case Name

GUI.

Test Case Number

16

Description

Testing feature for user interface

Testing Technique

Black Box Testing.

Preconditions

The system is correctly working.

Input Values The program is initiated.
Valid Inputs Program is initialized with correct parameters.
Steps Create and display the main screen.

Expected Output

Execution successful. System runs perfectly and everything is displayed orderly

Actual Output

Execution successful. System runs perfectly and everything is displayed orderly

5.2 RISK AND CONTEGENCIES

Efforts have been made to remove all failures but there are certain unpredictable factors such as

incorrect input data, model selection is quite difficult and may sometimes to lead to errors if

parameters are not chosen correctly. Also, the selection of model varies data to data. To cover

all these issues error handling was done but there may still be unforeseeable circumstances that

may happen.
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Schedule Risk

In order to complete the project on time, as the project might get behind schedule, we increased

the no.-of- hours/day to work on the project.

5.3 FUTURE WORK

There is no boundary to the innovations and the data that is increasing exponentially. There is always
and remain the need to analyze data and make useful business insights to have accurate predictions.
This project can be used as a basis to understand and add features to make it into an even bigger and
complex system. It can be used to play with more It could also be commercialized. In future accuracy
could be improved further and scope could be extended to make it more comprehensive.
Following additional things can be done in future.

1. A more complex and large datasets can be used.

2. Data sets with multiple variables can be used.

3. Multiple variables dependency and their forecasting can be done.

4. The model changes with the type of dataset, hence more research on models in R, machine

learning techniques and deep learning can be done.

o

Interface of the system can be made more efficient.

6. More intelligent business insights can be predicted.

54 CONCLUSION

Overview

In conclusion, this project provides sales forecast. Forecasted values are 75% accurate. This helps to

make very useful and important sales production, business and sales marketing decisions.

Objectives Achieved

e Automatizing preparation, visualization and analysis of the data.
e Correct model chosen.
e Model cross validated and tested.

e More accurate forecasted values
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APPENDIX A

Proposal for Data Analysis For USEN

Brief Description of the Project/Thesis with Salient Space:

Industrial brands are integrating new technologies to record and utilize data to improve their efficiency.
They are holders of big data but have no appropriate way to optimize their business. Our aim is to play
with their big data and produce the statistical models predicting various information for them. We want
to refine the big data, apply certain algorithms, implementing data analysis techniques, producing
statistical and prediction models. These models will help industrial brand to have a deep learning of their

data and produce the desired results.

Scope of Work:
e Product will help industrial brand to make more accurate, unbiased and unambigous insights

e We will have a chance to work with big data and analyze its market value.

Academic Objective:
e Understanding and working with BigData, deep learning , data science and data analysis.

e To go through the process of professional project development.

Application /End Goal Objective:
o Brief statistical models of the data gathered imitating the information required by the client

(industry) to predict the sales of their any food item within a given period.

Previous Work Done on The Subject:
e Big Data is changing the way the industries work. The industrial brand has the raw data only but
no apposite analysis to produce the desire results neither any statistical model to make their

understanding easy.

Material Resources Required:

e Data from the industry, A good working laptop

No of Students Required: 2

Special Skills Required: .. ) ]
b 9 e Statistiscal information

Data analysis techniques .
* y q e Pyhton based programming

e Data Science Education .
e R programming

e Deep learning and Handling BigData
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APPENDIX B

USER MANUAL

System Summary

The framework utilizes the best boundaries for the model and makes forecast. The plots of
preprocessed information, investigated information, and envisioned information.

Import data set.

Open

Sales Data Analysis

Sabaht Khurshid

Data Box Organise + New folder

Choose CSV File

Deep DeepMM.ip DMM.ipynb
neural ynb

# Quick access )
network.ip

Browse... B Desktop
Downloads > b b
B Documents » a %
. 55 e E_SE salesdata salesdata salesdatal salesdatad

B Final Gul

File name:

Upload, preprocess, analyze and visualize dataset.

Sales Processed Dataset

Histogram of Hassan_AbdalCity SalesDf],

Show| 10 ¥ entries Search:
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7 - |
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] - Jang Abdal
k) [Ty] :
]
C 7 E - |
g I lg X1 1384970.1  1096237.1  T84507.4 40983184 960722.0
T o= B
E _ K2 14710417  1184364.8 8332621 529287.3 1020427,
L -
['7]
7 = E X3 1291073.% 10219159 7313204  464534.1 895588.3
7 |
o]
o - | T I T I T T ‘ y —— x4 1173703.5  0628014.5 G64836.8 4223037 214171.2
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Forecast values.

Point Forecast Lo 8@ Hi 3@ Lo 95 Hi 95
F73987.3 752135.2 7T95839.4 748567.4 8a7487.2
S996843.6 G933971.6 1853115.6 ©988755.5 1883327.7

1212626.6 1115571.4 1399669.5 1864196.6 1361844.6
1482836.2 1257191.8 1546869.4 1186517.8 1623542.7
1464326.2 1279575.6 1649876.9 1181774.5 1746878.0
1358884.3 1155882.1 1582526.4 1841544 .4 1695664.1
1224526.3 991215.6 1457825.@ 867711.6 1581329.@
1a58265.7 866264.9 1294266.5 677898.6 1423432.7
884237.6 634476.6 11330998.6 582261.1 1266214.1
767295.7 514687.1 1819%984.2 3838964.2 1153527.1
683465.1 429152.8 937786.3 294524.6 1872413.7

Plot forecasted values.

Forecasts from ARIMA(20,1,20)

1000000 1500000
] ]

500000
|

CUSTOMER’S FEEDBACK

Feedback #1
Forecast is according to what was expected. The wide spread of the window is realistic to the state of
business.
Feedback #2
From forecasted values following things can be interpreted:

1. Stock in

2. Stock Out
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3. Regional buying of retailers
4. Seasonal variations effect on product
5. Any socio-economic activities.
6. Warehouse management
Feedback #3
When forecasted demand is low, variations are higher so the business management should cater risk

according to the population.
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APPENDIX C

Executive Summary

Product Description/Objectives

The curiosity to know future has always put humans in a struggle to achieve precise details to
successfully peek into it. The commercial industries with more clever, sharp and efficient business
intelligence prosper speedily as compare to other industries with less efficient business intelligence.
It is the need of the day for these units to know about their future insights in order to manage
product’s productivity, sale and marketing.

Sales predictions is a significant issue for various organizations associated with assembling, co
ordinations, advertising, wholesaling and retailing. Modern brands are coordinating new
advancements to record and use information to improve their proficiency.

Our system successfully makes valuable predictions with most efficient model for time series that

leads to very significant insights.

Methodology Adopted

The details which we have grown through to enable Data Analysis system to make more accurate
predictions will be discussed in this section.

Preprocessing, analyzing and visualizing dataset

The given data was prepared and statistically analyzed to remove any stationarity in the data if there
was. The data is stationary if p-value is >0.05 then stationary otherwise not.
kpss.test(AllCitySalesDataDf$Hazro)

After efficaciously preprocessing, analyzing and preparing data we went into the procedure of

selecting best possible model for the type of data that we have i.e. time series.

Selecting model

There are numerous models available to forecast values when data is time series. Through thorough

research we thought to go with ARIMA that works best for time series data.
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Smoothing data

The data need to be free of any outlier or any insignificant value that does not contribute towards
predictions. For this we need to smooth data over a correct window called moving average. We
tested the data for a couple of values for moving average and concluded 4 is our desired value.
AttockCitySalesDf$MovAvg4=ma(AttockCitySalesDf$cleanData,order=4)

Seasonality in the data

We also need to go for checking seasonal component in the data to see whether we can go for data
with seasonal data or not as ARIMA is good for both seasonal and non-seasonal data.

decomp=stl(CleanMovAvg4,s.window="periodic")
deseasinalData<-seasadj(decomp) # removing seasonality

plot(decomp)
W ]
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4 8

data

seasonal

trend

remainder

s
! ‘\l 0
\ku- 3

10

‘ \‘
T
8

time

If we find that we can make good spread predictions, we can add seasonality back. We will check for

it later

Trend in data

Our data has a trend with some patterns repeated hence we are good to go.

Autoregressive and Moving average component

Now to decide p (autoregressive) and g (moving average) component we look for acf and pacf
graphs. Through various speculations we come to find p=20,d=1, q=20 will be good for our

predictions.

Fitting and forecasting

The ARIMA model parameters we have decided and the respective changes in the data are good to

forecast values and fit the model.
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Forecasts from ARIMA(20,1,20)
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Adding seasonality back

When seasonality is added back it shows less accurate predictions hence we decided to go with

ARIMA with non-seasonal data.

Model Evaluation and testing

We adopted the approaches to evaluate and test model

1. Comparison with actual values.

Forecasted Values

Lo B0 Hi 80 Lo 85 Hi %5

2. L-Jung Box test

P-value greater than 0.05 shows that data is not autocorrelated and is best for making predictions.
3. Deep learning LSTM

2000000
1750000
1500000
1250000
1000000

750000

500000

2000 2002 2004 2006 2008 2010

The graph very much clearly shows that our predictions with ARIMA and LSTM are quite similar.
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Results

After assessment and testing model through different propelled approaches we reasoned that ARIMA
model we utilized and fitted to foresee the sales is increasingly exact and proficient. Thus, we
anticipated the offer of every single other city with this model and introduced to the customer. Our
customer was a lot of happy with the forecasts and give us certain input of utilizing the model
further.

Conclusions

Even though we utilized ARIMA, known to be the best for time series data there are further
developed models that help to have progressively sensible and exact figure. SARIMA for occasional
information can likewise be applied. For testing and assessment GRU a bigger number of simples
than LSTM can be utilized.
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