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Abstract 

Sales predictions is a significant issue for various organizations associated with assembling, co 

ordinations, advertising, wholesaling and retailing. Modern brands are coordinating new advancements 

to record and use information to improve their proficiency. A colossal storehouse of Big information is 

created every day. While mechanical brands are producing exceptionally circulated information from 

different administrations and applications, a few difficulties in information examination require new 

ways to deal with help the huge information time. These difficulties for modern enormous information 

investigation are continuous examination and dynamic from huge heterogeneous information sources in 

mechanical space. The measures are compulsory to oblige process speed of exchange and to upgrade the 

normal development in information volume and client conduct. Hence, huge information investigation is 

an ebb and flow territory of innovative work. 

The main objective of this project is to use approaches of data analytics, machine learning and 

processing of historical data for deriving valuable insights from data for USEN through predicting sales. 

These predictions lead to efficient decision making, enterprise planning and human behavior analysis. 

The repossessed data from USEN was gone under numerous data mining practices like pre-processing 

technique. We applied few exploratory analysis procedures on the data also. Several statistical values 

like p-value, range of the data were analyzed to see which one is the best possible model for the data. 

ARIMA model was found to be the best suited model as the data was found to be of time series nature. 

In order to cross validate ARIMA model its results were compared with results with another model. The 

model which we used for training and cross validation was LSTM, which applied the concept of deep 

learning and recurrent neural network. The end results were the forecasted values of the data given. 

 

 

 

Key Words: Big data, exploratory analysis, Autoregressive Integrated Moving Average (ARIMA), Long 

Short-Term Memory Networks (LSTM)   
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CHAPTER: INTRODUCTION 

This chapter gives an overview and Introduction of the Data Analyst system for USEN. It gives 

a background and reason to develop the system as well as the solution we have managed to 

develop to the respective problem. 

1.1 Overview 

The system visualizes, analyzes and prepares the data. The system predicts the sales of a time series 

data by choosing the model that produces the more accurate sales. Model is tested through various 

means of testing using deep learning algorithms. The accurate model is used to forecast and the 

predicted sales are shown to clients to accept them. 

1.2 Problem Statement 

Industrial brands are integrating new technologies to record and utilize data to improve their efficiency. 

They are holders of big data but have no appropriate way to optimize their business. 

Our aim is to play with their big data and produce the statistical models predicting various 

information for them. We want to refine the big data, apply certain algorithms, implementing data 

analysis techniques, producing statistical and prediction models. These models will help industrial 

brand to have a deep learning of their data and produce the desired results. 

1.3 Approach 

The project involves implementation of desktop application using python. Object classification and counting is 

done using TensorFlow. The application is integrated with MS SQL Server which provides for reliably storing 

the data in the database. The camera feed use 

1.4 Scope 

Product will help industrial brand to make more accurate, unbiased and unambigous insights. We will 

have a chance to work with big data and analyze its market value. 

1.5 Objectives 

The main objective of the system is to provide a system which performs following functions: 

• Automatizing preparation, visualization and analysis of the data. 
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• Selecting model with correct parameter that forecast more accurate sales. 

• Validate and test model with machine learning technique. 

• Plotting the more accurate forecast values. 

1.6 Deliverables 

Table 1-1: Deliverables 

S

R

. 

Tasks Deliverables 

1

. 

Literature Review Literature Survey 

2

. 

Requirements 

Specification 

Software Requirements Specification Document (SRS) 

3

. 

Detailed Design Software Design Specification Document (SDS) 

4

. 

Implementation Project demonstration 

5

. 

Testing Evaluation plan and Testing plan 

6

. 

Training 
 

Deployment plan 

7

. 

Deployment Complete application with necessary documentation 
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LITERATURE REVIEW 

2.1 Overview 

Data is everywhere. The amount of data around us is mounting at a speedy rate and changing the 

way we live. An article by Forbes states, “Data is increasing with each passing day. A time will 

come when it will be so huge in number that there will be 1.7 megabytes of new information created 

for every single human being with each passing moment”. This gives us awareness to know the 

essentials of the data at least. 

Data Science 

When we deal with unstructured and structured data, data cleansing, preparation, and analysis we are 

applying data science to the information. 

Data Science is the blend of insights, arithmetic, programming, critical thinking, statistics, 

mathematics catching information in clever ways, the capacity to take a gander at things in an 

unexpected way, and the movement of purging, planning, and adjusting the data. 

Big Data 

Big Data is the colossal volumes of data that can't be prepared successfully with the existential 

conventional applications. The preparation of Big Data starts with the crude information that is not 

collected yet and is recurrently difficult to store in the memory of a computer.  

Data Analytics 

Data Analytics is the science of groping raw data to arrange that information. Applying an 

algorithmic or mechanical procedure to infer bits of knowledge and, for instance, going through a 

few informational indexes to search for significant connections between each other is basically work 

of data analytics. 

Time series data 

When data points are arranged in a sequence of consecutive order with dates mentioned it is called 

time series. The movement of selected data points, such as, sales of food items over a period being 

recorded at regular intervals is traced in time series information.  

Time series data analysis and forecasting 

The procedure for determining time series data to excerpt eloquent statistics, other characteristics, 

useful insights from the data is time series analysis. When we use previous observations to predict 

future values in a model it is basically time series forecasting. 

Our data 

http://www.forbes.com/sites/bernardmarr/2015/09/30/big-data-20-mind-boggling-facts-everyone-must-read/#7302789a6c1d
https://www.simplilearn.com/data-cleaning-why-and-how-to-get-started-article
https://www.simplilearn.com/tutorials/data-science-tutorial/what-is-data-science
https://www.simplilearn.com/tutorials/big-data-tutorial/what-is-big-data
http://searchdatamanagement.techtarget.com/definition/data-analytics
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The dataset we got from our client was a time series data with univariate qualities means we must 

work on a single variable of the dataset given at a time. 

Autocorrelation in data 

The values as a function of the time lag between them and the interconnection between them is called 

autocorrelation. It is the relation between the existing, previous and next row of data values. 

Stationary data 

If there is no change in the statistical values of a time series, then it is said to be stationary. If mean 

and variance are not changing and are constant, and covariance of the data does not dependent on time 

then time series is stationary 

Seasonality in data 

Periodic fluctuations or the pattern of the changings over a time period are referred to as seasonality in 

the data. An autocorrelation plot can be used to derive seasonality. 

Modelling time series 

Two models for modelling time series 

1. Moving average 

2. ARIMA 

Moving Average 

One of the ways to carry out time series modelling is moving average. The mean of all past values is 

cumulated as the next observation in this model. It uses good initial point. Moving average is used to 

speculate trends in the data. The window is defined that smooths the time series over the specified 

value, apply moving average and shows the different trends 

ARIMA Model 

ARIMA stands for auto-regressive integrated moving average. It’s a way of modelling time series 

data for forecasting in such a way that it accounts for a pattern of growth/decline (autoregressive 

part), the rate of change of growth (integrated) and noise between consecutive time points (moving 

average). 

ARIMA takes three parameters as its order p, q and d. p is defined from PACF correlation function 

and q from ACF correlation function. 

The equation is as  

ARIMA(p,q,d)X(P,Q,D)S 

Its forecasting equation is: 
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Ŷt  =  Yt-12 + Yt-1 – Yt-13 - θ1et-1 – Θ1et-12 + θ1Θ1et-13 

where θ1 is the MA(1) coefficient and Θ1 (capital theta-1) is the SMA(1) coefficient. 

Deep learning techniques: 

Recurrent neural systems are appropriate to manage learning issues where the dataset has a 

successive nature. They can review things from an earlier time, which is helpful for foreseeing time-

subordinate targets. The regulated learning targets foreseeing valid or exact qualities from 

information. A preparation set of a yield (target) and some info factors is taken care of to a 

calculation that figures out how to foresee the objective qualities. The errand of the calculation is to 

convey top notch forecasts, without anyone else, separating the necessary information exclusively 

from the accessible information 

Long Short-Term Memory 

LSTM is a gated memory unit for neural systems. It has 3 doors that deal with the substance of the 

memory. These doors are basic calculated elements of weighted entireties, where the loads may be 

educated by backpropagation. The LSTM consummately fits into the neural system and its 

preparation procedure. It can realize what it needs to realize, recollect what it needs to recollect, and 

review what it needs to review, with no unique preparing or enhancement.

 

 

2.2 Outline of Existing Works 

In [4],[5] and [6] the authors have defined the terms of data science, data analytics, time series data, 

time series analysis and forecasting according to what the new world order. 

In [7] the author has researched advanced deep learning techniques in forecasting time series data. 

In [8] the author has shown how more advanced model than ARIMA can be used to predict more 

accurate values with a seasonal data.  

In [8] the author has given the comparison of GRU and LSTM.  
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2.3 Comparative Review 

More advanced version of ARIMA model can also b used to predict values like SARIMA. More 

refined predictions can be done using seasonality factor in it. It works more well with seasonality as 

compared to ARIMA. Seasonal Autoregressive Integrated Moving Average, SARIMA or Seasonal 

ARIMA, is an expansion of ARIMA that unequivocally bolsters univariate time arrangement 

information with an occasional segment. It adds three new hyperparameters to determine the 

autoregression (AR), differencing (I) and moving normal (MA) for the occasional part of the 

arrangement, just as an extra boundary for the time of the irregularity.  

 

The GRU is the more up to date age of Recurrent Neural systems and is truly like a LSTM. GRU has 

freed of the cell state and utilized the shrouded state to move data. It additionally just has two 

entryways, a reset door and update entryway. 
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CHAPTER: SOFTWARE REQUIREMENT DOCUMENT 

3.1 INTRODUCTION 

Software Requirements Specification (SRS), is a document describing the expected behavior of a 

software system. The aim of this document is to present detailed description and requirements of 

project Data Analysis Software for USEN which uses the machine learning, R and python analysis 

techniques. Our aim is to devise a software that can play with Big Data provided by the company.  

Purpose 

This document covers the software requirements and specifications of Data Analysis Software for 

USEN. The idea of the project is to analyze the Big Data and its consequences. This document 

describes the system development requirements and features of the data analysis software prototype, 

which can serve as a guide to data scientists, data analysts, as a software validation document for the 

prospective client and as a business value enhancer and analyzer.  

Document Conventions 

This section describes standards and typographical conventions followed when writing this SRS. 

USEN: Universal Systems Engineering  

3.2 OVERALL DESCRIPTION 

Product Perspective 

We are developing a software prototype in Python and R on specific machine learning models that 

uses statistical analysis and software engineering techniques. A bulk of data is there in industry, but 

companies don’t have proper analysis to gain insight of that big data. We aim to analyze this data 

and produce certain models that help companies to optimize their sales and make most out of the big 

data.  

Product Functions 

The main features of Data Analysis Software are: 

• Data Collection: Receiving datasets from USEN in a file of 8GB-32GB 

• Data Exploration: Cleaning, filtering, and preparing datasets. 

• Analyzing Data: Analyzation techniques for scrutinizing data behavior. 
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• Visualizing Data: Scree plot, box plot, scatter plot, histograms for analyzed data  

• Predicting Graphs/Models: Designing graphs for making predictions using various 

prediction techniques of Machine Learning. 

• Deliverables: Prediction graphs/models, software prototypes for implementation by USEN. 

Product Features and Characteristics 

Characteristics: 

As we will be elucidating big data our software aims to accomplish certain characteristics: 

• We will be starting with raw data and our software will lever the data programmatically 

for exploring it.  

• We will be using a machine learning algorithm for hypothesis-free analysis. We will use 

the data to drive the analysis.  

• As data sets are huge so we will be dealing many attributes serving us to attain more 

realistic predictions. 

• Our software will give unambiguous, unbiased, non-hypothetical insights reciprocating 

the ambiguities of data predictions. 

User Classes  

This section describes the type of users for the Data Analysis Software: 

Use Case Diagram 

 

 

Figure 3.2.1 Use Case Diagram for the system 
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Activity Diagram 

 
Figure 3.2.2 Activity Diagram 

  

Description of Use Cases 

Use case 1- Data Acquisition 

Use case name Data Acquisition 

Primary actor FYP Group 

Secondary actor USEN 

Normal course - Imports the data in csv, excel and valid only if successful acquisition 

Alternate course - Invalid acquisition, invalid file format, ask to import again 

Pre-condition Valid file format. 

Post-condition Successful acquisition, ready for preprocessing. 

 

Use case 2- Data Preprocessing 

 

Use case name Data Preprocessing 

Primary actor FYP Group 

Secondary actor N/A 

Normal course - Cleans the data, remove null values, reduce data frame if required, transpose if 

required 

Alternate course - Data is clean, no null values, no reduction is required, no need of transpose 

Pre-condition Data is acquired successfully. 

Post-condition Successful preprocessing, ready for analysis. 

 

Use case 3- Exploratory Analysis 
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Use case name Exploratory Analysis 

Primary actor FYP Group 

Secondary actor N/A 

Normal course - Finds mean, median, variance, covariance, correlation, p-values separately for more 

clear processing 

- Finds all significant statistical values for selecting a good model 

Alternate course - Statistical values can be calculated collectively 

Pre-condition Data is clean. There are no null values and no noise which can create issues while 

calculating statistical values. 

Post-condition All important and required statistical values are calculated without any error and 

successfully, ready for visualization, technique selection. 

 

Use case 4- Data Visualization 

 

Use case name Data Visualization 

Primary actor FYP Group 

Secondary actor USEN 

Normal course - Display scatter plot, box plot, histograms, line graph for better understanding of data 

and defining any outliers. 

Alternate course - Gives abnormalities in graphs when data is not clean and do not let to properly 

understand data. 

Pre-condition Data is acquired successfully. The data is clean and properly processed so that there are no 

abnormalities in data 

Post-condition Helps in understanding data hence helps in selection of model. 

 

Use case 5- Model Selection 

 

Use case name Model selection 

Primary actor FYP Group 

Secondary actor USEN 

Normal course - selects models like ARIMA, ARMA, linear regression 

- define data is time series or some factor dependent 

- tell trend, seasonality, stationarity of data 

- remove trend, seasonality, stationarity for ARIMA and ARMA 

- selects the independent variable on which sales depend for linear regression 

Alternate course - model selected is not suitable for the data given 

Pre-condition Data is acquired successfully. The data is clean and properly processed so that there are no 

abnormalities in data. Data is visualized properly for defining the type of data. 

Post-condition Suitable model is selected ready for prediction 

 

Use case 6- Evaluate Model 
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Use case name Evaluate Model 

Primary actor FYP Group 

Secondary actor N/A 

Normal course - finds residual errors using r squared and f statistics 

- distribution of errors 

Alternate course - errors not calculated successfully 

Pre-condition Data is acquired successfully. The data is clean and properly processed so that there are no 

abnormalities in data. Data is visualized properly for defining the type of data. Suitable 

model for the data is selected. 

Post-condition Accurate Predictions are made. 

 

Use case 7- Predictions 

 

Use case name Predictions 

Primary actor FYP Group 

Normal course - forecast the sales for some next days 

Alternate course - accurate sales are not predicted 

Pre-condition Data is acquired successfully. The data is clean and properly processed so that there are no 

abnormalities in data. Data is visualized properly for defining the type of data. Suitable 

model for the data is selected. Model is Evaluated 

Post-condition Accurate results are shown. 

 

Use case 8- Show results 

 

Use case name Show results 

Primary actor FYP Group 

Secondary actor USEN 

Normal course - results of the of forecasted values are shown 

- display graphs of these predictions 

Alternate course - results are not shown. 

Pre-condition Data is acquired successfully. The data is clean and properly processed so that there are no 

abnormalities in data. Data is visualized properly for defining the type of data. Suitable 

model for the data is selected. Model is Evaluated. Predictions are made 

Post-condition Graphs are displayed. 

Include Visualization and model selection modules. 

 

 

Operating Environment 

Hardware 

• The Data Analysis Software can run on a good laptop with 4GB RAM. 
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Software 

• R Studio, R GUI 

• Anaconda, Jupiter Notebook 

• Excel, Microsoft SQL 

• Libraries: Pandas 

 Design and Implementation Constraints 

The software will be implemented using  

• R and Python programming languages 

• Data Analysis Techniques: Bayesian Statistics, Linear Regression, Classification, Clustering 

(K means), Principle Component Analysis 

• Data Visualization Techniques: Scatter plot, histogram, heat map 

 

Figure 3.2.6.1 Design and Implementation 

Assumptions and Dependencies 

• Analysis (graphs, models, prediction) extracted from the data depends on the type of data 

given. 

• The data shared by the company will not be used for other purposes and where required we 

will mask the data so that the reputation and confidentiality of the company of the company 

remain intact. 

• The software will be accessible to only authorized persons. 

• The predicted information will be confidential between company and project team. 

3.3 EXTERNAL INTERFACE REQUIREMENTS 

User Interfaces 

The Data Analysis software will be able to: 
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• Access and read data whose analysis must be done (e.g. sales prediction, comparing predicted 

sales of system vs human behavioral analysis).  

• Display visualized graphs of the analysis. 

Hardware Interfaces 

• This software can run on a laptop/desktop with core i5, 4GB RAM, 500 HDD. 

Software Interfaces 

• Database (datasets) provided by the required company. 

• RStudio for analysis in R 

o R provides more specific statistical analysis, visualizations and models 

o Provides variety of statistical techniques and visualization Capabilities 

o It is extensible, open source, top notch graphical capabilities, easy to build publication 

quality plots. 

• Anaconda, Jupiter Notebook for analysis in Python 

o It offers an ever-growing set of data management, analytical processing, and 

visualization libraries. 

o The Jupiter Notebooks make Python-based analysis more producible and repeatable. 

3.4 SYSTEM FEATURES 

The area sorts out the useful necessities for Data Analysis Software by framework includes, the 

significant administrations gave by the item. 

Data Acquisition 

Description and Priority 

Acquiring Data includes anything that makes the software retrieve data including finding, accessing, 

acquiring, and moving data. It includes identification of an authenticated access to all related data, 

transportation of the data from different sources, and ways to subset and match the data to regions or 

times of interests. Data can be collected from either databases or will be provided either in form of 

text, CSV, SQL files by USEN with size from 8GB-32GB. 

Priority: High 
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Stimulus/Response Sequences 

Basic Data Flow 

This function begins when the datasets are being fetched and are successfully running in the 

program. 

Alternate Data Flow 

The software notifies when the datasets are not acquired correctly. 

Functional Requirements 

REQ-1 The system shall be able to acquire and collect real time data or datasets provided by the 

organization. 

REQ-2 The software shall access data using CSV, EXCEL, and SQL file. 

REQ-3 The software shall be able to add, delete, manage and store the data. 

Data Preparation 

Description and Priority 

Data readiness includes taking a gander at the information physically to comprehend its inclination, 

what it implies, its quality, and organization. It regularly takes a fundamental examination of 

information or tests of information to get this. 

Priority: High 

Stimulus/Response Sequences 

Basic Data Flow 
This function begins when the data is on hand.  

Functional requirements 

REQ-4 The system shall understand the nature of the data, its format, its meaning. 

 

Data Pre-Processing 

Description and Priority 

This capacity incorporates cleaning information, subsetting or sifting information and making 

information that program can peruse and comprehend. On the off chance that there are various 

datasets included, this progression additionally incorporates coordination of information from 
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various information sources or streams. Information coordination lets you play with two datasets 

whose consolidated traits helps in forecast. 

Priority: High 

Stimulus/Response Sequences 

Basic Data Flow 

The software will clean and reduce the acquired data if required 

Alternate Flow 

The software will not be able to do any activity on data if it is not clean and filtered. 

Functional Requirements 

REQ-5 The software shall filter the data, remove noise, reduce if require. 

REQ-6 The system shall be able to clean data, wrangle and munge data. 

REQ-7 The software shall explore the data i.e. prepare, reduce integrate the data. 

Exploratory Analysis 

Description and Priority 

This function involves selection of analytical techniques to use, building a model of the data, and 

analyzing results. The technique that produces most accurate results will be opted. 

3.4.1.2 Stimulus/Response Sequences 

3.4.1.2.1 Once data is clean, it will be analyzed based on some modern analysis techniques. 

3.4.1.3  Functional Requirements 

REQ-8 The software shall use numerical, categorical, and combination of both these analyses to 

analyze the data. 

REQ-9 The software shall use non-hypothetical analysis to analyze. 

REQ-10 The system shall be able to analyze the datasets and classify the results. 

Visualization 

Description and Priority 

It includes evaluation of analytical results, presenting them in a visual way, 

and creating reports that include an assessment of results with respect to success criteria. We will use 

scatter plot, box plot and scree plot to classify/ group data for meaningful visual display and results. 
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Stimulus/Response Sequences 

Basic Data Flow  

The visualized statistical graphs are displayed on screen. 

Alternate Flow  

Software notifies when it is not able to display results. 

Functional Requirements 

REQ-11 The software will use scatter plot, box plot, scree plot, histogram for visually displaying the 

results. 

REQ-12 Software displays correct results and analysis on the screen. 

REQ-13 The software shall classify data for meaningful results. 

Predicting Graphs/Models 

Description and Priority 

Reporting experiences from examination and deciding activities from bits of knowledge dependent 

on the reason for what programming is planned (for example deals forecast, contrasting sales).  

Stimulus/Response Sequences 

The software shall produce accurate prediction graphs for predicting the scenarios stated by USEN. 

Functional Requirements. 

REQ-14 The software shall produce different statistical values of predicted model. 

REQ-15 The software shall produce accurate statistical values for predicting data patterns. 

REQ-16 The software shall produce reliable prediction graphs/models. 

3.5 NON-FUNCTIONAL REQUIREMENTS 

Performance Requirements 

The software should be fast in terms of performance. To judge the software performance, we check 

its response time and efficiency. 

Capacity 

As we are using R, hence the software will be capable of handling data of 8 Gb or more. 



  17 
 

Safety Requirements 

We will make sure to avoid programming failures, software support errors and hardware failures. 

Data Confidentiality 

Data provided by the client must be kept confidential. 

Database Backup 

Proper validation of software after completion. 

3.6 SOFTWARE QUALITY ATTRIBUTES 

Accuracy 

Our software will be able to make truthful predictions and accurate results. The prediction model that 

gives the more accurate value will be opted for making predictions. 

Reliability 

Predictions, Graphs, Models will be reliable so that industry can make their forecast of sales or 

anything on basis of these results. The software will run steadily with every one of the features 

mentioned above available and executing perfectly. The software will be tested completely, and all 

exceptions should be taken care of.  

Computation 

If extensive computational power is made available, we may deal with big datasets. 

Usability 

The successful software will predict and handle efficiently upcoming sales of a food item, a 

commercial item of a brand, compare system predicted sales vs sales from human behavioral 

analysis. 
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CHAPTER: SOFTWARE DESIGN DOCUMENT 

4.1 INTRODUCTION 

This chapter of report discusses the detailed design document of the system Data Analysis for USEN. 

Purpose 

This product software design document depicts the design, architecture and framework plan of Data 

Analysis for USEN. This report fills in as a guide for the engineers and as a product approval record 

for the customer. Archive incorporates classes and connections between them, use cases with expand 

depictions, succession outlines and different stream graphs. 

Scope 

Our aim is to play with the big data that a company holds and produce the statistical models predicting 

various information for them. We want to refine the big data, apply certain algorithms, implementing 

data analysis techniques, producing statistical and prediction models. These models will help industrial 

brand to have a deep learning of their data and produce the desired results. 

Overview 

This document is about the detailed architectural design of Data Analysis for USEN (Sales Predictor). 

The document is divided into various sections. Section 1 introduces the document and provides 

overview for executive purposes. Section 2 includes detailed description of the system with various 

diagrams and charts. This section includes all the architectural details of system under development. 

Section 3 describes all the modules and components of the system in detail. Section 4 compares this 

product to various other similar products available in the market. Section 5 throws light on the design 

decisions and tradeoffs. Section 6, pseudo code of all the components is provided.  

Definitions and Acronyms 

Table-4.1.1 Definitions and Acronyms 

Scatter Plot, histogram, boxplot R language 

 

ARIMA (Auto regressive Integrated Moving Average)  

 

Statistical Analysis 

ARMA (Auto regressive moving Average) 

 

Machine Learning (ML) 
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4.2 SYSTEM OVERVIEW 

Overview of Modules 

Following is the brief overview of all the modules for Data Analysis for USEN. Detailed description 

of these modules is presented in section 3. 

1. Data Acquisition Module  

This module initiates the start of Sales Predictor i.e. it imports a data frame from an external source 

and passes this data to preprocessing module. 

2. Data Preprocessing Module 

This module takes the data from data acquisition module and then the data is processed to remove 

null values, reduce data frame if required, log transformation if data is large and clean data. 

3. Exploratory Analysis 

Significant statistical values are then calculated after preprocessing. These include median, mean 

variance etc. 

4. Visualize Data set 

This module displays how data looks like using scatter plot, box plot. It helps to determine any 

outliers. 

5. Model Selection 

This module selects model based on appearance and statistical values. If the data is time series it 

selects ARIMA and ARMA but if data depends on some other factor it selects linear regression.  

6. Train and Test Data 

Converts data into train and test data. 

7. Evaluate Model Module 

This module finds the residual errors, distribution of errors and show comparisons. If these values 

are ambiguous it asks to select model again. 

8. Forecasting Module 

This module predicts the value on train data. 

9. Show Results Module 

This module shows the predicted values on test data. 
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4.3 SYSTEM ARCHITECTURE 

Architectural Design 

This shows the collection of software components, interfaces, subsystems of Sales Predictor and how 

they interact with each other. These architectures define roles and responsibilities of high-level sub 

systems. 

Top Level Architecture Diagram 

 
Figure 4.3.1 Top level Architecture Design 

 

This figure shows the high-level sub systems of Sales Predictor, how they are associated with each 

other and depicts how components of sales predictor are wired together to form larger components or 

sales predictor. They explain the structure of the system. 

Structure and Relationships 

Sales predictor software first acquires the data through data acquisition module, clean the data, remove 

any abnormalities from the data using preprocessing module, calculates important statistical values of 

data with help of exploratory analysis module, display various graphs and on basis of these findings 

selects the model and perform prediction on train data using forecasting module. The predicted values 

are displayed after wards using show results module. 
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Block Diagram 

 
Figure 4.3.2 System Block Diagram 

Data Flow Diagram Level 1 

 
Figure 4.3.3 System Data Flow Diagram 

Sequence Diagram 

 
Figure 4.3.4 Sequence Diagram 
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State Transition Diagram 

 
Figure 4.3.5 State Transition Diagram of Data Analysis for USEN (Sales Predictor) 

Class Diagram 

 
Figure 4.3.6 Class diagram 

Description of Class Diagram 

Class Name Description 

FYP Group - This class does all the actual processing of the system. It gets data 

and perform all the other operations on data. It initiates the 

processing. 

 



  23 
 

Data 

Acquisition 
- This class imports the data.  

 

Excel - This imports the data only which has. xlsx extension. 

CSV - This imports the file with .csv extension. 

Data 

Preprocessing 
- This class prepares the data in a required format for further 

operations in the system.  

- This uses the R libraries like dplyr, tidyverse etc. 

 

Data Cleaning - It makes all null values in the data equal to 0. 

Data Reducing - This reduces the columns from the data that are not required further. 

Data 

Arrangement 
- This class arranges the data in a format so that we have only 

columns as observations. 

Data 

Transformation 
- If the data has large figures, we can convert the data into smaller 

values using log transformation. 

 

Exploratory 

Analysis 
- This class calculates all statistical values required further in the 

system.  

- This uses the R libraries like dplyr, tidyverse. 

 

Data 

Visualization 
- This class uses various spatial and temporal graphs for displaying 

data.  

- This use the R libraries like ggplot, ggtheme. 

 

ML Algorithm 

Selection 
- This gives the options of ARMA, ARIMA and linear regression 

models to be selected.  

- This uses the R libraries like tseries, tidyverse., rpart, aTSA etc. 

 

Evaluate 

Model 
- Finding the residual errors, distribution of errors will let you know 

the evaluation of model. 

 

Predict Results - This class gives the predictions.  

- This use the R libraries like forecast, tidyverse. 

 

Database - This class saves the prediction results. 

 

Decomposition Description 

Detailed Description of Components 

Data Acquisition 

Import Excel, CSV File 
Identification Name: Import Excel, CSV File 

Location: Data-Acquisition Module 

Type Component 
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Purpose This component fulfils following requirement from Software Requirements 

Specification Document: 

Data Acquisition 

Requirement 

The system shall be able to acquire real time data. [REQ-1,2] 

Description 

This feature enables the system to acquire data from different locations. This data 

will be fed into the system for further processing.  

Function This component acquires data in excel and csv format for further processing. 

Subordinates It has one subordinate: 

Preprocessing: Req. [REQ-5] 

Dependencies This component is independent module and runs in parallel to entire application. 

Interfaces N/A  

Resources Hardware: N/A 

Software: Data stores in some directory of computer. 

Processing This component will receive real time data which will be used for further 

processing. 

Data Local Disk for uploading sales data. 

 

Data Preprocessing 

Data Cleaning, Data Reduction, Data Arrangement, Data Normalization 
Identification Name: Data Cleaning, Data Reduction, Data Arrangement, Data Normalization 

Location: Preprocessing Module 

Type Component 

Purpose This component fulfils following requirement from Software Requirements 

Specification Document: 

Preprocessing data 

Requirement 

The system shall be able to make data clean, reduced, normalized and arranged for 

visualization. [REQ-5,6,7] 

Description 

This feature enables the system to prepare data for further processing. 
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Function This component removes null values, reduce columns of data not required, log 

transformation etc.  

Subordinates It has one subordinate: 

Data Analysis: Req. [REQ-8] 

Dependencies This component is independent module and runs in parallel to entire application. 

Interfaces N/A  

Resources Hardware: N/A 

Software: Sales data 

Processing This component will prepare data for further processing. 

Data This component uses following information of the application: -  

Sales Data 

 

Data Analysis 

Statistical values 
Identification Name: Statistical Values 

Location: Data Analysis Module 

Type Component 

Purpose This component fulfils following requirement from Software Requirements 

Specification Document: 

Exploratory Analysis 

Requirement 

The system shall be able to find statistical values of data and analyze data 

statistically. [REQ-8] 

Description 

This feature enables the system provide non-hypothetical analysis of data. 

Function Finds mean, median, standard deviation, variance, covariance, correlation. 

Subordinates It has one subordinate: 

Data Visualization: [REQ-11] 

Dependencies This component is independent module and runs in parallel to entire application. 

Interfaces N/A  

Resources Hardware: N/A 

Software: Sales Data 

Processing This component will statically elaborate data 
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Data This component uses following information of the application: -     Sales Data 

 

Data Visualization 

Scatter plot, Box plot, Histogram, Line Graph 
Identification Name: Scatter plot, Box plot, Histogram, Line graph 

Location: Data Visualization Module 

Type Component 

Purpose This component fulfils following requirement from Software Requirements 

Specification Document: 

Data Visualization 

Requirement 

The system shall be able to show data in graphs and visual simulation. [REQ-11] 

Description 

This feature enables the system to display data in scatter plot, box plot, histogram 

and line graphs format.  

Function Visual Simulation of Data 

Subordinates It has one subordinate: 

Model Selection: [REQ-14] 

Dependencies This component is independent module and runs in parallel to entire application. 

Interfaces N/A  

Resources Hardware: N/A 

Software: Sales Data 

Processing Visually elaborates data 

Data This component uses following information of the application: -     Sales Data 

 

ML Algorithm Selection 

ARIMA, ARMA, Linear Regression 
Identification Name: ARIMA, ARMA, Linear Regression 

Location: ML Algorithm Selection Module 

Type Component 

Purpose This component fulfils following requirement from Software Requirements 

Specification Document: 
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Model Selection 

Requirement 

The system shall be able to select model according to the data given. [REQ-14] 

Description 

This feature enables the system to selects the model and apply the selected mode  

Function Algortihm for prediction is selected 

Subordinates It has three subordinates: 

Train and test Data 

Model Evaluation: [REQ-15] 

Dependencies This component is independent module and runs in parallel to entire application. 

Interfaces N/A  

Resources Hardware: N/A 

Software: Sales Data 

Processing Selects suitable model for prediction 

Data This component uses following information of the application: -     Sales Data, 

clean data, visualized and analyzed data 

 

Evaluate Model 

Residual errors 
Identification Name: Residual Errors 

Location: Data Evaluation Module 

Type Component 

Purpose This component fulfils following requirement from Software Requirements 

Specification Document: 

Model Evaluation 

Requirement 

The system shall be able to evaluate the model selected. [REQ-15] 

Description 

This feature enables the system to find errors compare them to show which 

model provides accurate predictions.  

Function Display and find residual errors. 

Subordinates It has one subordinate: 

Prediction: [REQ-16] 
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Dependencies This component is independent module and runs in parallel to entire 

application. 

Resources Hardware: N/A 

Software: Sales Data 

Processing Evaluate model 

Data This component uses following information of the application: -     Sales Data 

 

Predictions 

Results 
Identification Name: Results Location: Prediction Module 

Type Component 

Purpose This component fulfils following requirement from Software Requirements 

Specification Document: 

Prediction 

Requirement 

The system shall be able to predict next specified sales. [REQ-16] 

Description 

This feature enables the system to show accurate predictions  

Function Display and predict sales 

Subordinates N/A 

Dependencies This component is independent module and runs in parallel to entire 

application. 

Interfaces N/A  

Resources Hardware: N/A 

Software: Sales Data 

Processing Sales prediction 

Data This component uses following information of the application: -     Sales Data 

 

 

Activity Diagrams of Components 

 

Following diagrams show the detailed working of each individual module of the system. 
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Import Module 

 

 

 

 

 

 

 
Figure 4.3.7 Activity diagram of import module 

Preparation Module 

 

 

 

 

 

 
Figure 4.3.8 Activity diagram of  

preprocessing module 

Analysis Module 

 

 

 

 

 
Figure 4.3.9 Activity diagram of Analysis module 

Visualization Module 

 

 
Figure 4.3.10 Activity diagram of visualization module 

 

ML Algorithm Selection Module 

 

 

 

 



  30 
 

 
Figure 4.3.11 Activity diagram of ML selection module 

Evaluation Module 

 

 
Figure 4.3.12 Activity diagram of Evaluation  

module 

 

Train/Test Data Module 

 
Figure 4.3.13 Activity Diagram of  

train/test data module 

 

Prediction Module 

 

 

 

 
Figure 4.3.14 Activity Diagram of  

prediction module 
 

Results 

 
Figure 4.3.15 Activity diagram of results module 
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Data Flow Diagrams of Algorithms 

Following coming sections will show detailed processing and low-level subsystems, calculations and 

decisions of models selected. 

Data flow diagram of ARIMA level 1 

 
 

Figure 4.3.16 DFD 1.0 ARIMA  

Data flow diagram of ARIMA level 2 

 

 
 

 

 

 

 

 

 

 

 

Figure 3.27 DFD 2.0 ARIMA 
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Data flow diagram of ARMA level 1 

 
Figure 4.3.17 DFD 1.0 ARMA 

Data flow diagram of ARMA level 2 

 
Figure 4.3.18 DFD 2.0 ARMA 

Data flow diagram of Linear Regression level 1 

 

 
Figure 4.3.19 DFD 1.0 Linear Regression 
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Data flow diagram of Linear Regression level 2 

 
Figure 4.3.20 DFD 2.0 Linear Regression 

Design Rationale 

Sales predictor is component-based system that is driven by demand. Every component has been 

assigned with the responsibility to do a task. Sales predictor software first acquires the data through 

data acquisition module, clean the data, remove any abnormalities from the data using preprocessing 

module, calculates important statistical values of data with help of exploratory analysis module, 

display various graphs and on basis of these findings selects the model and perform prediction on train 

data using forecasting module. The predicted values are displayed after wards using show results 

module. 

4.4 DATA DESIGN 

Data Description 

We got the information from USEN. The information is of FMCG (Fast Moving Consumer Goods) 

organization whose items are sold rapidly and at a generally minimal effort. Models incorporate non-

tough family unit products, for example, bundled nourishments, refreshments, toiletries, over-the-

counter medications, and different consumables. Our information is of sales of a milk item saled over 

a time of 9 years. The milk item is being sent in 143 distinct urban areas the nation over. Each locale 

has its own number of deals in 9 years. The data file is available in “.xlsx” and “.csv” format. 143 

columns and 113 rows. 
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Data Dictionary 

Table 4.4.1 Data Dictionary 

 

Name Data Type Nullable Unique Length 

Districts Character True Yes 10 

Tehsils Character True Yes 10 

Advertisement Cost Numeric False Yes 15 

Attock Numeric False Yes 20 

Fateh Jang Numeric False Yes 20 

Jand Numeric False Yes 20 

Hassan Abdal Numeric False Yes 20 
 

4.5 COMPONENT DESIGN 

Import Module 

Importing, installing packages and libraries. 

 
Importing csv file 

 OR 

Importing excel file 

 

Preparation Module 
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Analysis module 

 

 
Sales Data 
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Visualization module 

 

Model selection 

In this section we are interested in the type of data given to us. AS FMCG products are sold in 

shipments and over a period so we considered the data as time series.  

Most interestingly our data sales also depend on a independent variable therefore we will apply linear 

regression. 

Time series data 

When data points are arranged in a sequence of consecutive order with dates mentioned it is called 

time series. The movement of selected data points, such as, sales of food items over a period being 

recorded at regular intervals is traced in time series information. 

ARIMA 
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Figure Sales Data into Time Series Data 

 

Trend Estimation 

 

 
Figure Trend from Moving Average 

 
Trend from quadratic polynomial                                   Seasonality 
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Stationarity 

 
 

 

 
 Trend, Seasonality, stationarity                     Remove trend, seasonality, stationarity 

 

Moving average and p, q orders 

 

 

 

ARMA 

 

 
 

Vector dependent 

In statistics, straight relapse is a direct way to deal with displaying the connection between a scalar 

reaction (or ward variable) and at least one logical factor (or autonomous factors). The instance of 

one illustrative variable is called straightforward direct relapse. 
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Linear Regression 

 

Train and Test Data 

 

Model Evaluation 

 

 
 residual errors 

Forecasting 

 

Results 

 
Forecasted values using different orders for ARIMA 



  40 
 

4.6 HUMAN INTERFACE DESIGN 

Overview of User Interface 

Utilized GUI segments are menus, submenus, catches, text boxes, check boxes, down drop records, 

connections, and tables. The main methods for access to the whole information, by all clients, is 

through this UI. 

Screen Images 
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CHAPTER: TESTING AND EVALUATION 

5.1 INTRODUCTION 

This test plan section portrays the fitting of the system, procedure and philosophies used to execute 

and oversee testing of the Data Analysis System for USEN. This test plan will guarantee that the 

application meets the client’s necessities at an authorized level. Testing will be sought both manually 

and automatic. In the manual testing the tester accepts the command per the activity of an end-

customer and tests the item to perceive any astounding behaviors or bug. Each module will be 

attempted freely and from that point onward will be composed with various modules. Unit and 

integration testing will be done after manual testing. For each module black box testing is done for 

merged modules Acceptance Testing is done. 

The test scope incorporates the Testing of every single utilitarian prerequisite, application and 

execution and use cases necessities recorded in the necessity report. 

Programming testing, dependent upon the testing methodology used, can be executed at whatever 

point in the improvement system. Regardless, after requirements are gathered and the coding is most 

of the effort is required at this point. 

Test Items: 

In the light of the sales prediction model and plan portrayal, various parameters and non-functional 

situations will be tried. The requirements defined in software requirements specification and the 

design described in Software Design Document will be tried. 

Features tested: 

Following features are tested: 

• Ability to import the necessary libraries for importing dataset, processing, mathematical 

operations, models plotting and models forecasting. 

• Ability to import the target data set. 

• Ability to preprocess, visualize and analyze the dataset 

• Ability to preprocess, visualize and analyze the data of each individual variable of the dataset. 

• Ability to select correct moving average to smooth the data to required and realistic extent. 

• Ability to select correct p values (autoregression) and q value (moving average) for ARI 

• Ability to remove seasonality from the data. 

• Ability to make predictions with seasonality added back 
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• Ability to test ARIMA model with actual values. 

• Ability to test ARIMA model with L-Jung Box test. 

• Ability to compare ARIMA predictions with deep learning predictions. 

• Ability to grab client’s approval on Forecasted values. 

• Ability to run GUI properly. 

Approaches: 

Acceptance test: The system should receive feedback of the client. The system receives feedback on 

forecasted values. 

Regression testing: if the system is changed in any point of the software lifecycle, it should be 

flexible enough to accommodate changes. Seasonality is added back after making predictions on 

non-seasonal data. 

Unit Testing 

In unit testing, singular units/parts of a product are tried. The intention is to approve that every unit 

of the product proceeds as planned. It is done at code level for explicit programming blunders.  

White Box Testing 

In white box testing, analyzer sidesteps the UI. The analyzer picks the sources of info and yields, and 

they are tried straightforwardly at code level and results are contrasted agreeing with necessities. In 

this kind of testing the code and structure of the program are known to the analyzer. The experiments 

created will make each condition be executed in any event once, so for this to happen we are 

Alternative Path Testing. As the usefulness of program is straightforward, this strategy will be 

anything but difficult to apply. 

Black Box Testing 

In discovery testing experiments are gotten from framework prerequisites and particulars. It includes 

going through each conceivable information/yield to check its outcomes. 

Integration Testing 

In coordination testing we test all the past modules after their combination. It is done to guarantee 

that the modules are practically regularly when joined. 

Test Deliverables: 

Test Case Name Importing required libraries. 

Test Case Number 1 

Description Testing feature to import libraries into the system. 

Preconditions The user must have R and RStudio installed on the system 

Input Values R statements for the relevant libraries i.e. dyplr, lattice, shinny etc.  
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Valid Inputs Syntactically correct python statements. 

Steps Select the R statements and execute them. 

Expected Output Execution successful. Libraries Imported 

Actual Output Execution successful. Libraries Imported. 

 

Output  

 

 

 

Test Case Name Importing the valid data. 

Test Case Number 2 

Description Testing feature to import target dataset into the system. 

Preconditions The user must have R and RStudio installed on the system and the data must be of .csv 

file extension locates in specified folder 

Input Values Function with dataset name with .csv extension as argument. 

Valid Inputs Enter the valid filename and execute the function. 

Steps Write dataset name within the argument section of the read function and execute. 

Expected Output Execution successful. Data set uploaded. 

Actual Output Execution successful. Data set uploaded. 

 

Output: 

 

Test Case Name Importing the invalid data. 

Test Case Number 3 

Description Testing feature to import target dataset with different extension into the system. 

Preconditions The user must have R and RStudio installed on the system and the data is not of .csv file 

extension. 

Input Values Function with dataset name with .txt extension as argument. 

Valid Inputs Enter the invalid filename and execute the function. 

Steps Write dataset name within the argument section of the read function and execute. 

Expected Output Execution successful. Data not found. 

Actual Output Execution successful. Data not found. 

 

Test Case Name Preprocessing, Visualizing and Analyzing dataset 

Test Case Number 4 

Description Testing feature to prepare, visualize, analyze dataset. 

Testing technique Unit testing 
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Preconditions The user must have R and RStudio installed on the system and the data is already 

uploaded. 

Input Values R statements to prepare, plot and analyze dataset. 

Valid Inputs Enter the required R statements. 

Steps Write the statements to prepare data like making null values 0, to visualize data like 

ggplot() and to analyze like describe() in R. 

Expected Output Execution successful. Data is preprocessed, visualized and analyzed. 

Actual Output Execution successful. Data set uploaded. Data is preprocessed, visualized and analyzed. 

 

Output: 

 

 

 

 

 

 

 

 

 

 

 

Test Case Name Preprocessing, Visualizing and Analyzing dataset of individual variable. 

Test Case Number 5 

Description Testing feature to prepare, visualize, analyze dataset of individual variable. 

Testing technique Unit testing 

Preconditions The user must have R and RStudio installed on the system and the data is already 

uploaded. 

Input Values R statements to prepare, plot and analyze dataset of individual variable. 

Valid Inputs Enter the required R statements. 

Steps Write the statements to prepare data like making null values 0, to visualize data like 

ggplot() and to analyze like describe() in R. 

Expected Output Execution successful. Data of individual variable is preprocessed, visualized and analyzed. 

Actual Output Execution successful. Data of individual variable set uploaded. Data is preprocessed, 

visualized and analyzed. 

 

Output: 

 
 

 

 

 



  45 
 

 

 

 

 

 

 

 

Test Case Name Selecting correct moving average 

Test Case Number 6 

Description Testing feature to choose correct moving average. 

Testing technique Unit testing 

Preconditions The user must have R and RStudio installed on the system and the data is already 

uploaded. Data is prepared. 

Input Values R statements to select and apply moving average. 

Valid Inputs The R statement for smoothing data. 

Steps The desired moving average to achieve the smoothness of the data so that no important 

value of data is omitted is 4. 

Expected Output Execution successful. Data is smoothed with all important values in consideration. 

Actual Output Execution successful. Data is smoothed with all important values in consideration. 

 

Output: 

 

 

 

 

Test Case Name Selecting incorrect moving average 

Test Case Number 7 

Description Testing feature to choose incorrect moving average. 

Testing technique Unit testing 

Preconditions The user must have R and RStudio installed on the system and the data is already 

uploaded. Data is prepared. 

Input Values R statements to select and apply moving average. 

Valid Inputs The R statement for smoothing data. 

Steps The moving average with which data is not smoothed within the desired range and many 

significant values are omitted is 10 

Expected Output Execution successful. Data is smoothed with many important values not in consideration. 
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Overly smoothed data. 

Actual Output Execution successful. Data is smoothed with many important values not in consideration. 

Overly smoothed data. 

 

Output: 

 

 

 

 

Test Case Name Selecting correct p value (autoregression) and q value (moving average) for ARIMA 

Test Case Number 8 

Description Testing feature to select p and q orders for ARIMA. 

Testing Technique  White box Testing. 

Preconditions The data file is uploaded in the system. The data of the specific city is cleaned and 

smoothed. 

Input Values The data needs to be smoothed. 

Valid Inputs Cleaned and correctly smoothed data. 

Steps The value for p is 20 and for q is 20 that needs to be written in arima () function of R 

language. 

Expected Output Execution successful. ARIMA Model is more accurate. The more realistic forecasted 

values. The narrow spread with 80% and 90% of data closed to accuracy. 

Actual Output Execution successful. ARIMA Model is more accurate. The more realistic forecasted 

values. The narrow spread with 80% and 90% of data closed to accuracy. 

 

Output 

 

 

 

Test Case Name Selecting incorrect p value (autoregression) and q value (moving average) for ARIMA 

Test Case Number 9 

Description Testing feature to see the behavior of ARIMA with incorrect p and q orders. 

Testing Technique  White box Testing. 

Preconditions The data file is uploaded in the system. The data of the specific city is cleaned and 

smoothed. 

Input Values The data needs to be smoothed. 

Valid Inputs Cleaned and correctly smoothed data. 

Steps The value for p is 10 and for q is 10 that needs to be written in arima() function of R 
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language. 

Expected Output Execution successful. ARIMA Model is less accurate. Unrealistic forecasted values. The 

wider spread with 80% and 90% of data far away from accuracy. 

Actual Output Execution successful. ARIMA Model is less accurate. Unrealistic forecasted values. The 

wider spread with 80% and 90% of data far away from accuracy. 

 

Output 

 

 

Test Case Name Remove seasonality from the data 

Test Case Number 10 

Description Testing feature to see the behavior ARIMA Model without seasonality. 

Testing Technique  Regression Testing. 

Preconditions The data file is uploaded in the system. The data of the specific city is cleaned and 

smoothed. P and q values are correct. 

Input Values The data needs to be smoothed. ARIMA has correct p and q values. 

Valid Inputs Cleaned and correctly smoothed data. Correct p and q values 

Steps Decompose the data using R function, see if there is seasonality in data, if it is then 

remove the seasonality with R statements. 

Expected Output Execution successful. De-seasonal data. Less accurate ARIMA model. 

Actual Output Execution successful. De-seasonal data. Less accurate ARIMA model. 

 

Output 

 

 

Test Case Name Predictions with seasonal data. 

Test Case Number 11 

Description Testing feature to see the behavior ARIMA Model with seasonality. 

Testing Technique  Regression Testing. 

Preconditions The data file is uploaded in the system. The data of the specific city is cleaned and 

smoothed. P and q values are correct. 

Input Values The data needs to be smoothed. ARIMA has correct p and q values. 

Valid Inputs Cleaned and correctly smoothed data. Correct p and q values 

Steps Decompose the data using R function, if seasonality is being removed add it back to the 

data. 

Expected Output Execution successful. Seasonal data. More accurate ARIMA model. 

Actual Output Execution successful. Seasonal data. More accurate ARIMA model. 

 

Output 

 

 



  48 
 

 

 

Test Case Name Testing the ARIMA Model with actual values 

Test Case Number 12 

Description Testing feature to see the accuracy of forecasted values from ARIMA 

Testing Technique  Integration Testing. 

Preconditions The data file is uploaded in the system. The data of the specific city is cleaned and 

smoothed. P and q values are correct. Seasonality is added back. 

Input Values The data needs to be smoothed. ARIMA has correct p and q values. Data is seasonal. 

Valid Inputs Cleaned and correctly smoothed data. Correct p and q values. Seasonal data. 

Steps Use the arima function in R with all the correct parameters. Use R forecast statements to 

predict the future values on the train data. Compare the actual test values and train 

forecasted values.  

Expected Output Execution successful. Seasonal data. Forecasted values approximately near to the actual 

values for testing. 

Actual Output Execution successful. Seasonal data. Forecasted values approximately near to the actual 

values for testing. 

 

Output 

  

 

Forecasted Values 
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Test Case Name Testing the ARIMA Model with L-Jung box test 

Test Case Number 13 

Description Testing feature to see the accuracy of forecasted values from ARIMA and if there is any 

autocorrelation between existing, previous and next values. 

Testing Technique  Integration Testing. 

Preconditions The data file is uploaded in the system. The data of the specific city is cleaned and 

smoothed. P and q values are correct. Seasonality is added back. 

Input Values The data needs to be smoothed. ARIMA has correct p and q values. Data is seasonal. 

Valid Inputs Cleaned and correctly smoothed data. Correct p and q values. Seasonal data. 

Steps Use the ARIMA function in R with all the correct parameters. Use R forecast statements 

to predict the future values on the train data. Apply the L-Jung box test to see the p-

values. If p-value is greater than 0.05 then there is no autocorrelation between existing, 

previous and next values.  

Expected Output Execution successful. Seasonal data. P-values greater than 0.05. 

Actual Output Execution successful. Seasonal data. P-values greater than 0.05. 

Output: 

 

Test Case Name Applying recurrent neural network to see the accuracy of our model 

Test Case Number 14 

Description Testing feature to see the accuracy of forecasted values from ARIMA and if there is any 

autocorrelation between existing, previous and next values. 

Testing Technique  Integration Testing. 

Preconditions The data file is uploaded in the system.  

Input Values Data file is uploaded. Libraries for running LSTM recurrent network are imported and 

installed in python. 

Valid Inputs Data files. Required libraries installed and imported. 

Steps Use various deep learning statements to predict the next values. Using lstm() function in 

python to make predictions.  

Expected Output Execution successful. Plotting the predicted values. These values are similar to forecasted 

values from ARIMA. 

Actual Output Execution successful. Seasonal data. Plotting the predicted values. These values are 

similar to forecasted values from ARIMA. 

Output: 

Actual Value 
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Test Case Name Clients approval for forecasted values. 

Test Case Number 15 

Description Testing feature to see whether client agrees on the forecasted values or not. 

Testing Technique  Acceptance Testing. 

Preconditions The data file is uploaded in the system. The system is running orderly. 

Input Values The graph of the forecasted values is plotted. 

Valid Inputs Plotted forecasted values. 

Steps Run the commands and model you have chosen to show the forecast to the client. 

Expected Output Execution successful. The client appreciates and accepts the forecast. 

Actual Output Execution successful. The client appreciates and accepts the forecast. 

 

Test Case Name GUI. 

Test Case Number 16 

Description Testing feature for user interface 

Testing Technique  Black Box Testing. 

Preconditions The system is correctly working. 

Input Values The program is initiated. 

Valid Inputs Program is initialized with correct parameters. 

Steps Create and display the main screen. 

Expected Output Execution successful. System runs perfectly and everything is displayed orderly 

Actual Output Execution successful. System runs perfectly and everything is displayed orderly 

 

5.2 RISK AND CONTEGENCIES 

Efforts have been made to remove all failures but there are certain unpredictable factors such as 

incorrect input data, model selection is quite difficult and may sometimes to lead to errors if 

parameters are not chosen correctly. Also, the selection of model varies data to data. To cover 

all these issues error handling was done but there may still be unforeseeable circumstances that 

may happen. 



  51 
 

Schedule Risk 

In order to complete the project on time, as the project might get behind schedule, we increased 

the no.-of- hours/day to work on the project. 

5.3 FUTURE WORK 

There is no boundary to the innovations and the data that is increasing exponentially. There is always 

and remain the need to analyze data and make useful business insights to have accurate predictions. 

This project can be used as a basis to understand and add features to make it into an even bigger and 

complex system. It can be used to play with more It could also be commercialized. In future accuracy 

could be improved further and scope could be extended to make it more comprehensive.  

Following additional things can be done in future. 

1. A more complex and large datasets can be used.  

2. Data sets with multiple variables can be used. 

3. Multiple variables dependency and their forecasting can be done. 

4. The model changes with the type of dataset, hence more research on models in R, machine 

learning techniques and deep learning can be done. 

5. Interface of the system can be made more efficient. 

6. More intelligent business insights can be predicted.  

 

5.4 CONCLUSION 

Overview 

In conclusion, this project provides sales forecast. Forecasted values are 75% accurate. This helps to 

make very useful and important sales production, business and sales marketing decisions. 

 

Objectives Achieved 

• Automatizing preparation, visualization and analysis of the data. 

• Correct model chosen. 

• Model cross validated and tested. 

• More accurate forecasted values
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APPENDIX A 

Proposal for Data Analysis For USEN  

Brief Description of the Project/Thesis with Salient Space:  

Industrial brands are integrating new technologies to record and utilize data to improve their efficiency. 

They are holders of big data but have no appropriate way to optimize their business. Our aim is to play 

with their big data and produce the statistical models predicting various information for them. We want 

to refine the big data, apply certain algorithms, implementing data analysis techniques, producing 

statistical and prediction models. These models will help industrial brand to have a deep learning of their 

data and produce the desired results.  

Scope of Work:  

• Product will help industrial brand to make more accurate, unbiased and unambigous insights 

• We will have a chance to work with big data and analyze its market value. 

Academic Objective:  

• Understanding and working with BigData, deep learning , data science and data analysis.  

• To go through the process of professional project development. 

Application /End Goal Objective:  

• Brief statistical models of the data gathered imitating the information required by the client 

(industry) to predict the sales of their any food item within a given period. 

Previous Work Done on The Subject:  

• Big Data is changing the way the industries work. The industrial brand has the raw data only but 

no apposite analysis to produce the desire results neither any statistical model to make their 

understanding easy. 

Material Resources Required: 

• Data from the industry, A good working laptop 

No of Students Required: 2 

Special Skills Required:   

• Data analysis techniques 

• Data Science Education 

• Deep learning and Handling BigData   

• Statistiscal information 

• Pyhton based programming 

• R programming 
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APPENDIX B 

USER MANUAL 

 

System Summary  

The framework utilizes the best boundaries for the model and makes forecast. The plots of 

preprocessed information, investigated information, and envisioned information. 

Import data set. 

 
 

Upload, preprocess, analyze and visualize dataset. 
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Forecast values. 

 
 

Plot forecasted values. 

 
 

 

CUSTOMER’S FEEDBACK 

Feedback #1 

Forecast is according to what was expected. The wide spread of the window is realistic to the state of 

business. 

Feedback #2 

From forecasted values following things can be interpreted:  

1. Stock in 

2. Stock Out 
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3. Regional buying of retailers 

4. Seasonal variations effect on product 

5. Any socio-economic activities. 

6. Warehouse management 

Feedback #3 

When forecasted demand is low, variations are higher so the business management should cater risk 

according to the population. 
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 APPENDIX C 

Executive Summary 

Product Description/Objectives 

The curiosity to know future has always put humans in a struggle to achieve precise details to 

successfully peek into it. The commercial industries with more clever, sharp and efficient business 

intelligence prosper speedily as compare to other industries with less efficient business intelligence. 

It is the need of the day for these units to know about their future insights in order to manage 

product’s productivity, sale and marketing. 

Sales predictions is a significant issue for various organizations associated with assembling, co 

ordinations, advertising, wholesaling and retailing. Modern brands are coordinating new 

advancements to record and use information to improve their proficiency.  

Our system successfully makes valuable predictions with most efficient model for time series that 

leads to very significant insights. 

Methodology Adopted 

The details which we have grown through to enable Data Analysis system to make more accurate 

predictions will be discussed in this section.  

Preprocessing, analyzing and visualizing dataset 

The given data was prepared and statistically analyzed to remove any stationarity in the data if there 

was. The data is stationary if p-value is >0.05 then stationary otherwise not. 

kpss.test(AllCitySalesDataDf$Hazro) 

After efficaciously preprocessing, analyzing and preparing data we went into the procedure of 

selecting best possible model for the type of data that we have i.e. time series. 

Selecting model 

There are numerous models available to forecast values when data is time series. Through thorough 

research we thought to go with ARIMA that works best for time series data. 
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Smoothing data 

The data need to be free of any outlier or any insignificant value that does not contribute towards 

predictions. For this we need to smooth data over a correct window called moving average. We 

tested the data for a couple of values for moving average and concluded 4 is our desired value. 

AttockCitySalesDf$MovAvg4=ma(AttockCitySalesDf$cleanData,order=4) 

Seasonality in the data 

We also need to go for checking seasonal component in the data to see whether we can go for data 

with seasonal data or not as ARIMA is good for both seasonal and non-seasonal data. 

decomp=stl(CleanMovAvg4,s.window="periodic")  

deseasinalData<-seasadj(decomp) # removing seasonality 

plot(decomp) 

 

 
If we find that we can make good spread predictions, we can add seasonality back. We will check for 

it later 

Trend in data 

Our data has a trend with some patterns repeated hence we are good to go. 

Autoregressive and Moving average component 

Now to decide p (autoregressive) and q (moving average) component we look for acf and pacf 

graphs. Through various speculations we come to find p=20,d=1, q=20 will be good for our 

predictions. 

Fitting and forecasting 

The ARIMA model parameters we have decided and the respective changes in the data are good to 

forecast values and fit the model. 
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Adding seasonality back 

When seasonality is added back it shows less accurate predictions hence we decided to go with 

ARIMA with non-seasonal data. 

Model Evaluation and testing 

We adopted the approaches to evaluate and test model 

1. Comparison with actual values. 

 

2. L-Jung Box test 

P-value greater than 0.05 shows that data is not autocorrelated and is best for making predictions. 

3. Deep learning LSTM 

 

The graph very much clearly shows that our predictions with ARIMA and LSTM are quite similar. 
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Results 

After assessment and testing model through different propelled approaches we reasoned that ARIMA 

model we utilized and fitted to foresee the sales is increasingly exact and proficient. Thus, we 

anticipated the offer of every single other city with this model and introduced to the customer. Our 

customer was a lot of happy with the forecasts and give us certain input of utilizing the model 

further. 

Conclusions 

Even though we utilized ARIMA, known to be the best for time series data there are further 

developed models that help to have progressively sensible and exact figure. SARIMA for occasional 

information can likewise be applied. For testing and assessment GRU a bigger number of simples 

than LSTM can be utilized. 
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