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Foreword

Materials science is the science of the relations between processing,
structure, and properties of materials. The modes of forming thin films differ
markedly from those used for bulk materials. Thin films are materials formed at
surfaces by deposition, a process in which the surface layer is continuously sub-
merged under a newly forming surface layer. Thus, the materials science of thin
films encompasses subject matter not considered in the materials science of bulk
materials. This consideration is the justification for this book. This subject matter
also divides naturally into two headings: processing 4 structure relationships and
structure 4 properties relationships. Consequently, Professor Machlin chose to
write two books, one for each aspect of the materials science in thin films. The
present book is the first in the series of these two books.

The structure of thin film materials considered in this book includes crys-
tal defects (point defects, dislocations, and grain boundaries), void structure, grain
structure (morphology and texture), interface structure in epitaxial films, the
structure of amorphous films, and reaction-induced structure. Also, the state of
stress in the thin films is known to be an important aspect of their structure, as
well, and is examined in a separate chapter. In his consideration of these structures,
Professor Machlin has integrated diverse observations in different fields to pro-
vide a consistent and comprehensive analysis of these structures and their origins.
For example, he applies the observations on epitaxial deposition of silicon to an
analysis of the structures obtained in the deposition of carbon.

Most of the thin film deposition processes and their technologies have
been described in other books. However, an analysis of these processes in terms of
the effects that the parameters in such processes have on the structure of the mate-
rials deposited by these processes has not been presented in prior books to the
extent that they are in the present book. Indeed, this book is an essential source of
knowledge for anyone involved in the deposition and use of thin films. It is my
belief that what is contained in this book will help those who deposit thin films to
produce more and better products, and also will help provide researchers with
guides to a more rational exploration of the still unknown principles that govern
the science and technology of thin film materials processing.

Professor Machlin has been uniquely prepared for the undertaking of this
and the future companion book on the materials science of thin films. Along with
his extensive academic experience, he has been a visiting faculty in my laboratory at
the IBM T.J. Watson Research Center at Yorktown Heights, NY, where he spent a



xiv Foreword

sabbatical year and every summer from 1981 to 1991 working on thin film prob-
lems. These creative and mutually stimulating interactions were productive, had
practical applications and were fun. Some of these interactions could serve as a
model for academic/industrial interfacing from which mutual benefits are derived.
This resource sharing certainly benefited me and I am sure it has influenced the
content in this book. Indeed, I wish he had known before he came to us what he
now knows after writing this book. If he had we might have succeeded in some of
the more esoteric projects we undertook.

Jerome J. Cuomo
Distinguished Research Professor

Materials Science and Engineering Department
North Carolina State University



Preface

An introductory course in materials science should be an adequate prepa-
ration for understanding the concepts contained in the present book, although the
more thorough is the training of the reader in physics or chemistry and materials sci-
ence the greater will be her or his ability to make use of these concepts. Also, this
book builds upon the textbook of my colleague, Milt Ohring, entitled The Materials
Science of Thin Films, Academic Press, 1992, which may be used as a prerequisite
text for students not familiar with the processes involved in producing thin films 
or with the elements of Materials Science. Similarly, concepts involving thermo-
dynamics or kinetics may be referenced in my book An Introduction to Aspects of
Thermodynamics and Kinetics Relevant to Materials Science, Giro Press, 1991.

I have endeavored to approach each subject in a consistent manner in relat-
ing the effect of processing on structure. The state of a thin film’s surface, during the
period a monolayer surface exists prior to being buried under the next monolayer
being deposited, determines the structure inherited in the as-deposited thin film at
the corresponding ultimate position of the monolayer in the thin film. Hence, any
processing parameter that affects the state of the surface, or the kinetics of processes
occurring at the surface, will affect the ultimate film structure. This processing/
structure relation is unique to thin films. Consequently, I have tried to avoid discus-
sion of reactions that occur away from the surface in the bulk of the thin film, even
if such reactions may be enhanced by the presence of a high density of defects in thin
films. These reactions are not unique to thin films and the theory relating to them
may be found elsewhere, as, for example, in my book referenced above.

This book may be used as a text in a graduate course. Indeed, I have used
much of the material in a course I taught at Columbia University and also taught
to students seeking the M.S. degree at the IBM East Fishkill Facility. Teachers
interested in obtaining problem sets may request them from me. Knowledge about
the relations between thin film processing and structure is not a necessary condi-
tion for producing devices that function. However, such knowledge can often help
to solve practical problems in thin film deposition. I hope that this book provides
this knowledge and that it is useful to the reader. Many courses in Materials
Science curricula are based on a study of the relation between processing and
structure. The fact that the processing involved in thin film deposition is unique to
this class of materials is the justification for a course offering, based on the subject
matter in this book, in a Materials Science curriculum.

E.S. Machlin
Columbia University
New York, NY 10027, USA
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Preface to revised edition

The science of thin films is not mature. Consequently, one may expect
new developments over the course of several years. Some of these may change
conclusions reached previously and some may reinforce such conclusions. Both
types have occurred in the interim since the first edition of this book was pub-
lished. The first has resulted in my having to rewrite some sections of the original
book. The second type was accounted for by appendices to chapters of the original
book. The latter were as brief as possible, but contained references to the latest
developments that the interested reader could use to access other references on the
subject. Also, a new chapter has been added on the subject of surface structure and
the relation to it of processing. Much of the material in this new chapter consists
of results obtained since the original edition of this book was published and is a
consequence of the explosion in number of STM-related papers in this period.
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This chapter considers the deposition parameters common to most of the
deposition methods and describes possible effects of each deposition parameter on
thin film structure. Subsequent chapters will examine the various structures pro-
duced in thin films and will attempt to relate these structures to the processing
variables discussed in the present chapter.

1. Identification of deposition parameters that may
affect thin film structure.

Many deposition parameters may affect the structure of thin films and are
common to all deposition methods. Let us attempt to develop a list of these param-
eters. All thin films are formed by the deposition of atoms onto a substrate. The
origin of these atoms may be a vapor as in physical vapor deposition (PVD) or in
chemical vapor deposition (CVD), a fluid as in electrodeposition or in liquid phase
epitaxy (LPE), or a plasma.

A chamber is necessary to hold the vapor sources. The background pres-
surein an evacuated chamber affects the concentration of impurities that are incor-
porated in films deposited therein. Similarly, the concentration of impurities in the
vapor phase determines the impurity content in films produced via CVD. The par-
ticles incident on a point on the substrate have kinetic energy and may have the
same direction or random directions of incidence. These parameters are defined by
the mass and velocity of each of these incident particles. Also, the flux of each
species bombarding the film significantly affects the ultimate film structure.
These parameters are equivalent to the deposition variables: deposition rate(of
total film mass), compositionand inert-atom to film-atom arrival ratio. Finally, the
substrate material, temperature, surface cleanliness, surface reconstruction (if
clean), and surface smoothnessalso affect the film structure. We would be remiss
if we did not mention that film thicknessvaries during deposition and that it can
also affect the structure of the remainder of the film yet to be deposited.

Film deposition processes other than PVD involve equivalent deposition
parameters and, in addition, many other parameters unique to each deposition
process. We will concentrate on the PVD parameters. (There are enough of them.)
At the proper place we will consider how other deposition processes affect film

CHAPTER I
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structure, e.g. in Chapter V we consider the effects of plasma assisted CVD on the
structure of amorphous hydrogenated silicon films.

Mechanism maps1 have been useful in the study of bulk materials to elu-
cidate the relations between processing and structure. However, their usefulness in
an equivalent study of thin film materials is hindered by the multidimensionality
conferred by the number of deposition parameters, which we believe determines
the empirical approach that dominates most thin film studies. In this book we shall
attempt to illuminate the relations between film structure and processing in the
language of materials science, wherever possible.

2. Discussion of vapor deposition parameters.

2.1. Background pressure of chamber and purity of precursors.

There are two distinctly different regimes of background pressure or
purity of precursors. One corresponds to the condition in which no amount of sur-
face preparation can guarantee the presence of dangling bonds at the substrate sur-
face. In the other, it is possible to produce and maintain a substrate surface that is
an unreconstructed surface and in which the dangling bonds that emanate from the
surface are not terminated by impurity adatoms.

In PVD, for any background pressure greater than 10�8Torr, the substrate
surface will consist of chemically adsorbed layers of impurity atoms (probably
oxygen) that saturate the underlying dangling bonds and prevent further primary
bonding to the substrate surface. Even inert gas atom sputtering of the substrate
surface just prior to deposition will not guarantee that all of the surface will consist
of dangling bonds. The energy associated with the sputtering process itself can
induce surface reconstruction to a more stable surface or it can produce a less stable
amorphous surface. Also, seldom is the inert gas of sufficient purity to prevent
reoxidation of the substrate surface during the sputtering process.

A consequence of the absence of dangling bonds at the substrate surface
is that the surface may be prevented thereby from providing a template for epitaxy.
There are three possible exceptions to this rule*: 1) when there can be an exchange
between a surfactant type adatom that saturates a substrate surface bond with an
atom of the species that is being deposited, without displacing any other atoms at
or near the substrate surface; 2) when ion mixing conditions exist at the surface
such that depositing atoms can join the substrate lattice at subsurface positions; 
3) at an elevated substrate temperature when the buried reconstructed surface layer
can break its reconstructed bonds, rearrange and rebond to the surface layer, that

2 I-Deposition Parameters

* A fourth possible exception occurs under surface texture conditions applicable to grapho- or
artificial epitaxy. See Ref. [19].



itself reforms the reconstructed arrangement. We shall discuss these possible
exceptions in Chapter IV where epitaxial deposition is considered in detail.

When an unclean substrate surface is present at the start of deposition then
deposition tends to be independent of the substrate material. In this case, if the dep-
osition conditions produce crystalline films, rather than amorphous films, then the
orientations of the initial crystal grains that form on saturated substrate surfaces
are independent of the substrate material. The significance of this condition for the
texture of crystalline thin films is considered in Chapter III, and for the structure
of amorphous films in Chapter V.

The background pressure and the purity of precursor materials also affect
the purity of the deposited thin film. This fact is well known, but bears repetition.
From the kinetic theory of gases the relation between impingement rate and
chamber pressure yields the following rule of thumb. At a pressure of 10�6Torr
about a monolayer of gas atoms impinges every second.(The exact relation is
given in Appendix 1.) Thus, if Co is the oxygen concentration of the chamber gas and
if � is the corresponding sticking coefficient (i.e. the fraction of incident molecules
that remain attached to the film), then for a deposition rate equal to Ñ monolayers/s,
the oxygen percent concentration in the film will be given by

For � � 0.1 and Co � 0.1 then even at P� 10�8 Torr and Ñ� 100, the oxygen 
concentrationwill equal 1 ppm. At higher background pressures and/or slower 
deposition rates the oxygen concentration in the film will be higher than 1 ppm
and will probably affect properties adversely. For reactive film materials, such as
titanium, the sticking coefficient is likely to approach unity resulting in a value of
the oxygen concentration a factor 10 larger than that just estimated. Among the
constituents of the evacuated chamber at a background pressure of 10�8 Torr are
carbon dioxide, hydrogen, oxygen, nitrogen, water vapor, and various organic molecu-
les, such as methane.

These impurities become immobile at a sufficiently low temperature and
the deposition process then results in their incorporation in the solution phase. The
state of their incorporation, if molecules, depends upon the degree of their disso-
ciation upon adsorption on the film surface. Because interstitial impurities often
have a low solid solubility in the thin film materials, adsorption of such species, at
temperatures where the adatoms are immobile, yields highly supersaturated solid
solutions. The stress induced in the lattice about an interstitial solute atom acts to
pin grain boundaries and bind vacancies. Also, the presence of impurities in solu-
tion affects several film properties, such as resistivity and stress, significantly.

Summarizing, background pressure and purity of precursors affect thin
film structure and properties either by controlling the deposition mode (epitaxial or
not) or by controlling the soluble impurity concentration in deposited films, or both.

� �C P(Torr)/10 No
6 ɶ
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2.2. Line-of-sight travel of incident particles.

In line-of-sight travel of particles that deposit on a thin film, projections
on the surface can shadow other parts of the film surface from the incident parti-
cles. In the absence of lateral transport of the deposited particles on the film sur-
face, a network of voids separating fibers or columns of film material is formed in
the shadowed regions. This subject is discussed in detail in Chapter II. Line-of-
sight travel of atoms is prevalent in the deposition methods for which the chamber
pressure is less than about 0.01 Torr. (The mean-free path between gas collisions
exceeds about 1 cm at lower chamber pressure (higher vacuum).)

When all the particles incident on the film have the same direction, then it
is possible to change the crystallographic texture and the orientation of columnar
boundaries by changing the angle of incidence of the depositing atoms. We will con-
sider these effects and their possible origins in greater detail in Chapters II and III.

2.3. Incident particle energy.

The average incident particle kinetic energy can vary from that corre-
sponding to the thermal energy at evaporation (�0.5 eV) to the energy equivalent
to a difference in potential between the substrate and an ion source of the incident
particles. The latter is usually limited to a few hundred eV. The energy of arriving
sputtered particles in typical sputtering processes at gas pressures higher than about
0.03 Torr is roughly equal to the thermal energy of the gas between target and sub-
strate. (A treatment of thermalization is given in Ref. [2].) At lower gas pressure,
where line-of-sight conditions hold, the average energy of sputtered atoms incident
on the substrate can reach about 10–20 eV, while the energy of reflected neutral
inert gas atoms, that also bombard the substrate, can reach much higher values.
With the substrate biased negatively relative to the plasma, inert gas ions of the
plasma can bombard the substrate with the bias potential, typically 50–300 eV. The
average energy of particles in plasmas, such as those produced by laser evaporation
or cathodic arc evaporation, is also on the order of 20 eV. Thus, the kinetic energy
of incident particles, either in ion beam assisted deposition or direct ion beam 
deposition, ranges from about 10 eV to no more than 1000 eV.

The range of energies of incident particles in the various deposition
processes is, as indicated above, in the low energy portion of the spectrum associ-
ated with particle interactions with matter. In this low energy range, among the
phenomena that the incident particles can induce are: sputtering of surface atoms,
insertion of the incident particles into the deposited film, local and temporal
enhancement of temperature along the path of the incident particle in the film
(temperature spike), production of defects (displacement spikes) and pressure or
shock waves and amorphization of substrate surface. These effects can all occur

4 I-Deposition Parameters



together, or separately in any combination, dependent upon the incident particle
energy transferred to the film.

The production of defects requires that the bombarding particle transfer
sufficient kinetic energy to the film to induce atomic displacements. In the bulk of
a material, this displacement energy varies from about 10 to 50 eV. Similar 
displacement induced effects at the surface require only about 3/4 of the bulk dis-
placement energy. For a head-on elastic collision between two particles, the energy
transferred to the stationary particle, T, of mass m, by the incident particle, of mass
mi, and having kinetic energy, E is

(1.1)

Thus, the most efficient collision for the production of defects is the one between
particles having the same mass.*

In the following section, we examine, in detail, various consequences of
energetic particle bombardment of films on the process of film formation and the
structure of the resulting film.

2.3.1. Temperature spike.

2.3.1.1. Induced by bonding alone of non-energetic particle.

On bonding, the incident atom deposits from about one-third to the full
heat of vaporization per atom, which for the average metal is about 5 eV. The bond-
ing energy that is converted to kinetic or thermal energy depends on the number of
bonds made in the adsorption step. Hence, for the usual evaporation and conden-
sation deposition method the kinetic energy of the incident atom is negligible com-
pared to the latent heat released in the condensation process. Both the latent heat
released and the incident kinetic energy transferred to the film act to produce a
temperature spike at the surface of the film. Depending on the size of the cluster
acting as the substrate for the condensing atom and on the thermal contact of the
cluster to its substrate, this temperature spike may or may not be sufficient to allow
the cluster to approach an equilibrium configuration. Let us now consider the tem-
perature spike that is associated with the sudden introduction of energy at a point
on the surface of a film.

2.3.1.1.1. Temperature spike in film.

A hemispherical temperature spike is produced about the site at which the
incident atom attaches to a sufficiently thick film already formed by condensation.

T 4Emm /(m m )i i
2� �
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* For a solid, a fraction of the transmitted energy is dissipated in electronic excitations and the
remainder in nuclear collisions. At the low range of energies in deposition the fraction dissipated in
nuclear collisions equals 0.8.



We shall follow the classical analysis of Seitz and Koehler3 to estimate the effect of
this temperature spike on the surface transport of atoms in the spike and its vicinity.

There are several questions we would like to have answered. One is 
“What is the maximum distance from point of attachment of an adatom to the film
inside of which adatoms will jump due to the thermal spike induced by the incident
adatom and outside of which no adatom jumps occur?”. We shall consider two
answers to this question. The first is based on the work of Seitz and Koehler.3 The
second is based on the generalization of a recent molecular dynamics study.4

According to Seitz and Koehler3 this maximum distance r� outside of
which no adatom jumps will occur is given by the equation

(1.2)

where E is the energy transferred by attachment of the incident atom to the film, Q
is the activation energy for adatom diffusion and rs is the atomic radius.

For the case of the condensation of an incident atom having thermal
energy corresponding to the temperature of evaporation the value of E is about
5 eV, which is an average cohesive energy value, and corresponds to the thermal
energy released when an atom condenses from the vapor state to the solid state, i.e.
forms primary bonds to the film. From an empirical generalization,5 we can take
the activation energy for surface diffusion (Q) on a face-centered-cubic (fcc) metal
to be given by 6.5 kTM, where k is Boltzmann’s constant and TM the absolute melt-
ing temperature of the metal. (We should be aware that the experimental deviations
from this rule can be appreciable, e.g. the activation energy for Ni equals 3.9 kTM.)
Using these values we obtain r� � 2.6 rs for TM � 1000 K. Thus, when an adatom
forms sufficient primary bonds with the film to release the full energy of sublima-
tion, the temperature spike induced by this act of condensation will not influence
the adatom to move more than an atomic spacing away from its position of attach-
ment to the film.

Hence, at substrate temperatures where surface diffusion will not occur in
the time between the deposition of successive monolayers, an adatom that origi-
nates from an evaporation source will rest in the binding potential well nearest the
point of its contact with the film surface. When such deposition is onto a clean sur-
face of a crystal it causes the epitaxial growth of the crystal, a process we will
denote by the term granular epitaxy.

There are two exceptions to the rule that such deposition will be epitaxial.
One is for deposition onto a film that is already amorphous (e.g. an alloy between
widely disparate atomic size constituents) and the other is for deposition onto a
film in which the bonding between atoms is strongly covalent. The reason for the
former exception is obvious. The reason for the latter is that the directional bonding
assures invariance of the bonding angle, but not of the positions of the potential

′r (4/(324 ) )[E/Q] r1/6 1/3
s� �
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wells at the surface available for the adatoms to “fill”. (The dangling bonds of
atoms having only one bond each to the surface can rotate.)

2.3.1.1.2. Temperature spike in cluster on thermally insulating substrate.

Consider a monolayer cluster of film material that has a thermal diffusiv-
ity greater than 10 times that of the substrate on which it sits. The heat released on
addition of an atom to the cluster by condensation will tend to distribute through
the cluster before it is conducted to the substrate. Roughly, we may relate the 
thermal diffusion distance in the cluster, XC, to that in the substrate, XS, by
(XC/XS)

2(tS/tC) � DC/DS � 10. Thus, in the same time (tS � tC) it takes for heat to
conduct to the substrate atom, that is just below the site of condensed atom attach-
ment to the cluster, the heat will be conducted in the monolayer cluster a distance
(10)1/2 times larger than the spacing between the cluster and the substrate. Thus,
for a monolayer close-packed cluster consisting of seven atoms, the attachment of
one additional atom will suffice to raise its temperature by about E/(8·3k) or about
960°C for E� 2 eV. However, this temperature pulse will last for the time it takes
to begin to conduct heat to the substrate, i.e. tS. It will decay rapidly thereafter. This
time interval equals about 10 cluster atomic vibration periods and one substrate
vibration period. The number of jumps that an atom of this cluster can make dur-
ing this temperature pulse equals �e�Q/kT	, where 	 � 10/� and for a fcc metal
Q � 6.5TM with T � TM. By multiplying this number by the number of atoms in the
cluster, 7, we obtain the result that from 2 to 3 atoms of the cluster will make a
jump in the period of the condensation temperature spike. Hence, it is possible that
a small cluster can change its shape during the temperature pulse induced by con-
densation of one atom onto the cluster.

This result is significant because it states that, even in the evaporation and
condensation deposition method, at low substrate temperatures, and on substrates
that have low thermal conductivity relative to the film material, the initial clusters
should tend to approach their equilibrium configuration.

2.3.1.2. Induced by energetic incident particle.

In the above analysis we examined the temperature spike due to bonding.
Will the temperature spikes induced in films due to energetic incident atoms have
a greater effect on adatom surface diffusivity? The one-third power dependence of
r� on E, indicated in equation (1.2), determines that the effect will be negligible.
Even for the case of a displacement spike, when, as Seitz and Koehler argue, we
should set E� 300 eV, the value of r� will not exceed 10 rs, i.e. the adatom on a
film will not move beyond a distance corresponding to 10 atomic radii away from
its point of incidence. With the knowledge that the effect an incident energetic par-
ticle has on any thermally activated process is essentially local to the point of

Discussion of vapor deposition parameters 7



impact, we may conclude that to produce a measurable effect on average adatom
mobility the energetic particle to film atom arrival ratio must equal or exceed
about unity.*

Some results of a MD study by Dodson,4 who examined the relaxation of
the energy introduced into a Si lattice by a 10 eV Si atom incident normal to the
(111) surface, are shown in Figure 1.1. The significant aspect of these results rel-
ative to the calculations of Seitz and Koehler is that the temperature induced by the
incident particle is less than room temperature outside the region having a radius
of 7 Å about the point of impact after about 3 atomic oscillation periods subse-
quent to the impact. This result is to be compared with a value of r�, for the same
conditions, calculated from the Seitz and Koehler equation given above, given by
r� � 3.28 rs � 4 Å. Thus, there is essential agreement between the modern molecu-
lar dynamics results and the classical analysis of Seitz and Koehler, insofar as they
relate to the conclusions we have drawn in this section.

2.3.2. Penetration of surface by incident particle.

This subsection will examine the factors that control the penetration of
incident particles that transfer less than the displacement energy in a collision with
the film. There are two modes of such penetration. One is via a ring-like energy
transfer that results either in sputtering of a surface atom or motion of a surface
atom to adatom position, both distant from the point of incidence of colliding par-
ticle and penetration of the latter into the surface layer. The other mode is via chan-
neling of the incident atom and its penetration to a subsurface position.

The penetration depth of incident particles striking a film in the first
mode may be evaluated using sputtering theory.6 For the low energies involved in
deposition processes, the mean penetration depth, 
, is given by

where C varies from 0.13 to 0.16 for 0.5� Mf/M i � 100, Ei is the incident parti-
cle energy (keV), �f the film mass density (g/cm3), Mf the film atomic mass (amu)
and Z� [(Z i

2/3 � Zf
2/3)/ZiZf]

2/3. For 10 eV Si ions incident on a Si film and using
C � 0.13, this relation predicts 
 � 0.11 nm, which is nearly equal to the atomic
radius of a silicon atom, i.e. the incident Si atom is predicted to penetrate no fur-
ther than the surface layer, if at all.

However, in one molecular dynamics simulation of this phenomenon,7 it was
found that 5–10 eV incident Si atoms could be inserted subsurface into dimers in


 � �(nm) (10CM ZE )/f i
2/3

f
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* This conclusion should not imply that adatom transport is not enhanced by incident energetic
particles, which can induce surface displacements of adatoms, ring displacement of adatoms and
near-surface enhanced vacancy concentrations that aid in the transport of adatoms.
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a (2� 1) Si(100) reconstructed surface without damage to the lattice. More energetic
incident Si atoms (10eV) on the same Si surface were found, in another molecular
dynamics simulation, to induce dimer breaking and to penetrate to the fourth layer
(
 � 0.54nm) beneath the surface with the production of surface defects and bulk
interstitials, but not vacancies.8 In still another molecular dynamics simulation, but of
the penetration of a Si(111) surface by 10eV Si atoms at normal incidence, 70% of the
incident atoms come to rest in an interstitial position between the first and second dou-
ble atomic layers or substitute for an atom in the first double layer by knocking the
substrate atom into an interstitial location;* the other 30% come to rest on the surface.4

Thus, it appears likely that such low-energy penetration occurs via a channeling mode.
Penetration by channeling at these low energies has not received any theoretical analy-
sis other than the molecular dynamics simulations just mentioned. However, by noting
that this phenomenon involves the insertion of an atom into an interstitial site, we may
deduce that penetration under these conditions should be deeper the smaller is the
diameter of the incident atom and the larger is the effective diameter of the channel
that is parallel to the direction of the incident particle. Thus, it should come as no sur-
prise that subsurface implantation of 170eV mass-selected C� ions into GaAs(100)
during MBE has been achieved to produce an electrically active C-doped GaAs9,
whereas large Xe� ions bombarding at an energy of 500eV do not penetrate the sur-
face of tungsten although their bombardment results in sputtering of tungsten atoms.10

2.3.3. Displacement spike.

When the incident particle energy that is transferred to a film atom
exceeds the displacement energy, which varies from 20 to 50 eV for different mate-
rials, then displacement of lattice atoms will occur to form collision cascades
involving the production of sputtered atoms, vacancies and interstitialcies and
amorphous regions in some crystalline hosts.

Molecular dynamics studies,8 as noted above, have shown that intersti-
tials can be produced in silicon by 10 eV incident Si atoms without the concomi-
tant production of vacancies. Thus, collision cascades are not necessary to
generate interstitial type defects. However, this capability is limited to bombard-
ment at transferred energies less than the displacement energy. For transferred
energies higher than the displacement energy, interstitials and vacancies are cre-
ated simultaneously by the formation of Frenkel defects, which, at low substrate
temperatures, are produced only in collision cascades.

Point defects that are mobile at room temperature will move to traps, which
may be vacancies, dislocations or interfaces. This motion, for sufficient fluence of
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* This observation describes the microscopic process that has been termed “atomic peening”, which
has been proposed as a mechanism for the development of compressive intrinsic stress during
deposition. We shall discuss this matter in greater detail in Chapter VI.



incident particles, can yield appreciable diffusion in the subsurface layer11 during
the deposition of these materials. Also, the range of the incident particle, corre-
sponding to the position where defects are generated, is on the order of several
atomic layers for the low-energy particles used in sputtering and ion beam assisted
deposition. If some of the interstitialcies or vacancies are trapped at dislocations or
grain boundaries whose half-plane or plane, respectively, are at an angle with
respect to the plane of the film, then this process will lead to the development of a
compressive or tensile stress, respectively, in the plane of the film. At room tem-
perature, vacancies are much less mobile than interstitialcies in many materials.
Thus, in the as-deposited state for these materials vacancies are less likely to have
annihilated at traps than interstitials and more likely to reach the surface with the
consequence that the intrinsic stress due to these point defects is more likely to be
compressive than tensile. This possible source of intrinsic compressive stress is
discussed in greater detail in Chapter VI.

While subsurface point defects are being created by energetic bombard-
ment of the surface during deposition, monolayers of film atoms are also being
added to the surface. While it is likely that a significant fraction of the interstitials
created in this bombardment can reach the surface during deposition in many
materials, it is worthwhile exploring whether the subsurface vacancies created in
this bombardment can also reach the moving surface during deposition. This
exploration is carried out in Appendix 2.

The analysis given in Appendix 2 shows that the enhanced local vibra-
tional modes adjacent to the site at which the vacancy is generated cannot provide
the excitation needed to produce the succession of vacancy jumps that will allow
the subsurface vacancy to reach the surface. However, the substrate temperature is
often high enough to yield vacancy diffusion velocities larger than the growth
velocity. In particular, in fcc metals with absolute melting temperatures lower than
about 1300°K, vacancies generated by low-energy particles will annihilate at the
growth interface during deposition onto room temperature substrates. On the other
hand, there are many film materials in which the vacancies generated by low-
energy particle impact during growth will remain imprisoned in the film during
growth. The corresponding vacancy concentration is then so high that one may
expect the structure of the film to be barely stable. Indeed, it has been hypothe-
sized that when the vacancy fraction exceeds about 0.02 then the crystal host will
transform to an amorphous one.

Can the vacancies that arrive at the growth surface act to enhance adatom
diffusion? There is no simple answer to this question because adatom mobility is a
non-monotonic function of the surface coverage of adatoms, as revealed in the MD
study of Paik and Das Sarma.12 By decreasing surface coverage, vacancy arrival at
the growth surface will increase adatom mobility at surface coverages less than
25% and at surface coverages near unity. However, at coverages between these lim-
its the reverse effect will occur. Thus, the only likely consistent effect of energetic
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incident particles on adatom mobility is a consequence of the temperature spikes
and not the displacement spikes associated with them.

The subsurface vacancies produced by low energy displacement spikes
are responsible for various phenomena, many of which we will examine in detail
in later chapters. One of the esoteric examples of these phenomena is suppression
of three-dimensional island nucleation and the concomitant promotion of layer-
by-layer growth at the expense of the Stranski–Krastonov growth mode.13 Finally,
it should be mentioned that the displacements induced by low-energy particles
during deposition can reduce the transition temperature delineating the deposition
of amorphous and crystalline films14 (i.e. promote the formation of crystalline
films at the expense of amorphous films) and, as shown in Figure 1.2, can produce
an amorphous layer in crystalline silicon.15 Various consequences of these phe-
nomena are discussed in Chapters V and VII including the effect of the incident
beam energy and flux on the amorphization of substrates desired for epitaxial 
deposition.

2.3.4. Momentum or pressure spike.

A 10 eV Si atom incident on a Si lattice will produce a shock wave, which
we will call a pressure spike. (The velocity of the incident Si atom exceeds the
sound velocity in solid Si at and above the incident kinetic energy of 10 eV.)
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It has been claimed that the combination of a pressure and temperature
(P–T) spike might induce a transformation of the film material in the spike to a
crystal structure that is stable in some regime of the P–T spike history, e.g. stabi-
lize the diamond structure of carbon at the expense of the graphite structure. It is
highly unlikely for this process to occur via the normal nucleation and growth
mode of transformation, because the temperature spike lasts too short a time
period to allow the number of jumps needed to produce a nucleus of the new phase
and to allow an already present nucleus to grow by one atomic layer.

The only transformation that a pressure spike can induce is a diffusion-
less transformation or a transformation that does not require individual atomic
jumps between adjacent sites. For example, a barely stable configuration of atoms
might be destabilized by a pressure wave passing through it and thereby induced to
assume a more stable configuration. The suggestion was made in a previous sub-
section that a supersaturation of vacancies can bring about such a barely stable
state. A recent three-dimensional MD computer simulation provides evidence that
supports this possibility.16 Recrystallization may be the product of a diffusionless
transformation induced in barely stable, vacancy supersaturated materials subject
to ion bombardment. We shall explore this possible phenomenon in Chapter III.

Momentum transfer also can lead to forward sputtering via a series of pri-
mary and recoil collisions, which may result in the displacement of atoms in the
film from their equilibrium positions into interstitial positions. Theoretical treat-
ment of this effect (see Ref. [17] for a review of the theory) suggests that the com-
pressive intrinsic stress induced by the excess interstitial sited atoms should scale
as the square root of the particle energy. This functional dependence of the com-
pressive stress on particle energy has been found by various investigators. We will
delve into this phenomenon in greater detail in Chapter VI.

Analysis of intrinsic stress indicates that a correlating parameter for
momentum controlled effects is the normalized momentum, 2�(ME)1/2, where � is
the ratio of bombarding ion flux to depositing atom flux, and M and E are the mass
and energy, respectively, of the bombarding particles. On the other hand, as is sug-
gested by the ordinate in Figure 1.2, another correlating parameter is the energy
density dissipated in nuclear collisions, ��ENv[4MM f /(M � Mf)

2], where � is the
fraction of the transmitted energy dissipated in nuclear collisions (0.8 for low-
energy particles used in ion deposition or assisted deposition), Mf is the atomic
mass of the film material, Nv is the number of atoms per unit volume of film. The
latter correlating parameter, in deposition processes that expose the film or sub-
strate surface to energetic particles during deposition, determines whether the film
or substrate surface will be amorphous when either the film or substrate is a cova-
lently bonded element. In particular, for the case of Figure 1.2, a silicon surface
will be amorphized in silicon ion deposition at room temperature when the inci-
dent ion energy is 41 eV/ion. There exists evidence in the literature that many prac-
titioners of deposition are unaware of this constraint.
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2.4. Incident particle flux.

The deposition rates of most of the vapor deposition processes fall in the
range 0.1–100 monolayers/sec. Epitaxial deposition processes use rates at the lower
end of this range, whereas the higher end is used to achieve economical through-
put of the coated product. The deposition rate can affect the structure of the result-
ing film. At low substrate temperatures, the higher the rate, the higher is the
concentration of defects in the as-deposited film. At high substrate temperatures,
these deposition-induced defects act to enhance the driving force for grain bound-
ary migration and grain coalescence, processes that act to remove these defects,
and hence to yield, paradoxically, films having the lowest defect content.

For processes in which the film is subjected to fluxes of both film and
inert gas atoms, the film’s structure is also likely to be a function of the ratio of the
two fluxes. Indeed, as shown in Figure 1.2 this ratio can determine whether the
film will be amorphous or crystalline under certain deposition conditions. Also,
the internal stress developed in the as-deposited film is a sensitive function of this
ratio. We will explore this and other structural phenomena affected by the inert
gas/film atom arrival ratio in several subsequent chapters.

Deposition rate determines the time between the deposition of successive
monolayers and thereby affects the limiting temperature between various zones of
behavior. We shall discuss this relation in the next chapter for the case of the tran-
sition temperature between the region where intercolumnar void networks are
formed in films and the region where they do not exist. Deposition rate also affects
the transition between step migration limited epitaxial deposition and deposition
that produces RHEED oscillations. This subject is discussed in Chapter IV. We will
find other examples of the effect of deposition rate on various transition tempera-
tures in the following chapters. In all cases deposition rate, Ñ, and transition tem-
perature, T*, are related through the following equation

According to the classical theory of nucleation and for most deposition
rates and substrate temperatures, the equivalent supersaturation is sufficient to
yield a critical nucleus volume consisting of one atom. Thus, for most of the dep-
osition conditions likely to be met in practice, the process of nucleation can be dis-
regarded. The rate of film thickening in low temperature deposition is independent
of the nucleation rate. Indeed, the rate of film growth for thermal beams equals the
impingement rate less the reevaporation rate and the latter is negligible at low sub-
strate temperatures. The grain size of the initial layer deposited on non-epitaxial
substrates, on which adatoms are highly mobile, may, in principle, be deduced
from the atomistic theory of nucleation. However, in practice, this grain size is

ɶNe constant.Q/kT* �
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often determined by surface defect concentration. Thus, we will not devote space
to a consideration of nucleation, which is adequately treated elsewhere.18

The reevaporation rate varies with orientation of the crystal surface and
may thereby determine the crystallographic texture of thick films, when deposi-
tion conditions allow the reevaporation rate to be non-zero. Also, the texture of
thin films may be affected by the impingement rate. We shall consider these mat-
ters in detail in Chapter III. The deposition rate also affects the resulting impurity
content of the deposited film. High deposition rates can minimize the impurity
concentration and their structural effects. We shall discuss one such effect in
Chapter III.

2.5. Substrate and its cleanliness.

Very seldom are thin films used as free-floating films. They are usually
intimately connected to the substrate on which they are deposited. Thus, a thin film
is in reality a system consisting of the thin film itself and its substrate. We know
that the substrate is the source of most of the stresses sensed by the film. It is pos-
sible that the substrate affects many of the other properties of the film as well, e.g.
the dielectric constant of the substrate affects the speed with which electrical sig-
nals move along thin film conductors. Thus, the choice of a substrate material is
not unconstrained. It may be chosen to minimize thermal stresses in the film. It
may be a material that needs to have its surface properties modified by a thin film
coating. These are only two examples of the many conditions governing choice of
a substrate material.

We note here that monocrystalline
films can be produced on a sub-
strate by a process that does not
involve epitaxy. The term epitaxy
in the literature is misused. We
reserve the term epitaxy to denote
a consistent crystallographic rela-
tionship between the crystal lat-
tices of the film and substrate.It is
possible to form a monocrystalline
film on an atomically smooth
amorphous substrate. In the latter
case, obviously, there is no such
relationship and the substrate did
not influence the production of the
monocrystalline film. However,
when there is a consistent epitaxial
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relationship between film and substrate, then the existence of a substrate influence
on the production of that relationship must be concluded. (The presence of a fiber
texture* in the film does not denote an epitaxial relationship between substrate and
film!) The effect of the substrate on the texture of the film stems from the tendency
of the film-substrate system to minimize its total free energy. There is one excep-
tion where other than thermodynamic effects govern the epitaxial relation.
Geometry, via the phenomenon of graphoepitaxy,19 can influence the epitaxial
relationship assumed by films. These concepts are discussed in greater detail in
Chapters III and IV.

The presence of an intermediate layer of material between an ultra-clean
surface of the substrate and the film must modify the influence of the substrate on
the epitaxial relationship between film and substrate, if any, that results. Since, for
an unclean surface, this intermediate layer is uncontrolled in composition and
amount, it is highly unlikely that a consistent epitaxial relationship can be pro-
duced in film deposition on it.

Ultra-high vacuum (10�10Torr) is necessary to maintain surfaces ultra
clean for time periods in the order of an hour. Thus, most epitaxial depositions are
carried out under ultra-high vacuum conditions. However, this is not to say that
epitaxial deposition cannot be produced under poorer vacuum conditions. Ion beam
deposition onto unclean substrates can produce epitaxial relationships between
film and substrate at low temperature by allowing the incident particles to come to
rest in lattice positions below the substrate surface. Higher temperature deposition
where coalescence of mobile clusters can occur also can produce epitaxial rela-
tionships between film and “unclean” substrate. There appears to be a fundamental
difference between the mode of forming the epitaxial relationship on ultra-clean
surfaces at low temperature and the mode of forming them on unclean substrates
at high temperature. We will explore these differences in Chapter IV.

At low temperature the initial clusters that deposit onto a substrate do not
have sufficient mobility to coalesce and approach the equilibrium state of a
monocrystalline layer. However, atoms in individual clusters do have sufficient
mobility to allow the cluster to approach a metastable state. The nature of this
metastable state is conditioned by the cleanliness of the substrate surface.

2.6. Substrate temperature.

The substrate temperature is the deposition parameter that probably has the
greatest effect on the structure of the deposited thin film. For this reason, in the 
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the film and the substrate plane. All possible rotations of the grains about the axis normal to this
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are undefined.



following chapters we will consider the effects of the other deposition parameters in
different regimes of temperature. This procedure will facilitate the separation of the
effects of the various deposition parameters, some of which can exert opposite effects
on the behavior of a structural parameter in the different temperature regimes. The
temperatures delineating the different regimes are defined in terms of the motion of
various species required to produce observable effects. Such species may be adatoms,
grain boundaries, excess vacancies, or bulk atoms. For example, in Appendix 2, the
substrate temperature delineating the regimes in which excess vacancies will or will
not be incorporated into thermal beam deposited films is calculated.

2.7. Composition of deposit relative to target.

Of all the modes of physical vapor deposition (PVD), laser ablation is the
preferred one to use to attempt to produce a film concentration that is the same as
that of the target. Hence, in this subsection attention will be paid to the deposition
parameters associated with this task. Some of the possible sources of deviation 
of film composition from target composition are: different sticking coefficients of 
components, different resputtering rates of components, preferential ablation of
components, different angular distribution of components in plume due to differ-
ent mass and/or different charge, preferential backscattering from plume onto tar-
get. The latter process has been shown to be involved in the deviation of substrate
composition from that of the average composition of the target in deposition of
Si–Ge alloy.21 Fluence affects the degree of backscattering and also the differential
evaporation of components from the target surface. The larger the fluence the
greater is the effect.22 For components having a high vapor pressure the substrate

temperature can affect the composi-
tion, as illustrated in Figure 1.3.23 In
this example, Te is the more volatile
element. Often, in the circumstance of
a large difference in vapor pressure of
the components, the fluence will also
affect the final composition of the film
for various possible reasons including
differential backscattering. An example
is given in Figure 1.4. In such cases,
where two deposition parameters affect
the film composition, it is then possi-
ble to modify the deposition condi-
tions to achieve congruent deposition
(same composition of film as that of
target).
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2.8. Target.

Last, but not least, we need to be aware that aspects of the target may affect
film structure and properties. One is the gas content of the target. If the target is not
vacuum melted and cast then the gas content in it may cause splattering in any deposi-
tion process that raises the temperature of the target, such as laser ablation, and lead to
the incorporation of frozen droplets of particles in the film. Another, is the manufac-
tured form of the target, sintered or cast, which may yield inhomogeneities that affect
the vapor composition produced from the target and the gas content in the target.

3. Deposition parameters for other than PVD.

In no other deposition process than a PVD process are the deposition
parameters and their effects on structure and properties known as well as they are
known for the PVD process. This fact accounts for the extended discussion
devoted to these PVD parameters in the foregoing and the brevity of the discussion
relating to the deposition parameters for other deposition processes that follows.

Electrodeposition, high-pressure (i.e.�0.1 Torr) CVD and LPE have in
common the existence of a potential gradient ahead of the growing film surface. In
electrodeposition, this gradient is an electropotential gradient. In CVD and LPE it
is a chemical potential gradient, or a temperature gradient, or both. The gradient in
electrodeposition can be tuned during deposition. Such tuning is much more difficult
to accomplish in the other processes.

Diffusion of the film-atom-containing species occurs as a consequence of
these gradients. In such processes, the controlling mechanism of growth is either
the diffusion process or the interface reaction process involving incorporation of
the adatom species into the film structure.20 If the diffusion process controls, then
growth is subject to morphological instability, which produces dendrites or the
equivalent. One of the main functions of addition agents to electrolytic baths is to
hinder growth by adsorption at growth sites, such as kinks along surface ledges.
Such adsorption decreases the mobility associated with the interface reaction
process, makes it the controlling process, and thereby removes the morphological
instability. Denser and smoother films can be produced under interface reaction
control conditions than under diffusion control conditions.

Electrodeposition has developed as an empirical discipline for most of its
history. Only recently, with the application of electrodeposition to high-technology
products, has an attempt been made to understand the effect of deposition param-
eters on film structure and consequent properties. It has been found that the depo-
sition parameters that affect structure sensitively, and that are absent in vapor
deposition, are the nature and composition of addition agents to the electrolyte.
Such addition agents are usually organic. They can affect film stress, grain size,
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texture, and void structure. Other deposition parameters, such as the presence of a
high chemical potential for the introduction of hydrogen into the film, current den-
sity and overvoltage, have also been found to influence film structure.

In CVD diffusion control may occur only when the chamber pressure is
above about 10 mTorr and a laminar layer can develop at the film surface. As noted
above, this condition leads to morphological instability and produces a columnar
or dendritic film structure. When the chamber pressure is less than about 10 mTorr
then the morphology depends upon whether or not the incident particle sticks to
the film where it impinges upon the film. If indeed the incident particle does stick
upon impingement then deposition proceeds as in PVD. At low temperatures shad-
owing leads to the production of a columnar structure and intercolumnar void net-
works, as discussed in Chapter II. If there is an impediment to instant bonding
upon impingement, and if a layer of the reactants can build up via van der Waals
attraction to the film surface and via transverse diffusion, then the deposition con-
ditions correspond to CVD with morphological stability, i.e. a planar film surface
and an isotropic film structure.

Since about 1995 the growth in computer power has made it possible to
simulate electrodeposition and CVD processes to the extent that many simulations
are able to reproduce experimental results. Such simulations enable process con-
trol and often provide information concerning the process origins of structural
characteristics of deposited films. There are several commercial simulation soft-
ware packages as well as research oriented simulation software.24

4. Summary.

Table 1.1 lists the parameters that affect the structure of thin films in PVD.
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Table 1.1.

Deposition parameters Structure or phenomenon affected

Background pressure Epitaxial or non-epitaxial deposition
Impurity content in films

Parallel incidence Columnar boundary orientation
Texture

Incident particle energy Defect, grain and crystal structures
Normalized momentum All structures, intrinsic stress
Deposition rate Transition temperatures, all structures
Film atom/inert gas atom flux ratio All structures
Substrate surface nature Epitaxial or non-epitaxial deposition
Substrate temperature All structures, composition
Fluence (in laser ablation) Composition
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Appendix 1

The kinetic theory of gases (e.g. see L.I. Maissel and M.H. Francombe, An
Introduction to Thin Films , Gordon and Breach Science Publishers, NY, 1973) provides
the following relation between the impingement rate, Ñ in monolayers/s, and the gas pres-
sure, P in Torr:

ɶN Pa/(2 mkT) 3.513 10 aP/(MT)1/2 22 1/2� � � �
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where a is the surface area (in cm2) covered by the impinging particle, M is the molar mass of
the impinging particle (in g), and T is the absolute temperature. For O2, a� 16.2� 10�16cm2,
M � 32 g and taking T� 300 K yields Ñ� 0.58� 106P. Thus, when P is about 2� 10�6Torr,
then the impingement rate corresponds to about 1 monolayer/s.

Appendix 2

There are two temperature regimes experienced by the subsurface vacancies. One
involves the temperature spike developed coincidentally at the point where the vacancy is
generated. The other corresponds to the average substrate temperature.

The number of jumps that the vacancy can make in the zone of the temperature spike
has been calculated by Seitz and KoehlerA1 and equals 0.093�(E/Q)2/3. The value of � is the ratio
of the atomic vibration frequency and the frequency with which the translational energy of the
moving atom is transferred from atom to atom. This ratio was assumed by Seitz and Koehler to
be close to unity and this assumption has been verified in the molecular dynamic simulation of
Dodson.A2

For a vacancy to diffuse from the third surface layer to the surface in a random process,
the number of jumps it must make must equal or exceed 4. With Q� 8.5kTM and TM � 1500K,
then E must exceed 312eV for the displacement spike-generated vacancies to be able to annihi-
late at the surface during the temperature spike associated with the displacement spike. However,
it is unlikely that more than 50eV is transferred to the lattice at the point where the displacement
spike generates a single vacancy in the collision cascade. Thus, it is unlikely that the temperature
spike contributes to the annihilation of the displacement spike-induced vacancies.

To evaluate whether the substrate temperature is high enough to allow the 
subsurface-generated vacancies to diffuse to the surface and annihilate during growth we make
use of the Nernst–Einstein relation, V� FD/kT, where F is the driving force and D the diffu-
sivity for the diffusing species. In the case where vacancies generated by displacement spikes
are the diffusing species, we may set F� kTln(XV/XVe)/(2dhkl), where XV is the atom fraction
of vacancies at the depth corresponding to the range (2dhkl) of the energetic incident particles
and XVe is the vacancy atom fraction corresponding to thermodynamic equilibrium conditions.
Also, dhkl is the interplanar spacing with (hkl) being the indices of the surface plane.

We may estimate XV from the assumption that the distribution of vacancies gen-
erated by impacts is a normal one and that the inert atom to film atom arrival ratio is unity.
In this case XV � 0.4. The equilibrium concentration is given by XVe � e�W/kT, where W is
the work to form a vacancy at a particular lattice site. For fcc metals, W� 0.5(�0.1)Q
where Q� 17kTM. Now V � Ñd. Also, D� D0e

�(Q�W)/kT, where D0 � 10�5m2/s. We
choose the substrate temperature to be room temperature, Ñ� 10/s, dhkl � 10� 10m and
solve the Nernst–Einstein relation for the corresponding value of TM. The result is 1300 K.
This result is not sensitive to the value estimated for the vacancy concentration. A reduction
in this concentration by a factor of 10 results in a reduction of T by less than 15 K.
According to this result, fcc metals with melting points less than 1300 K will be able to
annihilate the displacement-induced vacancies during deposition at the growth surface,
whereas for higher melting point metals such annihilation will not be able to occur.

A1. F. Seitz and J.S. Koehler, in Solid State Physics, Vol. 2, eds. F. Seitz and D. Turnbull, Academic
Press, Inc., New York, 1956.

A2. B.W. Dodson. Phys. Rev. B36, 1068(1987).
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1. Intercolumn (interfiber) “void” networks.

1.1. Summary of observations concerning intercolumn 
“void” networks.

Thin films grown under the conditions of low-adatom mobility (T�

0.25TM), incident particle energy less than about 1 eV, and with a unidirectional flux
of impinging atoms develop a fibrous or columnar structure in which the intercol-
umn space is less dense than that in the intracolumn space.1 This region of lower
density has been described as a “void” network,2 although the shape of the “voids”
is more ribbon-like3 than “void-like”. The columns or fibers abut, but not perfectly.
They may be either crystalline4 or amorphous.5 It has been stated that there are five
different scales of void networks and associated columns; the smaller ones are con-
tained within the larger ones, and the size of the largest one is dependent on the film
thickness.6 The angle made by the fibers with the film normal, � is often related to
the angle of incidence of the impinging atoms, � by 2 tan� � tan� the tangent
“law”. 7 However, this “rule” is not always obeyed.8 The interfiber spacing is a func-
tion of the substrate9 and the substrate temperature.10The void network disappears
above a critical temperature, T1.

1 Let us consider first the origin of the intercolum-
nar voids and then the relationships between processing and the void network.

1.2. Origin of intercolumn “void” networks.

Numerous computer simulations have been performed to study the phe-
nomenon of intercolumn “void” networks.11,51–59One such simulation,52 with inci-
dent direction normal to the substrate, concluded that from the similar variation of
density and surface roughness, with substrate temperature and incident energy, the
void production depends upon surface roughness and shadowing effects. Because
asperities, the aspect of surface roughness providing a measurable quantity, do not
produce shadows then some other aspect of surface roughness must be involved.
Overhangs that have no material just beneath them do shadow under this circum-
stance. However, overhangs do not contribute to the surface roughness that is mea-
sured. The extent of the overhangs does correlate to the surface roughness in that

CHAPTER II
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the larger the roughness wavelength and amplitude, the longer the overhang may be
and the larger may be the void produced by shadowing of such an overhang. Thus,
the question arises as to the origin of the surface roughness produced by deposition.

Assuming an atomically smooth substrate plane and a low substrate temper-
ature, film growth first proceeds by the formation of clusters of atoms or islands.
When incident atoms stick where they hit the cluster diameter is controlled by
probability considerations. In particular, when the probability of an incident atom
arriving on top of a cluster (growth in height) is the same as that of arriving at a
point on the edge of the cluster (growth in diameter), the average diameter of a
cluster will be defined. As discussed in Appendix 1 this concept leads to a minimum
diameter of about 3.5 nm. This value is about the minimum grain size measured in
deposited films as revealed in Figure 3.2. At larger cluster diameters, at these low
temperatures, the probability of the cluster growing in height is higher than that of
growing in diameter. Here then is the origin of the initial surface roughness. As the
substrate temperature increases, because of surface diffusion, the probability of an
atom reaching a cluster edge increases relative to that of arriving on top of a clus-
ter, i.e. atoms near to the cluster edge on the substrate surface may diffuse to the
edge but not to the top of the cluster. Hence, with increasing substrate temperature
one may expect the surface
roughness wavelength (the
inverse of the population
density of clusters) to
increase. Even if the prob-
ability of forming an over-
hang in a well of a rough
surface were independent
of roughness wavelength,
the diameter of the average
void produced by overhang
shadowing, in a plane paral-
lel to that of the substrate,
will increase with roughness
wavelength. This expecta-
tion is supported by the
rough graphical simulation
of two surface roughness
waves of different wave-
length in Figure 2.1. It is
also supported by the simu-
lation results shown in
Figure 2.2a and b. However,
another effect of increasing
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Figure 2.1.Idealized roughness (intersection of hills 
and valleys with plane normal to substrate surface)
revealing diameter of average void under overhang
(horizontal line).



the substrate temperature is to decrease the amplitude of the surface roughness as
shown in Figure 2.3, an effect that overcomes the effect of substrate temperature
on the wavelength of the surface roughness. Hence, the net effect of an increase 
in substrate temperature is to cause an initial increase in the diameter of voids 
in the film plane, then voids disappear entirely at a sufficiently high substrate 
temperature.

Columns grow in height upon the clusters formed on the substrate. On a
monocrystalline substrate the intercolumnar surface is the loci of voids produced by
shadowing of overhangs. On an amorphous or polycrystalline surface the columns
may be either amorphous or crystalline depending upon the material deposited and
the deposition conditions. Crystalline columns grow in height by granular epitaxial
deposition. Figure 2.4 shows a one-layer thick slice normal to the film produced in a
three-dimensional Monte Carlo simulation at low substrate temperature revealing the
columnar grains that survive the shadowing effect and those that do not.

(a) T � 0.0 �/k (b) T � 0.0625 �/k

(d) T � 0.1875 �/k (e) T � 0.250 �/k

(c) T � 0.125 �/k

Figure 2.2.Sequential snapshots from a kinetic Monte Carlo simulation of deposition at
normal incidence of a hypothermal beam of atoms with substrate temperatures as shown
increasing from (a) to (e). Reproduced with permission from J. Appl. Phys. 79,
1448(1996).
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The shadowing
effect becomes much more
pronounced when the incident
beam of atoms is at an oblique
angle with respect to the film
normal. Now voids develop
not because of overhangs in
the intercolumnar space but
because of shadowing by the
asperities of the columns
(clusters) themselves. The
original edition of this book
contained a rough analysis of
the differentialprobabilities of
atoms sticking on the “wind-
ward” and “leeward” sides of
clusters in an attempt to pro-
vide an explanation for the 
so-called tangent law: 2 tan� �

tan� where � is the angle
made by the fibers with the
film normal and � is the angle
made by the incident beam
with the film normal. The
assumptions of this analysis
were not realistic (more appli-
cable to a two-dimensional
mode of deposition along a
line). Hence, it is not repeated here. Other analytic attempts have not been much
more successful.49 Figure 2.5 shows that the tangent law functions adequately for
� values less than 60°, but not for higher values and better than at least one of the
deduced analytic relations. A possible reason for this difficulty is that analytical
attempts are based on one or two-dimensional models. The difference between the
predictions of models involving different dimensions is illustrated by comparison
of Figures 2.2 and 2.4. The former is a product of a two-dimensional molecular
dynamics (MD) simulation and the latter is a result of a three-dimensional MC
simulation for nearly identical deposition conditions. It appears that shadowing is
much more effective in producing intercolumnar voids in three dimensions than in
two dimensions for incident atoms normal to the substrate.

Dirks and Leamy11 have suggested an explanation for the “tangent” law,
which is neither convincing nor rigorous. It is based on an assumed effect of atomic
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as deduced in a kinetic MC simulation. Reproduced
with permission from J. Appl. Phys. 79, 1448(1996).



shadowing on the “leeward” angle of
a column and is reproduced verbatim
in Appendix 2, where an equivalent
derivation is given to show the short-
comings in this suggestion for the
origin of the tangent law. Others49

have suggested that the column angle
is determined by the weighted aver-
age of the flux incident upon a differ-
ential area rd� normal to a radial
vector at an angle � with respect to
the film normal, drawn from an ori-
gin that is at the midpoint of the col-
umn width, with the limits of the
angle � determined by “windward”
and “leeward” shadowing. In the
opinion of this writer, the agreement
between the relation deduced from
this concept is worse than that pro-
duced by the tangent law.

Nieuwenhuizen and
Haanstra7 and Leamy and Dirks3 col-
lected the most convincing experi-

mental evidence for the tangent rule, which is reproduced in Figure 2.5. The
theoretical values deduced in Ref. [49b] are represented by open squares. As
shown, the tangent law gives better agreement than the latter theory for incident
angles smaller than about 60° and yields poorer values only at 80°. Despite that
apparent agreement between the tangent law and experiment revealed in Figure 2.5,
there is still some doubt as to its universal applicability. In particular for a given
incident angle, the column angle was found to be a function of pressure8 and sub-
strate temperature.14

Most theories for the origin of the tangent rule are based on the concept of
shadowing. However, the tangent rule is obeyed in many cases when the mode of dep-
osition is via sputtering rather than evaporation. When the gas pressure exceeds about
0.03Torr, as discussed in Chapter I, the atom directions are more nearly random than
unidirectional. How can shadowing contribute to the tangent law in this case? One
possible answer to this question is that a shadowing effect arises from the fact that a
site on the side of a column “sees” only a small solid angle of free space. A site on top
of a column can “see” unobstructed views for a solid angle of about 2�, whereas a site
on the side of the column has a much more restricted view of the “open sky” from its
position. The latter source of shadowing has been explored by Karunasiri et al.15
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Figure 2.4.One-layer thick slice through
polycrystalline film produced at low
temperature in a three-dimensional MC
simulation. Reproduced with permission
from Tech. Proc. of the 1999 Intl. Conf. on
Modeling and Simulation of Microsystems.
Nano Science & Technology Institute, p. 467
(ISBN 0-9666135-4-6).
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Figure 2.5.The column angle as a function of the incident angle for crystalline and
amorphous materials. The dotted line represents the tangent law.3,7The open squares
represent the theoretical values of Ref. [49b]. The other points are experimental values.

* Space is subdivided in this simulation into a matrix of square boxes. An atom that impinges into a
box, which is a neighbor to an occupied box, is captured in this box.

Ramanlal and Sander46 have shown that if the tangent law is assumed as
an axiom, then it can be shown that ballistic aggregation onto one seed leads to the
growth of a fanlike column with the angle defining the fan’s extremities equal to
19.5° as a maximum. Thus, a column tends to grow in width as well as in length.
Simulation-based examples of the fanlike mode of column growth are shown in
Figure 2.6. The columnar mode of growth apparent in Figure 2.4 contrasts sharply
with the fanlike mode shown in Figure 2.6. One potential cause for this difference
suggested by Dirks and Leamy is that the former involves local relaxation after an
incident particle contacts the film, whereas the latter does not.* An analysis of the
analytic proposals put forth to explain the tangent law is given in Appendix 2.
However, as noted in the conclusion of this analysis, we still do not understand
what controls the direction of growth of the “leeward” side of the tree and the
mean growth direction. Fortunately, the production of columns in computer simu-
lations of deposition provides hope that one day this understanding will emerge.

There does not appear to be any mention in the literature of the fact 
that the ballistic aggregation models are not wholly consistent with the growth



conditions operating during the formation of intercolumn “void” networks in the
following sense. For most, if not all, of the microscopic studies of the intercolum-
nar “void” networks in various materials, the substrate material was such as to 
provide appreciable adatom mobility, under growth conditions where the self
adatom mobility is nil. Under these conditions, the intercolumn spacing is deter-
mined by the intercluster spacing achieved by deposition on the substrate. The 
latter is usually determined by the surface density of defects that bind and immo-
bilize the clusters and, in the case where such defects are scarce, by nucleation
considerations.

Most of the substrates used in studies of the intercolumnar void network
were either oxidized surfaces, alkali halides, or organic films. Adatoms bond poorly
to such substrates and consequently the adatom mobility is very high. For example,
the activation energy for gold adatom diffusion on a clean NaCl substrate is 0.16eV,16

whereas that for gold on gold is 0.91 eV.17 Not only is there adatom diffusion on
these substrates, but for many of the cases where intercolumn “voids” are produced
there is also cluster mobility. These clusters will begin to grow normal to the sub-
strate plane when the number of sites on clusters for adatoms exceeds the number
remaining on the substrate. Thereafter, shadowing will occur to produce voids
between neighboring clusters.
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Figure 2.6.Results of a spatially correlated ballistic deposition using a two-dimensional
lattice model. A tree of sites connected by the growth process is identified by filled lattice
sites. Reprinted with permission from P. Meakin, Phys. Rev. A41, 983(1990). © 1990 The
American Physical Society.



Whether or not a multitude of columns will form on a given cluster depends
upon the adatom mobility on the cluster relative to the rate of deposition and the
intercolumn spacing. The same considerations, with the intercluster spacing replac-
ing the intercolumn spacing, determine whether or not an intercluster “void” net-
work will propagate during growth. Let us consider these concepts in greater detail
at this point.

Typical values of cluster densities produced by slow evaporation (0.01
monolayers/s) onto alkali halide substrates at room temperature equal about
1011/cm2. This number corresponds to an intercluster spacing of about 30 nm.
However, much higher cluster densities have been measured and analysis16 indi-
cates that the cluster density should increase as the 2/3 power of the rate of depo-
sition. Thus, the measured column diameters ranging from about 4–15 nm in very
thin films are consistent with the hypothesis that clusters or islands, produced
by adatom collision during diffusion on substrates, represent the origin of the
columns.

The experimental evidence supports the proposition that the substrate
affects the column diameter and determines the absence or appearance of columns
and void networks. In particular the structure of substrate surfaces is transmitted
through the film to the film surface;18 anisotropic distribution of preferential stick-
ing sites on the substrate is revealed by a corresponding anisotropic distribution of
columns;20 the column diameter produced in very thin films is a function of the
substrate and its treatment;18,20and the column diameter in �-Ge films deposited
on an amorphous, structureless substrate at 200°C to 20 nm thickness, with con-
tinued deposition at �100°C, is the same as for continuous deposition at 200°C
and much larger than for initial and continued deposition at �100°C.10 The latter
observation indicates that the temperature dependence of the column diameter is
not growth determined. Rather, it is a function of the process that determines the
intercluster spacing on the substrate. This observation does not support the expec-
tation of Leamy and Dirks3 that the column diameter will be determined by
the supply of adatoms diffusing to the intercolumn space during the growth stage.
The observed temperature dependence of the column diameters10 is consistent
with the temperature dependence, deduced from the atomistic theory of nucle-
ation,19 of the cluster diameter at a stage close to coalescence.

Messier et al.6 have recently studied the range of structure from nano- to
macro-scale structures and have concluded that there are five different void-
column combinations, with the smaller ones present within the larger ones. The
larger scale void-column structures begin to appear as the film thickness increases.
According to Messier et al. the five characteristic column sizes are: 1–3, 5–20,
20–40, 50–200, and 200–400 nm. The corresponding film thickness at which these
columns begin to appear are 	0, 5, 50, 500, and 5000 nm, respectively. The scale
of the voids in each group is roughly one-tenth of the average column diameter for
that group. Small angle neutron scattering measurements confirm that columns
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6 nm in diameter exist in
20 nm thick films of �-Si:H.21

However, it has been reported
that the density increases 
with film thickness and spec-
ulated that this result is a con-
sequence of the closing up of
intercolumnar space.28 Figure
2.7 may help one to understand
some of the above observa-
tions. This figure is a snap-
shot of the film deposited in a
three-dimensional MC model
at a temperatureand deposi-
tion rate where some adatom
diffusion may occur without
the closing up of the voids.
The average column and void
diameters increase with thick-
ness in this figure.

1.3. Effect of processing on void and column structure.

Among the processing variables that are known to affect void and column
structure are substrate temperature, incident particle energy, direction and degree
of collimation, deposition rate, and adhesion to substrate. Among the structural
parameters usually measured or observed are density, surface roughness,
microstructure, texture, and internal stress. We postpone consideration of the effects
of processing on texture and internal stress and consider processing effects on the
other structural parameters.

First we may note that there is a general agreement that increasing sub-
strate temperature increases density (mainly by removing voids or intercolumnar
space, as illustrated in Figure 2.2). Figure 2.8 provides an indirect measure of the
effect of temperature on density in that, as substrate temperature increases so does
the adatom diffusivity; and this figure shows the effect of increasing adatom dif-
fusivity on density for two different textures and for an incident angle of 60° rela-
tive to the film normal. The main physical effect of increasing temperature is to
increase the diffusion length of adatoms prior to their burial under the arriving flux
of atoms. Thus, diffusing adatoms arrive at and fill-in the intercolumnar voids with
increasing efficiency as substrate temperatureincreases. Another effect of increas-
ing substrate temperature isto increase the mobility of grain boundaries, which
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Figure 2.7.Showing the result of deposition at
10,000
m/min in a three-dimensional MC model.
The shades of darkness represent different crystal
orientations. Reproduced with permission from 
H. Huang and G.H. Gilmer, J. Computer-Aided
Materials Design 6, 117(1999).



brings about columnar diameter
increases and decreases, and con-
comitant changes in texture; but
these occur mainly above the tem-
perature at which intercolumnar
voids are eliminated. The latter
effects will be discussed in later
chapters. From the effect of sub-
strate temperature on the diffusion
length we may deduce that an
increase in deposition rate corre-
sponds to a decrease in substrate
temperature. This relation is illus-
trated by a comparison of Figures
2.7 and 2.9 which show films of
the same thickness, but which
were deposited at 10,000 and
1,000
m/min, respectively. The
main effects revealed in this com-
parison are that the individual
columns show a denser internal
packing and smoother surfaces
with the development of facets and
a change in texture with decreasing
deposition rate. This result indi-
cates that the diffusionlength in
the smaller deposition rate film is
still not long enough to fill up the
intercolumnar space but is suffi-
cient to smoothen the surfaces and
remove internal voids of the
columns and bias the growth of
columns. In this simulation study
the incident atoms obeyed a cosine
law in their angles of incidence.
The effect of the incidence direc-
tion is significant in the biasing of
the column growthrates and in the
formation of texture as will be 
discussed in a later chapter.

Increase in substrate temperature also decreases the surface roughness
(as already noted in Figure 2.3) although the development of facets can over a

32 II-Defect Structure

1.2

0.8

0.6

D
en

si
ty

0.4

0.2

10�6 10�4

D/DAl

[100]

[111]

10�2 1
0

1

Figure 2.8.As measured in a three-dimensional
MC simulation. Reproduced with permission
from J. Dalla Torre et al., Proc. MRS Symp. L,
Spring Meeting, 1999.

Figure 2.9.Showing the result of deposition at
1000
m/min in a three-dimensional MC model.
The shades of darkness represent the same
crystal orientations shown in Figure 2.7.
Reproduced with permission from H. Huang and
G.H. Gilmer, J. Computer-Aided Materials
Design 6, 117(1999).



short range of temperature bring about an increase of roughness before the further
increase in substrate temperature decreases the surface roughness.

The effect of deposition angle upon the density of the film produced in an
MD simulation of deposition at temperatures below T1 has been investigated by
Dong, Smith, and Srolovitz.53Their results shown in Figure 2.10 pictorially demon-
strate that density decreases drastically with increase in the angle of deposition rel-
ative to the film normal. These authors also showed for temperature still below T1

that increases in substrate temperature and incident particle energy result in an
increase in the density, fewer and smaller voids, and smoother surfaces. Similar
results were obtained in a three-dimensional MC simulation by Dalla Torre et al.56

Their results are shown in Figure 2.11 where the results are quantified. This effect
of angle between beam and film normal has been used to achieve various film prod-
ucts for a variety of applications. For example, nanorods are produced using this tech-
nique.57 Figure 2.12 shows orthogonal views of Si nanorods obliquely deposited onto
a template consisting of W pillars arranged on square lattice points. Another applica-
tion relating to thermal conductivity systematically alters the direction of the 
beam during deposition to produce zigzag columns. One such array is shown in
Figure 2.13. It is also possible to produce helical shaped rods in oblique deposition
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(a) α � 0° (b) α � 30°

(e) α � 60°

(c) α � 37.5° (d) α � 45°

Figure 2.10.Showing the snapshots
of film deposition in a three-
dimensional MD simulation as a
function of angle between film
normal and incident beam direction.
Reproduced with permission from
L. Dong, R.W. Smith and 
D.J. Srolovitz, J. Appl. Phys. 80,
5682(1996).



with a rotating substrate. Indeed, in both of the pre-
ceding examples the substrate rotated.

The previous discussion concentrated on
the formation of the intercolumn “void” network via
physical vapor deposition (PVD) processes. The
equivalent of this network can be produced by mor-
phological instability in other deposition processes,
such as chemical vapor deposition (CVD) and elec-
troplating. In the latter processes, the morphological
instability produces dendrites and tends to occur
when growth of the deposit is diffusion limited, with
the diffusion occurring ahead of the growing inter-
face through a potential gradient. If surface reaction
kinetics limits the growth rate of the deposit then
growth occurs under morphologically stable condi-
tions and dendrites are not produced. Instead, the
film surface is smooth.24 However, commercial rea-
sons provide a barrier to the use of the regime of sur-
face reaction limited kinetics. It is still possible to
find conditions in the diffusion limited regime where,
although a planar growthfront is not produced, 
the instability leading to dendritic growth can be
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and incident beam direction). Reproduced with permission from J. Dalla Torre et al., Proc.
MRS Symp. L, Spring Meeting, 1999.

Figure 2.12.Orthogonal
views of nanorods produced
in oblique deposition.
Reproduced with permission
from D.-X. Ye et al.,
Nanotechnology 15, 817
(2004) (Institute of Physics).



forestalled during the deposition. CVD
growth under these conditions has been
explored theoretically by Bales et al.25 The
growth front in this case consists of parabolic
segments separated by narrow cusps. The lat-
ter authors contend that the Eden model,26

which has been proposed as a description of
growth for CVD and other processes, neglects
an effect that does not allow the growth inter-
face to approach a planar interface asymptoti-
cally in this growth regime. Computer
simulation models of diffusion-limited growth,
denoted diffusion-limited aggregation models,
have been developed by Meakin.27

Despite the longer history of electro-
plating and CVD relative to PVD, the degree of
characterization of the resulting films is much
less. It is difficult to provide evidence regarding
the presence or absence of void networks in
films deposited by these processes. Also,
because the mode of growth in electroplating is

sensitive to surface active impurities, it is difficult to develop a universal model that
relates the defect structure to the mode of growth.

The presence of tensile stress in the plane of the deposited film, at the
substrate temperature, has been ascribed, at least for electroplated films, to the ten-
dency for adjacent crystallites to coalesce, i.e. move towards each other.29This ten-
dency to coalesce is resisted by the substrate to which the film adheres and thereby
induces tensile stress in the film. These adjacent crystallites could not move
toward each other if there were no space between them. From this deduction we
may conclude that if the coalescence process did not occur uniformly over all the
side faces of the crystallites then there would still remain void pockets at the
locally uncoalesced areas. If these crystallites were columnar in shape then these
voids would form a network of voids. Despite this analysis, the author is not aware
of any experimental studies on electroplated films, similar to those performed 
on physically vapor-deposited films, that directly reveal intercolumnar “void” 
networks.

The desire to produce smooth surfaces usually constrains CVD to be car-
ried out under or near to surface reaction limited growth conditions. Thus, if there
is ready lateral transport of the adatom containing species it should be possible to
deposit such films without the production of columns or an intercolumnar “void”
network.

Intercolumn (interfiber) “void” networks 35

111

100 nm

Figure 2.13.A zigzag rod
produced in oblique deposition.
Reproduced with permission from
B. Djurfors et al., MRS Symp.
Proc. 749, W5.4.1(2003).



1.4. Temperature, T1, delineating transition between 
presence and absence of “void” networks.

Movchan and Demchishin,1 in their structure zone model (SZM), were
the first to define a substrate transition temperature that separates the temperature
regime where void-free films are deposited from that in which the deposited films
contain voids. They denoted the temperature regime in which voids were produced
in thin films as zone 1, and the next highest temperature zone, in which the films
were free of voids, as zone 2. The transition temperature between these two zones
was denoted T1. Movchan and Demchishin1 recognized that T1 is related to some
critical value of adatom mobility. The question is: “What critical value of adatom
mobility determines T1?”

The answer to the question posed above is that T1 is determined by the
temperature above which the rate of filling-in of voids by adatom diffusion equals
the rate of production of these voids. Muller,13 using a two-dimensional computer
simulation of void production and an Monte Carlo type calculation to govern adatom
jumping to neighboring sites, found a transition temperature at which the packing
density increased from about 0.7 to 1, which was a function of the deposition rate.

It is possible to estimate the Critical temperature, T1, from the condition
that the diffusion distance,24 X � (4D�t)1/2, exceeds some multiple of the void
network width (i.e. the separation between columns), where �t is the time interval
between deposition of successive monolayers. We will assume that most of the
density decrement due to voids is associated with the columns having a diameter
in the order of 20 nm or less. (This assumption is equivalent to the assumption that
the void networks associated with larger diameter columns in thicker films will not
form if the void network corresponding to the 20 nm column group are filled-in.)
Also, we will assume that the multiple of the intercolumn void ribbon thickness
required to supply it is unity, so that, with the knowledge that the intercolumn void
thickness equals about one-tenth the column diameter, we obtain X� 1 nm. Now
D � Do�e

�Q/kT. For metals and for adatom diffusion, Do � 10�7m2/s and Q�

6.5kTM.24,30Also, �t � no/R, where no is the number of atoms per unit area in a
monolayer of atoms on the surface,  is the atomic volume and R is the deposition
rate. For R� 25 nm/s and no � 1019/m2, the above relations yield T1/TM � 0.3.
This result is about that found experimentally by Movchan and Demchishin1 for
metals corresponding to the no value chosen and deposited at the R value chosen.
Table 2.1 lists some representative values of T1 for the two values of R.

The effect of deposition rate suggested by the above relation and Table 2.1
is sometimes not obeyed experimentally. In particular, it has been found that increas-
ing the deposition rate leads to the densification of, and the elimination of, the void
network in nickel and palladium films deposited at room temperature.31A possible
explanation of this contrary result is that the concentration of codeposited impu-
rity atoms decreases as the deposition rate increases and may thereby eliminate an
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inhibiting effect of surface situated impu-
rity atoms on surface diffusion of the metal
adatoms. This inhibiting action of oxygen
on adatom diffusion is likely to be present
in the deposition of Al films and probably
accounts for the observation of intercolum-
nar voids in Al films deposited at room
temperature and above when according to
Table 2.1 the substrate temperature should be
above T1. With the current ability to evapo-
rate in ultra-high vacuum chambers it would
be useful to evaluate the effects suggested
by Table 2.1 in the absence of such impurities.
It is already known that monocrystalline

films of nickel and platinum can be deposited at substrate temperatures between
20°C and 100°C onto clean single crystal substrates at deposition rates less than
1 nm/s.32,33It is not known if void networks develop in these metal films when the
deposition rate exceeds a limit.

1.5. Crystalline versus amorphous structure in zone 1.

Whether a crystalline structure or an amorphous one is obtained in a 
zone 1condensed film depends upon the type of material being deposited. Metals
produce polycrystalline films, whereas covalently bonded materials, such as sili-
con, and many alloys and compounds deposit as amorphous films.

1.5.1. Crystalline films.

The mechanism of forming crystals in zone 1is not known. It has been
suggested that the crystals form by an athermal process from some unknown type
of higher free-energy precursor.34 It is impossible in the zone 1temperature range for
a crystal on the order of 10 nm diameter to be produced by any process involving
the activated addition of atoms, one at a time, to a cluster that is in good thermal
contact with the substrate. However, as argued in Chapter I, for a cluster that is not
in good thermal contact with the substrate, or on a low thermal conductivity sub-
strate, the heat of condensation can provide the energy for sufficient adatom diffu-
sion to produce a crystalline array from an amorphous array, for small clusters. At
these low temperatures the supersaturation ratio is so high that the critical nucleus
consists of one atom. Hence, it is reasonable that small crystalline clusters will con-
tinue to grow as crystals. However, whether the initial cluster is amorphous and trans-
forms athermally into a crystal or whether it is initially crystalline is not really known.

Once a cluster is crystalline it can continue to grow by the process of
granular epitaxy, i.e. a process in which the impinging atoms fall into the nearest
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Table 2.1.Zone transition temperature

Metal
Temperature (°C)

R(nm/s) � 100 0.01

Ag 112 �5
Al 18 �70
Au* 214 68
Cu 149 21
Ni* 94 �26
Pt* 228 67

* Values based on experimental adatom
diffusion activation.



potential well adjacent to their points of impact and continue the growth of the
substrate crystal. This statement is certainly valid for metallic elements. However,
it is not valid for semiconductors and compounds. In the latter case, the adatom
mobility must be sufficient to move the adatom several interatomic distances to
arrive at the potential well consistent with a stable crystalline array. Because too
little is known about the adatom mobility on compounds, it is not possible at this
time to predict whether a given compound will deposit as a crystalline or as an
amorphous film at a given substrate temperature. Indeed, there exists a transition
substrate temperature above, which compounds deposit to form crystalline films
and below which these films are amorphous.

1.5.2.Amorphous films.

The formation of amorphous structure in covalently bonded materials
deposited in the zone 1range of substrate temperatures is understandable. The pro-
duction of a metal crystal in a deposition process, at temperatures below which
surface reconstruction can occur spontaneously, requires that an incident atom
move only to the nearest empty lattice site; a fraction of an interatomic distance
away, without any barrier to that motion. The production of a covalently bonded
crystal requires either the rotation of bonded atoms about some bond to satisfy the
crystal symmetry, or the making and breaking of a bent bond, or both. All these
processes must involve appreciable energy barriers. The positions of potential
wells in the plane above the surface of a metallic crystal are well determined and
fixed. Those above the surface of a covalent crystal are not necessarily well deter-
mined. (Rotation about the bond of a singly bonded atom can occur to randomize
the position of the dangling bonds.) Thus, incident atoms will form those covalent
bonds, that their nearest neighbors, at the moment of contact of the incident atom,
allow. These bonds are much more likely to produce an amorphous solid than a
crystalline one. Another reason that has been proposed for the production of amor-
phous solids in covalently bonded material is that the surface diffusivity is much
smaller at a given homologous temperature for covalently bonded materials than
for metals. However, a crystalline metal will be produced even for conditions
where the incident atom will not diffuse on the surface (i.e. will not move from its
point of incidence by more than a fraction of an interatomic distance). Thus, there
is reason to doubt the latter proposal.

Some amorphous alloys involve components that differ significantly in
atom size. A solid solution of such components will not have long-range correla-
tions between atom positions. Whether crystal diffraction patterns can be obtained
from such a solid solution depends on the longest dimension over which such cor-
relations exist, and this dimension is related to the difference in atom size between
components. Other factors are involved in the competition between crystalline and
amorphous structures for alloys. One such factor is thermodynamic in origin. If
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the amorphous solid alloy has a more negative free energy than that of the crys-
talline alloy of the same composition, then it is stable relative to the latter and,
given no kinetic barriers to its formation, will exist at the expense of the same
composition crystalline alloy.

Thus, the zone 1range of temperature associated with the production of
columns of material separated by voids is unrelated to the crystalline or amor-
phous nature of the material being deposited, as evidenced by the production of
these columns in crystalline metals and amorphous semiconductors.

1.6. Instability of “void” network.

There is a lack of knowledge concerning the stability of the void network in
as-deposited films. The fact that leads one to question this stability is the existence
of an intrinsic tensile stress in most films deposited from vapors having the thermal
spectrum of energies. Such intrinsic tensile stress in as-deposited films can arise only
by a decrease in length of the film in the film plane that occurs during the deposition
process, while it is bonded to the substrate. The most obvious origin of a decrement
in film length is the onset of bonding across intercolumnar voids subsequent to their
formation. At temperatures in the zone 1regime such bonding cannot be due to
adatoms migrating or vacancy diffusion. In Chapter VI we show that for voids thin-
ner than about 1.7 Å, the bounding surfaces of the void will be attracted to each other
with sufficient force to bond together. Also, for thin (�20 Å) and long (	200 Å)
columns, long wave transverse oscillations of thermal origin may bring the oppo-
site surfaces of some voids (�3 atom layers thick) near enough to bond together.

In a three-dimensional MD simulation of deposition at a substrate tem-
perature slightly higher than T1 it was found that whenever overhangs developed
above voids during the deposition, these overhangs became unstable and collapsed
into the voids.35 The onset of instability for these overhangs may be the arrival of
an atom having an energy in the high segment of the thermal spectrum of energies.
The process of developing overhangs, which is made apparent in this simulation,
may, for thin voids, lead to the onset of bonding and thereby to the formation of a
continuous bridge joining the walls of the thin void. The act of pulling together the
walls of the void and bonding them together via the bridge should simultaneously
induce a tensile stress in the columns that the bridge connects.

1.7. Deposition methods that eliminate the formation of 
“void” networks.

“From the discussion of the mechanisms of formation of the column-
“void” network morphology it is possible to deduce that the production of this
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morphology can be avoided either by having energetic particles irradiate the film
surface during deposition or by preventing island formation during the initial dep-
osition onto the substrate or by promoting lateral transport of the attaching species
prior to attachment to the film.

1.7.1. Deposition processes involving energetic incident particles.

In sputtering under conditions such that the substrate is held at a negative
bias relative to the floating potential of the plasma, and in ion beam deposition, 
the kinetic energy of the particles that condense to form the deposit is increased 
to above the thermal range. In ion beam assisted deposition, as well as bias 
sputtering, the film/vapor substrate is bombarded by energetic inert gas atoms 
during the deposition process. At temperatures below T1 the effect of low energy
incident particle bombardment is to transfer momentum to the lattice of the film
and thereby induce several processes. Among these possible processes are the 
initiation of an elastic pressure wave that propagates into the lattice from the point
of impact, phonon and electron excitations, atomic displacements, break-up of 
surface reconstructed atom arrangements by insertion of the energetic incident
atom into the arrangement to produce the bulk lattice array in place of the recon-
structed arrangement,36–38 collapse of barely metastable atom configurations,35

forward sputtering of void overhang atoms,39,40 collision cascades and backward
sputtering,41 and the enhancement of activated processes due to induced thermal
spikes.12

As noted in Chapter I the deposition parameter that correlates to the
structure of the bombarded film is the normalized momentum, 2�√ME, where 
� is the ratio of the energetic particle flux to the flux of the condensing atoms, M
is the atomic mass of the bombarding particle and E its energy. We noted in
Chapter I that at low values of the normalized momentum, the first effect of the
bombarding particles on the structure is the production of interstitial sited atoms,
without the concomitant production of vacancies. Depending upon the material
and substrate temperature the interstitial atoms may or may not be mobile. If they
are mobile they migrate to sinks, which may be voids, grain boundaries, disloca-
tions, and the film surface. The forward transmission of momentum along a close-
packed row of atoms, which is responsible for the formation of the interstitial sited
atoms, also can produce forward sputtered atoms that exit an overhang and enter a
void or can act to destabilize the overhang and drive it into the void. At somewhat
higher values of the normalized momentum, vacant sites are produced along with
the interstitial sites via the production of Frenkel defects in displacement spikes.
Also, lattice disorder is produced along the path of the displacement spike. The
reordering that occurs under the influence of the concomitant thermal spike 
and the subsequent diffusion of point defects may bring about a recrystallization
of the grain structure. Finally, at higher values of the normalized momentum, 
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an initially crystalline lattice can be converted to an amorphous structure by the
disordering associated with the displacement spike when overlap of these spikes
takes place.

In the present section we are interested in the possible effects of ener-
getic incident atoms on the void structure. There have been several MD simula-
tions that describe the latter effect. One that is instructive yielded the results shown
in Figure 2.14. This simulation42 was two-dimensional and hence some of the
voids shown may not appear in a three-dimensional simulation. Nevertheless, the
qualitative trends indicated are likely to be valid. These trends are the disappear-
ance of voids as the incident particle energy increases; the concomitant increase in
film density and a cyclic dependence of the grain boundary population with
increase in the incident particle energy. No interstitial sited atoms are found in this
simulation. However, their absence may be due to their rapid diffusion to sinks.
Interstitials have been found in MD simulations of low energy self-bombardment
of silicon.50 (The simulation corresponding to Figure 2.14 used a Lennard-Jones
potential fitted to parameters pertaining to nickel.)

The first two trends were also observed by Müller,13 although the third
trend was not observed in his MD simulation. A three-dimensional MD simulation
of ion beam assisted deposition22 found that the effect of the ion beam is restricted
at any time to a limited depth beneath the film surface. Hence, to accomplish full
densification, the ion-beam-to-deposited-atom arrival ratio must be adjusted to an
optimum value for a given beam energy, i.e. there is an optimum value of the 
normalized momentum for complete densification. Increasing the beam energy
enhances its effectiveness in collapsing voids. Further, it was found that the diffu-
sion of residual interstitialcies produced by the ion bombardment is important to
the densification process. Interstitialcies have high mobility in metals and can dif-
fuse readily in the zone 1temperature range, whereas vacancies generally cannot,
even under the influence of ion bombardment induced thermal spikes.12, 47Thus,
at low substrate temperatures, a significant fraction of vacancies produced in 
metals by the ion beam bombardment that are not annihilated by combination with
interstitialcies, or by diffusion to vacancy sinks, such as the growth surface, or
grain boundaries, remain in the lattice.

This section would not be complete without the reminder that it is not
always desired to remove the intercolumnar “void” network. For example, copper
films can be projection patterned* in a low partial pressure of chlorine when the
intercolumnar “void” network is present and cannot be projection patterned when
it is absent; etching of films containing intercolumnar “void” networks is used to
form surfaces that absorb radiation efficiently; the magnetic properties of some
films can be favorably affected by the presence of the separated columns, etc.
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* Projection patterning involves pulse illumination of sufficient intensity through a mask so that the
illuminated portion of the high vapor pressure layer on the surface of the film is ablated.



Other possible applications involve: a) porous silicon films that have been deposited
to produce �-Si, etched, and then recrystallized at a low temperature to produce
films that can emit light; b) porous films, that provide a low Young’s modulus in the
film plane as a consequence of the easy bending of thin columns, to act as substrates
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Figure 2.14.Two-dimensional MD simulation of deposition onto (100) surface showing
effect of incident particle energy.42



and allow the deposition thereon of stress-free films; porous films which, through
control of the effective minimum diameter of the interconnected pores via etching,
can act as tunable molecular sieves. Hence, an attempt to understand and thereby
control the mode of formation of the intercolumnar void network and related col-
umn morphology may have practical consequences.

2. Other defects introduced during deposition at low
substrate temperature.

2.1. Point defects.

2.1.1. Vacancies and interstitials.

In addition to voids, vacancies in excess of the equilibrium concentration
are incorporated in films produced by most deposition processes at substrate 
temperatures lower than another transition temperature, which will be called TV.
The latter temperature is defined by the condition that the excess vacancies in the
penultimate monolayer reach the surface layer by diffusion just as the latter is covered
by the next monolayer. Thus, to determine TV we make use of the Nernst–Einstein

relation given in Appendix 2
of Chapter I, where we set
T � TV and solve for the dep-
osition rate R as a function of
TV/TM. The results are given
in Table 2.2, and these are
based on the arbitrary assump-
tion that the activation energy

for vacancy jump from the penultimate surface layer to the surface equals one-
fourth that for self diffusion. This approximation is rough and values can deviate
by 20% from the assumed value. The corresponding uncertainty in the R values is
a factor of about 100. Vacancies are believed to have much higher mobility in
semiconductors than in metals of the same melting point and thus are less likely to
be incorporated during deposition in the former than in the latter class of materials.

For substrate temperatures less than TV, vacancies in supersaturated con-
centrations are incorporated into the lattices of crystalline films grown by any of
the deposition processes. It has been reported43 that the vacancy concentration
introduced by condensation of thermally induced vapors is 1 at%. Subsequent
annealing above TV will allow these vacancies to diffuse to sinks in the drive to
reduce the free energy of the film. Such sinks may be voids, grain boundaries, free
surface and edge dislocations. This process has been observed in gold films at room
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Table 2.2.Corresponding values of deposition rate
and critical temperature ratio

TV/TM 0.1 0.125 0.15
Deposition rate, R (nm/s) 0.0014 5.4 1312



temperature,43 where voids were prominent vacancy sinks and the films were pro-
duced by evaporation and condensation.*

At substrate temperatures less than TV ion bombarded films are likely to
contain vacancy concentrations much higher than that produced by deposition
alone. The concentration reached may be so high as to make the film structure
barely stable or even liquid-like, especially for high incident particle energy and
ion atom arrival ratio. It has been suggested in this and the previous chapter that
this vacancy-induced instability may be responsible, in part, for the effect of ion
bombardment in removing intercolumnar voids, and for the production of crys-
talline grains in an amorphous matrix, where in the absence of ion bombardment
only an amorphous film is obtained. It may also be responsible for the recrystal-
lization of already deposited grains in
the course of deposition. This phe-
nomenon is exhibited in the MD 
simulation of ion beam deposition
graphically described in Figure 2.14.
In a more recent MD simulation58

using an embedded atom potential for
the interaction between Ni atoms the
result shown in Figure 2.15 was
obtained which appears to contradict
the above expectation based on
Figure 2.14. However, the range of
energy considered in these two simu-
lations differ.** We shall comment
further on this possible process in the
next chapter. The writer is not aware
of any systematic experimental stud-
ies relating to the vacancy concentra-
tions induced by hyperthermal beams.

A positron annihilation study59 of electroplated Cu, deposited and
annealed, revealed the formation of vacancy clusters in the lattice upon annealing.
This behavior is in agreement with the observations noted above by other means
by Lloyd and Nakahara43 for PVD Au films. Since grain boundary migration was
observed to occur in the Cu study in the annealing process that revealed vacancy
clustering and since vacancies would be expected to annihilate at grain boundaries
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Figure 2.15.Vacancy concentration versus
adatom energy achieved in an MD
simulation. Reproduced with permission
from X.W. Zhou et al., Acta Mater, 45,
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* A more recent investigation, using synchrotron X-ray reflectivity, determined the vacancy
concentration deposited into films at low temperatures. A figure from that paper is reproduced in
Appendix 3. Their results suggest that the estimates of TV in Table 2.2 are too low by about 30–50°C.
** The results of these studies may not differ if one counts the vacancies in pores in Figure 2.14 (i.e.
the density of the solid submitted to the 2 eV beam in Figure 2.14 is certainly greater than for the
0.2 eV thermal beam deposit).



a question arises as to the origin of this result. One possible answer is provided by a
study of hydrogen incorporation into electroplated films.60 From thermal desorp-
tion experiments Fukai et al. concluded that “a large number of vacancy-hydrogen
clusters are incorporated in the process of electrodeposition”. Effectively, hydrogen
stabilizes the vacancy clusters despite the passage of grain boundaries through them.

It does not seem likely that interstitials are incorporated into films during
deposition from thermally induced vapors. However, they are introduced into
films subject to energetic particle bombardment during deposition, even at as low
an energy as 10 eV for self-bombardment, as noted in Chapter I. There will be a TI,
corresponding to TV below which these interstitials will be frozen-in. The TI val-
ues for metals are much below the corresponding TV values. Hence, it is unlikely
that individual interstitials survive in the as-deposited films of metals. Rather,
clusters of interstitials that give rise to dislocation loops are the most likely prod-
uct in such as-deposited films. The TI values are believed to exceed the TV values
in semiconductors and, hence, interstitials are more likely to survive in 
as-deposited semiconductors subject to particle bombardment during deposition.
Depending upon the substrate temperature relative to TI, these interstitials may or
may not form clusters. This subject is considered in much more detail in Chapter
VI, since such interstitials are responsible for intrinsic compressive stress in 
as-deposited films subject to particle bombardment during deposition.

2.1.2. Impurity atoms.

Among the other point defects that are often incorporated into films dur-
ing their growth, in all the deposition methods, are gaseous impurity atoms from
the environment adjacent to the growth interface. Prominent among this type are
oxygen, water vapor, and carbon derived from organic vapors. This subject has
been discussed in detail in Chapter I. We reiterate this matter at this point because
these impurities can and often do affect film structure and properties.

Deposition processes that involve inert gas bombardment of the film dur-
ing growth insert another point defect, inert gas atoms, into the films. The mobility
of the inert gas atoms in the zone 1temperature range is high. However, they can be
trapped at vacancies and they can be self-trapped by the spontaneous formation of
Frenkel defects. A significant concentration (1–5%) of inert gas atoms in the film
is produced in these deposition processes.

Gaseous impurities thus introduced into the film during its deposition can
exert various effects on the defect structure. One is to impede grain boundary and
dislocation migration. Another is to bind point defects, an effect that increases the
temperature required for annealing out of the point defects. Except for excess
vacancies, these point defects require annealing temperatures higher than 0.5 TM

for their removal from the film or for their precipitation. The most significant effects
of the incorporation of oxygen into the film during its growth in a deposition
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process arise from the tendency of the oxygen to remain on the film surface and
thereby to control surface sensitive processes, such as nucleation, and the ability to
grow an epitaxial film.

2.1.3. Point defects in amorphous films.

Point defects are also produced in amorphous films during their deposi-
tion. Among such defects in covalently bonded solids are dangling bonds, strained
bonds, bonds of different types (i.e. sp2 instead of sp3), atoms that contain other
than 4 bonds, bond angles that depart from the tetrahedral bond angle of 109.47°,
interstitial atoms, voids and impurities. The role played by inert ion bombardment
during deposition of covalently bonded amorphous films is relatively unknown,
although it is known that the defect content is greatly influenced by the method of
deposition. Most studies have been concentrated on the use of hydrogen in plasmas
to effect saturation of dangling bonds during deposition. Very few studies have
been carried out of the effect of deposition method, in the absence of hydrogen, on
the point defect content of the resulting amorphous films. Indirect evidence from
studies of amorphous diamond-like films suggests that concurrent ion bombard-
ment during deposition can have opposing effects on the point defect content. By
breaking covalent bonds, an energetic inert gas atom impact increases the point
defect content. However, if sufficient bonds are broken so as to make the structure
unstable and transform to a more stable structure, the total point defect concentra-
tion can be decreased. We will consider the deposition of amorphous films and
their resulting structure in greater detail in Chapter V.

2.2. Line defects – dislocations.

The grain size of films deposited at low substrate temperatures is on the
order of 10 nm, which corresponds to the density of dislocations in heavily cold-
worked materials and to slightly more than the measured densities in gold films
formed in the zone 2temperature range.44 These films have nearly all their dislo-
cations located in the grain boundaries. Most of the dislocations introduced into
monocrystalline films appear at the stage when the voids formed between coa-
lescing islands begin to sinter out. The dislocations produced initially are mostly the
threading type, which run through the film from substrate interface to film surface.
At higher substrate temperatures, in the zone 3temperature range, grain boundary
migration occurs during deposition and the resulting dislocation density in the grains
is on the order of that found in well-annealed bulk materials, i.e. about 106/cm2.
Monocrystalline films contain both misfit dislocations adjacent to the interface
with the substrate and threading dislocations. We will discuss these dislocations in
detail in Chapter IV when we consider epitaxial deposition. Dislocations are also
produced in energetic deposition processes that induce atom displacements, as
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illustrated in Figure 2.14 (see left-hand side of the figure corresponding to 8 eV).
The absence of dislocations in the figure corresponding to 18 eV in Figure 2.14
suggests that dislocation production is not a necessary consequence of displace-
ment processes during deposition, but that it may occur sometimes. Indeed, a study
of the dislocation content of TiN films produced by magnetron sputtering under
negative bias conditions showed that there were two opposing tendencies control-
ling the dislocation density.48 The dislocation density was found to first decrease
with increasing bias voltage and then to increase with further increase in this volt-
age. At a substrate temperature of 550°C the dislocation density at zero bias was
5�1012/cm2. The initial decrease in dislocation density was believed to be due to
either the enhancement of adatom mobilities that acted to prevent the formation of
vacancies or to the annealing out of vacancies so as to maintain the vacancy con-
centration below that necessary to nucleate dislocation loops. At bias voltages
higher than that corresponding to the minimum dislocation density, it is believed
that dislocation loops are formed by the annihilation of the vacancies in supersat-
uration. Other explanations are also possible for the same observations.

2.3. Grain boundaries and stacking faults.

Grain boundaries are significant defects in films deposited at low sub-
strate temperatures in that they have significant effects on various properties. As
mentioned in the previous section, the as-deposited grain size is on the order of
10 nm. Thus, an appreciable fraction of the atoms in these films is at grain bound-
aries. The grain size increases with increasing substrate temperature or with post
deposition annealing at elevated temperature. Also, there is an equivalent popula-
tion of stacking faults in the grains of these films. The latter arise because all 
the potential wells on many crystal surfaces do not belong to the same stacking
sequence. For example, on the (111) face of a face-centered-cubic (fcc) crystal,
there are two sets of potential wells for the adatoms to occupy. One set continues
the ABCABC … stacking of (111) planes in this crystal structure. The other set, if
occupied, develops a stacking fault in this sequence. Unless deposition proceeds
by the spreading out of only one cluster, based on only one of these two sets of
potential wells, to occupy fully the entire surface of the substrate grain, then stacking
faults will be developed during growth. Thus, there is a greater propensity for stack-
ing faults to exist in films formed by deposition at low substrate temperatures than in
bulk materials. Not only are there stacking fault interfaces as planar defects within
grains, but there are twin boundaries and anti-phase boundaries (in compounds) as
well. The stacking faults and twin boundaries tend to lie along the film plane.

These planar defects can be introduced not only as intrinsic defects dur-
ing growth or deposition, but can also be nucleated by impurities or inclusions
extrinsically.
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2.4. Three-dimensional defects.

Isolated voids represent the most common volume defect present in thin
films.43They are produced either as a consequence of the incomplete coalescence
of islands at a temperature near to the transition temperature T1, or as the conse-
quence of condensation of the excess vacancies incorporated during deposition of
the films. Voids produced during bias sputtering, or ion beam assisted depositions
are likely to contain inert gas atoms. On post deposition annealing, vacant voids in
fcc metals should disappear at temperatures greater than about 0.33TM for voids
that intersect grain boundaries, and about 0.65TM for voids that do not intersect
grain boundaries. The temperature at which voids containing inert gas atoms dis-
appear depends on the binding energy of the inert gas atoms to the void. Usually
this temperature increases in the sequence from helium to krypton.

As indicated above, one of the ways of eliminating undesired defects is to
anneal subsequent to deposition. However, the trend in integrated circuit manufac-
turing is towards miniaturization of all components. The decrease in scale also
requires a decrease in the maximum temperature experienced by the integrated cir-
cuit. Hence, there is a need for deposition and processing methods that will not
require subsequent annealing to remove harmful defects. This need represents a
challenge to creative materials scientists.

Voids are not the only three-dimensional type defect. In brittle films
cracks may be produced by tensile stress developed either on deposition or during
thermal cycling. Control of stress in thin films is thus an important objective in
thin film deposition. Thin film stress can also lead to spalling of the thin film away
from the substrate. This subject will be considered in detail in a later chapter. Also,
three-dimensional arrays of twins and stacking faults are nucleated extrinsically in
impure materials during deposition, usually at inclusions or precipitates.

3. Summary of the relations between deposition
methods and defect structures.

Summarizing, intercolumnar “void” networks are produced when the
deposition conditions maintain incident particle energies less than that required to
displace atoms in the film from their binding sites and when the substrate temper-
ature is too low to allow for adatom diffusion. The columns form when the proba-
bility of attachment of an adatom on the surface of a cluster exceeds that on the
surface of the substrate. The latter probability is diminished by the effect of
“atomic” shadowing of the substrate by the cluster. The columns make an angle �

with the substrate normal that obeys the tangent rule, tan� � 2tan�, where � is
the angle the incident flux makes with the substrate normal. Ballistic aggregation

48 II-Defect Structure



develops a tree from a single cluster on a substrate. The mode of evolution of a col-
umn from a tree is unknown. Evidence exists for five different scales of inter-
columnar “void” networks that form successively and increase monotonically in
size as the film thickness increases. The origin of these different scales, other than
the original and smallest one, is unknown. There is a critical temperature above
which adatom diffusivity is sufficient during deposition to provide atoms to fill-in
the voids and thereby to produce void-free films. Intercolumnar “void” networks
can be developed in amorphous, as well as, crystalline films.

Columns and “void” networks do not form when the growth surface is
subject to particle bombardment of sufficient energy and flux, as may be achieved
in low pressure bias sputtering and in ion beam assisted deposition.

When the substrate temperature is less than a critical temperature, TV or TI,
vacancies and interstitials, respectively, that are generated during deposition cannot
annihilate at the growth surface during deposition. Vacancies are generated in every
deposition process at these low substrate temperatures. The remanent vacancy
concentration after such deposition is on the order of 1 atom% for evaporation and
condensation. The remanent concentration after other deposition modes is not known,
but may be higher for modes that produce displacement spikes. Sufficiently high
vacancy concentrations formed by displacement spikes during deposition may desta-
bilize the deposited structure and lead to transformation to more stable structures.
Interstitials are also introduced as a consequence of energetic particle bombardment
during deposition and their diffusion to various sinks leads to significant effects.

Bombardment during deposition by inert gas (or impurity) atoms leads to
the incorporation of an appreciable inert gas atom (or impurity) concentration in
films. Dislocations, stacking faults, twin boundaries and grain boundaries are among
the other imperfections that may be introduced during deposition. An additional
spectrum of defects may be introduced into amorphous films during deposition.
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Appendix 1

We will first calculate an approximate value for the cluster size in a two-dimensional
lattice at which the probability of adding an adatom to the top of a cluster exceeds that of
adding it to the substrate. Suppose there are N total lattice sites per unit area and M adatom
clusters per unit area, each cluster containing m atoms. Suppose the shape of the cluster is
that of an equilateral triangle. Then the probability of adding an adatom to a cluster to cause
it to grow in area will equal that of forming a new cluster on top of a cluster when the num-
ber of atoms in the cluster is 36. The probability of adding an adatom onto the area outside
of the clusters and their immediate perimeter of adatoms equals that of adding an atom on
top of a cluster when N equals 2�1015/cm2. This yields an average grain diameter of 
about 3.5 nm, which is about the smallest grain size found in Figure 3.2 at homologous tem-
perature below about 0.12. Thus, it is reasonable to deduce that for deposition onto non-
epitaxial substrates at homologous temperature below 0.12 the minimum grain size will be
about 3.5 nm the value corresponding to the condition that the probability of an adatom
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depositing on a cluster is equal to the probability of the adatom initiating a new cluster on
the substrate.

Appendix 2

We desire to derive the angle � which the “leeward” side of the column makes as
deposition proceeds. We will follow the lead of Dirks and Leamy11 to assume that planar layers
are added one-by-one on top of a column. They argue that “Because a given point in the layer
can only be either occupied or unoccupied, the thickness of the continuum model layer can be
thought of as being proportional to the probability that the layer is occupied at the point under
consideration. The mean location of the position where the layer terminates is therefore that for
which the continuum model thickness is one-half. If successive layers (of thickness t) are
deposited on the step …  and if each is terminated at the mean location a distance (t/2)tan� from
the end of the preceding layer, a columnar void results. The void orientation � is given by
tan� � (t/2)(tan�)/t � (1/2)tan�.” It must be admitted that this derivation lacks clarity.
Further we will show that it is not correct. We divide the column width into units (t/2)tan�

wide, where t is the thickness of the atomic layer and � is the angle that the incident atoms make
with the film normal. Consider three such sequential units, A, B and C just adjacent to the “lee-
ward” edge of the column, as shown in Figure 2.A2. The probability of the incoming atom
defining the terminating edge of a continuous “atomic” layer having its “leeward” edge fall into
unit A is equal to that for this edge to fall into unit B, if both units and unit C are unoccupied.
If the incident atom’s left edge falls in unit A, the average horizontal position of the left edge
will be (t/4)tan� to the “windward” side of the “leeward” column edge. On the other hand, if
the incident atom’s left edge falls within unit B, then the average horizontal displacement to the
“windward” side of the “leeward” column edge will be (3t/4)tan�. It should be noted that if the
incident atom’s left edge falls anywhere in units A and B then succeeding incident atoms can-
not deposit on top of the column to the “leeward” side of it. Further, once the first atom deposits
with its left edge anywheres in units A and B further deposition occurs only on the “windward”
side of it to complete the deposition of one atomic layer with vacant defects in it at various posi-
tions. Now the average horizontal displacement to the “windward” direction of the “leeward”
edge of the average atomic layer relative to that of the one below equals
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Thus, the average angle � made by the “leeward” edge with the vertical axis is:

and it would appear that we have proven Dirks and Leamy’s derivation of the tangent law.
However, note that the above depends upon unit C being unoccupied prior to occupation of
units A and B. However, the probability of C being occupied first is equal to that for either
A or B. If it is occupied then there is still a possibility that unit A can be occupied subse-
quently while unit B cannot. In this case, the mean position of the terminating edge of the
average atomic layer is not at (t/2)tan� to the “windward” side of the terminating edge of
the underlayer, but is less than this value, and, in particular, at (9t/24)tan�. Thus, Dirks and
Leamy’s assertion about the mean terminating position of an atomic layer is wrong.
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Three aspects of grain structure affect properties of thin films: crystallo-
graphic texture, grain morphology, and grain size. For example, control of thin
film magnetic properties requires control of the film texture; resistance to electro-
migration damage is affected by both grain morphology and size.

It is important at the outset to recognize the need to distinguish between two
types of film deposition in studying the grain structure of thin films. One class
involves deposition in the absence of energetic particle bombardment and the other
in its presence. It is further necessary to distinguish between films deposited on epi-
taxial substrates from those deposited on non-epitaxial substrates. Films deposited on
the former substrates have a relation defining a crystallographic plane in the film that
is parallel to a crystallographic plane in the substrate and defining parallel directions
in these planes. A non-epitaxial substrate is one that does not produce such epitaxy.

Grain morphology has been studied to a greater extent than texture and
mechanisms have been suggested to account for the observed morphology. We
shall evaluate these mechanisms. The study of crystallographic texture in thin
films has not led to a coherent proposal for the origin of the observed textures and
an attempt will be made to fill this lacuna in our understanding.

The most extensive study of all these aspects of thin film grain structure
has been carried out on films deposited in the absence of energetic particle bom-
bardment. Thus, we will first consider this body of work and use it to determine
the effect of other methods of deposition on grain structure.

1. Materials science background.

There are several concepts, which belong to the realms of materials science
and thin films, whose understanding will help us to comprehend many aspects of
grain structure in thin films.1 First among these are the concepts associated with the
modes of film growth during deposition. When there is sufficient adatom mobility to
allow for configurations to approach their equilibrium state, then local interfacial and
volume equilibria conditions govern these modes of growth. Thus, on substrates where
the contact angle, �, between deposit and substrate materials is zero (see Figure 3.1),
the deposit will tend to form monatomic layers successively during deposition.
This kind of deposition process is called the Frank–van der Merwe or layer-
by-layer growth mode. If the relative interfacial energies, according to equation (3.1),
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(3.1)

where the parameters are defined in Figure 3.1 yield a finite positive contact angle, �,
then deposition follows what is called the Volmer–Weber or island growth mode. If
the contact angle is zero and the deposit is elastically stressed from its bulk equi-
librium lattice parameters, then deposition follows the layer-by-layer mode up to
some critical thickness, and the island mode above this thickness. This deposition
path is called the Stranski–Krastonov (S–K) growth mode.

The relative bonding of the deposit to the substrate and to itself controls
the contact angle. Strong substrate–deposit bonding relative to the bonding
between deposit atoms alone leads to the layer-by-layer or S–K modes and rever-
sal of this relation yields the island mode. Thus, the state of the substrate surface
is one significant parameter that should affect grain morphology, size and, texture.
It is a sensitive function of the vacuum level. Hence, the chamber pressure is
expected to be a parameter that may affect grain structure materially.

If the adatom diffusivity becomes sufficiently low, then the mode of growth
is controlled by kinetic rather than thermodynamic considerations. Indeed, under
slow adatom diffusion elevated clusters will form even when the contact angle is
zero merely as a consequence of random probability statistics governing the point of
attachment of an adatom to the substrate. Thus, another significant parameter for
grain structure is the adatom diffusivity, which itself is a function of the substrate
temperature and the bonding between the adatom and its substrate. Since this bond-
ing changes with crystal orientation of the substrate surface, adatom diffusivity is
also a function of this parameter.

Once grains are formed, the grain morphology may be affected by the mobil-
ity of the boundaries between these grains. Grain boundary mobility is a function of
the substrate temperature, the presence of dissolved impurities or impurities
adsorbed along these boundaries, and the type of grain boundary. Only a few parts
per million of impurities can decrease the mobility of most grain boundaries by
orders of magnitude. Also, grain boundary mobility can vary by orders of magni-
tude between different grain boundaries. Since the properties of only a few grain
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where island of film material meets substrate. The � values are the specific free energies of
the substrate, film and film-substrate interfaces denoted by subscripts s, f, and i, respectively.



boundaries have been characterized, it is not possible to predict the behavior of
specific boundaries. The velocity of boundary migration is affected not only by the
grain boundary mobility, but it also depends on the effective “driving force”. This
“driving force” can arise because of the difference in specific surface-free energy
between adjacent grains or because of a difference in bulk-free energy between
adjacent grains.*

Finally, because thin films grow by deposition of atoms, one at a time, which
ultimately occupy potential wells on the surface of their substrate, it should be recog-
nized that certain crystal faces on substrates, such as {111} surfaces on face centered
cubic (fcc) metals, may contain alternate sites of potential wells that can lead to the
formation of twins if adjacent islands are formed by occupation of both sets of sites.2

Let us consider all the concepts in greater detail in order to aid a better
understanding of these factors that determine grain structure. Suppose the sub-
strate is amorphous, or contains an adsorbed film of impurities and provides weak
bonds to the adatoms. Such a substrate is likely to induce an island mode of growth
and there is not likely to be any crystallographic relationship between the orienta-
tions of the island, if crystalline, and the substrate, i.e. the islands are not epitaxial
with the substrate. This type of substrate will be called non-epitaxial.

The adatom diffusion distance on non-epitaxial substrates is usually
much larger than on a substrate composed of the adatom species. We may distin-
guish two temperature regimes on non-epitaxial substrates. In the lowest-temperature
regime, the island mobility is too small to allow for island migration and/or rota-
tion. In the highest-temperature regime, the mobility is sufficiently high so that
when island coalescence occurs island rotation and grain boundary migration can
yield monocrystalline films. The temperature that distinguishes between these two
regimes is called the epitaxial temperature for the non-epitaxial substrate–film
system. A corollary concept is that above this epitaxial temperature any activation
energy barriers that tend to impede the approach of the system to its lowest free
energy state are easily surmounted or have disappeared.

The use of the term epitaxial in this context may be misleading because, in
fact, the monocrystalline film produced may not have a crystallographic relationship
to the substrate. Its use really signifies the formation of a monocrystalline film. The
resulting film may or may not have a crystallographic relationship with respect to the
substrate and this relationship, if it occurs, usually does not result from any influence
of the surface atoms of the substrate on the orientation of the film. Rather, the rela-
tionship is induced by indirect effects of the substrate, such as the effect of cleavage
steps to attract islands and orient linear sections of the latter parallel to the cleavage
steps.3
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Let us consider the lowest temperature regime corresponding to the condi-
tion where the self-adatom diffusion distance is less than an interatomic spacing and
deposition is onto a non-epitaxial substrate. Usually the surface of the latter will not
be atomically smooth so that the orientations of the individual vapor-deposited crys-
talline islands will obey a random distribution. If the non-epitaxial substrate surface is
atomically smooth, then there will be a tendency for these islands to develop orienta-
tions corresponding to a fiber texture. An atomically smooth surface is likely to exist
only on the cleavage surface of a single crystal between cleavage steps, in the absence
of surface adsorbed molecules. Thus, except for the latter type of substrate, vapor
deposition onto non-epitaxial substrates at very low temperatures should result in
thin films having random grain orientation in the layer closest to the substrate.

We may estimate the critical temperatures below which both adatom diffu-
sion and grain boundary migration is negligible in fcc metals. The former critical tem-
perature will be higher than the latter because during deposition the time period
during which adatom diffusion can occur is that between the deposition of successive
monolayers of atoms, whereas that for the latter is the period between the start of
deposition and observation of the grain size in the completed film (providing that
the temperature is invariant during this period). We may estimate the critical
homologous temperatures for fcc metals using the relation

(3.2)

where X � 0.1nm, D� 10�7�e�6.5T*/Tm2/s, where T* is the melting point tempera-
ture in (°K) and T the actual temperature while � the time period will be taken to
equal about 3600 s for grain boundary migration and to no�/R for adatom diffu-
sion, where no is the number of atoms per unit area (�10/nm2), � is the atomic vol-
ume (0.02nm3) and R is the deposition rate (nm/s). We obtain for the case of adatom
diffusion that T/T* � 0.21 (for R� 1 nm/s) and for that of grain boundary migra-
tion T/T* � 0.17. We shall use this information in our analysis that follows.

2. Grain morphology, texture, and size in 
as-deposited films.

2.1. Vapor deposition onto epitaxial substrates in 
the absence of incident energetic* particles.

Recently, experiments involving vapor deposition onto epitaxial sub-
strates at chamber pressures, deposition rates, and substrate temperatures normally

X 4D2 � �
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used to produce films on non-epitaxial substrates have been performed which act
to limit the spectrum of possible mechanisms affecting the grain size, morphology and
texture of polycrystalline films deposited on non-epitaxial substrates. Let us now con-
sider these experiments and their consequences.

In these experiments due to Chang,4 the chamber pressure was about 
2–3�10�7 Torr, the deposition rate was 1nm/s, and the substrate temperature was
room temperature. The substrate was a Si(100) wafer, which had been surface treated
to leave the surface Si atoms terminated by a hydrogen bond (thereby protecting the
surface from oxidation) and which provided an unreconstructed surface. In all 
the experiments, a thin layer of copper was deposited by e-beam evaporation onto the
substrate to produce a Cu(100) surface. The latter was used as a substrate, without
breaking the vacuum, for deposition by e-beam evaporation of all the other metal
films subsequently deposited. The latter included the following list: Ni, Co, Rh, Ir,
Pd, Au, Ag, Pt, Al, Fe, Cr, V, Mo, and W. In all cases, deposition was epitaxial with
the substrate, and growth in thickness was self-epitaxial, i.e. by granular epitaxy.

These results prove, at substrate temperatures as low as 0.08TM (W), that
nucleation of new grains on the surface of growing grains and the claimed production
of an equiaxed grain structure5 does not occur, at least at the chamber pressure of
2–3�10�7 Torr and a deposition rate of 1 nm/s!Hence, at low substrate tempera-
tures at which adatom diffusion is nil, at chamber pressures that impinge impuri-
ties onto the growing surface, and at fairly rapid deposition rates, condensation of
metal vapor extends the orientations of the grains formed on the substrate in the
thickness direction of the film, i.e. deposition produces columnar grains via self-
epitaxy. This process of self-epitaxy has also been called granular epitaxy. It is
believed that this important conclusion is also applicable to the deposition of other
materials that result in crystalline films.

Under conditions of a clean substrate and environment, and strong bonding
between film and substrate atoms, but where perfect epitaxy is not possible (i.e. there
is a large lattice mismatch) two results have been obtained. At very low temperature,
the film formed is a randomly oriented polycrystalline film.6 (In this case the film
thickness, 15 nm, equals the grain size.) At intermediate temperatures textures are
obtained that are same in the layer closest to the substrate as in the thicker layers.7

These results may be interpreted to mean that at the low temperatures at which there
is no mobility of either adatoms, grain boundaries, or point defects, the orientation
of the clusters is determined by the statistics of condensation onto a mismatched,
but clean, substrate (i.e. the clusters are randomly oriented). At temperatures where
adatom or grain boundary mobility exists, the local interfacial equilibrium between
cluster and substrate can be approached, and this equilibrium state determines the
crystal orientation of the cluster relative to the substrate and, via granular epitaxy,
the film texture and morphology. When the difference in the interface energy between
different cluster orientations overwhelms the corresponding difference in the sur-
face energy, then the lowest cluster/substrate interface energy controls the cluster
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orientation and film texture. The present circumstances correspond to this condi-
tion. These circumstances do not exist when film to substrate bonding is weak.

2.2. Vapor deposition onto non-epitaxial substrates in the
absence of incident energetic particles.

For all the regimes considered in this section the interface between the
film and the substrate exerts a negligible effect on the driving force for either grain
boundary migration or island rotation contrary to the conclusion applicable to the
previous section.

2.2.1. No grain boundary mobility, no adatom mobility (zone 1a).*

The constraints of no grain boundary mobility and no adatom mobility
require the homologous temperature to be low (for fcc metals	0.15 and for body
centered cubic (bcc) metals	0.1).

The conditions defining this section normally lead to the production of
amorphous films for covalently bonded materials8 and for many alloys that consist
of components having markedly different atomic diameters.9 However, for relatively
pure metals and many polar compounds, crystalline films are formed under the
same conditions.

When the diffusion distance is on the order of an interatomic distance there
can be hardly any progress of the system towards the state of equilibrium (interface or
bulk). However, adatoms on the substrate, when sufficiently close to each other,
are drawn together to occupy minima in the potential wells they experience and to
this extent do make progress towards the state of lowest free energy. For relatively
pure metals, in so doing, they form two-dimensional crystalline arrays as a conse-
quence of the non-directional bonding between such atoms. These two-dimensional
arrays or clusters become the substrates for the columns produced, via the process
of granular epitaxy, by subsequent deposition. The lateral dimension of these two-
dimensional crystalline clusters, under the condition of zero mobility of adatoms on
the substrate, should be determined by the relation which equates the area on the sub-
strate surface within which adatoms will be drawn to clusters to the area outside
these zones not occupied by adatoms or clusters of same. Roughly, this relation
predicts a lateral grain (column) diameter equal to about 3 atomic diameters or about
1nm, if it is assumed that the interatomic force between adatoms drops precipitously
beyond a spacing between their centers exceeding 2 atomic diameters, which is
consistent with most interatomic potentials developed for metals. However, even at
room temperature, and when adatom mobility on the surface of the deposit is zero, the
mobility of adatoms on non-epitaxial substrates is not likely to be zero. (The weaker
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the bonding of the adatom to the substrate the lower is the activation energy for an
adatom jump on the substrate and the higher is its mobility.) It follows that the lat-
eral dimension of two-dimensional crystalline clusters is then determined by the
processes considered in the atomistic theory of nucleation10 at the stage close to
coalescence.

Thus, for relatively pure metals, for the conditions applicable to this sub-
section, the deposited film will consist of crystalline columns separated by voids.
These columns need not be straight columns, but can take the form of tree-like
dendrites, as illustrated in Figure 2.6, which is a computer simulation produced by
a particular ballistic deposition model.11 Indeed, the grains produced by deposition
under the stated conditions cannot be equiaxed since renucleation cannot occur
(see Section 2.1 of this chapter) and since granular epitaxy is the mode of growth
of these grains. The lateral dimension of these columns will vary from about 1 nm
to about 20 nm and may increase with the film thickness. There is one caveat to the
above conclusion, which is that the intrinsic tensile stress developed in the films
may trigger barely unstable atom arrangements to rearrange to more stable ones
and in this manner, develop what may appear to be equiaxed grains. However,
equiaxed grains have not been observed for conditions applicable to this subsec-
tion, whereas columnar grains have been detected.

So much for the morphology and grain size. Now we address the problem
of what we should expect for the film texture. Normally, the grains formed on non-
epitaxial substrates under the constraints defining this subsection would be
expected to have a random orientation in the layer adjacent to the substrate.
Although this author has not been able to discover any investigation that sheds
light on this subject for the conditions under consideration it is possible to infer
from the results of deposition under slightly less restrictive conditions that this
expectation is very likely to be validated by experiment, once it is performed.

Some measurements of texture in films formed under the conditions appli-
cable to this subsection reveal a weak texture and this observation is not inconsistent
with the possibility that the thin layer adjacent to the substrate has a random texture.
In particular, 88.5nm thick gold films deposited onto glass at 80°K (homologous tem-
perature of 0.06) exhibit a weak
111� texture.12a Also, copper films similarly
deposited exhibit a weak
111� texture.12bHowever, 15nm thick films of Mo and W
deposited at a rate of 0.1–0.3nm/min in an UHV system reveal a random texture with
a 20nm lateral grain size at homologous temperatures
0.13 and 0.15, respectively.6

If adatoms and grain boundaries do not move at these low homologous temperatures,
and if texture develops as the films thicken, as appears to be the case, then these
observations suggest that either there may be a greater tendency for certain planes to
develop shadowing overhangs than other crystallographic planes or at the grain
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boundary abutment between two grains at the film surface adatoms will join the
grain having the lower surface energy plane exposed thereby leading to the trans-
verse growth of this grain at the expense of the neighboring grain, or both.

It may be significant that the texture first found to develop under these
conditions of zero mobility corresponds to the crystallographic plane that has the
lowest value of the surface energy. We shall comment further on this possible cor-
relation in a subsequent subsection.

2.2.2. Some grain boundary mobility, some adatom 
mobility ( zone 1b).

The homologous temperature being considered in this subsection is
somewhat higher than the upper limit given in the previous subsection. We esti-
mate the homologous temperature limits for this subsection are 0.15 and 0.25 for
a deposition rate in the order of 1 nm/s, at least for fcc metals. Other classes of
materials have their corresponding homologous temperature limits for zone 1b.
For these conditions, what then may be expected for the morphology, size, and tex-
ture of the grains produced by thermal energy vapor deposition?

Insofar as the adatom diffusion distance is still smaller than the lateral
dimension of the columns considered in the previous subsection, it is reasonable to
expect that the morphology found will be similar to that of the previous subsec-
tion, i.e. columns separated by voids. The lateral grain size may be expected to be
somewhat larger than for the previous subsection in that this dimension is proba-
bly determined by cluster formation dynamics on non-epitaxial substrates, and in
the latter the cluster size increases with increasing substrate temperature. Let us
examine selected experimental results to obtain a consistent model for the tex-
ture(s) that may be expected to form in this regime of temperature.

Wong et al.13 found that thin films (50 nm thick) of Au deposited onto
amorphous SiO2 substrates at room temperature (homologous temperature equal
to 0.22) underwent secondary recrystallization with time held at room temperature
to produce
111� oriented grains that were several �m in lateral diameter sur-
rounded by grains having the as-deposited grain size of about 20–50 nm. (At the
end of deposition, the secondary grain size was about 800 nm.) In the layer closest
to the substrate the film had a random texture prior to secondary recrystalliza-
tion.* Further, no grain growth occurred in the grains that have the random orien-
tation and that are not consumed by the secondary grains, although their grain size,
as observed on the surface, was proportional to the film thickness.

The process of secondary recrystallization requires that the boundaries
between the randomly oriented grains be immobile while those between the grow-
ing grains and their neighbors be mobile. Apparently, intercolumnar voids are the
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agents preventing grain boundaries from moving. For most of the grain boundaries
the driving force due to their curvature tending to make them move equals the pin-
ning force due to the voids. The boundaries surrounding the
111� oriented
grains move because the extra driving force due to the difference in surface energy
between the
111� oriented grains and their neighbors allows these boundaries
to overcome the resistance to their motion due to the voids. Since the as-deposited
grains at the film surface have a diameter equal to about the film thickness, then
the rate at which the
111� oriented grains grow is given by

where r is the diameter of the
111� oriented grains, � is the average difference
in surface energy between the
111� oriented grains and their neighboring
grains, and M is the average grain boundary mobility. (The driving force due to the
curvature is just balanced by the resisting force due to the voids.) In the above rela-
tion we assume implicitly that the difference in grain/substrate interface energy
equals that for the grain/vacuo interface energy.

With this knowledge we can now understand an observation due to
Grovenor et al.5 that is shown in Figure 3.2. According to these observations a bimodal

grain size appears in vapor-
deposited metal films equal
to or thicker than 100 nm at
homologous substrate tem-
peratures higher than 0.15
without growth of the smaller
grains until a homologous
temperature of about 0.25 is
reached.* The large grains
develop a grain size of
about 250 nm at the latter
temperature. These are just
the results expected if sec-
ondary recrystallization 
had occurred for all these
metals in the homologous
temperature regime between
0.15 and 0.25, i.e. a bimodal
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* The temperature independence of grain size below a homologous temperature of about 0.12
deserves comment, which is provided in Appendix 3.

Figure 3.2.A plot of grain size variation with
homologous substrate temperature for thin films of 10
different metals. Reproduced with permission from
C.R.M. Grovenor, H.T.G. Hentzell and D.A. Smith,
Acta Met. 32, 773(1984).



grain size distribution with no growth of the smallest grains and explosive growth
for some of the larger grains.

The maximum grain size found in the work of Grovenor et al. is much
smaller than that reported by Wong et al. for the same homologous temperature. In
fact, it is surprising that there is not a larger scatter in the size of the largest grains
for ten different metals in Figure 3.2. A possible explanation of these results is that
the large grain size is impurity limited. All the data of Grovenor et al. were
obtained in one apparatus while that of Wong et al. in another. In support of this
suggestion, Grovenor et al. found that the average grain size in films deposited at
a homologous temperature of 0.33 was smaller in films deposited under “relatively
contaminated conditions” as compared to those deposited in “clean conditions”.

The significance of the observation that the smallest grains did not grow
until above the homologous temperature of 0.25 is likely to be that above this tem-
perature the intercolumnar void network disappears, as noted in Chapter 2; i.e.
intercolumnar voids are no longer present to pin grain boundary motion. Thus,
above the homologous temperature of 0.25, grain growth is normal – secondary
recrystallization cannot occur.

Despite the seeming simplicity of the principle governing the initial fiber
texture applicable to the constraints of this subsection – that secondary recrystal-
lization, driven by a difference in the energies of surface planes, develops the fiber
texture corresponding to a film surface having the lowest free energy, it has been
found that other textures develop with increasing film thickness.

By using a technique sensitive to the texture at the film surface, Wilman
and his collaborators14 were able to detect texture changes with increasing film
thickness in copper, silver and gold films. For copper and gold the homologous
temperature was 0.22, whereas for silver it was 0.24. Other investigators generally
have used X-ray diffraction to evaluate the texture. The latter technique measures
the average texture and would not reveal changes in texture until film thicknesses
larger than those revealed by the electron diffraction measurements.

The textures found by Kakati and Wilman14 for Au films are indicated in
Figure 3.3. As shown, the orientation of grains in the layer closest to the non-
epitaxial substrate is invariably random. Whereas, the texture developed in the next
layer corresponds to having the crystallographic plane with the lowest surface
energy parallel to the substrate surface. The same results have been found for cop-
per and silver films. These are just the results expected if the mode of texture
development is via surface energy difference driven secondary recrystallization.

However, Figure 3.3 shows that additional textures develop in thicker films.
The explanation given by Wilman and his collaborators for these textures is as fol-
lows. The tendency to approach local surface equilibrium will promote, with film
thickening, the appearance of low surface energy facets in the
111� oriented
grains. (One may question why facets should appear in an atomically smooth sur-
face. An answer may be that the substrates used by these investigators – polished

64 III-Grain Structure



stainless steel and glass slides – are not atomically smooth.) If there are two dif-
ferent sets of potential wells for adatoms on these low surface energy planes, then
there is a possibility to develop primary and secondary twins during deposition.
This development does not require grain boundary migration and can occur
merely as a consequence of the deposition process itself.

With continued deposition to increase the thickness of such films evidence
was found for the presence of both primary and secondary twins. At film thicknesses
in the field denoted by {111}� {111} twinning, they observed that there were grains
that had the {115} plane parallel to the substrate plane. They interpreted this result to
be a consequence of primary twinning on a surface facet of a (111) oriented grain.
The meaning of the term “primary twinning” is defined by Figure 3.4b, which shows
it to correspond to a rotation about the
111� axis of any {111} facet of the (111)
oriented grain by 180°. As shown, primary twinning yields a {115} plane to be
parallel to the substrate surface. Primary twinning occurs when during deposition
onto different areas of a single {111} surface plane two different sets of potential
wells (denoted by B and C) are occupied so that to one side of a
110� axis in the
{111} plane the {111} plane stackings are in the order ABCABC … and on the
other side of this axis the stacking is in the order ACBACB. … These stacking
sequences can be produced by the deposition process alone.
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Figure 3.3. Electron diffraction observations of crystal orientation in the surface region of
gold films condensed at about 30 Å/s on polished stainless steel at room temperature:
open circles, random orientation; filled circles, {111} orientation; half-filled circles,
{111} � {111} twinning; vertical line in circles, {111}� {211}; dotted circles, {211}.
Reproduced with permission from K.K. Kakati and H. Wilman, J. Phys. D6, (1973).



Secondary twinning on a particular {111} facet of the primary twin can
yield a {112} plane parallel to the substrate surface as illustrated in Figure 3.4(d) and,
in fact, grains at the surface having such orientation were found by Kakati and
Wilman in much thicker gold films, as shown in Figure 3.3.

The other possible orientation that can be produced via secondary twinning,
{110} (illustrated in Figure 3.4(c)), was also found by them in silver films. Thus, there
is a film thickness dependence of the texture that may be related to the incidence of
primary and secondary twinning that may take place. The atmosphere had a much
larger effect for Ag and Cu than for Au on the onset thickness of the apparent twin-
ning responsible for the changes in texture. This result was believed to be due to
the greater tendency for surface adsorption of gas molecules onto the former mate-
rials than onto gold. Evidently, the surface adsorbed species presumably enhance
the tendency to produce multiple twinning during deposition. More direct evi-
dence for twinning during deposition of these metals has been found by others.30

Thus, in the work of Wilman and his collaborators the surface planes are still
the planes of lowest surface energy and the different textures they found result from
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deposition-induced twinning on these planes. It should be mentioned that Wilman
et al. believed that the presence of the observed {111} surface planes in their work
was a consequence of a kinetic factor, according to which the close-packed planes, on
which the adatom diffusivity is highest, extend laterally at a higher rate than any other
crystallographic plane and thus win the species survival contest that occurs during
deposition. This concept, however, cannot account for the results shown in Figure 3.2,
whereas surface energy difference driven secondary recrystallization can.

One may speculate as to why the onset of multiple twinning depends on
thickness. As noted above, the development of surface facets during an attempt to
minimize the surface energy requires that a sufficient surface roughness exists at
some point in the deposition process. One possible source of this surface roughness
stems from the fact that, for the homologous temperature range we are considering,
the surface diffusion distance is smaller than the distance between growth-induced
singularities due to shadowing of the incoming flux of atoms. In this case, accord-
ing to Tang et al.,45 the surface consists of paraboloidal cusps between cusp singu-
larities. The height of these cusps depends on many factors, but when it is
controlled by statistical noise in the deposition current then it will increase with
film thickness beyond some critical thickness. Indeed, their treatment of this prob-
lem provides a possible explanation of the fact that multiple twinning is not always
observed, or at least reported, for the same metals considered by Wilman and his
collaborators and at the same film thicknesses. An experimental evaluation of this
possibility may be fruitful in view of its many ramifications.

A more direct effect of film thickness on texture has been found in other
studies. Vook and Witt12b were the first to note that Cu films thicker than 6000 Å,
deposited in a chamber having a background pressure of 2�10�9 Torr onto a glass 
substrate held at 80K at a deposition rate of 0.1nm/s were able to change texture
from 
111� to 
100� (and others) upon subsequent heating to room tempera-
ture or to develop a stronger
111� texture in films thinner than 6000Å. These
observations suggest that grain growth, in the thicker films and under the constraints
of this subsection, may be driven by other than a difference in surface energies, since
the
100� surface has a higher energy than the
111� surface of copper. In fact,
Vook and Witt found an inverse correlation between the strength of texture com-
ponents and the elastic strain energy* stored in the grains having these texture
components. From this observation it is a small step to infer that the driving force
for the change in texture was a difference in elastic energy stored in the grains hav-
ing these different textures.

Stress can be developed in the film plane during deposition due to densi-
fication of the film in the present homologous temperature range. Indeed, it is well
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known that evaporated films generally exhibit an intrinsic tensile stress after such
deposition, which has been ascribed to the production of grain boundaries at the
expense of free surfaces,16 a process that tends to contract the film, and to the pres-
ence of very thin isolated voids and vacancies, which tend to collapse inwards due
to attractive forces between opposing surfaces.17 (This subject is treated in much
greater detail in Chapter VI.) This tendency to contract is prevented by the con-
straint imposed by the substrate and a tensile stress thus develops in the film. The
elastic modulus is crystal orientation dependent and hence, the elastic strain
energy, for a given strain, will be correspondingly crystal orientation dependent.

Under the constraints of this subsection the first layer adjacent to the sub-
strate should have a random texture and grain boundaries should be able to migrate
during deposition until they are pinned by the intercolumnar voids. With increas-
ing thickness the texture corresponding to the lowest surface energy should form
by the process of grains having this orientation grow at the expense of grains that
have different orientation. Above a critical film thickness, h*, when the decrease
in elastic strain energy in the film exceeds the increase in the surface energy due
to a change in texture, then the preferred texture will correspond to the orientation
of the grains having the lowest strain energy.* This change is accomplished by the
growth of grains having the low strain energy orientation at the expense of neigh-
bors having higher strain energy orientations. The film thickness, h*, above which
elastic strain energy will control the texture is given by

(3.3)

where g is the average difference in elastic strain energy stored in the grains of
different orientation, � is the average difference in the specific energy of the
exposed surfaces of these grains. The maximum homogeneous elastic stress stored
in any grain is the yield strength. Using this value to estimate a value for g and
known values for the surface energies it is possible to calculate a corresponding
value for h*. This calculation is performed in detail in Appendix 1.

Gittis and Dobrev18 have studied the transition between the
111� texture
and the
100� texture in silver. Figure 3.5 is taken from their paper and shows that
the transition from
111� to 
100� at 300°K begins to occur at about a 2�m film
thickness and reaches a maximum at about a 5�m film thickness. The value of h*
deduced in Appendix 1 from the above equation for their conditions is about 3�m,
which is in agreement with the transition thickness measured by these authors.
Implied in the above explanation for the
100� texture is that this texture should dis-
appear above a temperature at which stress relaxation is rapid. Gittis and Dobrev18 do
find that the
111� texture replaces the
100� above about 673°K.

 � �g 2 /h*
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Figure 3.5 indicates that
the intensity of the
100� tex-
ture begins to decrease as the film
thickness increases above 5�m.
Although the reason for this behav-
ior is not known it may be specu-
lated that this trend occurs because
the difference in bulk strain energy
between differently oriented grains
begins to disappear. One possible
reason for the latter trend is the
onset of plastic yielding* with
increasing thickness and grain size
with the consequence that the
excess energy per unit volume asso-
ciated with the dislocations begins
to exceed the stored elastic strain
energy in the absence of these dis-
locations. (Observations of the
intrinsic stress and dislocation den-
sity as a function of film thickness
and deposition rate would be use-
ful in the evaluation of some of the

above proposed explanations and mechanisms. In particular, the results would bear
upon not only the validity of the proposed explanation for the
100� texture and its
dependences, but also upon the origin of the intrinsic stress.)

A similar result was found by Vook and Witt12b for copper as noted above,
where their value for h* is about 6000 Å, which is also in fair agreement with 
that obtained from the above equation. (See Appendix 1 for details of these 
calculations.)

As just noted, the difference in intrinsic elastic stress and the difference in
surface energy may not be the only factors controlling the texture. Another may be
a difference in the energy associated with the different defect contents of adjoin-
ing grains. Indeed, if the latter is larger in magnitude than the other two differences
then it may control the texture.

There are several observations which at first glance appear to be in dis-
agreement with the models for texture described above. One of these observations is
that when the Ag films were deposited at a rate of 5nm/s at room temperature the tex-
ture was found to be independent of the film thickness up to a thickness of about
10�m.18 One possible answer is that at this deposition rate-homologous temperature
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combination, the intrinsic stress level developed in the film is so small that the
value of h* is much larger than the thickness of the thickest film deposited. There
are at least two possible reasons for a lower intrinsic stress in Ag at a low deposi-
tion rate (R) than found at high R. The homologous temperature corresponding to
room temperature for Ag is 0.24, which is close to both TV and T1. Either the
vacancy concentration incorporated on deposition of Ag at room temperature and
low R is much smaller than at high R or fewer intercrystalline voids are produced
at low R than at high R, or both. (Again we are missing the experimental evidence
to evaluate these suggestions.)

The other observation that appears to be in contradiction to our present
explanation for the
100� texture is that the transition line between the zones
of 
111� and
100� textures in a map of deposition rate versus absolute tempera-
ture for films having an approximately invariant thickness appears to follow an
Arrhenius relation with an activation energy of 0.21 eV for Ag.46 However, if we
refer to equation (3.3), we can obtain an explanation for this observation of
Grantscharova.46 Since � is roughly insensitive to temperature and by the exper-
iment h* is maintained constant, then g and the internal stress also must be inde-
pendent of temperature. Now if the magnitude of the intrinsic stress is proportional to
the fraction of void area consisting of voids less than 3 vacancy layers thick (see
Chapter VI), then it seems reasonable to assume that the intrinsic stress will be
inversely proportional to the number of atoms transported to the intercrystalline void
volume by surface diffusion, N*, for a given film thickness. Now N* should be pro-
portional to the surface diffusivity and inversely proportional to the deposition rate.
Hence, at constant N* we obtain that at the transition line, the deposition rate should
be proportional to the surface diffusivity, which is qualitatively the relation found to
hold experimentally by Grantscharova, with a value of the activation energy close
to that for adatom diffusion. Thus, the observations which appear to disagree with
our models for the origin of the various textures need not be in disagreement at all.

Summarizing the results of this section, the evidence suggests that second-
ary recrystallization, driven by a difference in surface energy, yields a bimodal grain
size distribution, with the large grains having the texture corresponding to the surface
orientation of lowest free energy. Fluctuations which lead to surface roughness in the
zone 1btemperature range may be responsible for the development of low-energy sur-
face facets and consequent multiple twinning and associated textures. In thick films,
the difference in stored elastic energy between neighboring grains can overcome the
driving force due to the difference in surface energy and lead to a concomitant change
in fiber texture. In all cases, columnar grains are formed due to granular epitaxy.

2.2.3. Rapid grain boundary migration, rapid adatom diffusion.

In the regime of the present subsection, it is expected that the homolo-
gous substrate temperature varies between about 0.3 and about 0.5 and that the
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background pressure in the vacuum chamber is less than about 10�7Torr. These con-
ditions assure that there are no intercrystalline voids to pin grain boundary migration,
that the concentration of excess vacancies left in the lattice after deposition is neg-
ligible although their diffusion to and annihilation at grain boundaries can enhance
the grain boundary mobility during deposition. Also, in the present section of the
kinetics spectrum, grain boundary migration through clusters, and cluster rotation
during cluster coalescence, can occur so as to increase the population of grains that
have the lowest energy surface parallel to the substrate surface in the first contin-
uous layer formed adjacent to the substrate.

Those grains having surfaces with the lowest energy parallel to the substrate
surface will grow at the expense of their neighboring grains, that have higher energy
surfaces exposed, by grain boundary migration, and will extend in the film thickness
direction, in the form of columnar grains, by granular epitaxy. Thus, in this kinetic
regime films will be produced that have columnar grains with a texture corresponding
to a film surface of lowest energy. The intensity of this texture will be expected to be
higher than obtained in the lower temperature regime. Also, the lateral width of 
the columns will correspond approximately to the spacing between the grains in
the first continuous layer adjacent to the substrate that have this low surface energy
orientation, i.e. further lateral grain growth will occur at a much slower rate
because the tilt boundaries (the boundaries between grains having the same fiber
texture) have low energy and the excess vacancies that would enhance their mobil-
ity exist only adjacent to the surface during deposition, i.e. the homologous tem-
perature is too low to generate sufficient excess vacancies thermally.

Because differences in elastic strain energy or defect populations between
grains are small in this regime of homologous temperature such differences should
not contribute to the development of a texture.

It should be recognized that the impurity content captured by the film during
deposition can shift the homologous temperatures defining the transition between
these subsections either by affecting the rate of adatom diffusion or grain boundary
diffusion. Also, these transition temperatures can be shifted by deposition rate varia-
tions. For example, an increase in deposition rate should result in an increase in the
transition temperature defining the transition between subsections 2.2.2 and 2.2.3,
i.e. raise the homologous transition temperature above 0.25. The latter effect is
believed to be present in the experiments of Gittis and Dobrev18 who found that
the
100� texture was present in thick Ag films at deposition rates greater than
100nm/s up to a homologous temperature of 0.38, above which the
111� texture
was dominant.

When there is sufficient cluster mobility and cluster rotational mobility on
non-epitaxial substrates it is possible to produce a monocrystalline film in the first
continuous layer to form on the substrate, which on further deposition yields thicker
monocrystalline films by self-epitaxy. The homologous temperature above which
such monocrystalline films are produced, known as the “epitaxial temperature”,
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lies at the top of the range associated with the present subsection.* The texture of
this monocrystalline film is expected to correspond to the film surface having the
lowest energy.

2.2.4. Very rapid grain boundary migration, very rapid adatom
diffusion.

The homologous temperature range corresponding to the present subsec-
tion is that above about 0.5. In all of the kinetic phase space occupied by the sectors
described in the previous subsections, the driving force for the approach to equilib-
rium was either the difference in surface energy or the difference in excess bulk-free
energy. In the present case, when the films are very thin the driving force for the
approach to equilibrium is the difference in surface energy between adjacent grains.
The high grain boundary mobility allows the film to develop the surface energy
driven fiber texture when very thin. As the film becomes thicker during deposition,
further grain growth is driven by the excess energy associated with the tilt grain
boundaries between adjacent grains, already having the lowest energy surface paral-
lel to the substrate surface. The latter growth corresponds to the phenomenon of nor-
mal grain growth that has been investigated intensively in the materials science of
bulk materials. Not that the latter driving force does not exist also in the kinetic
regime of the previous subsection, but the mobilities required to produce an observ-
able effect due to this driving force are inadequate there.

The grain morphology produced in vapor deposition under the conditions
of the present subsection is expected to be columnar, but with the lateral diameter
of the columnar grains being larger than the thickness of the film. Further, the
expected texture is that corresponding to a film surface having the lowest energy.

In summary, we have shown, in the discussion encompassed in the above
subsections of 2.2, that in all of the kinetic regimes, except the one in which bulk-
free energy differences between adjacent grains can develop during deposition and
grain boundaries can migrate, the surface of the film is made up of facets that have
the lowest specific surface-free energy. The texture of the film is not unique when
twins can be deposited on this surface. In the absence of twins, the texture or the pole
of the surface plane is that corresponding to the lowest surface-free energy. It is only
on epitaxial substrates that the grain orientation will be controlled by that of the sub-
strate. In the kinetic regime where bulk-free energy difference can exert an effect
on texture, the effect can only take place when this driving force for grain boundary
migration exceeds the counter driving force due to the difference in surface-free
energy. Since the latter decreases and the former increases with film thickness then
there will be a critical film thickness above which the former reigns and below
which the latter reigns. Further, in all regimes of homologous temperature the
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grain morphology is columnar. The lateral grain size is on the order of 20 nm in the
regimes of subsections 2.2.1 and 2.2.2, except for the grains that undergo second-
ary recrystallization in the latter regime. This lateral grain size increases with the
homologous substrate temperature until in the regime of subsection 2.2.4 it can
exceed the film thickness.

2.2.5. Zone models of grain morphology for vapor deposition in
chamber pressures greater than 10�8Torr onto non-epitaxial
substrates.

Figure 3.6 illustrates schematically the grain morphology classification
of Movchan and Demchishin.19 The columns in zone 1, as noted in the previous
chapter, either are crystalline or are amorphous. The crystalline columns in zone 1
may or may not be monocrystalline. They contain defects, such as low angle and
twin boundaries, dislocations, vacancies, etc. The columns in zone II are
monocrystalline, separated by grain boundaries, rather than the spongy, porous
network, found in zone I, and are freer of defects than those in zone I. The grains
in zone III, according to the Movchan–Demchisin scheme, are equiaxed. However,
as shown later by Grovenor et al.,5 the lateral grain size usually exceeds the film
thickness so that the grains are not really equiaxed, but are columnar.

Subsequent to this classification of the grain morphology, Grovenor et al.5

deduced a different classification based on a systematic study of metallic films. They
found that the grains, in films deposited on substrates at T
 0.15TM, ranged from
about 5 to 20nm in diameter, are equiaxed, and can be smaller than the fiber or col-
umn diameter. However, later one of the authors20modified this description by replac-
ing the term “equiaxed” with the phrase “columns of slightly misoriented crystallites”.
The preponderance of evidence argues against the possibility that differently oriented
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grains form on top of grains of the same metal during deposition. Indeed, this evi-
dence supports the proposition that deposition and grain growth along the thick-
ness direction occurs by granular epitaxy. Grovenor et al. denoted this temperature
zone as zone a.

They observed that for 0.15TM 
 T 
 0.3TM the grain size distribution is
bimodal with the difference in diameter between the largest and smallest grains
increasing with substrate temperature (see Figure 3.2). Also, the diameter of the
smallest grains remained constant and equal to the size found in the zone astruc-
ture. The diameters of the largest grains found at substrate temperature near to the
upper temperature limit of this zone approach 500 nm in films 100 nm thick and
greater than 3�m in films 10�m thick. These grain sizes are about a factor 10
larger than the characteristic column sizes for these film thicknesses. Grovenor 
et al. denoted this temperature regime as zone b. It corresponds to the same tem-
perature regime previously denoted as zone Tby Thornton.21

At homologous temperatures (T/TM) higher than 0.3 the grains are
columnar with the columnar diameter increasing with film thickness, but remain-
ing smaller than the latter up to a homologous temperature of 0.5. The description
by Grovenor et al.5 of this regime is similar to that of Movchan and Demchishin19

with the addition that activation energy measurements, determined from plots of
log column diameter versus reciprocal absolute temperature, yield values equal to
about one-half of that for self-diffusion or slightly less than this value. The latter
result suggests that grain boundary migration in this zone is limited by the rate at
which deposition-generated vacancies diffuse to the grain boundaries. This tem-
perature regime denoted zone II by Movchan and Demchishin was denoted by
Grovenor et al. as zone c.

It is interesting that Srolovitz et al.47 proposed a model for columnar
grain growth in zone IIthat yields results found not in zone IIbut in zone 1b. In
particular, their Monte Carlo simulations revealed the bimodal grain size distribu-
tion found in zone 1band the onset of secondary recrystallization, also character-
istic of zone 1b. Their results disagree with experiment in the morphology of the
distribution of the secondary and primary grains. In the model, the secondary
grains are produced by the deposition process itself, whereas in practice they
appear to occur because of grain boundary migration. These two different modes
lead to two different distributions of the two types of grains. The probability that
grain boundary migration is involved follows from the fact that it is observed in
films deposited at zone a temperatures that are subsequently heated into the zone
1b range.

Above an homologous temperature of 0.5, measured activation energy val-
ues from log column diameter versus reciprocal temperature approximately equal the
activation energy for self-diffusion.22 In addition, Grovenor et al. point out that the
grains in the zone above T/TM � 0.5 are not equiaxed, as Movchan and Demchishin
claim, but are columnar. However, in the latter zone, the ratio of column diameter to
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film thickness exceeds unity. This temperature regime above T� 0.5TM has been
denoted zone III by Movchan and Demchishin. Grovenor et al., however, denote
both zones II and III as zone cto indicate a common origin. Inexplicably, they
ignore the fact, also reported in their paper, that the activation energies in zones II
and III differ markedly. This fact suggests strongly that two different mechanisms
are rate controlling in these two temperature regimes. We have therefore used
Grovenor et al.’s zones a and b (our 1a and 1b) and Movchan and Demchishin’s
zones II and III as the basis for the homologous temperature regimes described in
Subsections 2.2.1–2.2.4.

The new contributions of Grovenor et al. to the zone classification of
grain morphology are that the grain size distribution in zone b is bimodal and that
the columnar grains in zone III have an aspect ratio of lateral dimension to length
greater than unity.

In the following subsection we will reinterpret the zone models according
to the arguments we have already presented in subsections 2.2.1–2.2.4.

2.2.6. Interpretation of zone models according to present analysis.

First, we may note that the zone models are not universal in their applica-
tion. They are obviously limited to deposition at chamber pressures greater than
about 10�8 Torr and onto non-epitaxial substrates. For these constraints, then zone
1a behavior corresponds to the behavior described in Subsection 2.2.1. It should
be recalled that the zone models are models of grain morphology and not texture.
Thus, according to the present analysis the texture should be random with a weak
admixture of the texture corresponding to exposure of the lowest energy surface
orientation.

The grain morphology corresponding to zone 1bis produced by the con-
ditions described in subsection 2.2.2. The textures produced in this zone depend
upon the film thickness. As noted in subsection 2.2.2 bulk-free energy differences
between adjacent grains can develop, which in sufficiently thick films can exceed
the surface-free energy differences between these grains. The fiber textures devel-
oped depend upon which of these factors drives grain boundary migration. In fcc
metals the former driving force leads to a
100� texture and the latter to
a 
111� texture.

As noted in subsection 2.2.2 the bimodal grain size is produced by the
process of secondary recrystallization, and the latter occurs because the network of
intercolumnar voids acts to restrict the migration of all except those grains which
either have a surface of the lowest specific-free energy or have the lowest bulk-free
energy. Because most of the grain boundaries are immobile in this substrate tem-
perature regime the layer closest to the substrate has a random texture.

Zone II behavior corresponds to that described in subsection 2.2.3. Here,
voids do not form and, consequently, secondary recrystallization cannot occur. In very
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thin films the grain boundary mobility becomes sufficient so that curvature driven
grain boundary migration can occur. Also, in these very thin films grain growth
driven by the difference in surface energies occurs at a much higher rate due to the
much larger driving force thus yielding a fiber texture corresponding to the surface
of lowest energy. The lateral grain size is limited to the average distance between
the grains having the ultimate fiber texture in the film layer closest to the substrate,
but is usually smaller than this distance and is rate limited by the supply of excess
vacancies furnished from the surface during deposition. Further lateral grain
growth in thicker films does not occur because the supply of deposition produced
vacancies is limited to the near-surface region and because both the driving force
due to the curvature of the resulting tilt boundaries and their mobility is too low.
The resulting grain morphology is columnar with a lateral grain size less than the
film thickness. The temperature is too high in zone IIto allow differences in bulk-
free energy due to elastic stresses to develop between adjacent grains. The ultimate
fiber texture in thick films is also that corresponding to the film surface having the
lowest specific-free energy.

Finally, zone III corresponds to that described in subsection 2.2.4, where it
is shown that still higher mobilities lead to lateral grain growth of the grains having
the ultimate fiber texture corresponding to a film surface having the lowest specific-
free energy and a closer approach to the state of thermodynamic equilibrium than is
achieved in zone II. The activation energy is that for grain growth in the absence of
excess vacancies.

We have summarized our modified zone description in Figure 3.7, where
in zone 1athe grains are fibrous and wavy with a fiber diameter ranging from 5 to

20nm. In zone 1bthere is a
bimodal grain structure with
the fine grains fibrous, of the
same diameter as in zone 1a,
but perhaps less wavy, while
the large grains are columnar.
In both zones 1aand 1b there
exist voids between the fibers
that form a continuous net-
work extending through the
thickness of the film. In zone
2 the grains are columnar
with diameter less than the
film thickness. In zone 3the
grains are columnar with
diameter larger than the film
thickness.
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2.3. Effect of anisotropic sticking coefficient.

In all of the work considered above, the sticking coefficient on all surfaces
is assumed to have a value close to unity. This assumption is valid for metallically
bonded materials. However, it is not necessarily valid for layered materials where the
bonding between specific planes is mainly of the van der Waals type. These materials
are usually composed of layers, such that the bonding between layers consists of weak,
secondary type bonds, whereas the bonding within the individual layers is made up of
the strong, covalent type bonds. An example of such a material is MoS2, which con-
sists of a stacking of S–Mo–S layers, each parallel to (001) of the hexagonal crystal
structure, with van der Waals bonding between the S atoms of adjacent layers. The
(001) plane has the least surface energy and because of the saturated bonding in
each layer this surface also has a very low sticking coefficient. Any plane normal
to (001) will have the highest density of dangling bonds and, consequently, a near-
unity sticking coefficient. Under these circumstances, grains with c axes parallel
to the substrate plane will grow faster than those with c axes perpendicular to the
substrate. Thus, after some period of deposition, the film surface will be devoid of
grains having the lowest surface energy40 and neither secondary recrystallization
nor normal grain growth can then occur to produce a film having the lowest sur-
face free energy. (See Appendix 4 for additional anisotropic effects.)

2.4. Polycrystalline semiconductors on non-epitaxial
substrates.

The discussion that follows is confined to semiconductors where the impu-
rity concentration is sufficiently low as to have no effect on the texture of the poly-
crystalline film. Such films are produced either by deposition in an ultra-high vacuum
or by high-rate chemical vapor deposition (CVD). Most such films are produced via
CVD. There are two ways to form polycrystals in elemental semiconductors:
anneal an amorphous film or deposit above the amorphous:crystalline transition
temperature. The former method produces equiaxed grains of random texture. The
latter produces columnar grains. The texture of the columnar grains varies with
pressure of the reactant gas and with substrate temperature. For silicon produced
by CVD, at low pressures, the {110} texture predominates in the temperature
range between 600°C and 650°C, the {100} between 650°C and 710°C, and the
{110} again predominates above 710°C. At atmospheric pressure the {110} is the
strongest texture component between 710°C and 850°C, whereas the {111} is
strongest above 810°C.53a,bA further evaluation of the effect of silane pressure
showed that for substrate temperatures between 550°C and 700°C, a random tex-
ture is obtained for silane pressures less than 2�10�4 Torr, the {100} texture is
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found between 2�10�4 and 1 Torr, while the {110} texture is found for pressures
exceeding 1 Torr.53cNow the surface orientation which is believed to have the lowest
surface energy in Si is {111}.58Thus, the observations of the {110} and {100} tex-
tures require other explanations. The grains having the {110} texture contain a
high density of twins and stacking faults. No satisfactory explanation for the latter
two textures has been given as yet. The fact that the texture varies with silane pres-
sure at a constant substrate temperature suggests that the orientation of the surface
plane may affect both the forward and backward reaction rates occurring at the
surface differently with increasing silane pressure and thus lead to relative growth
rates of these two textures that reverses with silane pressure. Incidentally, the 
latter explanation is equivalent to the statement that the sticking coefficient is
anisotropic. This author is not aware of any texture measurements in poly-Si films
produced by UHV-PVD.

2.5. Conclusions regarding grain morphology, size and texture
produced via vapor deposition in the absence of energetic
particles.

On epitaxial substrates, and even when perfect matching of the crystal lat-
tices of film and substrate does not exist, the low substrate-film interface energy
generally dictates the orientation of the clusters and of the subsequent film that
grows on the substrate. However, there is no evidence that, on non-epitaxial sub-
strates that the texture of the film is the same as that of the clusters that first form on
the substrate. To the contrary, texture appears to arise in the subsequent layers rather
than in the layer closest to the substrate, i.e. texture is not determined by nucleation.

For non-epitaxial substrates there are the following additional conclusions:
1. The mode of extension of crystalline grains in the thickness direction

during deposition is self- or granular epitaxy. Renucleation of grains on the clean
surface of a film during deposition does not occur.

2. The zone models of grain morphology apply only to deposition onto
non-epitaxial substrates.

3. The fiber textures assumed by films during physical vapor deposition
are determined by thermodynamic considerations in the presence of some mobility
either of adatoms or of grain boundaries except when the sticking coefficient is
anisotropic.

4. Grain morphology is fibrous or columnar which is a consequence of
the phenomenon of granular epitaxy. The bimodal morphology observed in zone b
is a consequence of secondary recrystallization.

5. Grain size in thin films is determined by kinetic factors which also act
to determine the transition temperatures between the four zones of homologous
temperatures.
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3. Grain morphology, texture and size in 
vapor-deposited films which sense energetic
(hyperthermal) particles during deposition.

Incident hyperthermal atoms during deposition can produce displace-
ment spikes and forward and backward sputtering. We shall in the following dis-
tinguish between the effects of displacement spikes and sputtering on the grain
structure of deposited films. First to be considered are the effects of displacement
spikes.

Displacement spikes can yield a liquid-like structure similar to that shown in
Figure 3.8, which is produced by a collision cascade. The liquid-like region illustrated
in Figure 3.8 is unstable. At some point during bombardment and deposition, at the
low homologous temperatures associated with zone a the shear modulus of such
material will approach zero and a cooperative transformation to a more stable
structure can occur, i.e. an incident particle can trigger a solid:liquid:metastable
solid transformation sequence that may result in a crystalline grain having a random
orientation, i.e. recrystallization.

At higher substrate temperatures relaxation processes can occur during dep-
osition that act to remove defects. Among these are diffusion of interstitials to vacan-
cies and other sinks, diffusion of vacancies to vacancy sinks and collapse of disordered
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atom arrays to form new crystalline grains of different orientations. In Appendix 2 of
Chapter I it was shown that displacement-induced vacancies (and interstitials) can
diffuse out of the exposed surface of the film during deposition at room tempera-
ture, for metals that have melting points lower than 1300°K. However, it is also
possible that a fraction of the displacement-generated vacancies can collide during
diffusion and form vacancy clusters, which themselves can collapse to form dislo-
cation loops. Segments of these dislocations can align to form tilt and twist bound-
aries, which, in turn, yield misoriented grains.

Forward sputtering acts to eliminate voids between grains and columns.
As noted in Section 2 above, voids act to pin grain boundary migration and thus
satisfy one of the necessary conditions for secondary recrystallization found in
zone 1b. Hence, it may be expected that, contrary to the case for thermal beams,
secondary recrystallization will not occur and bimodal grain sizes will not be
observed in films deposited using hyperthermal* beams.

Another possible effect of incident particle bombardment during deposi-
tion relates to alteration of the substrate surface. Appropriate particle bombard-
ment can clean the substrate surface so as to convert it from a non-epitaxial
substrate to an epitaxial type substrate for suitable film materials. If the conditions
for formation of an epitaxial relationship are satisfied then particle bombardment
that cleans the substrate surface can allow the production of a grain structure that
corresponds to such epitaxy, i.e. an epitaxial monocrystalline film can be formed
on a monocrystalline substrate. Already clean substrate surfaces can be altered by
particle bombardment so as to enhance the density of sites for nucleation of clus-
ters and thereby yield a film having smaller grain size than obtained by evapora-
tion alone for film–substrate combinations that do not form epitaxial relationships.
However, appropriate particle bombardment can also lead to the elimination of
small clusters by sputtering and dissociation and thereby yield an enhancement 
in grain size, i.e. an enhancement of the process of Ostwald ripening. Sufficient
particle bombardment can even produce amorphous surfaces.

Another possible effect of incident particle bombardment is enhancement
of processes, such as adatom diffusion and grain boundary migration, which may
possibly affect the homologous temperatures defining the zone boundaries.

From the above introduction we can understand that prediction of the
effect of a specific particle bombardment in some particular deposition is very dif-
ficult, if not impossible at this time. Much research is needed to characterize the
effects of the various energetic particle bombardment and deposition parameters
on the grain structure. In the following we offer a review of studies aimed at eluci-
dating such effects.
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3.1. Deposition onto epitaxial substrates.

Jona24 found it possible to sputter clean aluminum surfaces to the point
where it was possible to obtain epitaxial deposition of aluminum on these surfaces. It
is interesting to consider the cleaning treatment in detail to obtain an estimate of what
is necessary to achieve the required cleanliness. The penultimate treatment of the Al
substrate surface subsequent to metallographic polishing was an electropolish which
left an oxide film estimated to be about 300–400Å thick. This film was then sput-
tered away in a conventional radio frequency (RF) sputtering apparatus at 7 mTorr
of argon (the substrate was the target in this apparatus). On transfer to the deposition
chamber it had an estimated “natural” oxide film thickness of about 15–20 Å. 
The deposition chamber had a background pressure of 2–5�10�1 0Torr. The final
cleaning in the latter chamber consisted of four to five sequences of argon ion-
bombardment (400–500eV, 2�A/cm2) for 30min followed by annealing in vacuo at
400–450°C for about 1h. LEED patterns indicated no improvement after the third
such treatment. (It is not known what role the annealing treatment contributed to the
cleaning, although it certainly smoothened the surface and removed lattice defects
generated by the ion bombardment.) Thus, we can estimate that a fluence of
6.8�1016/cm2 of 400 eV argon atoms is necessary to sputter away an oxide layer 
about 15–20Å thick. Roughly, given the uncertainties, these data indicate a sputtering
yield of about unity. Jona then found it possible to deposit Al epitaxially, on the 
Al surfaces cleaned as described above, in situ in the UHV apparatus. However,
Jona’s experiment was carried out in a UHV apparatus, which would not introduce
any oxygen to the substrate surface during or after the argon ion bombardment.
Hence, fluence is not the critical parameter in an ordinary vacuum system. In the
latter type of system the cleaning flux must exceed the contamination flux by a
sufficient amount, over the cleaning time before deposition begins, to sputter away
the oxide layer on the substrate surface.

Cleaning the substrate surface is not the only effect that energetic particles
have in the promotion of epitaxial deposition. However, consideration of these effects
is postponed until the next chapter, which explores the gamut of epitaxial deposition.

3.2. Deposition onto non-epitaxial substrates.

Thornton21 in his review of the grain structures produced in films deposited
via magnetron sputtering replaced zone 1with a zone Tfor films subjected to hyper-
thermal beams. In zone Tthe grains were fibrous and the grain boundaries were
not voided. The temperature range encompassed by zone Tdepended upon the gas
pressure in the deposition chamber. For the case of negligible gas pressure (i.e.
negligible thermalization of the incident particles) the temperature range of zone T
equaled that of zone 1for deposition from thermal vapors. We shall in the following
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subdivide zone Tinto 1aTand 1bT, using the T character to denote that the grain
structure in these zones corresponds to films deposited using hyperthermal beams.

3.2.1.Zone 1aT temperature range.

The above analysis suggests that in the zone 1aTtemperature range the
particle bombardment of sufficient energy during deposition will yield a refined
grain structure consisting of randomly oriented, equiaxed grains. On the other
hand, a particle bombardment that favors the sputtering of surface situated atoms
over the development of displacement spikes may well accomplish the develop-
ment of a strong texture due to the difference in sputtering yield between differ-
ently oriented surface planes of crystalline grains.

Sputtered Ti coatings deposited at liquid nitrogen temperature were found to
have a
110� texture.25 Moreover, they had the high-temperature beta (bcc) phase
structure, rather than the stable alpha hexagonal closed packed (hcp) structure. The lat-
ter observation is an interesting result and has been interpreted as an illustration of
Ostwald’s rule.26 (This interesting result deserves further investigation in view of
the fact that the conditions relating to the energetic particle bombardment were not
defined in this study.) The {110} surface has the lowest energy in the bcc structure.

Bland et al.27 found it possible to disrupt the columnar structure and produce
fine-grained structures in RF sputtered Cr and W at homologous substrate tempera-
tures of 0.14 and 0.08, respectively, at which temperatures excess vacancies should be
immobile in these films. However, in order to accomplish this feat they had to raise
the negative bias to 500V. At smaller absolute values of the bias voltage the columnar
structure was not disrupted. Unfortunately, no mention was made of texture observa-
tions, although X-ray diffraction data were obtained from these films. Much smaller
bias (30eV) was found to be required in the deposition of amorphous Si to remove
the intercolumnar void network.51 Thus, results of Bland et al. indicate that a crit-
ical energy input (per deposited atom?) may be needed to achieve athermal recrys-
tallization of the columnar grain morphology.

Thornton25 found that sputtered Cr deposited onto glass and stainless steel
substrates cooled by liquid nitrogen (homologous temperature of 0.04) and at a rate of
about 1nm/s yielded a
110� texture in the absence of bias potential. A similar result
was obtained by Patten and McClanahan28 who observed that Cr sputtered onto a Cu
target held at 15°C (homologous temperature equal to 0.14) at a rate of 6 nm/s with
negative bias voltages not exceeding 75 V yielded a
110� texture and a colum-
nar structure. Also, Lu et al.29 found a
110� texture for Cr films produced by
sputtering onto glass with the extent of the
110� texture increasing as bias volt-
age varied from 0 to�175 volts. The columnar grain diameter averaged at 57 nm.

Copper films sputter deposited at 80 K (T/T� 0.06) at a rate of 8–11 nm/s
exhibited a columnar structure and a
111� texture, which after recrystallization
at room temperature changed to a
100� texture.30
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From the above facts and from the knowledge that deposition in the absence of 
displacement spikes in this zone of homologous temperature produces at most 
only a weak fiber texture (see subsection 2.2.1) we may deduce the following 
conclusions:

1. Energetic bombardment with particle energies less than about 500 eV
enhances the mobilities that control the approach to the equilibrium state, thereby
allowing the film to develop the fiber texture corresponding to the film surface
having the lowest specific-free energy even at homologous temperatures smaller
than 0.15 and to achieve somewhat larger grain size than is produced in films con-
densed from thermal vapors. The morphology remains columnar.

2. Athermal recrystallization may be achieved when a critical energy
input (per deposited atom?) is exceeded. However, see Appendix 5.

3.2.2.Zone 1bT temperature deposition.

It was found by Sundgren et al.31 that a negative bias of 700 V had to be
applied before the columnar structure of reactively sputtered TiN could be
changed to an equiaxed structure at a total gas pressure of 5 mTorr and a homolo-
gous temperature of 0.24. The effect of increasing bias below this critical value
simply caused the grain size to increase initially and then to decrease above about
200 V negative bias. The grain size remained constant at about 30 nm above 700 V
negative bias. Further, it can be deduced from the data that the ion current required
to eliminate the columnar structure is just about equivalent to the deposition rate
in units of particles/s. This result supports the deduction made in the previous sub-
section that energetic incident particles will not induce recrystallization until the
incident particle energy exceeds about 500 eV.* Incidentally, the production of an
equiaxed grain morphology of 30 nm grain size from a columnar grain morphol-
ogy of lateral grain size equal to about 30 nm before recrystallization requires that
there be an excess bulk-free energy to supply the additional interface free energy.
The latter corresponds to an excess vacancy concentration of about 0.001 above
the equilibrium concentration. Given a production of about five vacancies for each
incident 500 eV argon ion it seems reasonable to conclude that the excess bulk-
free energy required to produce the new grain boundary area could be provided by
the excess vacancies alone.

Patten et al.32 found that in Kr sputter deposition of Cu at a homologous
substrate temperature of 0.22 the film texture changed from
111� to 
100� as
the substrate bias changed from�25 to�75V and changed back to
111� when
the deposition rate was decreased from 10nm/s to below 2.3nm/s at the latter bias.
At a homologous substrate temperature of 0.2, at a rate of 2–50 nm/s, Cu sputtered
onto glass and stainless steel substrates in a hollow cathode apparatus yielded
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a
111� texture when the argon pressure was 0.1mTorr and a
110� texture when
this pressure was 3 mTorr. However, in an apparatus containing a post-cathode and
at the higher argon pressure a
111� texture was obtained at the same homolo-
gous substrate temperature.25 Both of the latter results were obtained in the
absence of an applied bias potential. Dahlgren30 found that Cu films sputter
deposited at a homologous substrate temperature of 0.21 at a negative bias of 75 V
had a columnar grain morphology with a lateral grain size equal to about 70 nm.

Ziemann and Kay33 found that the peak in the
111� fiber texture inten-
sity for Pd in Kr at 1 m Torr relative to that for
100� as a function of the energy
delivered per arriving Pd atom correlated with a sharp decrease in lattice parameter
in its approach to the bulk value. This result is consistent with the explanation pro-
vided in the previous section for this fiber texture in fcc metals, i.e. the tendency to
produce the
111� texture in fcc metals on non-epitaxial substrates is driven by
the difference in specific surface-free energy. The driving force to produce
the
100� fiber texture, according to our previous analysis, is the difference in
bulk-free energy between adjacent grains, which becomes small as the bulk elastic
strain (the difference between film and bulk lattice parameters) becomes small.
Thus, it seems that the explanations for the fiber textures found in films condensed
from thermal sources are consistent with observations of fiber textures in films sub-
ject to energetic bombardment during deposition, with the caveat that because of the
particle bombardment additional effects on the fiber texture may also exist.

Another aspect of Ziemann and Kay’s work may be significant in that they
point out that the parameter that governs the texture is not the particle energy or bias
potential but the energy delivered per depositing atom, i.e. it is both the bias potential
or particle energy and the ratio of ion flux to depositing atom flux that independently
affect the texture. We shall remark on this relationship in the next paragraph.

Kant et al.34 found that a 1500 eV Ar atom bombardment of a nickel film
during deposition at a homologous substrate temperature of about 0.17 yielded a
peak in the
111� texture intensity at about an ion/atom arrival ratio of 0.02. The
existence of a peak in the
111� texture population as a function of ion/atom
arrival ratio for ion energies exceeding about 500 eV and a corresponding peak in
this fiber texture population at a given arrival ratio as the incident particle energy
increases is a common occurrence. The initial increase in the
111� fiber texture
is due to the enhanced mobility the incident energetic particles provide to the
columnar grain boundaries, probably as a consequence of an enhanced flow of
vacancies to these boundaries, thereby allowing the conversion of a larger fraction
of the volume to this texture during the deposition. The subsequent decrease in this
fiber texture and the production of a more random texture is due to the recrystal-
lization induced by the injection of sufficient energy per deposited atom.

Westwood35 found that in the absence of bias that thin Pt films, deposited by
sputtering in argon at a homologous substrate temperature of 0.21, exhibited a random
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texture and a low film density (14 g/cm3) when the pressure of the argon was
140 mTorr and a
111� texture and high film density (21.4 g/cm3) when this
pressure was 10 mTorr. These observations are consistent with the interpretation
that voids in the film prevent grain boundary migration at the high argon pressure,
whereas at the low argon pressure there is sufficient particle bombardment to
remove some of these voids and thereby allow secondary recrystallization under
the surface energy difference driving force to produce the
111� texture.

Mattox and Kominiak36 found that a negative bias potential exceeding
500 V was necessary to recrystallize Ta at a homologous substrate temperature of
0.18 and thereby produce a fine grain size varying from 6 to 20 nm diameter with
the absence of a columnar morphology.

Duan and Artman37 found a random texture for RF diode sputtered Cr in Ar
at 10mTorr, at a homologous temperature of 0.22, using a glass substrate and in a
thin film of 40nm thickness. As negative bias increased an increasing
100� tex-
ture was found. Further, at a homologous substrate temperature of 0.31 (at the zone b
to zone 2transition) the texture was a strong
100� . For thicker Cr films (170nm)
Duan et al.38 found that the texture was random at homologous substrate tempera-
tures 	 0.18 and strongly
100� above a homologous temperature of 0.22. Above
the latter substrate temperature there was an increase in the
110� texture relative
to 
100� with increasing thickness of the film.

Non-cubic films tend to yield the low-energy surface as the fiber texture in
thin films. For example, on amorphous substrates the c axis of ZnO was found to be
perpendicular to the substrate surface.39 However, in layered materials, as noted
above for evaporated and condensed films, a highly anisotropic sticking coefficient
can develop to bring about a change in this rule. For example, in the first 7 nm 
adjacent to the substrate, films of MoS2 deposited at 300°C (homologous 
temperature� 0.39) have the c axis perpendicular to the substrate surface, whereas
beyond this film thickness the texture is such that the c axis is parallel to this sur-
face.40 A similar result is found for the high-temperature superconducting films of
YBaCuO, provided that the substrate temperature is between 480 and 530°C.41

As mentioned in the introduction to this section, one of the additional
parameters that may affect texture of vapor-deposited films in the presence of inci-
dent energetic particles during deposition is the possible influence of a depend-
ence of the sputtering rate on crystal orientation. Snouse and Haughney42 have
shown that the sputter yield is orientation dependent. In particular, they found that
the sputter yield for argon ion energies less than about 1000 eV incident on copper
increased in the following order: {110}

 {100} 
 {111}. The very low value
for the sputter yield from a {110} surface for normal incidence occurs because
channeling of incident particles occurs most readily along the
110� axis for the fcc
structure. Whetten et al.43 found a marked decrease in the sputter yield when inci-
dent particles were within about 5° of the
110� axis for diamond. Finally, the
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differential sputter yield was found to be responsible for the azimuthal preferred 
orientation developed in Nb films at a ion/atom arrival ratio of about unity and
argon ion energy of about 200 eV.44 The azimuthal orientation corresponded to 
orientations which have the {110} plane parallel to the glancing ion beam direc-
tion. Thus, for fcc films, with a sufficient ion/atom arrival ratio of normal incident
energetic particles, the differential sputter yield should bring about a
110� fiber
texture. Indeed, as noted above, Thornton25 observed the
110� fiber texture in
copper. Dobrev57 observed it in Ag bombarded by 10 keV Ar�.

Summarizing, in the zone 1bTtemperature regime, we find that:
1. As in zone 1aT, to achieve recrystallization and elimination of the

columnar grain structure it appears necessary for the incident particle energy/
deposited atom to exceed a critical value.*

2. At lower incident particle energies/deposited atom the columnar
diameter varies non-monotonically with a monotonic increase in particle energy.

3. Most of the textures that appear are those produced in the tendency
for the film to approach the lowest free energy configuration.

4. Texture may be altered from that corresponding to the lowest free
energy when the film is subject to sufficient particle bombardment to sputter atoms
from the film surface and the sputter yield is strongly anisotropic or when the sur-
face of least energy is sufficiently saturated (bondwise) as to yield a low value of
the sticking coefficient on this surface.

5. The morphology remains columnar or fibrous and the columnar grain
diameter monomodal at incident energies per deposited atom insufficient to
induce recrystallization.

3.2.3.Zone II deposition.

In deformed bulk fcc metals recrystallization begins above about a homol-
ogous temperature of 0.3, which suggests the possibility that recrystallization might
also take place in thin films during deposition if the energetic particle bombard-
ment is sufficient to induce the generation of dislocations. Figure 3.9 demonstrates
that dislocations are indeed generated at a homologous temperature of 0.24 in 
silver and their number approaches the density observed in deformed metals. Hence,
it should come as no surprise to find evidence for recrystallization in films sub-
jected to energetic particle bombardment in this temperature regime. For example,
“more than one layer of overlapping grains, in contrast with the columnar grain
structure of evaporated films” is reported by Roberts and Dobson48 in magnetron
sputter-deposited Al films at a deposition homologous temperature of 0.32. These
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films exhibited a random texture with a grain size of 150 nm. The film thickness
was 500 nm. Selvaraj et al.49 found similar evidence for thermally induced recrys-
tallization in Al films deposited at the same homologous temperature. Additional
evidence consistent with the assertion that recrystallization occurs during deposi-
tion is found in the work of Yapsir et al.,50 who found that with increasing ion
energy or ion/neutral atom ratio the
111� fiber texture first increases to a max-
imum and then decreases sharply to produce a nearly random texture in a partially
ionized beam (PIB) deposition of Al at the same homologous temperature as the
previous studies. Their results are very similar to those obtained by Kant et al.34

who used Argon ion bombardment during the deposition of Ni at a homologous
substrate temperature of 0.17. The former found the peak in the
111� intensity
to occur at an ion/atom ratio of about 0.01 for a 2 kV bias voltage whereas the lat-
ter found it to occur at an ion/atom ratio of about 0.02 at a bias voltage of 1.5 kV.
The similarity of these results brings into question the assertion that the recrystal-
lization is thermally induced above the homologous  temperature of 0.3. Indeed, a
bombardment-induced recrystallization probably occurs in the work of Yapsir et al.
However, these investigators also found that increasing substrate temperature
reduced the bias potential corresponding to the disappearance of the
111� texture.
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Hence, after all has been considered, it appears that there may well be a thermal
contribution to the onset of the recrystallization process.

Additional systematic research designed to shed light on the subject 
of bombardment-induced recrystallization during deposition is needed before firm
conclusions can be drawn. In particular, microscopic and other evidence is needed
to demonstrate unequivocally that the grain morphology becomes equiaxed, rather
than columnar beyond a critical impact energy per deposited atom. Also, a knowl-
edge of the recrystallized grain size, if recrystallization occurs, as a function 
of deposition parameters would be helpful. Further, it may be useful to know 
the dependence of the critical impact energy per deposited atom on the substrate
temperature. One can conceive the possibility of using this knowledge to devise 
a technique to produce a monocrystalline film on an amorphous substrate, for
example.

Summarizing, in the zone II temperature range the possibly new effect 
of energetic particle bombardment during deposition, not found in the lower-
temperature zones, is that of thermal recrystallization of a bombardment-induced
dislocation (and other defects) rich matrix.

3.3. Summary of results on the effects of energetic particle
bombardment during deposition.

1. Suitable energetic particle bombardment can facilitate epitaxial dep-
osition onto epitaxial substrates by providing a clean, nascent substrate surface.

2. Energetic particle bombardment during deposition at values of the parti-
cle energy per deposited atom less than a critical value acts primarily to enhance sur-
face and grain boundary mobility to produce the grain structure normally found in
the absence of particle bombardment, but at higher substrate temperatures, and
with the absence of a bimodal grain size.

3. Energetic particle bombardment during deposition at values above a
critical energy per deposited atom radically changes the texture and morphology of
the grains in much the way that recrystallization would change these properties. In
zone 1aTand 1bT temperature ranges this recrystallization probably occurs as a
displacive, non-diffusive, transition. In zone II, recrystallization may also occur, as
in bulk materials, via a diffusive transition of a matrix having a high value of stored
energy due to defects induced by particle bombardment.

4. Under particle bombardment conditions that yield a significant differ-
ence in the sputtering yield between grains at the surface of the deposited film,
selective sputtering during deposition can affect the texture to yield an orientation
corresponding to that of the minimum sputtering yield. These conditions are not ordi-
narily attained during the low energy bombardment processes normally used during
deposition.
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4. Effects of post-deposition processing on grain
structure.

4.1. Effect of post-deposition annealing.

In addition to the effect of time at temperature on grain structure, post-
deposition annealing, by involving a change in temperature from the substrate
temperature to the annealing temperature, imposes a biaxial strain in the plane of
the film. Depending upon the magnitude of the annealing temperature this strain
involves a concomitant film stress or a plastic deformation of the film. With this
knowledge it becomes possible to predict the effect of a post-deposition anneal on
the grain structure. For simple metals, the grain structure should be qualitatively
the same as found for the same deposition temperature with the exception that the
grain size will be larger and the texture more developed. Further, in the tempera-
ture regime below 0.5TM, where elastic stresses can reach significant levels
because the yield strength remains high, the texture corresponding to the mini-
mum elastic strain energy will develop sooner in thinner films.

An examination of the literature confirms the expectations raised in the
above paragraph. For example, Vook and Witt12 found that copper films, which,
when deposited at 80°K had a mild
111� texture and about a 100 nm grain size,
after annealing to room temperature had a mild to strong
100� texture and a
grain size varying from 0.05 to 0.1 mm, except in very thin films (	300 nm).
Similarly, Thompson59 reports that annealing a Ag film deposited at 77°K and hav-
ing a (111) texture changes that texture to (100) due to the thermal stress devel-
oped on raising the temperature to 400°C (the grain growth temperature).

When the annealing temperature is high enough so that the yield strength is
small (at temperatures higher than 0.5TM) then the tendency to minimize the surface
energy controls the texture, as was found to be the case for as-deposited films. For
example, Roberts and Dobson48 and others have found that post-deposition anneal-
ing in this temperature range produces a strong
111� texture and a log-normal
distribution of the grain sizes for Al films either deposited or annealed above 0.5TM.

We may remark here that in recent work of Thompson and his collaborators
there is an implication that secondary recrystallization will perforce occur once a stag-
nant columnar grain structure develops, in which the grain sizes are log-normally dis-
tributed. (See p. 259 in Thompson’s review article on grain growth in thin films,52

items 3 and 4 in the list of the general features of grain growth in pure thin films.)
We believe this comment is not applicable to the secondary recrystallization that
occurs in films deposited in the absence of energetic particles in the zone b tem-
perature range. The basis for this belief is discussed below.

The primary origin of the stagnant grain structure, according to Thompson,
is the presence of grain boundary grooves at the intersection of grain boundaries with
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the film surface. However, as first emphasized by Grovenor et al.,5 abnormal grain
size distributions, characteristic of secondary grain growth, first appear in metal films
at 0.15TM and then disappear above 0.3TM. As we noted in a previous section, the
coincidence of the latter temperature with the transition temperature between zone I
and II behavior, at which grain boundary void networks disappear, strongly supports
the concept that below 0.3TM grain boundaries are immobilized by voids. Further, the
surface diffusivity in copper, evaluated from thermal grooving experiments,56 is too
low to be able to produce thermal grooves at temperatures below 0.3TM. Hence, grain
boundary grooves cannot be responsible for grain boundary immobilization below
0.3TM in copper and other fcc metals. Thus, the secondary recrystallization that
has been observed in as-deposited films in the zone btemperature range is not due
to the prior formation of stagnant grains via a thermal grooving effect.

However, above 0.3TM it is entirely possible and likely that grain bound-
ary grooves develop during deposition in the absence of energetic particle bom-
bardment. In this case, it would be possible for the secondary recrystallization
mechanism suggested by Thompson to take place during deposition. However, it
appears that in the as-deposited films the grain size distribution is log normal and
the texture corresponds to the lowest energy film surface. Thus, if the Thompson
secondary recrystallization mechanism were to operate in zone II, it would have to
go to completion before the temperature of the as-deposited film was decreased to
room temperature. It is apparent that much more experimentation is needed to delin-
eate the regimes and their associated mechanisms in a mechanism map for 
as-deposited, as well as post-annealed grain structures.

4.2. Post-deposition bombardment at elevated temperature.

A sufficient fluence of high-energy inert gas or self-ions can also result in
the growth of grains54 at temperatures below those required for grain growth via ther-
mal annealing. The mechanism responsible for this ion bombardment-induced grain
growth is not known at this writing. Originally, it was believed due to the effect of 
ion bombardment-induced point defects enhancing the grain boundary mobility.
However, this view was shown to be inadequate because it predicted a linear depend-
ence of the grain boundary mobility on the energy deposited in elastic collisions,
whereas it was subsequently shown by many others that this dependence is quadratic.
An alternate explanation based on thermal spike enhanced local temperature at the
grain boundary was proposed.55 It is too early at this writing to know if the thermal
spike model satisfies its undoubted testing that will occur with the passage of time.
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Appendix 1

To obtain a value for the thickness h* in the following equation, we must evaluate
the other parameters that appear in it.

The elastic strain energy difference, g, may be evaluated using the following relation

where � is Poisson’s ratio, it is a principal stress in the ith film plane, and Ei is the mean elastic
modulus for a direction in the ith film plane. We assume that Poisson’s ratio is isotropic, that
the substrate is rigid and that the bulk dilation in the film responsible for the production of
film stress is isotropic (independent of direction in each grain of the film and the same for
each grain in the film). Let us further assume, in order to obtain a maximum value for g
that this value of the strain causes the maximum value that any principal stress can assume
to equal the yield strength. For these assumptions,1t � Y and 2t � 1t*E2/E1. Substituting in
the above relation for g we obtain

 � � � �g (1 v)(1 E )(Y /E )2 1
2

1/

 � � �g (1 v)( t /E t /E1
2

1 2
2

2 )

 � �g 2 /h*
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Using � � 0.3, and the following values for thin film Ag: E2/E1 � 0.376, Y/E1 � 0.0014,
Y � 1.0�109erg/cm3, and � � 100erg/cm2, we obtain h*� 3�m. For thin film Cu the thin
film values are: E2/E1 � 0.35, Y/E1 � 0.0013, Y� 2.56�109erg/cm3 and � � 100ergs/cm2,
we obtain h* � 1.3�m. These values should be accurate to a factor of about 3 since the uncer-
tainty in the surface energy difference is on this order. (Yield strength values for thin films
were taken from M.F. Doerner, D.S. Gardner and W.D. Nix, J. Mater. Res. 1, 845(1986) and
S.L. Lehoczky, J. Appl. Phys. 49, 5479(1978). The former gave a value for an Al film and
the latter for both Al and Cu films. The value for Ag was taken to be the average of that for
Al and Cu.)

Appendix 2

The nucleation theory of Rhodin and WaltonA1 as an explanation for the epitaxial
temperature and texture has been given credence in a recent text.A2 This explanation sug-
gests that the epitaxial temperature is defined by the transition between nucleation with a
critical cluster size of one atom and that with critical cluster sizes slightly larger, i.e. two and
three. The texture is associated with the critical cluster size. The critical cluster of two atoms
yields the {111} texture while that of three atoms yields the {100} texture. The data used to
substantiate this explanation involves plots of the logarithm of deposition rate versus recipro-
cal temperature, in which it is shown that a straight line separates the region of polycrys-
talline films from that of monocrystalline films and that the activation energy associated
with this boundary line yields values in reasonable agreement with those expected from the
theory. Despite the attraction of such an apparently elegant solution to the problems of the
origins of texture and the deposition of monocrystalline films, one must be skeptical in
view of several facts. First, there is a difference between a film having a fiber texture and a
monocrystalline film, i.e. the former has a rotational degree of freedom about the fiber axis
whereas the latter does not. The theory does not explain the transition between texture and
monocrystallinity. Further, the theory is inconsistent with the observations that show that
during the deposition process a fiber texture can develop in the later deposited fraction of the
film thickness over the initially deposited polycrystalline layer.A3 Thus, the proposed nucle-
ation origin of texture cannot be a general mechanism for texture. Finally, there is no reason
known to this writer why a two-atom critical cluster necessarily produces a {111} oriented
three-atom nucleus and why a three-atom critical cluster must necessarily have an arrange-
ment of the atoms (one that produces the square orientation associated with the {100} ori-
ented nucleus) different from that for a three-atom nucleus promoted to this state by the
addition of one atom to a two-atom critical cluster (a triangular arrangement associated with
the {111} orientation). A more reasonable explanation for the existence of one crystal ori-
entation common to different isolated islands, which is the experimental inspiration for the
nucleation theory of texture, that has been observed in experimentsA4 concerning nucleation
of metals on alkali halides, mica, and similar non-epitaxial substrates is graphoepitaxy-induced
orientation of such islands via the pattern of cleavage striations and ledges on such substrate
surfaces. In the latter case, the observed epitaxial temperature corresponds to the required
mobility for metal atom clusters to migrate and rotate on the substrate surface.
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Pergamon, Oxford, 1964, p. 31.

A2. M. Ohring, The Materials Science of Thin Films, Academic Press, Inc., San Diego, CA, 1992,
p. 205.

A3. K.K. Kakati and H. Wilman, J. Phys. D6, 1307(1973)
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Appendix 3

The temperature independence of the average grain size for films deposited on
non-epitaxial substrates below a homologous temperature of 0.12, shown in Figure 3.2,
indicates that this grain size is not a function of nucleation and surface diffusion. Rather, the
grain size is more likely determined by the concept considered in Appendix 1 of Chapter II.

Appendix 4

Texture has several origins. In section 2.2.2 of this chapter it was proposed that one
origin of the
111� texture in sufficiently thin films is secondary recrystallization in which
the grains with lowest surface energy have the least free energy. In thicker films and at temper-
atures that allow grain boundary migration the text suggests that another driving force, the min-
imization of the strain energy associated with film stress, controls. These suggestions still
seem valid in that there are no observations that contradict the hypothesis when no other
factors override. Odd textures not corresponding to those obeying the above two driving
forces may arise. For example, hyperthermal beam collimation and grain orientations that
allow channeling to occur in some of the grains may bring about a texture of the grain ori-
entations for which channeling is maximized. Either channeling minimizes sputtering of
these grains during deposition or minimizes the energy due to defects generated by the
hyperthermal beam so that the driving force for grain boundary migration is into the grains
having higher defect content. The latter actions bring about the (110) texture in fcc films.A5

A5. L. Dong and D.J. Srolovitz, J. Appl. Phys. 84, 5261(1998).

Appendix 5

Mitra et al.A6 observed equiaxed grains in thick Ni films above the initially deposited
and grown columnar grains for room temperature, magnetron-deposited nickel. This observa-
tion implies that nucleation and growth of grains can occur. This implication has been
accepted in the text for the case where hyperthermal incident beams with energy higher than
500eV are present. It is unlikely that the energy of the magnetron beam in the absence of bias
was this much high in experiments of Mitra et al. Hence, their observations do not concur
with those described in this chapter. The transition from columnar to equiaxed occurred
with increasing thickness, decreasing deposition rate on room temperature deposition and
the onset of 100 volts negative bias. An explanation of the difference in conditions responsible
for the formation of equiaxed grains between those cited in the text and Mitra et al. has not yet
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been given. However, one speculation is that the critical bias voltage above which equiaxed
grains are nucleated depends upon the ion/atom arrival ratio which, as noted in section
3.2.2, is a parameter that affects the texture. The change in texture observed by Mitra et al.
upon formation of the equiaxed grains from a strong 
111� texture in the columnar films
to a weakened 
111� and strengthened 
100� texture in the equiaxed grain films may be
a key to the explanation. The 
100� texture in fcc metals is believed, as noted in the text,
to stem from the driving force toward a lower free energy corresponding to a decrease in the
strain energy due to the intrinsic tensile stress developed in these films. Thus, the minimum
hyperthermal beam energy required to bring about recrystallization may depend on the level
of the intrinsic tensile stress, which in the films of Mitra et al. are at the level of 1 GPa, the
level of the yield strength of Ni. These concepts suggest that recrystallization in depositing
films depends upon the same factors determining the onset of recrystallization in cold-
worked metals: the existence of sufficient stored excess energy (dislocation tangles, etc.)
and sufficient probability of activating the recrystallization process (local temperature,
time). Thus, the critical hyperthermal beam energy needed to induce recrystallization dur-
ing deposition may vary with deposition conditions, material being deposited, etc. It is sur-
prising that equiaxed grains were found in room temperature deposition of Ni in the absence
of bias in thick films upon a thinner columnar grain base. However, there are still reflected
neutral argon atoms with incident hyperthermal energy incident upon the growing film at
zero bias. Since recrystallization during thermal deposition has never been found it appears
that these hyperthermal atoms may be the activating triggers of recrystallization at room
temperature in a sufficiently thick Ni film in the experiments of Mitra et al. That said,
another explanation of the results found by Mitra et al. is as follows.

As noted in the text, Kakati and Wilman found that when other {111} facets
develop in (111) oriented columnar grains then secondary twinning can occur during depo-
sition to yield what appears to be equiaxed grains. Such secondary twins can give rise to
multiple twinning orientations (and the appearance of equiaxed grains) leading to a diminu-
tion in the 
111� texture and the growth of
100�, 
110�, and random textures with
increase in thickness. In a recent study of texture formation in electroplated CuA7 this
sequence of events was verified via X-ray pole figure analysis. Evidence was found for
multiple twinned grains in as-deposited samples, such grains corresponding to about 20%
of the volume. The formation of twins on {111} facets does not require recrystallization in
the normal sense of this term. Such twins can be produced directly by deposition, as noted
in the text in section 2.2.2 of this chapter. It seems reasonable then that multiple twinning
can occur in the deposition of Ni in the experiments of Mitra et al. These authors do report
that “The grains tend to possess twin relationships in many cases, or have low-angle boundaries
between them”. Unfortunately, Mitra et al. did not carry out the requisite X-ray analysis to
evaluate the presence of multiple twinning. Thus, which of the above two explanations for
their observation of equiaxed grains at low to zero bias voltage is valid is not known.
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Epitaxy was defined by Royer1 as the oriented growth of one substance
on the crystal surface of another substance. At this writing this definition belongs
to what is called heteroepitaxy. The oriented growth of a substance on the crystal
surface of the same substance is now called homoepitaxy. In the previous chapter
we called the process of extending the grain structure by deposition, without the
formation of grain boundaries between the deposit and the substrate, granular 
epitaxy. The latter is a form of homoepitaxial deposition.

The defects contained in epitaxial monocrystalline films are the main
subject matter of epitaxial structure. These defects are produced in the deposition
process. Also, there are unique epitaxial structures, such as superlattices involving
alternate sets of atomic planes of different species, vertically integrated circuits and
quantum wells, wires, and boxes. These unique geometric arrangements or epitax-
ial units also have their associated defects, which are mainly of interfacial origin.

An exploration of the factors controlling the different modes of epitaxial
deposition is carried out in Section 1. Section 2 considers defects and their origins
in homoepitaxial films grown layer-by-layer.

Heteroepitaxial films may involve small or large misfits between the lattice
parameters of the unit cells of film and substrate. In the former case, as the film
thickens during deposition the first few monatomic layers tend to grow pseudomor-
phically, adjusting the unit cell dimensions of the film to that of the substrate in
their common coherent interface. There are a variety of pseudomorphic films. The
crystal structure of these films may be the bulk stable structure or a bulk metastable
one. The latter is said to be pseudomorphically stabilized. These films are usually
elastically strained. Alloy films can be pseudomorphically stabilized as supersatu-
rated solutions. With film thickening the film/substrate system can become more
stable thermodynamically by destroying the coherent interface and developing a
discommensurate one through the production of misfit dislocations or via a phase
transformation. These subjects and the defects unique to these films are considered
in Section 3.

Heteroepitaxy is found to occur also when the misfit between unit cells of
epilayer and substrate, having the same symmetry, is large or when these unit cells
have different symmetry. Possible principles controlling these relationships are
explored in Section 4 for metal/metal and metal/semiconductor interfaces.

In 1975, when the now classic book edited by Matthews entitled Epitaxial
Growth2 appeared, the concepts then current concerning epitaxy were obtained
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from studies of heteroepitaxial deposition onto crystal surfaces formed by cleavage
of single crystals, such as alkali halides and mica, for the most part. What was not
known at that time and is known now is that the type of epitaxy studied in this way,
for the great majority of these studies, belongs to the class called graphoepitaxy or
artificial epitaxy. The crystallographic relations between film and substrate in these
studies are independent of any bonding that exists across the film–substrate inter-
face, but are entirely dependent on features, such as cleavage steps, that exist on the
surface of the substrate. The lack of rules concerning epitaxy that arose from these
studies on cleavage surfaces of non-metallic crystals can now be understood in
terms of this insight concerning the origin of this epitaxy – that these examples of
epitaxy are manifestations of graphoepitaxy. We shall therefore consider the struc-
ture of films produced via this mode in Section 5 of this chapter on graphoepitaxy.

1. Modes of growth in production of epilayers.

1.1. Modes of growth.

The three modes of growth have been discussed in a previous section.
Here we are interested in the possible effects of these modes of growth on the
structure of epilayers. The production of pseudomorphic epilayers and useful
device structures is facilitated by the absence of mobile dislocations in the epilayer/
substrate system. Dislocations, twins and stacking faults are readily incorporated
into the epilayer at the interfaces of impinging islands.2a Hence, the island and
Stranski–Krastonov (S–K) modes of growth are avoided in the deposition of epilay-
ers. A necessary condition to avoid island growth on a substrate is for the quantity
S � (�s � �e � �i) to be greater than zero, where �s is the substrate–vacuum sur-
face energy, �e is that of the epilayer and �i is the substrate–epilayer interface
energy. However, as noted by Grabow and Gilmer,3 at thermodynamic equilibrium
the Frank–van der Merwe (F–M) or layer-by-layer growth mode is limited to the
case where there is zero misfit between the epilayer unit cell and the substrate unit
cell. Any misfit strain destabilizes the F–M mode. In practice, fortunately, this lim-
itation is often avoided. One explanation for this observation is that the production
of islands in S–K growth requires nucleation.4 Another is that the production of
islands on a flat film, as in S–K growth, requires the film to become unstable with
respect to periodic perturbations in film thickness.5The latter mode of instability can
occur more readily than the first-order transition corresponding to nucleation, as in
the analogous spinodal decomposition mode of a metastable solid solution. Bruinsma
and Zangwill5 have shown that flat films are morphologically stable during growth
up to film thicknesses equal to the critical thickness at which the homogeneously
strained pseudomorphic film has a higher free energy than one containing some
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misfit dislocations. We consider the latter subject later in this chapter. Incidentally,
if the island or S–K modes of growth are observed then we may conclude that the
film thickness has exceeded the critical thickness, as defined above. However, if
these modes are not observed then we may not make the inverse conclusion that
the film thickness is less than the critical thickness. The film thickness may exceed
the critical thickness as a consequence of activation energy barriers to the motion
or nucleation of dislocations, which are significant in semiconductor materials.
Let us now consider some techniques used to promote F–M growth at the expense
of the other modes.

Surfactants have been used to reverse the inequality S� 0, to make S
exceed 0. For example, it has been found that the growth of Ge on a Si substrate can
be changed from the island mode to the F–M mode by use of Sb as a surfactant.6The
mode of growth on ionic compounds may be affected by alteration of the surface
composition as by electron beam exposure. A result of this exposure may be a
decrease in the substrate/epilayer interface energy, sufficient to make the sign of S
change from negative to a positive value. It is believed that this result occurred in the
experiments of Kanemaru et al.7 who found it possible to prevent the island mode
of growth of Ge on CaF2 by exposing the surface of the latter to an electron beam. It
has been found possible to suppress island nucleation during the S–K mode of growth
of GaAs on Si(100) by impinging a low-energy (28eV), high-flux (�0.4mA/cm2) of
Argon on the growing surface during MBE.8 The mechanism for the latter result is
not known. However, one mechanism for the beneficial effect of a surfactant on
defects associated with an epilayer has been deduced from ingenious observations.78

1.2. Modes of F–M epilayer growth.

It is believed that there is a critical temperature above which epitaxial
deposition occurs via the migration of terrace steps without the nucleation of
adatom clusters on the terraces. Given a knowledge of the distance between adja-
cent steps, as can be estimated from the off-axis misorientation of the substrate
surface, equating this distance to the diffusion length, X, and using the relation
X2 � (�2/4)D�, a critical value of the surface diffusivity D can be evaluated 
corresponding to a critical diffusion time �, that is defined by the condition that 
an adatom not collide with another adatom during its diffusion from point of 
incidence to the nearest ledge. This condition is expressed by the relation

where N
~

is the deposition rate in monolayers/s, a is the lattice parameter of 
the cubic unit cell and K equals 4 for the diamond cubic structure and �2

–
for the

face-centered-cubic (fcc) structure. Substituting, yields

1 N* KX /a� �ɶ
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Flynn9 pointed out that the maximum value of X is about 10�5cm. Hence at a dep-
osition rate of about 1 monolayer/s D will equal about 3� 10�8cm2/s. To be safe
Flynn9 chose the minimum limiting D value to equal 10�7cm2/s for terrace ledge
migration to be the mode of growth and then used this concept to prepare a figure
equivalent to Figure 4.1 to define the critical temperature for onset of the step flow
mode of deposition. Our figure differs from his quantitatively, but not qualita-
tively, to refine the plot to include the dependence of the surface diffusivity on the
surface orientation.

Just below the critical temperature for onset of step flow, deposition is
believed to occur via the nucleation of two-dimensional adatom clusters and two-
dimensional growth of these clusters. The result of this mode of growth is that pla-
nar regions alternate between being planar and rough on an atomic scale. This
mode of deposition gives rise to oscillations in the RHEED pattern from such film
surfaces during deposition. The lower critical diffusivity for RHEED oscillations

D (4K/ )NX /a2 3� � ɶ
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Figure 4.1.Surface diffusion coefficients for metals (light lines) and semiconductors
(dark line). The lowest diffusivity for RHEED oscillations is about 10�15cm2/s, as 
shown by the lower horizontal dashed line. These oscillations disappear above a surface
diffusivity of about 10�7 cm2/s (the upper dashed horizontal line), when ledge migration
becomes the growth mode. See text for significance of arrows.



may be estimated from the previous relation for the diffusion length setting it equal
to a diffusion jump length and setting the allowed time for diffusion equal to 1/N

~

to obtain D� 10�15 for N
~

� 1 monolayer/s. The corresponding critical tempera-
tures are shown in Figure 4.1. This estimate is obviously rough. A more rigorous
evaluation of the critical temperature below which three-dimensional island
growth will occur must consider both the size of the two-dimensional adatom clus-
ters as a function of temperature and the adatom diffusion distance as a function of
temperature. By equating these two lengths we would then obtain a relation defin-
ing the lower critical temperature for RHEED oscillations. Unfortunately, we do
not have values for the parameters in this relation so that a more rigorous evalua-
tion of this critical temperature is not justified at this time.

Below this lower critical temperature deposition proceeds so as not to
produce planar facets on the film surface, i.e. the surface is rough with island heights
greater than one monolayer. Since the diffusion distance is now no more than an
interatomic spacing the temperature is in the range where shadowing can lead to
the development of voids.

Above the upper critical temperature for RHEED oscillations growth pro-
ceeds by terrace ledge migration. For this mode to occur without volume diffusion
this critical temperature must be smaller than the freezing-in temperature for vol-
ume diffusion. The latter temperature for metals, as Flynn has estimated it,9 equals
about 3TM/8, whereas for semiconductors it equals about 0.64TM. The former tem-
perature is indicated by a downward pointing arrow and the latter by an upward
pointing one in Figure 4.1. The conclusion drawn from comparison of these data is
that bulk diffusion occurs along with ledge migration on (001) metal surfaces,
whereas ledge migration on semiconductor and (111) metal surfaces can occur in
the absence of bulk diffusion.

Superlattices have been produced in both the terrace ledge migration and
RHEED oscillatory regimes. The known effects of deposition in each regime on epi-
taxial structure are discussed in the following sections. One-dimensional structures
can be produced in both regimes by suitable sequencing of alternate compositions
in deposition onto vicinal surfaces with small tilt angles from a low index orienta-
tion. The architecture produced by this mode of deposition has been termed a tilted
superlattice (TSL).10 The epitaxial structure of TSLs is discussed in Section 3.

The brief discussion given above of the modes of epitaxial deposition
ignores many details involved in the deposition process: the nature of the surface
reconstructions on terraces, steps and kinks along these steps; the mode of diffusion
of adatoms on terraces (channel steered walk or random walk); the mode of attach-
ment of adatoms to steps; the mobility of adatoms and their clusters; the mode of
attachment of adatoms to clusters; the mode of production of three-dimensional
islands; the effect of low energy bombardment during deposition on the growth
modes; the exchange of adatoms with subsurface atoms; the tendency for adatoms
of one species to segregate at the surface, etc. All these aspects of epitaxial deposition
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are the subject of current research. Their known effects on the structure of epitaxial
films will be discussed at the appropriate places in the remainder of this chapter.

2. Defects produced in homoepitaxial layers.

2.1. Point defects and their clusters.

An implication of the terrace ledge migration (step flow) growth mode is
that it occurs in such a way that no excess vacancies are introduced into the lattice of
the growing film. Conversely, it seems reasonable to expect that excess vacancies
will be incorporated into the film in the oscillatory mode of producing planar ledges
on the film surface. Indeed, Roland and Gilmer11 have found that adatoms do
exchange with subsurface atoms in their molecular dynamic (MD) simulation of
homoepitaxial growth in the RHEED regime. Such vacancies in the penultimate
surface planes have the possibility of diffusing to the film surface before the latter
is covered during deposition. This problem was treated in Chapter II, where it was
found that the critical temperature for the freezing-in of subsurface vacancies in fcc
metals equals about 0.12TM. The lower critical temperature for RHEED oscillations
in metals is about 0.125TM whereas the upper critical temperature is about 0.375TM.
Thus, it appears unlikely that excess vacancies are frozen-in during the epitaxial dep-
ositionof fcc metals at substrate temperatures in the RHEED oscillation regime.

The vacancy migration activation energy is not well established for semi-
conductors. Some investigators12 believe that it is high enough to immobilize vacan-
cies. However, values measured by Watkins13 and assigned to the vacancy migration
energy equal about 0.4 eV for Si. Further, a recent molecular dynamic simulation14

provides a value of about 0.4 eV for the migration energy of a neutral vacancy, and
values for the migration energy of a self-interstitial that agree with values obtained
independently by another MD simulation,15 and for the activation energy for dif-
fusion that is in agreement with experiment. Hence, it appears likely that excess
vacancies are not frozen-in above room temperature in either Si or Ge. For there to
be a reasonable chance to form less mobile divacancies, the probability of a two
vacancy collision must be high. Given that the number of jumps that deposition
formed vacancies make in their walk to the surface probably is no greater than
about 10 then the concentration of deposition-induced vacancies must exceed 0.1
for divacancies to be formed by collision. All the evidence from scanning tunneling
microscopy (STM) and MD simulations suggest that the concentration of deposition
generated subsurface vacancies is much smaller than 0.1. Hence, vacancies, divacan-
ciesand other defects due to the condensation of vacancies are not likely to exist
in epitaxial elemental semiconductor films, except perhaps in films subject to ener-
getic bombardment during deposition.
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The possibility that vacancies can be bound to traps, such as solute atoms,
or satisfy thermodynamic stability requirements, suggests that vacancies can be
present in both semiconductor alloy and compound epilayers.16

The evidence this writer has discovered concerning the concentration of
deposition-induced vacancies relates to metal films. One is due to the work of Lloyd
and Nakahara17 referred to in section 2.1.1 where it was shown that excess vacancies
captured during low energy deposition of gold at room temperature diffused to
sinks, such as voids, in subsequent annealing at room temperature. This work also
reports estimates of the deposition-induced vacancy concentration in metal films
deposited at room temperature from thermally induced vapors, which yield the value
of 1% as the best value. The other in Appendix 3 of Chapter II reveals that vacancies
in Cu must be deposited below 150 K to be frozen-in during deposition.

An MD simulation of the effect of 10 eV Si� incident on Si(001)2� 1
performed by Kitabatake et al.15 found hexagonal and split interstitials to be intro-
duced into the lattice and the activation energy necessary for their removal from
the lattice by diffusion to the surface to vary from 0.92 eV (hexagonal) to 1.48 eV
(split, in the fourth layer beneath the surface). A rough calculation shows that such
defects will be frozen-in at deposition temperatures below 85°C (hexagonal) and
300°C (split). Although the former is not, the latter is, an attainable deposition
temperature for energetic, particle assisted, epitaxial deposition. Hence, it is possi-
ble that split interstitials may exist in such deposition of Si. No vacancies were
found in this simulation in agreement with the tentative conclusion made above.*

Hsu et al.18 have found dislocation loops in remote plasma chemical
vapor deposition (RPCVD) of Si(100) at temperatures lower than 300°C at a
power level having a plasma potential of 50 V and a plasma density of 108/cm3, but
not at a lower power level input to the plasma. They stated their belief that these
loops were due to collapsed vacancy platelets. However, these loops may have had
an interstitial origin since no evidence was presented to distinguish between the
two origins. Unfortunately, no estimate was given of the ion/atom flux ratio to pro-
vide an estimate of the bombardment induced vacancy concentration at a distance
below the surface corresponding to the range of the energetic ions. No dislocation
loops have been observed in Si homoepitaxially deposited at substrate tempera-
tures above about 450°C with or without low-energy ion bombardment during
deposition.18 Since the probability of immobile divacancy formation is independ-
ent of the temperature it seems that the observed dislocation loops are more likely
to be a consequence of interstitial condensation. Stacking fault tetrahedra in P�

ion implanted Si originating from vacancy condensation have been reported19
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along with the remark that “this (fault) is the only vacancy type defect reported in
silicon”. In this case, vacancy annihilation at the surface is unlikely due to the long
range of the incident ions and this observation does not confirm the presence of
deposition or low-energy bombardment-induced vacancies in Si.

Kohyama and Takeda20 and others have observed {113} planar defects
that are believed to originate from the condensation of bombardment-induced self-
interstitials.21Although it has been claimed that the {113} defects form at C atom
traps in the Si lattice Kohyama and Takeda20 show that it is possible for these defects
to form in pure Si.

For still lower substrate temperatures, voids that may be interconnected
can be expected to form under the influence of the phenomenon of shadowing. In
Chapter II it was shown that these voids were believed to be associated with inter-
columnar boundaries. Long layer like “voids” have been found in a three-dimensional
MD simulation of the low temperature deposition of nickel.22 Also, columnar
growth, with column widths of 20 nm, has been detected in the room temperature
formation of Co–Pd multilayers in epitaxial deposition,23 but not yet been reported
in homoepitaxial deposition. Further, there exists indirect evidence for intercon-
nected void-like space in experiments involving the room temperature heteroepitaxial
deposition of Rh on a Ag substrate. These two metals are immiscible. Nevertheless,
after this bilayer was heated to 400°K Ag was found on top of the Rh layer.24There
is a great need for further research in this area to characterize the structure of
homoepitaxial metal films formed on a substrate to which the film atoms bond
strongly, at temperatures below the T1 of Movchan and Demchishin (see Chapter
II) and in ultra high vacuum chambers (�10�10 Torr).

2.2. Line and planar defects.

Impurities, unclean areas on the substrate surface, and dislocations in the
substrate that intersect the substrate surface and have a component of their
Burger’s vectors normal to the surface greatly facilitate the production of stacking
faults and other defects in the non-energetic, homoepitaxial deposition of semi-
conductors and metals. This subject is discussed in detail in many reviews,33 is the
subject of an ongoing series of publications34 and will not be considered here.
Low-energy deposition of Si� ions can yield defects118 as already noted in MD
simulations. Dislocation loops have been observed at the end of the range of high
energy ion-bombarded Si due to the condensation of interstitials. The presence of
impurities makes this process more likely. Also, it is important to note that stack-
ing faults that originate from impurities or unclean substrate surfaces appear for
any surface orientation.

In the first edition of this book it was conjectured that the origin of 
the stacking faults in deposition onto clean and defect-free (111) or equivalent
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plane* is the existence of two sets of sites at which adatoms sense local minima in
the potential energy. One set of these sites corresponds to the normal stacking of
(111) planes for the crystal structure. The other set of sites corresponds to the stack-
ing of similar planes of atoms but one for a different crystal structure (e.g. hexagonal-
close-packed (hcp) stacking versus fcc stacking of close-packed planes of metals).
Although the energy associated with these two sets of sites are not the same, still
the difference in this energy is small enough to not make one set so favored that all
adatoms on the (111) surface always occupy this set of sites. Although this conjec-
ture seems not to have been accepted in the literature, just before this revision was
written a paper appeared119 that provides the first evidence for its validity.

This “proof ” is based on the agreement between experiment and a quan-
titative theory governing the formation of the intrinsic adatom clusters in positions
of stacking faults, in the absence of adjustable parameters.119These observations
consist of STM measurements of the ratio of the number of fault adatom islands to
non-fault islands with the island identification determined by the orientation of the
islands’perimeter. This ratio was measured as a function of deposition temperature
and incident flux of Ir atoms. The identification method was verified by supple-
mental measurements of the tunneling STM tip currents through such islands and
the different heights of such islands above the substrate.120The reader is referred
to the original paper119 for a detailed explanation of the theoretical models used to
evaluate the numbers of stacking fault islands and non-fault islands. The figure
that compares theory and experiment is given in Appendix 2 along with a brief
description of the theory.

For a full appreciation of the concept governing the observation of fault
islands in this experimental setup the reader is referred to the original article. Suffice
it to say that kinetic considerations govern the appearance of the fault islands as is
apparent from the dependence of this probability of observation on temperature and
rate of deposition and that at each deposition temperature island clusters smaller
than a critical size are mobile while those larger than this size are not mobile.
Further, from the agreement between theory and experiment it is reasonable to
conclude that fault islands are produced during MBE deposition onto (111) planes
by occupation of the set of sites corresponding to a stacking fault in the fcc lattice
in the absence of catalysts (e.g. impurities, defects) tending to direct such occupa-
tion. It is apparent from Figure 3.A2 in Appendix 2 that there is a deposition tem-
perature above which fault islands do not appear during deposition and, hence,
stacking faults will not be produced via this homogeneous nucleation procedure
above this transition deposition temperature (a homologous temperature of 0.23 in
Figure 3.A2). This writer believes that such homogeneous nucleation of stacking
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faults during deposition onto (111) and basal planes exists not only for fcc and hcp
metals, but also for semiconductors with the diamond cubic, sphalerite and wurtzite
structures. This is not to say that other origins for stacking fault production do not
exist. However, the homogeneous nucleation origin of stacking faults is universal
to the crystal structures that satisfy its requirements, whereas the heterogeneous
nucleation, extrinsic origin is specific to the particular deposition situation (i.e.
impurities present, defects in the substrate, hyperthermal beams forming defects,
etc.) and is not necessarily limited to deposition onto a (111) or (00.1) basal plane.

Given the above knowledge let us now consider the literature. Clean dep-
osition onto Cu(111) at and above a homologous temperature of 0.21 did not reveal
adatom islands in fault sites.121However, this homologous temperature is at the tail
end of the probability distribution shown in Figure 3.A2 where the ratio of fault
island population to non-fault island population is 0.02. Fault islands were found
in this study on terraces of (111) planes slightly off the normal to the film plane.
The authors attributed their formation to strain along the terraces between the steps.
These observations do not invalidate the theory of homogeneous nucleation of the
fault islands proposed in Ref. [119].

In normal MBE deposition of homoepitaxial Si onto substrates that do
not have dislocation intersections at the substrate surface, stacking faults are not
found in films deposited at temperatures above about 700°. In MBE deposition onto
Si(100) no stacking faults are found even in films deposited at much lower tem-
peratures (100°C).28 However, deposition onto Si(111) at lower deposition tem-
peratures (i.e. less than about 450°C (homologous temperature of 0.43)) but above
the temperature at which amorphous films are formed (homologous temperature
of 0.34) results in the formation of stacking faults and extended defects.27 The
transition temperature below which stacking faults are produced and above which
stacking fault free films are deposited seems to be a function of deposition rate.
The slower is this rate the lower is this transition temperature. Although this homol-
ogous temperature is higher than that for metals noted above (0.23) the behavior
described is the same as that described for metals.

Recent belief is that these faults stem from the 7� 7 reconstruction on
Si(111) for which one-half the unit cell consists of a stacking fault which can be
inherited by the bulk during growth. However, the observations of intrinsic stack-
ing fault formation on (111) in diamond and GaAs, which have different recon-
struction patterns as noted below, place this conjecture in doubt. Further, argument
against this conjecture follows from the data given in Gossmann39 and Weir et al.27

concerning the reordering of surface reconstructions. These reorderings take place
at about 100°C lower than the transition temperature between amorphous and epi-
taxial deposition for both the {100} and {111} surfaces of Si. Reordering of the
surface reconstruction allows the deposition to reproduce the substrate crystal lat-
tice, i.e. when the adatom becomes subsurface the reordering of the reconstruction
causes this adatom to end up on a bulk crystal lattice site.
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Stacking faults and twins are ubiquitous in the homoepitaxial CVD of
{111}diamond, but are absent in such deposition of {001}diamond.29 As already
noted, stacking faults that originate from impurities or unclean substrate surfaces
appear for any surface orientation. Hence, it is likely that the defects observed in
the {111}diamond CVD arise from an intrinsic source during deposition. Using the
homologous temperature corresponding to the freezing-in temperature calculated
above for Si (0.43) we obtain that the corresponding freezing-in temperature for
stacking faults in diamond is predicted to be about 1564°C, i.e. this is a hypothetical
temperature because graphite is produced above about 1200°C in this deposition
process. The much larger temperature window in which these faults are observable
in diamond compared to Si is a consequence of the much lower homologous tem-
perature for the amorphous to crystalline transition in diamond, as compared to Si,
i.e. about 0.25 versus 0.34. Finally, it should be mentioned that the reconstruction
pattern of C(111) in the diamond structure is 2� 1 and not 7� 7.122

Stacking faults and twins have been observed also in the homoepitaxial
deposition of GaAs(1

–
1
–
1
–
) at a substrate temperature of 500°C30 and 565°C,31a,bbut

not in the equivalent deposition onto GaAs(100).32 Further, it has been reported
that the twin density is significantly reduced on deposition onto GaAs(1

–
1
–
1
–
) when

the deposition temperature is above 600°C.30,31b The transition between step
migration and RHEED oscillation deposition modes occurs between 550 and
600°C for GaAs. Further, the reconstructions of the GaAs(111) do not include the
7 � 7 but do include the 2� 2 and �19

––
� �19

––
.123 That stacking faults and twins

are formed in the RHEED oscillatory temperature regime on a GaAs(1
–
1
–
1
–
) sur-

face, but not in the step flow regime, and that deposition on GaAs(001) in the
RHEED oscillatory regime does not produce these defects are facts that are con-
sistent with the hypothesis that these defects are produced by growth faults ema-
nating from differently oriented clusters on a given (1

–
1
–
1
–
) terrace.

It is apparent that much remains to be done before the origin of intrinsic
stacking faults is securely established. Among the questions that need answers are:
why is the homologous transition temperature separating stacking fault deposition
from stacking fault-free deposition different for semiconductors and metals? how
do the parameters that affect the probability of stacking fault nucleation vary
between (111) surfaces that are ledge free and (111) surfaces between steps? will
deposition at homologous temperatures much below 0.23 on Cu(111) and other
metal(111) surfaces yield stacking fault island clusters, as required by the theory?

After the coverage during deposition approaches unity so that fcc and hcp
clusters contact then a self-healing process occurs in which the fcc clusters grow at
the expense of the hcp clusters.124For sufficiently high deposition temperatures this
self-healing process can lead to the removal of nearly all the hcp clusters during dep-
osition. Those stacking faults that are not removed during deposition may be removed
by higher temperature annealing. Studies of the removal of twins and stacking
faults from bulk metals38 suggest that this process occurs at rates equivalent to that
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associated with grain boundary migration. If this turns out to be a valid suggestion
then the lowest homologous temperature for the annealing-out of any stacking faults
and twins produced in homoepitaxial deposition would be between 0.15 and 0.25,
i.e. in the neighborhood of the temperature above which fault clusters do not form
on deposition.

3. Defects in pseudomorphic films.

3.1. Coherent (commensurate) pseudomorphic films.

In the small misfit class we can expect the unit cell structure in the crys-
tal planes of film and substrate that adjoin the common interface to be the same or
that for the film to be deformable to the unit cell structure of the substrate. Further,
the lattice parameters of the epilayer unit cell and substrate unit cell will be the
same initially, as film deposition proceeds from the thinnest layer. The film having
this characteristic is called pseudomorphic. It has a coherent (commensurate) inter-
face with the substrate. The principle that governs deposition at this stage was first
enunciated by Frank and van der Merwe.40 It is that thermodynamics controls to
produce the equilibrium, minimum free energy, configuration of the substrate/film
system. (The statement that the pseudomorphic film/substrate system is in its lowest
free energy configuration at film thicknesses less than the critical thickness is not
strictly true because it neglects a modifying restriction. The latter is that the temper-
ature is low enough that atomic diffusion cannot occur.) Since any non-zero misfit
introduces strain energy into the pseudomorphic film, which increases with increase
in the thickness of the film, whereas the interface energy between a non-strained
film and substrate is independent of the film thickness, it is apparent that there will
be a critical thickness below which the pseudomorphically strained film configu-
ration will have the lower free energy, but above it the strain-relaxed film, separated
from the substrate by a discommensurate interface having excess energy, will have
the lower free energy. We shall consider the commensurate–discommensurate tran-
sition in a later subsection.

There are two classes of pseudomorphic films. One consists of stable
crystal structures that may or may not be strained. Metastable phases, which also
may or may not be elastically strained, comprise the second class.

What types of defects can develop in these films in addition to those
found or expected in homoepitaxial films? One type of defect in pseudomorphic
superlattice films consists of a diffuseness of the interface between layers, or rows,
or between the substrate and the adjacent layer. Another type of defect in solid
solutions involves deviation from the desired atom distribution in the solid solu-
tion layers. Usually this desired distribution is a random one. A third type of defect
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relates to the distribution of elastic strain in each layer. Usually the desired distri-
bution is to have the elastic strain the same throughout a given layer. In this case,
static or dynamic perturbations that may cause the strain to have a non-uniform
distribution are undesired defects. Finally, it is usually desired for the interfaces to
be strictly planar and then any deviation from such planarity must also be consid-
ered to be a defect.

3.1.1. Interfacial defects.

An observation of Rowland and Gilmer,11 who performed an MD simula-
tion study of atom dynamics during deposition, is significant to note at this point.
They found that adatom exchange with vacant sites in the first two subsurface lay-
ers contributed to the “observed” adatom diffusivity in the RHEED oscillation
deposition regime. This observation suggests that there is sufficient mobility at
interfaces between pseudomorphic films and substrates deposited in the RHEED
oscillation temperature regime, when they are within three monolayers of the sur-
face, to produce diffuse interfaces should the free energy decrease thereby. There
are at least three possible reasons for the free energy to decrease in the transition
from a sharp to a diffuse interface. One is if this process increases the entropy of
mixing negative contribution to the free energy more than any positive increase
due to the enthalpy of mixing. Another is a decrease in the enthalpy due to a
decrease in the interface stress on atom interchange across interfaces.41The third is
a decrease in the free energy due to Gibbs adsorption when the interface is within
three monolayers of the surface.

Evidence for mixing that yields diffuse interfaces as a consequence of the
third driving force has been found by Matsuhata et al.42They found that intermix-
ing occurred at Ge/Si interfaces when Si was the overlayer, but did not occur when
Si was the underlayer. It was stated that this intermixing was occasioned by the
tendency for Ge to occupy surface sites due to its lower surface energy as compared
to Si. This statement is probably correct in that the free energy would be increased
by exchange of a surface Ge atom on a Si sublayer with a Si atom even though this
exchange would lower the free energy per unit volume of the Si layer, because the
free energy of the system would be increased by replacement of the surface Ge
atom by a Si atom. This interfacial mixing defect is also likely to occur in the ter-
race migration growth regime above the upper critical temperature for RHEED
oscillations. There is a small temperature window in this regime where bulk diffu-
sion will not occur in semiconductor systems. Matsuhata et al.42 observed that
these Si/Ge superlattices were not homogeneously strained. Similar effects possi-
bly due to intermixing at the interfaces of different composition layers have also
been reported in the InAlAs/InP system.43Another manifestation of interface mix-
ing has been found by Tromp et al.,41 who suggested that decrease in the interface
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stress by atom interchange at the interface acts to drive such interchange. Evidence
has also been found for mixing at compound semiconductor interfaces via scan-
ning tunnelling spectroscopy.44 The driving force for this mixing is not known, 
but it may involve a combination of all three listed above. Defects at the interfaces
of tilt superlattices will be more significant than in planar superlattices because 
of the much higher ratio of interface area to volume of the superlattice rod 
morphology.

Another interfacial defect may occur in multilayers, whether they are
pseudomorphic or not. This defect is that of interface roughness. One obvious source
of this roughness is due to the deposition temperature being in zone 1 as described
in Chapter 2 and Table 2.1.

3.1.2. Defects in pseudomorphic solid solutions.

The use of a substrate producing a coherent interface with a metastable
solid solution and lattice parameter matched to it will stabilize the latter if the
decrement in interface energy associated with the stable phase mixture on this sub-
strate exceeds the increment in the volume free energy.47,66However, if the com-
position and substrate temperature are within the spinodal limits then spinodal
decomposition may occur. Also, the critical temperature for the miscibility gap
may be higher in thin films than in bulk due to the loss of the coherency stress
component normal to the film plane for spinodal wavelengths exceeding the film
thickness. Evidence for spinodal decomposition in such films has been found by
many investigators.45 For example, InGaAs and InGaAsP solid solutions decom-
pose spinodally via adatom diffusion during deposition onto an InP substrate.
These solutions are metastable with respect to phase separation,46 and are above
the miscibility gap critical temperature for spinodal decomposition in bulk sam-
ples,47 but not necessarily in thin films. An extended discussion of the bases for
calculation of phase diagrams in ternary and quaternary semiconductor systems is
given in Stringfellow’s book.47The theory of spinodal decomposition in thin films
has been considered by Bruinsma and Zangwill.64

Evidence for composition fluctuations in the presumably stable solid
solution range of compositionsin these semiconductor alloys which have positive
enthalpies of mixing has been deduced by Cherng et al.48They found that the half-
width of a low temperature photoluminescence peak induced in these alloys, nor-
malized by the composition dependence of the band gap, correlated with the ratio
of the miscibility gap critical temperature to the growth temperature. In particular,
as shown in Figure 4.2, the closer is the deposition temperature to the miscibility
gap critical temperature (from above) the broader is the normalized PL half-width.
Such composition fluctuations have been studied by Warren,49 who developed the
X-ray diffuse scattering technique of measuring short-range order in solutions, and
his students50 since the 1950s in metallic solid solutions. A caveat, however, to the

110 IV-Epitaxial Structures



conclusion that these fluctuations are in the stable composition range follows from
the discussion in the preceding paragraph.

No indications of either spinodal decomposition or clustering have been
found in Si1�XGeX solid solution thin films to date. The driving force for clustering,
the positive enthalpy of mixing, at X� 0.5 is calculated to equal 0.013 eV/atom
using the delta lattice parameter model.51This force is about one-half of that found
to produce spinodal decomposition in InGaAs. The critical temperature for the
Si1�XGeX solid solution should then be about one-half of that for InGaAs and if the
deposition temperature is the same for both systems then according to Figure 4.2 no
clustering or spinodal decomposition would be observed in the former solid solutions.

Long-range ordering has been observed in InGaAsP52 and SiGe53 solid
solutions deposited on (100) substrate surfaces yielding CuPt type {111} arrange-
ments. The similarity between the ordering in these two systems does not seem to
have been remarked upon before. The explanation for the ordering seems to be the
same for the two solid solutions. In particular, the formation of surface dimers leads
to the production of regions of alternate sites subject to tension and compression,54

as illustrated schematically in Figure 4.3. The local free energy would be lowered
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when these sites are occupied by atoms that are bigger and smaller, respectively,
than by random occupation of these sites. Hence, there is a bias for these sites to
be occupied in the suggested ordered fashion. Such occupation leads to selective
occupation of the {111} plane that contains the�110	 direction that is normal to
the direction of the dimer row, e.g. suppose the dimer row is oriented parallel to
[1
–
10] and the surface normal is [001], then the plane containing mainly one type

species only will be (1
–
11). In SiGe we have alternate Si and Ge (1

–
11) planes. In

InGaAsP these planes are alternately In, As, Ga and P. These long-range ordered
solutions are not the thermodynamically stable solutions for the semiconductor
alloys. Rather, they are metastable because the substrate temperature is too low to
allow for bulk diffusion, whereas in the RHEED oscillatory regime diffusive inter-
change can occur between the surface and the next two subsurface layers allowing
for the thermodynamically biased siting of the several species. This thermody-
namic bias has its origin in the local stresses introduced by dimerization of the
{100} surface in these semiconductors. In the absence of such dimerization (i.e.
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Figure 4.3.(a) Cross-section of the (100) 2� 1 surface, projected onto a (110) plane.
Surface dimers are at the top. Large solid circles correspond to sites under compressive
stress and large open circles to sites under tensile stress. (Dimer sites are also shown as
large open circles.) (b) After growth of one double layer showing CuPt ordering along
(111) planes. Figure is for growth of SiGe. For InAsGaP insert anion planes at position of
dashed lines. In the latter case the larger cations and anions fill the tension regions and the
smaller ones the compressive region.



for a 1� 1 surface) no long-range ordering takes place. Indeed, the calculated
enthalpy of the ordered bulk phase is higher than that of the random disordered
bulk phase.55 Incidentally, spinodal decomposition may occur simultaneously with
the long-range order and thereby enhance the resistance to degradation of the opti-
cal properties of these solutions.56

Other variants of ordered structures, which are more stable than the random
solid solutions, have been observed. In particular, evidence for the presence of the
L10 (CuAu)57 and the E11 (chalcopyrite)57 in equiatomic III–V pseudobinary alloys
has been published. Also, at the GaAs0.25Sb0.75 composition the ordered array of
L13 has been found57 with GaSb and a 50/50 mixture of GaAs and GaAs/GaSb
forming alternate monolayers along the�100	 directions. For GaAs0.5Sb0.5 the
L12 structure was found.58 In all cases, the ordering is brought about not by diffu-
sion in the bulk, but at the surface during deposition.

For all the defects considered above the diffusion length for the adatoms
required to produce them was small, in the order of the spinodal wavelength or
smaller. However, when the driving force for adatom migration is large and the
mobility is also large, it should be possible to accomplish phase separation as a
surface process during deposition of the film. This was shown by Adams et al.59

who produced such phase separation in films of Al-Ge into fcc Al and dc Ge at a
substrate temperature where volume diffusion was nil. Atzmon et al.60anoted that
this process is analogous to the process of eutectoid decomposition of a metastable
solid solution via diffusion along the interface between the product eutectoid and
the parent metastable solid solution, originally suggested by Turnbull60band treated
theoretically by Cahn.60c In the present case, the film is the product and the 
as-deposited randomly distributed adatom layer is the parent.

In the above we have considered only semiconductor pseudomorphic mate-
rials. However, pseudomorphic metallic and insulating materials are also of interest.
In particular, the production of three-dimensional integrated circuits requires the
epitaxial deposition of conductor (usually metallic) and insulating materials on
semiconductor material and vice versa. Thus, there has been a recent spate of activ-
ity in this field.61 Practically nothing has been published concerning the defect
structure in such films. However, it is possible to use our knowledge base to surmise
the defects likely to be found in these films. In particular, pseudomorphic films
should contain the same faults found in homoepitaxial films of the same materials.
Further, films deposited in the temperature range where RHEED oscillations occur
should contain diffuse interfaces and misfit dislocations should appear in metal
films just above the critical thickness, but much above the critical thickness in
insulating films.

We should remark upon a phenomenon that can affect the formation of a
pseudomorphic film and even prevent it when superficial analysis would lead to a
prediction that the pseudomorphic film would be formed. The phenomonon is the
production of a compound between the adatoms and the substrate material which
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forms a thin interlayer separating the substrate from the remainder of the deposit.
A case in point is the deposition of Pd on GaAs(100). The lattice parameter of fcc
Pd is 3.8902. The lattice parameter of GaAs is 5.653, which when divided by 
�2
–

equals 3.997. Thus, there is a 2.7% misfit for (100)[100]Pd/(001)[11
–
0]GaAs.

However, what is formed on deposition of Pd onto GaAs at a substrate temperature
less than 80°C is a 9 nm thick layer of a PdXGaAs compound.62 Despite the fact
that the adatom diffusion length for Pd on Pd is 0.4 nm at N

~
� 1 monolayer/s, Pd

and/or GaAs seem to have diffused an appreciably longer distance during the dep-
osition period. One possible explanation for this result is that the heat released on
contact of a Pd atom with GaAs is sufficient to raise the temperature locally to
allow for interdiffusion of these species in a process that tends to lower the free
energy, another is that Pd may be a fast interstitial diffuser in GaAs and PdXGaAs
and the production of a pseudomorphic epilayer of Pd on GaAs(100) would
require deposition and observation at a suitable temperature. Pseudomorphic films
are required for Schottky contacts to minimize interface defect states. Hence, the
above considerations suggest that it is desirable to use phase mixtures that are ther-
modynamically stable as metal/semiconductor contact materials.

In the present subsection we have considered the defects formed in pseudo-
morphic solid solutions. However, the same defects would form in these solid
solutions on deposition in the RHEED oscillatory regime even if the film is not
pseudomorphic with the substrate. These defects are not affected by the commen-
surateness of the film/substrate interface.

A consequence of either spinodal decomposition or non-uniform distri-
bution of constituents along an interface is the presence of local (non-uniform)
elastic strains in the film. Evidence for such strains has been reported in many of
the papers cited in this section. These strains can be detrimental or beneficial to
properties, dependent on the application.

Summarizing, we have found that the adatom mobility that exists in the
RHEED oscillatory temperature regime brings about redistribution of constituents
under the influence of various driving forces. This redistribution of constituents
produces diffuse interfaces, clustering of solute, spinodal decomposition, metastable
long-range order, phase separation and non-uniform strain in pseudomorphic films.

3.2. Pseudomorphically stabilized metastable 
crystal structures.

In this section we investigate the pseudomorphic stabilization of metastable
crystal structures. As an example, the stable crystal structure of Ni is fcc. Yet it has
been found possible to produce thin films of body-centered-cubic (bcc) Ni by dep-
osition onto (001)Fe(bcc).63 The number of papers concerned with the pseudo-
morphic stabilization of metastable structures has begun to increase at an accelerating
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rate since 1990. Scientists have become aware of the possibility of synthesizing
new materials with useful properties that this process confers. The theory of pseudo-
morphicstabilization is simple. By providing a metastable film/substrate interface
with no excess energy, the free energy of a thin metastable film/substrate system
can be less than that for the stable film/substrate system, because the excess energy
of the latter interface exceeds the difference in bulk energy between the two crystal
structures of the film material. Since the latter increases with film thickness there will
be a critical thickness at which there will be a driving force to convert the metastable
structure to a more stable structure or mixture of phases. The theory governing this
transition has been considered in detail by Bruinsma and Zangwill.64

All the defects present in homoepitaxial and heteroepitaxial films and
discussed above are also expected to be present in pseudomorphically stabilized
films. Since defects may be sites for heterogeneous nucleation of the stable struc-
ture their absence from metastable pseudomorphic films is necessary to prolong
the metastability beyond the thermodynamically defined critical thickness. We
will consider such critical thicknesses for elastically strained films in the next sec-
tion. Let us now consider critical thicknesses for various possible transitions from
metastable to more stable structures.

The simplest phase transition is from one crystal structure to another with-
out a change in composition. Even for a supersaturated alloy, this transition to a
metastable phase of the same composition, but intermediate in stability between the
starting phase and the thermodynamically stable mixture of phases, may be the fastest
route along the path to a more stable system. For this case and the assumption that the
substrate and starting pseudomorphic metastable film are perfectly lattice matched
(i.e. zero strain energy in the film) the critical thickness below which the pseudomor-
phic film/substrate system will be in their thermodynamically stable state is given by

h* � [(�
 � ��) � (�
/S � ��/S)]/�G�:


where 
 and � denote the product and parent phases, respectively, �G�:
 is the
free energy difference per unit volume between parent and product phases, �i are
the surface energies and �i/S are the film/substrate interface energies. Obviously,
the parameters in this equation depend on the film and substrate materials and ori-
entations. Nevertheless, it is possible to obtain a rough estimate for h*, based on
the approximations that �
 � �� and ��/S � 0. Since �
/S is in the order of a grain
boundary energy, i.e. �
/S � 0.5 J/m2, we find that the pseudomorphic metastable
film/substrate system will become thermodynamically unstable when for film
thicknesses of 100 and 1000 Å the �G�:
 values exceed 50 and 5 J/cm3, respec-
tively. These values limit the possible candidates for metastable structures that may
be pseudomorphically stabilized in useful thicknesses of films.

Pseudomorphically stabilized metal films have been explored recently
because it has been possible to develop unusual properties in them. For example,
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perpendicular magnetic anisotropy with a square hysteresis loop has been devel-
oped in very thin fcc Fe films65 at room temperature. Since these films are quite
thin (�7 monolayers on (100)Cu and�3 monolayers on (111)Au) the diffuseness
of the interfaces of such films can exert a significant effect on this property. This
effect has yet to be explored. Incidentally, the smaller critical thickness for fcc Fe
on Au as compared to fcc Fe on Cu is a consequence of the greater difference in
lattice parameter for the former combination which acts to induce more strain
energy into the former pseudomorphic film, i.e. inside the square brackets in the
above equation for h* there should be a term to account for the strain energy of the
pseudomorphic film.

In addition to the transition to the stable structure, pseudomorphically
stabilized films may also be subject simultaneously to phase separation. For exam-
ple, the 
-Sn1�XGeX system was considered as a candidate metastable system for
pseudomorphic stabilization66 because calculations had revealed that composi-
tions in the range 0.25� X � 0.75 should yield direct band gap semiconductors.
These investigators found that phase separation occurred for X	 0.1 into 
-Sn
and Ge, but not for smaller X. According to the calculations of these investigators
this dividing composition corresponds to a driving force for phase separation of
about 0.06 eV/atom, which is higher than the value of 0.03 eV/atom found to pro-
duce spinodal decomposition in the InGaAs metastable solid solution reported in
section 3.1.2. Since the driving force increases with X up to X� 0.5 it seems
unlikely that under conditions of adatom mobility applicable for X� 0.1 that
decomposition during deposition can be prevented for 0.1� X � 0.9. Thus, if the
desired 
-Sn1�XGeX solution is to be obtained in the desired composition range
some way of depositing a crystalline covalently bonded film in the absence of
adatom mobility will need to be used. Incidentally, despite the instability with
respect to phase separation noted in this system, the metastable crystal structure
was pseudomorphically stabilized for many of the conditions investigated by these
authors.66 Further, others126 have found means of pseudomorphically stabilizing
SnGe for XSn � 0.26 and also pure Sn127 in the diamond cubic structure.

Pseudomorphic stabilization of metastable phases may also be achieved
in A/B type multilayers (i.e. in A/B multilayers there is only one type of interface –
that between the A/B layers). Thompson et al.125 have used classical thermo-
dynamics as outlined in the equation above to devise a bilayer phase diagram for
this system and have explored this phase diagram for the Nb/Zr system.

3.3. Commensurate–discommensurate transition and 
misfit dislocations.

The transition thickness between the regime where the film is coherent
with the substrate and that where this coherence is no longer perfect (the interface
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contains an array of misfit dislocations) or does not exist, the commensurate–
discommensurate transition, is governed not by thermodynamics, but by kinetic
considerations. Either efficient misfit dislocations that lie and have Burgers vector
in the interface plane, or inefficient misfit dislocation segments that lie in and have
a component of their Burgers vector lying out of the interface plane, or both, are
nucleated at the commensurate–discommensurate transition. The inefficient mis-
fit dislocation segments are connected to threading dislocations that intersect the
film surface. Both types form to decrease the misfit strain [{a(substrate) �

a(film)}/a(film)], where “a” is the unstrained lattice parameter in the film. The
ease of nucleation of such dislocations in metals allows the transition thickness to
approximate that predicted by thermodynamics. However, the difficulty of such
nucleation in semiconductors causes the observed transition thickness to be much
larger than that predicted by thermodynamics.

There are two different configuration states that misfit dislocations can
approach. One is the thermodynamic stable state and the other is a metastable state
that is kinetically reachable in thin films. The former endpoint has been treated by
van der Merwe68 while the latter by Matthews and Blakeslee.69The former considers
efficient misfit dislocations and the latter inefficient ones.

All misfit dislocations act to reduce the total free energy of the pseudo-
morphic film/substrate system above the transition epilayer thickness. As mentioned
previously, for a given epilayer elastic strain, the corresponding strain energy per
unit area increases with film thickness. Misfit dislocations act to reduce the elas-
tic strain in the film and thereby reduce the elastic strain energy. However, each
dislocation has an excess energy itself and the total free energy per unit area
increases with increase in the density of the misfit dislocations. Since the latter is
proportional to the decrement between the misfit strain and the film’s elastic strain
the equilibrium state can be obtained by minimizing the total free energy with respect
to the elastic strain. The critical film thickness corresponding to this thermodynamic
equilibrium state is then obtained by setting the elastic strain equal to the misfit
strain in the resulting equation (i.e. at this condition there are no misfit dislocations
in the film).

Misfit dislocations can be nucleated in a variety of ways. The reaction path
involving the smallest barrier to nucleation and glide or climb will determine the
type of misfit dislocations that are produced for a given film/substrate material
system. Most heteroepitaxial films involving small misfit are relatively strongly
bonded to their substrates. In this case, growth proceeds initially via the layer-
by-layer mode before switching to the island mode. In the latter mode, a network of
efficient misfit dislocations is left behind upon the initial coalescence of the island
bases.70 If the islands are thick before base coalescence, and if there is any misori-
entation of the islands, then further coalescence can lead to the generation of a
high dislocation density at the island junctions. If the island thickness normal to
the substrate is smaller than the critical thickness then the residual misfit strain in
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the film when the latter thickness is reached may be large enough to drive thread-
ing dislocations into and through the epilayer. If the growth mode is layer-by-layer
until the critical thickness is reached then the residual strain is sufficient to gener-
ate and move misfit dislocations into the epilayer. At low enough temperatures, the
dislocation motion will be by glide. Misfit dislocation generation and glide will
occur until the residual stress driving the dislocations equals the frictional stress
opposing the dislocation motion yielding what is called the constrained equilib-
rium endpoint.71At high enough temperature, dislocation motion via glide or climb
continues with time, as an activated process, until the thermodynamic equilibrium
state is attained.

It is important to consider the possible time dependence of the misfit
strain relaxation process for semiconductor structures. One such model of the time
dependence72 leads to the stability diagram illustrated in Figure 4.4, which sepa-
rates the regime in which coherent (commensurate) films are deposited from that
in which misfit dislocations are generated during the normal time of an MBE
mode of film deposition for the case of SiGe on a Si(100) substrate. In this figure,
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the excess stress  is the difference between the stress arising from the misfit
strain and the stress that corresponds to the array of misfit dislocations that would
be generated by the misfit strain. The variable � is the shear modulus. The numbers
on the curves correspond to the reduction of strain by relaxation. This relaxation
proceeds initially by an increase in the density of misfit dislocations by multiplica-
tion from some undetermined background source density according to this model.

There have been many reviews73 describing misfit dislocation arrays in
various materials. We shall limit our discussion of them to the illustration of sev-
eral types of misfit dislocations. A micrograph showing a distribution of efficient
misfit dislocations is given in Figure 4.5.

For the case of SiGe/(001)Si it is found that at the typical growth temper-
ature of about 500°C, no misfit dislocations are introduced for lattice misfit less
than 1.8% in the absence of substrate dislocations, inclusions, oxygen and other
impurities.74 When the lattice misfit exceeds this value half-loops of dislocations
can be generated at the surface to produce misfit segments in the substrate/film
interface with attached threading segments that intersect the surface. Such misfit
dislocation segments terminating in threading dislocations that emanate from the
plane of the figure are shown in Figure 4.6.

Because dislocations are traps for electrons they are not desired in the
active regions of semiconductors. Hence, schemes have been developed to prevent
threading dislocation generation, or to prevent their motion into active areas of the
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Figure 4.5.Lattice image of CdTe epilayer on GaAs substrate illustrating Burgers 
circuit around a Lomer efficient misfit dislocation. Reproduced with permission from 
A.F. Schwartzman and R. Sinclair, J. Elect. Mater. 20, 805(1991).



epilayers, or to remove them. Appropriate substrate patterning can decrease the
density of misfit dislocations appreciably, either by limiting the lengthwise growth
of any misfit dislocations that may happen to nucleate, or by decreasing the actual
strain per unit volume of mesa for a given misfit,75 or by both. Superlattice layers76

and lattice parameter gradient buffer layers77 have also been used as threading dis-
location filters. It has been found that surfactant mediated epitaxial growth can
produce defect-free epilayers, except at the film/substrate interface, under appro-
priate conditions where normally the films would contain threading dislocations
throughout.78The latter is accomplished as a consequence of the surfactant acting
to change the growth mode from Stranski–Krastonov to layer-by-layer so as to
alter the type of misfit dislocations from efficient to inefficient and by modifying
the latter mode so that the first misfit dislocations consist of partial dislocations
that glide from the film surface to the film/substrate interface leaving behind
stacking faults that thread through the epilayer. But these stacking faults act as het-
erogeneous nucleation sites for the generation of complementary partial disloca-
tions that act to annihilate the initial partials to the extent of leaving full, but split,
dislocations at the film/substrate interface only. Low-energy ion beams have been
used to change growth from the island mode to the layer-by-layer mode with a con-
sequent reduction in epilayer dislocation density.8 Off-axis substrate orientations
have also been proposed to reduce threading dislocation density.79 There seems to
be no limit to the ingenuity devoted to achieve a desired commercial objective.
Fortunately, there also has been a concomitant gain in fundamental understanding
of these phenomena over the years.
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Figure 4.6.Short misfit dislocation segments after the onset of surface nucleation 
in GeSi/Si(001); change in contrast with diffraction conditions illustrates the edge
character of the dislocations ((a) g� 220; (b) g� 400). Reproduced with permission
from J. Washburn, E.P. Kvam and Z. Liliental-Weber, J. Elect. Mater. 20, 155(1991).



4. Heteroepitaxy between crystals of different
symmetry, bonding class or of large misfit.

The interface structure formed when there is a change of symmetry
between substrate and epilayer crystal structures or when the misfit is large
(	10%) has been the subject of recent intensive study. One hypothesis governing
the structure of the interface is that it represents the configuration of least free
energy for the constraints that may exist. It has not yet been possible to determine
the validity of this proposal. Neither is it easy to use to predict the nature of the
interface and epitaxial relationship between epilayer and substrate. Other hypothe-
ses have been proposed, which are not necessarily in contradiction to the one just
given, such as that of Zur and McGill,80 which, based on an O-lattice type of con-
struction at the interface, proposes that epitaxy should be expected when the den-
sity of coincident sites is high enough.

One of the factors that affects epitaxy is the relative bonding between epi-
layer and substrate atoms as compared to that between epilayer atoms themselves. If
the interface has weak bonding relative to the epilayer then it becomes energetically
favorable for the epitaxy to involve the presence of interface dislocations. On the
other hand strong interface bonding relative to that in the epilayer implies that the
more stable situation may involve a pseudomorphic, but elastically strained epilayer.
Indeed, these same considerations, in the case of small misfit, determine whether
misfit dislocations will be of the efficient kind or the inefficient kind, respectively.

It is worth considering at this point the possible effects of bonding type at
the interface on epitaxy. Metallic bonding is non-directional and is driven by the inter-
action between the valence electrons and the ion cores, which attempts to increase the
valence electron density, i.e. decrease the specific volume. The interface is a region
of excess volume. Hence, atoms at the interface in metallic bonding seek to occupy
sites that result in a decrease in the interface’s excess volume. With this brief back-
ground we can understand why the interface between metals will tend to have a high
coincidence of O-lattice sites. The latter types of sites are at the minima of periodic
potential wells on a substrate surface. A rigid epilayer having a high density of 
O-lattice coincident sites with the substrate at their interface will produce an interface
having a smaller excess volume and consequently a smaller excess energy than one
having a low density of such coincident sites. This concept is illustrated in Figure
4.7 using a one-dimensional model of the interface. We will see in the succeeding
subsection that this drive to decrease the excess volume of the interface determines
the epitaxial relation when the interface bonds are metallic.

Covalent bonds are directional. Thus, the positions of adatoms on sub-
strates are no longer determined by the tendency to decrease the excess volume at the
interface. Rather, they are determined by the hybridization of the interface covalent
bonds that yields the minimum energy. At this writing there does not appear to be
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any rule applicable to all such interfaces. From the calculations of Batra81 it is
known that the interface bonds between some metallic and covalent materials are
the covalent type.

4.1. Metal/metal epilayer/substrate systems.

van der Merwe82 has shown, based on a rigid lattice model and a peri-
odic substrate potential, for a (110) bcc substrate and a (111) fcc or a (0001) 
hcp epilayer, that the calculated interface energy exhibits minima at the
Nishiyama–Wassermann (N–W) {[2

–
11]fcc//[1

–
10]bcc or [01

–
1]fcc//[001]bcc} and the

Kurdjumov–Sachs (K–S) {[11
–
0]fcc//[11

–
1]bcc} orientation relations and only at

these relations, for certain values of the atomic radius ratio of epilayer to substrate
materials. The significance of these results, since the N–W and K–S are common
orientation relations found between parent and product in the fcc:bcc transfor-
mation, is that they support the hypothesis that the interface between heterostruc-
tures tends to be one that minimizes the free energy of the system. Further, these
minima in the interface energy occur at the atomic radius ratio that yields the same
spacing between atoms along the rows defined by the respective relations. The
geometric arrangement at the interface for these ideal relations consists of n epi-
layer atomic rows in the same distance as m substrate rows, with the atom spacings
along the rows being the same. The epilayer rows lie in troughs between substrate
atom rows and if the misfit along one of the rows is accounted for by misfit dislo-
cations (in a non-rigid, elastically strainable epilayer) then the atoms between the
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Figure 4.7.Illustrating the change in excess volume at interface between (a) coincident
lattice site density equal to lattice site planar density in interface and (b) coincident lattice
site density equal to zero.



dislocations and outside their cores are situated along coincident lattice sites at the
bottoms of the troughs.

van der Merwe and collaborators83 have calculated the effects of allowing
for homogeneous strains on complete coherence of an epimonolayer and substrate,
and for misfit dislocations. The results for these calculations are complicated
because they depend upon the relative bonding between epilayer and substrate as
compared to bonding within the epilayer. A stability diagram so calculated is
shown in Figure 4.8. In this figure the letter D represents the word, “dimensional”.
Hence, 1D means one-dimensional. As shown, there is a region where a pseudo-
morphic monolayer is the most stable configuration. This region occurs where 
the interface bonds are strong relative to the bonds in the epilayer (i.e. in the two
DC region). This is not an unrealistic result because multilayer assemblies, or
strained layer superlattices, can be deposited with only a few monolayers in each
epilayer.

Many observations of metal epilayers on metal substrates agree with the
specific predictions made by van der Merwe and with the more general consider-
ation based on minimization of the excess volume and excess interface energy. In
particular, for deposition under ultra clean conditions and at substrate temperatures
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where alloy formation does not occur, the N–W orientation has been found for a
monolayer of Be on W,84 for a thick epilayer of Cu on Nb85 and other systems, such
as Nb and Ta on Au,86 having the atomic radius ratio, r, between 0.894 and 0.963
(the latter is that for Pd on Nb87), for Pd on W84 (r � 1.004), for Pd on Mo88

(r � 1.009) and for r	 1.162, such as Fe on Ag,89 Fe on Au65 and rare earth metals
on Mo.90 Epilayer examples that exhibit the K–S relationship with substrates are
sparse. Those systems that have been reported (Cr on Cu(111),86 Fe on Cu(111),65b

thick Fe on Ni(111)91) also exhibit N–W orientations as well. The inverse N–W
relation has also been found for metal on metal systems. This orientation relation
is defined as (110)bcc//(100)fcc and [1

–
11]bcc//[011]fcc. Cr on Cu and W on Ni86exhibit

this relation, which has a similar geometric description for the atom configuration
at the interface as that given for the N–W and K–S relations. The other metal on
metal relation that this writer has found is one that exhibits almost perfect coinci-
dence of lattice sites at the interface – (100)[011]Cr//9(100)[001]Au86 and a simi-
lar one for Fe on Ag.92 In summary, the near totality of examples of metal/metal
epitaxial relationships correspond to the class where the density of coincident sites
is maximized, the excess interface volume is minimized and, consequently, the inter-
face energy is minimized.

4.2. Metal/semiconductor epilayer/substrate systems.

The rule we have just summarized in the previous subsection for metal/
metal epilayer/substrate systems does not appear to apply to metal/semiconductor
systems. For example, consider the cases of Al/Si and Ag/Si. Al and Ag have 
the same structure and nearly the same lattice parameter (4.049 and 4.0856,
respectively). Thus, if geometric factors alone were to control the epitaxy, they
should yield the same epitaxial relationships with the same substrate. However, 
Ag forms the following epitaxial relation on Si(100):93 Ag(111)�110	//Si(100)
�011	, while Al forms Al(011)[100]//Si(001)[110].94 On Si(111) they also form
different sets of epitaxial relations with one set in common (i.e. Ag(111)�110	//
Si(111)�110	 and Ag(111)�110	//Si(111)�114	:93 Al(111)�110	//Si(111)
�110	 and Al(100)�110	//Si(111)�110	).95 Thus, it is apparent that geo-
metric factors alone do not determine the epitaxial relations assumed by metal/
semiconductor epilayer/substrate systems. Directional bonding, due to the different
hybridizations formed between a given semiconductor surface and different metal
adatoms and vice versa may play the other significant role in determining epitaxy
between metals and semiconductors if the bonding calculations of Batra81 repre-
sent reality.

Geometry must affect the epitaxy of metal/semiconductor systems because
experiment validates the predictions of a rigid lattice model using a periodic potential
for the effect of the substrate surface on the energy of a rigid adatom monolayer.94
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In particular, this model predicts two relative orientations at which an Al(011)plane
will have minimum energy on a Si(100) substrate: Al[100]//Si[011] and Al[100]
18.9° from Si[011]. These epitaxial relations were confirmed experimentally, as
was the prediction that the former is more stable than the latter.

Lattice imaging of the interface formed between Al(111) and Si(111)
shows that the interface is stepped, and the terraces between steps have a fair density
of broken bonds in a periodic array (one every four Al atoms in a�110	 direc-
tion), although the remainder of the bonds along the terrace may be coherent95 (i.e.
the interface along the terrace is discommensurate). For such cases of large misfit
(i.e. 33%) it has been suggested that the ultimate epitaxial relation assumed in a
thick film may be determined by that with the least excess energy associated with
the misfit dislocations. It will not be a simple matter to develop predictions for epi-
taxial relations between metals and semiconductors. The geometric relations
applicable to metal/metal systems can only provide potential epitaxial relation-
ships, which may or may not satisfy bonding requirements in the other classes of
heteroepitaxial systems.

One approach towards obtaining a desired epitaxial orientation of a par-
ticular metal on a particular semiconductor substrate has involved a combination
of a phenomenological approach with that involving a principle. In particular, it
has been noted that the epitaxial relation that results depends upon substrate sur-
face reconstruction and temperature. Hence, for a given substrate, a list of epitax-
ial relations has been developed from experiment for various metals. Then, if it is
desired to produce a particular epitaxial relation for a given metal not in the list,
use is made of the list to choose another metal which can act simultaneously as a
substrate for the given metal and an epilayer of the semiconductor substrate to pro-
duce the desired epitaxial relation of the given metal to the semiconductor sub-
strate. This technique has been termed the “template” method.96

4.3. Epitaxy at vicinal surfaces.

Tilting a Si(100) substrate surface a few degrees off the low index plane
serves the objective of eliminating inversion domain boundaries by converting
monoatomic steps to diatomic steps. This result has inspired the testing of the effect
of substrate misorientation on the epitaxy of other systems sometimes with good
results and other times with bad results.97 We shall investigate in some detail the
potential of a good result.

Hall et al.98 appear to have been the first to recognize that elastic strain,
in a precipitate within a solid phase, induced by misfit strain is reduced at interfaces
consisting of structural ledges. It is but a step to extend this concept to epilayers,
which was carried out by van der Merwe and Shiflet.99The dislocation character of
interfacial steps has been considered by Pond100 in a series of papers.
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Using a rigid lattice model, a periodic potential for the interaction of an
adatom (or interfacial atom) with the surface of the substrate, Shiflet and van der
Merwe101 calculated the energy of the interface between a fcc(111) oriented crystal
and a bcc(110) oriented crystal as a function of the atomic radius ratio of fcc/bcc
materials and as a function of azimuthal misorientation from the Nishiyama–
Wasserman orientation relation [2

–
11]fcc//[1

–
10]bcc, and for 4M� 1 by 4N� 1 atomic

rows in the interface. They found two orientations that yielded sharp minima in the
interface energy (i.e. the N–W and Kurdjumov–Sachs ([11

–
0]fcc//[111

–
1]bcc). Further,

the N–W orientation was favored for an atomic radius ratio of unity and exhibited two
minimum energy stepped interfaces one with steps normal to [1

–
10]bcc and the other

with steps normal to [001]bcc. The K–S orientation relation is favored for a radius ratio
(fcc/bcc) of 32/27. They further calculated the energy difference between a stepped
interface and a planar interface, now allowing for elastic strain and under the assump-
tions of a Poisson’s ratio of 1/3 for epilayer, substrate and interface material and equal
values of shear moduli for the former two materials, and 1/3 and 1/10 of this value for
the interface region along the N–W or K–S directions and normal to these directions,
respectively. They found that the stepped interface is energetically preferred to the
planar one at radius ratio values less than about unity for this particular epilayer–
substrate combination.

The following simple analysis, which neglects the energy associated with
the short-range strain in the epilayer at steps along the substrate surface, demon-
strates how long-range strain energy in the epilayer can be eliminated. Suppose
that n atomic rows in the epilayer match m atomic rows in the substrate along a
planar interface, where nde 	 mds and de,sare the distances between rows for epi-
layer and substrate, respectively. Rotation by an angle 
 will now allow this match-
ing to occur with a much smaller strain because the length along the tilted substrate
that corresponds to m atomic rows along the terraces now becomes mdssec
. 
For complete absence of long-range strain in the epilayer the following relation
must hold

There is an additional constraint for long-range strain in the epilayer to be absent,
which is that

where l, m, and n are integers and di is the spacing between atomic planes of the
substrate along the direction normal to the terrace plane.

Dodson et al.79 have suggested the first relation above with n � m. On 
the other hand, if we set l � 1, and n � m � 1 we then allow for one tilt misfit 

l nd di e� 
sin

n md de s� 
sec
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dislocation of Burgers vector equal to di and one misfit dislocation of Burgers vector
equal to de for each terrace step to obtain a set of relations for mand 
. The result is

cos
 � (ds/de)[m/(m � 1)]

sin 
 � (di/de)/(m � 1)

Applying the above relations to the case of GaAs on a Si(100) substrate we find no
solution for the Dodson et al. case of n � m, whereas setting n � m � 1 yields a
tilt angle of 3.35° about�110	 to produce an epilayer having zero long-range
strain. Yet observation117of the epilayer tilt angle for a vicinal surface having about
a 3.7° tilt about�110	 yields the result, 0.2°. How can this result be explained? The
answer is that deposition does not occur to yield the interface structure described
in Figure 4.9a, which corresponds to the model used above. Rather, bonding between
the epilayer and substrate along the terraces introduces short-range stresses that
tend to produce slip in the epilayer along planes that coincide with the steps and a
consequent reverse rotation of the epilayer segments between steps, but not all the
way to the horizontal, as illustrated in Figure 4.9b. The state corresponding to the
latter figure is that described by the geometric model of Aindow and Pond.102 It is
apparent that for the former model (corresponding to Figure 4.9a) to work in prac-
tice it is necessary for the substrate to be elastically soft with respect to the epilayer
or for bonding at the interface to be weak.

A system that supports the general argument presented above consists of
rare earth metals as epilayers on (211) bcc transition metal substrate surfaces.103 In
this system the first monolayers that form are pseudomorphic with the substrate,
have the (101

–
2) hcp plane parallel to the (211) bcc plane, and are strained. Upon
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Figure 4.9.Schematic illustrating stress-free epilayer (a) and stressed epilayer (b).



growth in thickness dislocations are generated between every second basal plane
with slip in the [1

–
010] direction, partial unbonding across the interface at the inter-

section of every other basal plane with the interface, and with a consequent rota-
tion of the epilayer with the latter described by the previous relations, but
applicable to the geometry described above and in Figure 4.10. The epitaxial rela-
tion shown in the figure is that after slip of every other basal plane and rotation of the
epilayer. The rotation is opposite to the sense described in going from Figure 4.9a
to 4.9b. Effectively, the slip process has produced a stepped (101

–
2) surface that

matches the (211) bcc surface at every 4th�110	 atom row spacing along the lat-
ter surface. In this case the predicted angles are observed for five rare earth metals
on three different bcc metal substrates. One facet of this system that may be useful
in a search for other tilt systems that can produce long-range stress-free epilayers
is that m and n are small, i.e. 4 versus 2. In the case of the GaAs/Si(100) system
the step free terrace length is 54 adjacent [002] rows. The bonding strength across
the interface along the terrace may have been exceeded in the former case and not
in the latter case. Perhaps, minimization of the across interface bonding between
steps may hinder the formation of a coherent interface and promote one corre-
sponding to that of the desired long-range stress-free epilayer directly on deposi-
tion of the first monolayer.

4.4. Theories of interphase interfaces.

Because direct calculations for the energy of an interphase interface is dif-
ficult (appropriate interatomic potentials between different elements have not yet
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been developed), a variety of theories has arisen all of which propose explicitly or
implicitly to provide a recipe for discovering the interface between two phases hav-
ing the minimum energy. All of these theories neglect the influence of bonding type
at the interface and to this extent we know that they cannot be general theories appli-
cable to all materials. These theories fall into several categories: matching models
and invariant line and plane models. Also, within such categories there are subcate-
gories of models. Descriptions of these models is outside the scope of this section
and the interested reader is referred to the original articles115and several reviews.116

4.5. Constraints on epitaxy due to symmetry.

Consider the case where the substrate plane and parallel film plane do not
have the same symmetry and there is matching of atoms along one characteristic
direction in each of film and substrate. If the substrate plane has higher symmetry
than the film plane parallel to it then it will not be possible to produce a single
crystal film on the substrate. This rule can be understood using the following
example. Suppose the film plane has no rotational symmetry (i.e. 1-fold rotational
symmetry) while the substrate plane has 4-fold rotational symmetry. Then the
direction in the film plane that matches a direction in the substrate plane has four
orientations in which it matches the latter. But since the film plane has only 1-fold
rotational symmetry there are then four azimuthal orientations of film grains
which can deposit onto the substrate with equal probability. Suppose the symme-
tries were reversed. In this case there are four equivalent directions in the film
plane that can orient parallel to one direction in the substrate plane. But the 4-fold
rotational symmetry in the film plane yields the same azimuthal crystal orienta-
tion, or a single crystal film. Stated briefly, to produce a single crystal film the
point symmetry group of the substrate surface must be a subgroup of that of the
film growth plane.

5. Graphoepitaxy.

Graphoepitaxy or “artificial epitaxy” refers to the case where epitaxial
relationships exist between epilayer and substrate in the absence of primary bond-
ing between these surfaces. The extreme case of such graphoepitaxy occurs when
the substrate is covered by a thin amorphous layer, yet the epilayer over the amor-
phous layer exhibits an epitaxial relationship with the underlying substrate crystal.
How can such a relationship be explained?

Most cases of graphoepitaxy occur when there is weak bonding between
epilayer and substrate. In this case, growth occurs via the island mode. Although it
has not been mentioned as yet, such islands tend to grow with faceted surfaces to
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minimize their free energy, because the surface energy is usually anisotropic and
has minima parallel to low index planes. Most substrate surfaces are not ideally
planar. Rather they consist of terraces and surface steps. The steps are usually
along low index directions. If the substrate surface plane has 3-fold rotational sym-
metry then the steps will mimic this rotational symmetry and there will be step
intersections where the angles between steps are either 60° or 120°. Similarly, on
substrate surfaces having either 2- or 4-fold rotational symmetry, the angle between
intersecting steps will be 90°. Heterogeneous nucleation of the islands will occur
preferentially at the step intersections on the substrate. The angles between steps
determine whether the islands that nucleate there have the corresponding rotational
symmetry. Thus, if the steps on a substrate surface are reproduced on the surface
of an amorphous overlayer, then the islands of the epilayer that either nucleate at,
or migrate to and align along step intersections and stay there will have a prefer-
ential orientation. If deposition is carried out such that these islands determine the
orientation of the resulting monocrystalline epilayer then graphoepitaxy of the epi-
layer on an amorphous substrate will have been achieved.

It is one thing to provide a possible explanation for a phenomenon. It is
another thing to provide a proof that the explanation is Nature’s mode for produc-
tion of the phenomenon. However, the phenomenon can be reproduced by follow-
ing the explanation’s recipe as shown by a variety of examples.104–106

Although it is not possible to prove that any particular case of deposition
of a monocrystalline film onto a substrate when the bonding between substrate and
epilayer is weak represents an example of graphoepitaxy, it seems very reasonable
to conclude that graphoepitaxy is likely to be responsible for any epitaxy that
exists when the density of coincident sites is low at the interface between epilayer
and substrate. There are numerous examples of epitaxy in the presence of large
misfit.107Among these are Cr, Fe, Co, Ni and Cu on NaCl,107many alkali halide films
on other alkali halide substrates108 and many, many others. It is interesting that
these cases of epitaxy have been produced under poor vacuum conditions when the
surface of the substrate is covered with at least a monolayer of adsorbed gas and
other impurities. Further, often the same epitaxy is observed when the substrate
surfaces are clean. A monolayer of adsorbed gas is usually sufficient to prevent
pseudomorphic contact between epilayer and substrate.

For many cases of epitaxy it has been discovered that the ultimate epitax-
ial relationship is not that for the original clusters deposited on the substrate, but is a
consequence of coalescence of migrating clusters to a new relationship.109This obser-
vation does not support the concept that this form of epitaxy is a consequence of
bonding between substrate and epilayer. On the other hand, it could easily be a con-
sequence of graphoepitaxy. Further, support for the anti-bonding origin of epitaxy
between weakly bonded substrate and epilayer is the existence of an epitaxial temper-
ature, above which monocrystalline layers could be formed and below which poly-
crystalline layers are formed. In the strong bonding regime and for clean substrate
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surfaces, monocrystalline layers are easily formed at and below room temperature.
A graphoepitaxial origin for the epitaxial temperature is reasonable inasmuch as
the translational and rotational mobility of clusters increases with temperature
while those clusters aligned along surface ledges are not likely to rotate as easily.

Given all of the above facts it is surprising that no scientist in this field
recognized that the origin of most of the epitaxial relationships did not involve
bonding between epilayer and substrate. Indeed, in Pashley’s historical review of
epitaxy in the 1975 book Epitaxial Growthedited by J.W. Matthews in discussing
Distler et al.’s110 1968 observations of oriented nuclei on amorphous carbon over-
layers on cleaned rock salt surfaces, he states “These results are interpreted in terms
of the effect of long-range forces . . .”. This statement reveals that at least up to that
moment the thought that epitaxy could arise from other than a bonding relation
between substrate and epilayer did not occur to anyone.

Graphoepitaxy104or artificial epitaxy, the production of epitaxially aligned
monocrystalline films, involved the alignment by patterned substrates of faceted
crystals floating on a liquid layer105,106,111and deposition onto these aligned thin
crystals to produce the desired epitaxial monocrystalline film. It was not until 1985112

that the possibility that most of the epitaxial studies prior to 1975 consisted of
studies of graphoepitaxy was indirectly suggested. The aligning function of surface
steps and the ability of clusters to migrate and rotate on weakly bonding substrates
were recognized as possible crucial contributions of graphoepitaxy to the produc-
tion of epitaxial films in these studies.

With the proliferation of MBE deposition apparati and UHV deposition
equipment in the 1980s it has become possible to deposit at low substrate temper-
atures onto in situ cleaved alkali halide surfaces and to achieve atomic bonding
between such substrates and epilayers, and thereby to produce bonding epitaxial rela-
tions rather than graphoepitaxial relations.113However, because of the relatively weak
interface bonding (high interface energy) and relatively low substrate surface energy,
the mode of growth for metal and semiconductor layers is usually the island mode.

Let us now consider the defects likely to be present in films produced via
deposition and graphoepitaxy, i.e. graphoepitaxial deposition. The main feature of
the process of graphoepitaxial deposition that differs from the deposition processes
that produce epitaxial films based on strong bonding between substrate and epi-
layer is that the film in the former case is formed by coalescence of islands. It is
known that island coalescence introduces a high density of dislocations due to the
misorientation, albeit small, between the adjacent islands.114Thus, it is unlikely that
active devices can be produced in semiconductor films formed via graphoepitax-
ial deposition. Metal and insulator epitaxial films produced via graphoepitaxial
techniques cannot be used as substrates for active semiconductor devices because
the dislocations they contain that intersect the interface will grow into the epilayer
producing threading dislocations therein, unless these layers are separated by a
buffer layer that acts to pinch off the threading dislocations and reduce their density
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in the overlayer. Thus, it is unlikely that graphoepitaxial deposition will be a use-
ful technique in the production of integrated circuits. However, it may be a useful
technique to produce surface layers of ferroelectric, piezoelectric, pyroelectric, mag-
netic,and superconducting materials which have properties that are not degraded
by the presence of dislocations.

6. Epilogue.

We have not endeavored to provide an encyclopedic review of epitaxy in
this chapter. Indeed, we have not discussed other modes of epitaxy, such as solid
phase epitaxy. Further, we have not discussed the effect of hyperthermal beams
during deposition on the production of an epitaxial film. A discussion of both these
topics is deferred until Chapter VII. However, we have attempted to discuss the
significant aspects of epitaxy produced by deposition from the vapor phase that
are of interest to the materials scientist and, in particular, the resulting defect struc-
ture. Further, we have attempted to describe the factors that affect the production
of epitaxy when there is large misfit between epilayer and substrate. Since this is a
science in development undoubtedly there will be future discoveries that will
answer many of the questions that arise in the present chapter.
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Appendix 1

DLTS, photoluminescence and temperature dependent quantum efficiency
measurementsA1 have revealed that the point defect densities in Si films formed by ion-
assisted homoepitaxial deposition onto Si(100) decrease with increasing deposition temper-
ature. At 550°C this density is 1013/cm3. Further, decrease in this density is revealed by
increase in the minority carrier diffusion length, as shown in Figure 4.A1 Even at a deposition
temperature of 650°C the minority carrier lifetime indicates that it has not yet reached its max-
imum value with increase in the deposition temperature. In the range of temperature shown
in this figure the extended defect density remains constant with deposition temperature.
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Figure 4.A1.Minority carrier diffusion
length versus deposition temperature in 
a film produced using MBE with ion-
assisted deposition. Reproduced with
permission from T.A. Wagner, Thesis 
(Dr-Ing.), University of Stuttgart, Institute
of Physical Electronics, 2003.

rdep � 0.3 �m/min

rdep � 0.5 �m/min

1013

1012

1011D
ef

ec
t d

en
si

ty
 N

t (
cm

�
3 )

450 500
Deposition temperature Tdep (°C)

600550 650

Figure 4.A2.Defect density evaluated
from the data in Figure 4.A1. Reproduced
with permission from T.A. Wagner, Thesis
(Dr-Ing.), University of Stuttgart, Institute
of Physical Electronics, 2003.



Thus, the minority carrier lifetime is a
function here only of the point defect
density. These point defects are a conse-
quence of the production of Frenkel
defects by the hyperthermal Si ions used
in the ion-assisted deposition mode of
forming these films. Such point defects
are not present to the same densities in
normal high temperature MBE deposi-
tion on Si(100). Indeed, in MBE depo-
sition on Si(100) in the absence of a
hyperthermal beam it is known that sur-
face vacancies in the adatom layers
anneal out before being buried at and
above about 600°C and that no intersti-
tials are formed.

Figure 4.A2 shows the point
defect density calculated using the data
in Figure 4.A1. There is no hint that a
minimum is being approached with increasing deposition temperature. For deposition at
460°C a minimum is reached with increasing rate of deposition as shown in Figure 4.A3.
These data were obtained from films deposited for solar cell application. One possible
explanation for the behavior shown in this figure is that the shorter the time between depo-
sition of successive layers fewer defects are created in the adatom clusters by energetic ions
before they are buried but beyond a critical time period the fewer is the number of defects
removed from these clusters by surface diffusion.

A1. T.A. Wagner, Thesis (Dr-Ing.), Low Temperature Silicon Epitaxy: Defects and ElectronicProperties,
University of Stuttgart, Institute of Physical Electronics, 2003.

Appendix 2

For less than one monolayer coverage such that adatom clusters do not contact
each other, the criteria governing the presence of clusters centered over hcp sites (fault
islands) and over fcc sites (non-fault islands) are that mobile clusters are distributed on the
surface sites according to a Boltzmann distribution (i.e. the cluster ensemble is in thermal
equilibrium), and that the largest mobile cluster of size i is mobile if the time ti it needs to
exchange between fcc and hcp is smaller than the time t�1 needed to add an additional atom
to it. (The addition of one adatom to the largest mobile cluster decreases its mobility and
causes the clusterone adatom larger than the largest mobile cluster to become stuck.) Thus,
clusters larger than the largest mobile cluster will have a distribution identical to that for the
largest mobile cluster. If Phcp,i is the population of i size clusters that occupy hcp sites and
Pfcc,i is the population of i size clusters that occupy fcc sites then Phcp,i/Pfcc,i � exp[(Fi,fcc –
Fi, hcp)/kT]. It is this ratio that is measured in the STM observations. The data used to eval-
uate the free energies is described in detail in Ref. [A2]. Figure 4.A4 shows a comparison
between the experimental data, closed square points; with this atomic model, full line. The
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authors of Ref. [A2] also used two other theoretical models: one based on the well-established
rate equations of island nucleation (Ref. [A3]); the other kinetic Monte Carlo simulation of
Ir deposition onto Ir(111). The results for these models are shown as open triangles and
open circles, respectively, in Figure 4.A4.

A2. C. Busse et al., Phys. Rev. Lett. 91, 056103(2003).
A3. J.A. Venables, Phil. Mag. 27, 697(1973); J.A. Venables, G.D.T. Spiller and M. Hanbrucken, Rep.

Prog. Phys. 47, 399(1984).

C. Detavernier et al., Nature 426, 641(2003) have observed another type of epitaxy denoted “axiotaxy”
by them. In axiotaxy a plane in the film is parallel to one in the substrate and the d spacings corre-
sponding to these planes have the same value. The authors note that for this situation the interface
between film and substrate can be curved without interference with the commonality of rows at the
interface.
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Amorphous materials are not homogeneous on a microscopic scale. They
may well be described as solid solutions of defects and atoms. Because there is a
spectrum of defects, it is very difficult to assign a structure to correspond to mea-
sured structural parameters. Further, the processing variables can markedly affect
the measured structural parameters and one can find in the literature what appear
to be contradictory results for apparently the same experiments. Hence, the reader
is warned to maintain a critical attitude to what will be described as “facts” in the
remainder of this chapter. Because both of the complexity of �-Si:H and its appli-
cability to industrial products, its defects are probably the most studied to date.

1.Amorphous covalently bonded semiconductors.

1.1. Non-hydrogenated and hydrogenated Group IV elements.

The major factor limiting the properties of amorphous semiconductors is the
density of defects in the energy gap. Usually, the lower this density the better are
the properties. For example, the dark conductivity in amorphous silicon is reduced
from 10�7S/cm to about 10�11S/cm by hydrogenating amorphous silicon while the
dangling bond density correspondingly decreases from 1019/cm3 to 1015/cm3.

There is good evidence for the belief that the main defect adversely affect-
ing properties is the dangling bond (a three-coordinated Group IV atom). The
other main class of defects consists of distorted bonds involving both length and
bond angle distortions. The latter are believed to affect the number density of dan-
gling bonds in hydrogenated amorphous Group IV semiconductors as a conse-
quence of the distribution of hydrogen atoms between these two types of hydrogen
traps under the constraint of partial equilibrium. Hydrogenated films have addi-
tional defects associated with hydrogen, their clusters, and with multi-hydrogen bond-
ing to single atoms. Also, there may be other coordination defects. Finally, impurities
are defects and also affect the population of the other defects described above.

The main techniques for measuring the density of defect states are elec-
tron spin resonance (ESR), photothermal deflection spectroscopy (PDS), and con-
stant photocurrent measurement (CPM). ESR measures the total density of neutral
dangling bonds (D0) from surface and bulk states, PDS measures not only D0 but
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also charged states from surface and bulk and CPM is relatively insensitive to sur-
face states for thicknesses �1 �m. The mean bond angle distortion is related to the
half-width of the transverse optic Raman mode, at about 480/cm�1 for �-Si. Bonded
hydrogen content is revealed by infra-red transmittance spectroscopy and nuclear
magnetic resonance (NMR) while hydrogen clustering is detected by NMR. Voids,
their volume fraction and sizes are deduced from small angle X-ray scattering data.
Other specialized techniques (e.g. positron annihilation, etc.) have been called
upon to enlarge the pot of knowledge about hydrogenated amorphous silicon.

1.1.1.�-Si and �-Si:H.

We will first consider the significant facts we need to know in order to be
able to examine the relationship between processing and structure. Obviously, one
of this group of facts relates to structure and another relates to processing. The for-
mer group will be discussed before the other.

Device quality �-Si:H films have an ESR density of neutral dangling
bond states below about 1016/cm3. In �-Si, as noted, this density is not less than
about 1019/cm3. This dependence of ESR spin den-
sity on the hydrogen content is revealed in Figure
5.1. However, hydrogen not only passivates dan-
gling bonds, but it also bonds to silicon, replacing
Si–Si bonds in the form of atomically dispersed
Si–H bonds, at a level of 4 at.%, as revealed by
NMR measurements,92 i.e. the bonded hydrogen
content is more than the 1019/cm3 of dangling bonds
in �-Si films. The remainder of the hydrogen is in
the form of H2, about 1 at.% in interstitial positions
and voids, in the form of clusters of Si–H at the
surfaces of vacancy clusters, and in various com-
plexes with Si.

A significant feature of �-Si:H is the
density of electron states as a function of energy.
These data are revealed semi-quantitatively in
Figure 5.2 after Stutzmann.93The tail states corre-
spond to weak bonds. The density of states at EC

and EV is about 1021/eV/cm3. Their logarithmic
slopes are 0.05 and 0.025 eV, respectively. Hence,
there are about 1019/cm�3 weak bonds.

The electron density of states versus
energy function is capable of being altered thermally
and by hydrogen content. For example, Raman
measurements yield the result that the full width at
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half maximum of the 480/cm�1

transverse optic peak is signifi-
cantly smaller in as-deposited
hydrogenated amorphous silicon
than it is in as-deposited amor-
phous silicon.4 This Raman param-
eter measures the mean bond angle
disorder. The fraction of bonds that
have such disorder in unhydro-
genated amorphous silicon is large
enough (over 50%)5 to accommo-
date the bonded hydrogen content
in �-Si:H films, which may contain
from 6–8% such strained bonds.6

Another result7 that is in agreement
with the analysis just given is
shown in Figure 5.3. The half-
width of the Raman peak upon
annealing freshly amorphized 
�-Si films at 500°C decreases to
the level present in device-grade 

�-Si:H films, 35/cm�1. The process by which hydrogen accomplishes the same result
as obtained by thermal annealing has been termed chemical annealing in the litera-

ture. We will examine this concept in
the book that follows this one in the
series.104

This ability to alter the weak
bond density of states–energy rela-
tion is important because it implies
that processing may also be a means
of changing this relation for the bet-
ter (or the worse). We will recall this
concept later in this chapter.

For reasons to be developed
later, it is desired to deposit at as
low a temperature as possible. From
Chapter II we know that low tem-
perature deposition involving shad-
owing will develop void ribbons.
For a long time it was believed that
such void surfaces deleteriously
affected the properties of �-Si:H, as
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they do for �-Si. However, after much research it is now believed that for state of
the art deposited �-Si:H films such deleterious voids are not present or if they are
present they are not harmful to properties. In support of this statement consider the
following.

X-ray small angle scattering measurements reveal a microvoid area per unit
volume ranging from 1.75�105 to 2.4�105cm2/cm3 in device-grade �-Si:H films.12

If these microvoid surfaces were to have the same dangling bond concentrations 
as exist on the external surface of device-grade �-Si:H films8 (i.e. greater than
3�1011/cm2), then these device-grade films would contain more than 1017 dangling
bonds per cm3 of film. Fortunately, the dangling bond densities in device-grade 
�-Si:H films are smaller than 1016/cm3. Thus, in such films, the surface density of
danglingbonds along microvoids must be less than at the external surface and it
appears that we may neglect the contribution of such heterogeneity to the total bulk
dangling bond density. The reason for this situation, as will be developed later, is
that H, if able, facilitates the approach to a metastable equilibrium state in �-Si:H,
whereas this capability in �-Si is severely hampered by the existence of too high
activation energies. Since most of the dangling bonds in �-Si are found on internal
void surfaces10,11 and the ability of these dangling bonds to rebond is hindered
because of their immobility the road to metastable equilibrium is blocked by tall
activation barriers in this material.

If the dangling bond density
is not determined by the void surface
area, as it is in non-hydrogenated amor-
phous films, what does determine this
defect population? Before we answer
this question we need to develop the
basis for the assertion that at tempera-
tures between about 250°C and 400°C
it is possible for �-Si:H to develop a
metastable state on being held at tem-
perature for sufficient time. However,
before this is done it is useful to develop
some background information relative
to measures of danglingbond and weak
bond densities.

A significant empirical corre-
lation was made by Stutzmann,13 which
is shown in Figure 5.4. The neutral dan-
gling bond density, D0, as measured by
ESR, is a monotonic increasing func-
tion of the Urbach tail slope, E0, where
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the latter parameter is obtained from measurements of the optical absorption coeffi-
cient, �, and the relation

where � is the absorption coefficient for incident photons of energy h	 correspon-
ding to the energy E in the energy gap. It is important to note that at a given value of
E0 the uncertainty in the neutral dangling bond density is about one order of magni-
tude, whereas the correlation between D0 and E0 holds over a variation of nearly four
orders of magnitude in D0, regardless of the processing history of the samples. By
way of further explanation, the Urbach tail slope is the slope of the density of states
in the valence band tail such that the density of states in this tail is given by

Now let us consider the evidence for theassertionthat metastable equilib-
rium can be reached in �-Si:H between about 200°C and450°C. This evidence
stems mainly from the work of Street and his collaborators. Figure 5.5 shows a plot
of dangling bond density versus temperature in the equilibratingrange of tempera-
ture. What is significant about this plot is that the values are reversibly attainable.

N (E) N* exp[ (E E*)/E ].tail 0� � �

� � � �o 0exp[ (E-hv)/E ]
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That is, heating from a
state on the plot correspon-
ding to a given film to
another temperatureand then
cooling and holding at the
original temperature will
reproduce the state and
vice versa (reversing the
words heating and cooling
in the above statement). As
noted, in the figure differ-
ent films have their own
plot which signifies that
this is a metastable equi-
librium and that each
metastable state differs
from another.* The bounds
on the equilibrating tem-
perature range are deter-
mined by two facts. One is
that hydrogen evolves from
�-Si:H films in significant
amounts above about 375°C
(see Figure 5.6). The other is determined by the freezing-in temperature of a
species that facilitates the approach to equilibrium. This species is hydrogen. From
separate experiments it has been ascertained that in undoped �-Si:H that hydrogen
diffuses with an activation energy of 1.5 eV. However, when hydrogen is in the
mobile state it has a jump (hopping) activation energy of about 0.3 eV. The latter is
the height of the saddle point energy in the energy surface for hydrogen to move
from one well to another. However, there are deep wells, corresponding to traps for
hydrogen, that are further separated from each other than one unit cell spacing.
Both activation energies have been measured. The activation energies depend upon
the position of the Fermi level.95The fact that the time constant for changes in dan-
gling bond densities in �-Si, in the absence of hydrogen, is much longer than those
measured in �-Si:H, in the presence of hydrogen, for similar changes in dangling
bond densities, further supports the assertion that hydrogen migration is involved
in achieving these changes in �-Si:H films.

We will now consider a very simplified model which in the detail of
accounting for electrons involved in reactions is wrong. Nevertheless, it will provide
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the broad concepts that we need to obtain a grasp of the factors involved in this
complex problem. Let us now consider the energy levels associated with electrons
and also with hydrogen in �-Si:H. (For the interested reader we provide references
to more exact treatments of the statistical mechanics of the defect-pool model,98

which we simplify here.) Figure 5.2 shows that the dangling bond in a simplified
model of undoped �-Si:H has a formation energy of 0.8 eV. We can provide a very
simple justification for this value. The energy to remove one Si atom from the bulk
silicon lattice is 4.82 eV (i.e. the sublimation energy per atom). There are 2 bonds
per Si atom. Hence, to break one bond requires 4.82/2� 2.42 eV. But two dan-
gling bonds are formed from one bond. Hence, the simple bond energy calcula-
tion of chemistry yields a dangling bond formation energy of 1.2 eV. The strain 
energy released with the introduction of a dangling bond into a weak bond of the 
�-Si:H network may account for the 0.4 eV decrement.

Let us consider first the equilibrium between weak bonds and dan-
gling bonds. This reaction is

(5.1)

This relation defines the concentration of [Si—] dangling bonds in terms of the
concentration of weak bonds [Si^Si] by

(5.2)

This energy difference is just twice the difference in the energies between the D0

level and the valence band (VB) weak bond level in the energy diagram in Figure
5.2. Thus, the concentration of dangling bonds at equilibrium is just

(5.3)

which at 200°C equals 10�7, since [Si^Si]� 1019/1023. Hence, in terms of density
[Si—] � 1016/cm�3 at 200°C at equilibrium. This value is close enough to the
experimental values found to be considered in agreement with experiment. Thus,
the simple model has provided a reasonable explanation for the fact that dangling
bond densities are much smaller than the density of hydrogen bonds or weak bonds
and that changes in the densities of these bonds at equilibrium are not governed by
the one-to-one changes indicated by the equations but by the ratios of the concen-
trations defined by the equilibrium constants associated with these equations.

If a reader objects to the above perhaps a modification of the above in
terms of current defect models will be satisfactory. The equivalent reaction is that
of Powell et al.96 as follows.

(5.4)SiHHSi Si^Si 2SiHdb� �

[Si ] [Si^Si] e1/2 0.5eV/kT
ˆ � �

[Si ] /[Si^Si] e K2 (E{Si } E{Si^Si})/kT
3ˆ

ˆ� �� �

Si^Si 2Si� ˆ
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where SiHHSi is the doubly hydrogenated
weak bond, which in crystalline Si is
denoted as H2

*, Si^Si is a weak bond and
SiHdb is a SiH bond and dangling bond at
next nearest neighbor positions as shown in
Figure 5.7. The difference in energy for
relation (5.4) should be nearly the same as
for relation (5.1) and relations (5.2) and
(5.3) should hold for it as well.

The only possible objections to
either of the above reactions is that they
place dangling bonds too close to each
other. However, the diffusion of H or H2

from isolated SiH bonds to the dangling
bond will result in a transfer in position of
the dangling bond. Models for this have
been proposed in the literature.97

We now have the reason to exam-
ine possible relationships between process-
ing and weak bond population density. We
may consider deposition modes of process-
ing and modes of processing subsequent to
deposition. The latter will be discussed
first. We may note that in doped �-Si:H the
activation energy for diffusion varies from that in undoped films. Thus, in n-type
�-Si:H it is possible to obtain mobility at lower temperatures for the unit that acts
to equilibrate defects as shown in Figure 5.8. The diffusing unit is H� and with a
smaller activation energy. Is this helpful for processing to reduce dangling bond
densities? Unfortunately, no. The reason is that now the predominant defect is neg-
atively charged dangling bonds which in electron doped films require a smaller
formation energy than the neutral dangling bonds. Thus, the dangling bond density
at a given temperature increases above that in the undoped films from the contri-
bution due to the negatively charged ones, as verified by the data in Figure 5.9 due
to Winer, the author of the original defect-pool model paper. The astute reader may
be perturbed by the lack of any temperature dependence for the open circle points
since by the simple model above one would expect there to be a finite value for this
formation energy. However, the matter is more complicated than can be treated by
the simple model and the reader is referred to Ref. [98].

Thus, at this writing there is no hope of an equilibrium-based post- 
deposition processing treatment of improving structure beyond that already
reached in state of the art �-Si:H films. Let us consider therefore deposition pro-
cessing modes. First, physical modes of deposition of �-Si:H films yielded poorer
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properties than chemical
vapor deposition (CVD)
based methods of deposi-
tion of these films until
the industry stabilized pro-
duction using CVD meth-
ods. Now, it is possible to
prepare films via a PVD
mode with the same prop-
erties as found in CVD
films.102 We will consider
the problems originally
associated with PVD of 
�-Si:H in the Appendix.
Most hydrogenated amor-
phous silicon films are
produced via some plasma
modified CVD in a silane-
containing atmosphere.

When the only radical product of the silane decomposition is SiH3 then it is possi-
ble to deposit silicon films that are free of columnar structure. It is believed that
this result is a consequence of a large value for the diffusion length of this radical

along the surface between impinge-
ment and attachment to the film.
Contrariwise, when the radical prod-
ucts include SiH2 and SiH then
attachment of the radical to the film
can occur upon impingement thus
promoting the phenomenon of shad-
owing and the consequent columnar
structure. The latter behavior is a
typical result of PVD processes
when deposition is at low tempera-
ture, as we have shown in ChapterII.
In the glow discharge apparatus, the
latter radical productsbecome more
numerous the higher is the radio fre-
quency (RF) power in the plasma.
However, it should benoted that the
latter effect occurs when the silane
pressure is high enough to involve
numerous collisions between the gas
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atoms prior to their contact with
the film surface and/or when the
silane input rate is in the order of
or smaller than the silane con-
sumption rate in the plasma. The
conditions corresponding to the
depositions carried out to pro-
duce Figure 5.10 were such that
few gas collisions occurred
between gas molecules prior to
deposition (i.e. the gas pressure
was 30 mTorr, and the input rate
of silane was increased propor-
tional to the RF power. The latter
conditions yielded a dangling
bond density at a substrate tem-
perature of 250°C that is inde-
pendent of the growth rate, as
shown in Figure 5.10, whereas
the former conditions yield an increasing dangling bond density with increase in
the growth rate for the same substrate temperature when the source is monosi-
lane22 and the inverse effect (i.e. a decrease in defect density with increasing power
or growth rate) when the source is disilane.23These variations can be all correlated
to the effect of the deposition rate or power on the SiH2 radical concentration in 
the plasma and the corresponding dihydride concentration in the films in 
these series of experiments.24–26 This correlation suggests another, namely, that
dangling bond density correlates to dihydride concentration. This is a controversial
correlation.

Figure 5.11 based on an independent study99 confirms the result shown in
Figure 5.10 at the growth rate of about 4 Å/s, namely that this same growth rate is
independent of temperature. However, the study revealed another fact, namely, the
reaction probability for SiH3 with �-Si:H is 0.3.

There are various radical reaction products that impinge on the surface of
a growing �-Si:H film. In particular, we are concerned with SiH, SiH2, SiH3 and
H. Molecular dynamic simulations reveal that SiH2 is the dominating reactive
species at 230°C, while SiH becomes the dominating species reacting with the
film at higher temperature and SiH3 dominates at lower temperature. When SiH
penetrates the surface it can decompose to yield under and over-coordinated Si 
network atoms, as well as dangling bonds.100 SiH2 species are less stable than SiH
species in a reaction liberating H to form dangling bonds. Hence, one may well
expect the dangling bond population of films containing dihydride bonds to be
large. The least dangling bond population is produced at temperatures less than
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230°C when SiH3 is the dominant
species reacting to grow the film.

Ganguly and Matsuda18

have provided a model for surface
reactions that relate deposition
parameters to dangling bond den-
sity. We have not recapitulated their
model here, but instead we limit
our discussion relating to deposi-
tion parameters and defects to
experimental facts. Ganguly and
Matsuda18 have shown empirically
also that providing that the growth
atmosphere consists of the SiH3

radical to the exclusion of the SiH2

radical and other components that
promote PVD type growth then

increasing the growth rate at a substrate temperature of 400°C decreasesboth the
Urbach tail slope and the dangling bond density of as-deposited films. Further, in
some more recent work27 they have shown that increase of the kinetic energy of the
SiH3 radicals impinging the growth surface can result in a further decrease of the
dangling bond density.

Figure 5.12 presents a plot of dangling bond densities obtained from
independent sources. The points are for as-deposited samples.28,80 This plot has
been made to show that the points imply an activated process with an activation
energy of about 0.7 eV. Stutzman noted this possible relationship earlier.28

Matsuda provided a possible and reasonable explanation for these data. He noted
that roughly the dangling bond density is the result of a steady-state induced by the
equality between annihilation rates due to SiH3 forming a hydrogen bond at a sur-
face dangling bond and a generation rate caused by SiH3 reacting with a bonded
hydrogen atom at the surface to form SiH4 that then joins the vapor state. He noted
that at low substrate temperature the dangling bond annihilation rate becomes slow
due to the slow diffusion of SiH3 on the surface while the formation rate remains
constant. Hence, there is a build-up in the dangling bond density at low substrate
temperature as shown in Figure 5.12. The fact is that the activation energy for SiH3

diffusion on �-Si:H has been evaluated83 to be 0.75 eV, a result that acts to support
Matsuda’s model.

It is interesting to note that deposition, at 300°C, of Si onto a {100} crys-
talline substrateproduces a crystalline film, whereas such deposition onto an amor-
phous substrate, such as glass, produces an amorphous film. Thus, the substrate
determines, via epitaxy or the lack of epitaxy, the structure of the resultant cova-
lently bonded film at a substrate temperature of 300°C. Since the defect structure
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of amorphous films can vary
markedly, one might expect to be
able to affect this defect structure
through control of the structure
of the substrate. In fact, Schubert
and Bauer31 found an effect of the
substrate on the transverse opti-
cal Raman peak width for thin
films, as shown in Figure 5.13,
which disappears beyond a film
thickness of about 70 nm. This is
an interesting result for it pro-
vides supporting evidence that
events at the film/substrate inter-
face affect the defect structure 
of the film and that this effect 
is diminished by the effect of 
the events that occur at the
film/vapor interface. Apparently
the deposition conditions influ-
ence the structure in each layer
deposited until in thick films the
original influence of the sub-
strate is overwhelmed by the
integrated influence of the depo-
sition conditions and the latter prevails. It is unfortunate that despite much work
our knowledge of the reactions that occur at the surface during deposition is insuf-
ficient to allow prediction of deposition methods and conditions for improvement
of the properties of �-Si:H. Whatever progress that has been made in achieving
improvement in these properties to date has been accomplished by empirical
means.

Summarizing, we have extracted from the complex and abundant database
regarding the plasma enhanced CVD processing of �-Si:H films the essence con-
cerning the conditions that need to be satisfied in order to deposit films having the
lowest possible density of dangling bond defects. CVD conditions are necessary to
produce device-grade films. Only empirical knowledge is available to guide the
development of techniques to lower the dangling bond density below the values
presently attainable. Model-based prescriptions for improvements in deposition
procedures are inadequate.

There is another subject, the Staebler–Wronski (S–W) effect, which should
be discussed here in view of its practical importance. This effect refers to the
reversible increase of dangling bond defects with photoillumination. This result
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detrimentally affects the properties of �-Si:H as solar cell material. It is said that
the �-Si:H film is not stable with respect to a change in its properties due to 
photoillumination. The structural origin of this effect is not really known although it
has been studied for decades. (The reversibility refers to the recovery of properties
upon appropriate annealing of the film.) However, since the first edition of this
book it is believed by many that at least another structural parameter affects the
S–W stability of �-Si:H, but the identity of this structural parameter still puzzles
investigators, i.e. the same dangling bond density has been found in both stable
and unstable films. Despite this ignorance a significant advance has been made
since the first edition of this book. A way has been found to bring about an appre-
ciable diminution of the S–W instability with respect to light exposure. The pro-
cessing advance is the use of appropriate hydrogen dilution during deposition.

The main structural characteristics that were observed to be affected by
the appropriate hydrogen dilution processing are the order in the amorphous network
as measured by the average deviation of bond angles from the sp3 configuration
(short-range order), medium-range order, as measured by the ratio of the intensity
of the Raman TA peak to that of the TO peak and the nucleation of crystalline
grains, albeit too small to be detected in a Raman spectrum.

As noted previously the width of the TO peak at about 480/cm is a mea-
sure of the deviation of bond angles from their stable crystal value. The change in
frequency of this peak also depends upon this bond angle deviation. Increasing 
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frequency denotes decrease in the bond angle deviation. Recent molecular dynam-
ics (MD) studies have been able to quantify these relationships.76 In particular, one
set of these relationships is given by

where � is the average bond angle deviation from that for the sp3 state, � is the
FWHM of the 480/cm Raman peak and � is the frequency of this peak in cm�1.

A processing parameter that correlates to � is the hydrogen dilution ratio
in the environment of the film surface. As the hydrogen dilution ratio increases
from zero � decreases, as illustrated in Figure 5.14. This increase in short- and
medium-range order of �-Si:H with increase in hydrogen dilution has been observed
in many investigations.75 Not only does the short-range order increase, but the ten-
dency to nucleate and grow crystallites in the �-Si:H network increases also. At this
writing (revised edition), it is believed that the optimum microstructure for S–W
stability is that produced by hydrogen dilution type deposition at a dilution level
just before the level corresponding to the appearance of a peak in the Raman spectrum
from crystalline Si at 515 cm�1. For device quality �-Si:H films the TO peak has
a FWHM value of about 70 cm�1. The state of the amorphous film just before the
onset of crystallization, as revealed in the Raman spectrum, is denoted the pro-
tocrystalline state in the literature.
Normally, in films produced via
plasma enhanced CVD (PECVD) this
protocrystalline state occurs at a
hydrogen dilution of 2 for a substrate
temperature between 240°C and
250°C and 3 for TS � 200°C.74 The
typical processing that produces this
protocrystalline state is described in
Ref. [78].

With hydrogen dilution such
that conditions are just prior to the
onset of crystallization, film thickness
is found to affect structure as follows.
The film duringdeposition starts with
an all amorphous structure, which
may or may not contain some poros-
ity depending upon deposition condi-
tions. Upon increase in thickness the
order of the �-Si:H network increases
and also the volume fraction of c-Si in

� � � � � � � � �18.4 6.6 and 2.5 503.5

154 V-Structure of Amorphous Films

85

80

75

70

65

60

55
0 20 40 60 80

H-dilution ratio

R � 3
SiH4 � 3 sccm
SiH4 � 8
SiH4 � 16
SiH4 � 22

F
W

H
M

 o
f α

-S
i T

O
 m

od
e 

(c
m

�
1 )

Figure 5.14.The decrease in FWHM for the
�-Si peak for the filled circle group all
occurred as the amount of crystalline Si
increased from 0% to about 80%.
Reproduced with permission from D. Han,
J.D. Lorentzen, J. Weinberg-Wolf, L.E.
McNeil and Q. Wang, J. Appl. Phys. 94,
2930(2003).



the film increases from zero at some finite thickness. Also, it is found that the
compressive stress in the film increases with increasing film thickness.72,77All this
occurs at constant H content versus thickness.

Although defect density as measured by CPM shows no change with hydro-
gen dilution, drive-level capacitance profiling (DLCP) does reveal a decrease in
defect density with hydrogen dilution.79 CPM measures the defect density along the
film surface whereas DLCP measures it in the direction normal to the film surface.

The DLCP defect density was
found to decrease as the thick-
ness of the film increased at the
conditions corresponding to the
protocrystalline film. However,
ESR measurements reveal that
spin density, as shown in Figure
5.15, is at a minimum in the
amorphous region adjacent to
the amorphous–crystalline tran-
sition and then increases with
increasing crystalline content.

The heterogeneous
nucleation of crystals in the
amorphous matrix will occur
first at regions where the
excess free energy relative to
the average free energy for the

amorphous matrix is highest. Thus, the act of formation of a crystalline nucleus
may well remove the defects responsible for the long-time light soaking S–W
degradation. The crystal nucleus in amorphous silicon contains about 110 atoms.
Hence, a distribution of crystal nuclei is likely to exist in films deposited with
appropriate hydrogen dilution procedure at the stage before the onset of crystal-
lization is indicated in rough observables, such as the Raman or even photolumi-
nescence spectra, i.e. the protocrystalline stage.

Figure 5.16 provides a schematic illustration of the microstructure pro-
duced with various hydrogen dilutions, which in the figure increases from right to
left. (SC in this figure is the ratio of silane to the sum of the silane and hydrogen
concentrations). The features of the microstructure illustrated in this figure are
void content (decreasing from right to left), amorphous structure, columnar struc-
ture, crystalline structure, amorphous regions along crystalline grain boundaries,
ribbon-like voids between grains at grain boundaries and intercolumnar regions,
and isolated small crystalline regions within amorphous matrix. This view of 
the microstructure is based on one study,101 and, hence one group’s processing 
procedure.
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Summarizing, to produce the highest quality hydrogenated amorphous
silicon for electronic applications it is necessary to deposit films having the mini-
mum dangling bond density possible. For solar cell application where stability to
light exposure is important it appears that the microstructure of the film should be
that found in the so-called protocrystalline film.

1.1.2.�-Ge and �-Ge:H.

�-Ge:H films are of interest because they have a smaller band gap than 
�-Si:H films. The optimum process parameters for depositing device-grade �-Si:H
are not likely to produce device-grade �-Ge:H if only because Ge bonds are
weaker than Si bonds. Thus, it comes as no surprise that device-grade �-Ge:H can-
not be produced with the device-grade �-Si:H processing parameters. In contrast
with the conditions applicable to the deposition of �-Si:H it is found that high
power in the glow discharge is beneficial in the deposition of device-grade 
�-Ge:H.39 Indeed, as shown by Paul40at the same deposition conditions that produce
a “homogeneous”, non-columnar film of �-Si:H, a columnar film of �-Ge:H is
formed. This result implies that under these conditions deposition has CVD char-
acter for �-Si:H, but has physical vapor deposition (PVD) character for �-Ge:H.
Paul et al.41 have further shown that elimination of the intercolumnar void network
in �-Ge:H leads to a 100-fold improvement in photoelectronic properties, as might
be expected from the experience with �-Si:H. However, the best properties still do
not match those for �-Si:H. Also, exposure of the film during deposition to atomic
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hydrogen has a beneficial effect on properties.42This result is attributed to a reduc-
tion in the probability of incorporation of germane radicals into the film via the
passivation of Ge dangling bonds at the growing surface by hydrogen atoms. Also,
contrary to its behavior with Si, hydrogen does not etch �-Ge:H.

1.1.3.�-C and �-C:H.

Amorphous carbon has one additional type of defect not present in the
amorphous silicon and germanium materials. This defect is of course the degree of
non-tetrahedral bonding, as measured by the sp2/sp3 ratio. Ab initio molecular
dynamic simulation of amorphous carbon43 reveals that the percentage of sp3 bonds
present is small, i.e. about 15%. The structure although three-dimensional appears
to be arranged into a succession of “thick planes”.

Contrary to the other amorphous covalently bonded materials, hydrogenated
amorphous carbon is valued not only because of its electronic properties, but
because of its hardness and low coefficient of friction. It has a higher band gap
than hydrogenated amorphous silicon. Hydrogen acts to increase the percentage of
tetrahedral bonding thereby enhancing the hardness of hydrogenated amorphous
carbon films relative to those that are produced in the absence of hydrogen. The
tetrahedral bonded fraction of amorphous carbon can be increased also by the use of
incident energetic carbon atoms (10–150 eV).44 Figure 5.17 illustrates the depend-
ence of the sp3 fraction in a film deposited using an incident magnetically filtered
C� beam as a function of the incident ion energy.

It is possible to understand the result shown in Figure 5.17 on the basis of
some results from another molecular dynamics simulation due to Tersoff.45 He
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found that amorphous carbon films formed in the simulation by quenching from
the liquid state, with or without applied external pressure, or by condensation all
had about the same energy, 0.4 eV above that of crystalline diamond. However, the
sample formed by quenching under 1 Mbar of pressure exhibited a density 14%
less than that of diamond with almost half of the atoms being 4-fold coordinated
(sp3 bonded) while the sample formed in the same way, but in the absence of pres-
sure, had a density 32% less than that of diamond and only 9% of the atoms were
4-fold coordinated. This result implies first that the energy difference between the
sp2 and sp3 bonded amorphous states is small compared to the energy difference
between the amorphous and crystalline states. This implication is consistent with
the measured difference in energy between the amorphous and crystalline states
for silicon, 0.2 eV, and the difference between crystalline graphite and diamond,
0.02 eV. The second implication is that pressure is sufficient to stabilize sp3 bonds
relative to sp2 bonds in the amorphous state. The 18% increase in density upon
application of 1 Mbar pressure is equivalent to 0.64 eV/atom of work expended upon
the change in state at this pressure. Thus, it seems reasonable to conclude that pres-
sure acts to stabilize the sp3 bond relative to the sp2 bond in the amorphous state.
In agreement with this conclusion the measurements of Fallon et al. show (see
Figure 5.18) that the compressive stress in the film plane also exhibits a maximum
as a function of the incident ion energy, mirroring the dependence of the percent-
age sp3 bonding on this variable shown in Figure 5.17.

Not only pressure can affect the sp3 content, but also hydrogen can increase
this content in amorphous hydrogenated carbon films. However, the increment
achieved in the sp3 content by the addition of hydrogen does not equal that which can
be produced by self ion bombardment during deposition. For example, the introduc-
tion of 40 at. % H merely increases the sp3 content to at most about 60%. Also, the
dangling bond density in the latter film is about 1020/cm3, which exceeds the defect
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density present in �-Si in the absence of hydrogen by an order of magnitude. A likely
source of this exceedingly high dangling bond density is the presence of bounded sp2

bonded thick planes (clusters) with dangling bonds at the circumference of these
bounded planes in a matrix of an sp3 network. When the sp3 bonded network is
continuous, at hydrogen contents less than about 40%, the film is hard. When it is not
continuous, at hydrogen concentrations greater than about 40%, the film is soft
despite the presence of a higher sp3 content, greater than about 50% and possibly
approaching 80%, in the film.

Robertson46 has provided a quantitative model for the elastic modulus
and hardness of amorphous carbons based upon Phillips’47 concept of the relation
between average coordination number, the number of constraints per atom and 
the number of degrees of freedom per atom, and upon Thorpe’s48 use of this rela-
tion for covalent amorphous networks to obtain their elastic modulus. The number
of constraints per atom is obtained as follows. Each bond contributes one con-
straint, while a bond is shared between two atoms. Hence, the number of con-
straints per atom contributed by bonds equals z/2, where z is the coordination
number of bonds to other atoms in the network. The covalent nature of the bond-
ing also contributes constraints via the constraints due to the bond angles. The 
latter equals 2z� 3, for z� 4.40 Thus, the total constraints per atom equals
5z/2� 3. In three-dimensional space the number of degrees of freedom per atom 
is 3. Setting the latter equal to the total number of constraints yields zc � 2.4. Above
this average coordination number the network is over-coordinated, rigid, and strained.
Below this value it can be deformed at no expenditure of energy. The effect of 
hydrogen on the average coordination number can be included by considering any
bonded hydrogen about a network atom as a reduction in the coordination of that 
atom. Thus, z� (1 � XH)z0 � XH(z0 � 1) � z0 � XH. Robertson46 has consid-
ered the effect of sp2 bonded graphite clusters and polymeric bonded carbon in an
sp3 bonded matrix on the Young’s modulus and hardness of amorphous carbon
films using the relation between Young’s modulus, E, and average coordination
number developed by He and Thorpe49 given by

and found agreement with experimental values of E using experimental values of
the sp3 and H concentrations to calculate z.

1.2.Amorphous semiconductor alloys and compounds.

1.2.1.�-Si,Ge:H and other alloys of �-Si.

Most of the interest in producing alloys of �-Si stems from the desire to
increase the efficiency of solar cells based on �-Si:H. The latter has an optical
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band gap of 1.75 eV. Combination of a film with this band gap and an underlayer
of a lower band gap material, such as �-Si,Ge:H, with a band gap of 1.5 eV and an
overlayer with a higher band gap, such as �-Si,C:H, would in principle improve the
conversion efficiency of the solar cell. However, this improvement is based on the
assumption that all the films have good photoelectronic properties. The search for
acceptable alloy films has an empirical basis to date, involving systematic exami-
nation of the effects of various deposition parameters on properties. This exami-
nation has not yet yielded an understanding of the deposition process sufficient to
allow prediction of the processing required to obtain improved properties. However,
some improvement in the conversion efficiency of a multi-junction cell has been
obtained with the use of a layer of �-Si,Ge:H.50These investigators also found that the
normal level of impurities affect the photosensitivity in both �-Si:H and �-Si,Ge:H.
Finally, it should be mentioned that the most stable �-Si,Ge:H with respect to the
S–W effect is that produced via hydrogen dilution just before the onset of micro-
crystallinity as revealed in a Raman spectrum.

A review of hydrogenated amorphous silicon alloys1 provides a summary
of what is known to early 1993 about these and other alloys with silicon.

1.2.2. Chalcogenides.

Chalcogenides are materials containing the elements sulfur, selenium and
tellurium, such as As2Se3, which are in the form of glasses and materials in this
class were the first used in the xerographic process of copying. They also exhibit a
variety of photo-induced effects including structural changes, darkening, phase
changes, birefringence, etc. many of which have potential applications. Despite
the great research effort devoted to an understanding of these materials, an under-
standing of their defects, and the relation between processing and structure is
largely still not known. An interpretation of their properties in terms of defect
models is provided in a recent book51 and will not be repeated here.

2.Amorphous metals and alloys.

Amorphous films have not yet been produced for those metals for which
the covalent character in their bonding is negligible. Only those metals which
exhibit some covalent character in their bonding, such as Ga and Bi, have been
able to be deposited in the amorphous state. The reason for this behavior has been
discussed already in Chapter II.

It is much easier to deposit films of alloys in the amorphous state for a
variety of reasons, some of which have been discussed in Chapter II as well. One of
the conditions necessary to produce amorphous alloys requires rapid quenching of the
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kinetic energy of the impinging atoms and, hence, a very small adatom diffusion
distance during such deposition. This condition, as discussed in Chapter II, leads to
the formation of columnar structure in the deposited films via the process of shad-
owing. Such structure may or may not affect properties, as we will discuss below.

Because the main applications for amorphous alloy films involves their
magnetic properties, we will focus our attention on the relation between the depo-
sition process and these properties. Very recently the puzzle regarding the origin of
the perpendicular magnetic anisotropy in amorphous rare earth transition metal
alloys was solved.52 Up until this work single ion anisotropy,53 anisotropy in local
short-range order,54 atomic bond angle anisotropy,55 and film stress,56 had been
proposed as the source of the perpendicular magnetic anisotropy. Harris et al.52

eliminated film stress and single ion anisotropy as the primary source of the mag-
netic anisotropy simply by determining that such anisotropy was absent in TbFe
amorphous films deposited at a substrate temperature of 77 K although the intrin-
sic stress in these films was compressive and of the same magnitude as found in
films deposited at room temperature and which did have perpendicular magnetic
anisotropy. Further, using polarized synchrotron radiation and EXAFS, they found
that when these films were annealed or deposited at room and higher temperature,
the number of Fe–Fe nearest-neighbor pairs in the plane of the film exceeded 
the number out of the plane, while the number of Fe–Tb nearest-neighbor pairs out
of the plane exceeded the number in plane. (The importance of using polarized
synchrotron radiation is that it allows the possibility of distinguishing in-plane
from out-of-plane configurations.) Also, they found that the excess number of
such pairs correlated to the magnetic anisotropy energy and to the substrate tem-
perature. Although these observations do not eliminate atomic bond angle anisotropy
as a possible origin of the magnetic anisotropy, they firmly support local short-
range order as the viable candidate for this origin. The fact that annealing the films
deposited at 77°K produced both perpendicular magnetic anisotropy and short-
range order in films that did not have these anisotropies, without crystallization 
of the films, implies that the intrinsic compressive stress acts as a driving force 
for the inception of short-range order and hence acts as a secondary source of 
the perpendicular magnetic anisotropy. The fact that there are more in-plane 
Fe–Fe and fewer in-plane Fe–Tb pairs than random in the annealed films is 
consistent with a compressive stress driving force for this reorientation of nearest-
neighbor atom pairs because just these reorientations will bring about a decrease
of the in-plane stress-free film area and hence a decrease in the internal film strain
energy.

We have seen in the previous chapter in the discussion relating to the long-
range order found in III–V compound films, that not only can stress induce reorder-
ing of atoms in the surface region during deposition, but also surface energy can also
provide such a driving force. These concepts are so new to this field of research at this
writing that investigations inspired by them have yet to be performed or reported.
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The effect of sputtering deposition conditions on perpendicular magnetic
anisotropy and microstructure have been investigated for rare earth transition metals
amorphous alloys. It has been found57 that increase in the argon pressure increases the
anisotropy at the same time as the microstructure remains devoid of columnar char-
acter up to a pressure of 11.5 mTorr.Above this pressure, further increase in pressure
leads to the development of columnar structure, voids and to the loss of perpendicu-
lar magnetic anisotropy. These results are explicable in terms of the effect of increas-
ing pressure in reducing the energy of the particles incident on the film surface and
their concomitant effects in changing the film stress from compressive to tensile in
nature (see Chapter VI). As noted above, just this change in sign of the internal stress
will act to reverse the orientations of the excess atom pairs produced under compres-
sive stress and thereby to remove the perpendicular magnetic anisotropy in these
amorphous alloys. Similarly, an increase in the incident particle energy as achieved
by increasing the substrate bias results in an increase in the perpendicular magnetic
anisotropy58 up to a maximum voltage beyond which it decreases. Again just this
trend brings about a change in the sign of the internal stress from tension to compres-
sion in agreement again with the expected effect of stress on the magnetic anisotropy.
Incidentally, the maximum in the latter with increasing bias voltage is because further
increase in voltage again induces columnar structure, porosity59and crystallization.57

The amorphous state has some further advantages besides the possibility
of yielding perpendicular magnetic anisotropy for magnetic applications. These
are associated with the lack of grain boundaries, which allows easy migration of
domain wall boundaries, and with the uniformity of the magnetic properties, which
acts to reduce noise-to-signal ratio. However, few practical applications that take
advantage of these properties have emerged.

3.Amorphous oxides.

3.1.Amorphous silicon oxide.

One of the main uses of thin film oxides is as gate insulators. Currently
amorphous silicon oxide is the oxide of choice for this application. Such films are
produced by a variety of methods, i.e. PECVD,85 RF sputtering,86 secondary ion
deposition,87 and ion beam deposition88. The structural factors that are known are
the density, film stress, rings in amorphous network, and the interface composition
(excess Si atoms). Aside from measured parameters, such as density and stress,
most of the useful information is deduced from simulation studies. The structural
aspect that is primarily responsible for the density is the void population in the
film. A Monte Carlo simulation89 of amorphous SiO2 in which the number of sites
on the substrate surface acting as heterogeneous nucleation sites for the formation
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of the �-SiO2 film was varied showed that the population density of the voids was
dependent upon the density of nucleation sites. However, a minimum volume frac-
tion of voids (4–6%) was approached with increasing nucleation site density. It is
believed that the pores exist with a high oxygen concentration at the pore surface
as a more stable configuration than one without pores but with an enhanced defect
density. When pores are present the film stress is tensile in sign.

Deposition using ion beams to provide some energy to the film surface
during deposition may reduce stress volume and increase the density. A result of a
MD simulation of ion beam assisted deposition90 concluded that ion beam deposi-
tion with an energy of about 10 eV per condensing SiO2 particle should produce a
desirable dense, low-stress film. Apparently, the mechanism of enhancing the density
is not only elimination of the void fraction but also enhancement of the medium-range
order via replacement of high number membered rings by smaller ones. The basic
Si(O1\2)4 tetrahedron in the amorphous structure is unaffected by the processing.

3.2. High dielectric constant amorphous oxides.

References to other amorphous oxide films may be found in Ref. [92],
which itself is a study of amorphous ZrO2 films. RF magnetron sputtering is a stan-
dard technique to produce such films although pulsed laser evaporation is another
possible one for these materials. Little has been published about the structure of
these films or about the relation between processing and structure for them. Most of
these amorphous oxides are not network structures as is the case for the SiO2 films.

4.Amorphous 4 crystalline transition.

The amorphous to crystalline transition has been studied intensively in sil-
icon,60 in part because it is used as a means of achieving epitaxy for an overlayer,
such as in silicon on insulator (SOI) technology, or for an amorphous buried layer,
as induced in ion implantation. These studies have provided data to characterize
the velocity of the �/c interface as a function of temperature and of the nucleation
of crystalline regions in the amorphous matrix. In this section we are concerned
with the latter process since it is a competing process in many of the methods of
depositing an amorphous film. Because the crystalline state is more stable than the
amorphous state sufficient local fluctuations in energy may nucleate crystalline
regions. The likelihood of such nucleation depends upon the free energy of nucle-
ation, which in amorphous silicon equals about 5.5 eV/atom. The critical nucleus
in amorphous silicon contains about 110 atoms. How may the energy required for
nucleation be supplied to this volume in the deposition process? There are two pos-
sibilities. One is via the heat released from an exothermic reaction. Another is via
the energy deposited by an incident particle. Let us consider these possibilities.
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There are several reactions involving atomic hydrogen that are exothermic.
Further, since a microcrystal of silicon will not contain as much bonded hydrogen
as the same volume of �-Si:H, the reaction involving the removal of bonded hydro-
gen by atomic hydrogen would seem to be a prime candidate for the exothermic
reaction possibly involved in the nucleation of �c-Si (microcrystalline silicon). It
should come as no surprise therefore to learn that nanocrystalline silicon can be
induced to form during deposition under conditions that otherwise are optimum
for the production of amorphous silicon simply by increasing the concentration 
of atomic hydrogen available at the growth surface sufficiently.61 It should be
remarked that in a dense matrix the heat released would normally dissipate by con-
duction in an interval less than 10�11s and this process would not be able to bring
about the number of activated processes required to produce a crystal nucleus.
However, in the less dense, porous region of the amorphous film adjacent to the
deposition surface thermal conduction may be hindered sufficiently to produce the
temperature pulses needed for the nucleation to occur. It must be mentioned that
the mechanism of nucleation (or formation) of �c-Si is controversial at this writ-
ing. One school assumes the presence of �c-Si nuclei in any �-Si:H matrix and
ascribes the preferential growth of the former to a more rapid etching away of the
latter in the hydrogen-rich atmosphere required to produce �c-Si in plasma reac-
tors. However, evidence has been presented62 to prove that �c-Si can form below
the surface during deposition while the film surface itself is amorphous.

It is also an empirical fact that energetic particle bombardment of amor-
phous covalently bonded films can induce crystallization either during deposition63

or subsequent to deposition.64 In the latter case, both the production and motion of
defects within a displacement spike and the increase in temperature in the temper-
ature spike can act to enhance the nucleation of crystals in the amorphous matrix.
The onset of crystallization in an amorphous matrix subsequent to deposition at low
substrate temperature requires a minimum value of the energy density transmitted
to the amorphous solid to be exceeded.64c It proceeds by nucleation and growth of
crystals in the amorphous matrix.64d During deposition, since energetic particle
bombardment lowers the temperature at which epitaxial deposition can occur rel-
ative to the epitaxial temperature in the absence of energetic particles, either the
energetic particles prevent the formation of the amorphous phase or they act to
increase the amorphous/crystal interface velocity so that it equals the deposition
velocity. Incidentally, crystallization has been detected also in amorphous alloys
subject to particle bombardment during deposition,57,58but not in pure metals.

Not only does particle bombardment induce crystallization of amorphous
solids, but at higher normalized momenta or transmitted energy density particle
bombardment can amorphize crystalline materials. The transmitted energy density
is the correlating parameter in the amorphization of crystalline silicon at low tem-
peratures and the critical value of this parameter in this case is 12 eV/atom within
the range of the bombarding particles.65
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It may seem to be a paradox that particle bombardment can induce crys-
tallization of an amorphous material and amorphization of the same crystalline
material. However, crystallization occurs because particle bombardment of an
amorphous material, via the production of mobile defects, can induce nucleation
to the more stable, defect-free, crystalline material. Amorphization occurs because
particle bombardment of a crystalline material, again via the production of suffi-
cient defects, either produces the amorphous state directly, or by raising the free
energy of the crystal, so that it exceeds that for the amorphous state of the mate-
rial, allows nucleation and growth of a more stable amorphous state. Indeed, the
theory66 governing the effect of energetic particle penetration of the amorphous/
crystalline interface on the direction and velocity of this interface, takes into
account both the amorphizing effect on the crystal side of the interface and the
crystallizing effect on the amorphous side of the interface.

The field considered in this subsection has not been investigated in any
depth, although the amorphization of crystalline solids already formed by ion
bombardment has a history extending back to the 1960s. From the knowledge that
surfaces are preferential sites for the nucleation of the crystalline to amorphous
transition67 or for the nucleation of any transformation,68 it is most likely that the site
of nucleation of transformations during deposition is the surface itself. However,
this remains to be demonstrated experimentally. Indeed, particle bombardment of
amorphous films induces nucleation in both the volume and at the surface of the
film.69Also, many more studies delineating the crystalline and amorphous regions
need to be carried out. For example, one interesting case would be that for SiO2,
where it has been shown that neutral inert gas atom bombardment subsequent to
deposition can transform amorphous silica to crystalline �-quartz.64c It would be
interesting to determine the parameters governing this transition in particle bom-
bardment assisted deposition of this material.
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Appendix

The inadequacy of physical vapor deposition in the production of �-Si:H for the
period prior to about 1988 deserves examination. Perhaps we may learn how to overcome
whatever is responsible for the resulting structure that provides poor properties. First, the
obvious result that follows from low temperature deposition with thermal beams. From
Chapter II we know that the structure will consist of voids and void ribbons. Figure 5.A1
bears this expectation out in that it shows that thermal PVD produces a heterogeneous 
�-Si:H film full of voids. These voids have dihydride species associated with them. But, the
significant fact is that in amorphous silicon (and amorphous germanium) a correlation has
been found between the number of sites at void surfaces and the number of dangling
bondsA1,A2, i.e. these numbers are equal. In thermal PVD of �-Si:H there is the high probabil-
ity that many of these voids may not be in contact with atomic hydrogen due to shadowing
effects.Hence, any PVD process mode of depositing �-Si:H must use hyperthermal beams
to close up such voids before they extend to depth levels further than a H diffusion distance
corresponding to the substrate temperature and the trap density.

Suppose the trap (dangling bond) density is 1018/cm�3, a number sometimes pro-
duced in CVD, then this H diffusion distance will not be larger than 10�6/cm. Hopefully, a Si
ion beam of 10–20 eV will allow amorphous deposition at a substrate temperature of 250°C
without crystallization and should be sufficient to remove voids. We do not want a higher
incident ion energy because it would generate more defects at a depth below the surface fur-
ther than the trap limited H diffusion distance. During this ion beam deposition one would
want to supply atomic hydrogen as well and simultaneously. There will be no less than 1011

dangling bonds on the surface. These will need to be passivated by the incident atomic hydro-
gen. A supply of 1013/s of atomic hydrogen should suffice.
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The only aspect of these criteria that was vio-
lated by the various modes of sputtering after it was rec-
ognized that the substrate temperature had to be
maintained close to 230°C is that of not providing too
energetic incident particles to the surface of the film. The
predominant PVD mode of deposition �-Si:H at that time
involved sputtering. This factor was recognized by some
researchers who supplied Si by e-beam-induced evapora-
tion and hydrogen by an ion gun. However, as shown in
Figure 5.A2 this deposition mode still was unable to pro-
vide the device quality level spin density.A3 Given our
present knowledge it is likely that the films produced via
this process had a greater density of weak bonds than the
films produced by CVD methods. The subsurface inser-
tion of H2 by the ion gun is one possible source of the
additional weak bonds (i.e. 50% of the ion gun current
consisted of H2

� ions).
Apparently, this problem was also recognized

by those who developed the DC reactive magnetron sputtering technique. This method of
deposition involves a plasma which is confined by a magnetic loop to the vicinity of the tar-
get. This feature greatly reduces the bombardment of the substrate by energetic ions and
electrons as compared to the normal techniques previously used. In a sense, if the substrate
surface consists of a gaseous film of various reactive species it is similar to the substrate
surface in various CVD methods. In any case, the elimination of energetic incident particles
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Figure 5.A1.TEM micrograph of 
�-Si:H film 500 Å thick. Reproduced
with permission from W. Paul, in
Amorphous Silicon and Related
Materials, ed. H. Fritzsche (World
Scientific, Singapore, 1989) p. 63.
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Figure 5.A2.Spin density in
Si evaporated and H ion beam
produced �-Si:H films.
Reproduced with permission
from M. Shindo et al., J. Non-
Cryst. Sol. 59–60, 747(1983).



seems to be the crucial factor that enables this technique to produce device-grade �-Si:H
films. Table 5.A1 taken from Ref. [A4] shows the low levels of defect density achieved in the
films deposited by this procedure as measured by subgap absorption photoconductivity and
CPM. A telling comment in the referenced paper is that the surface appearance of the films
is smooth and the microstructure is devoid of columnar structure and not characteristic of
PVD techniques where the depositing species stick where they hit. The latter observation
suggests that this deposition process provides depositing species with high surface diffusiv-
ity, in view of the absence of energetic incident particles. Thus, it is not really a PVD
process despite the use of sputtering to provide the Si atoms that enter the magnetron-
induced plasma.

To this author it appears that the problem of depositing �-Si:H with optimum
properties reduces to that of reducing the weak bond maximum energies and densities to the
minimum possible while reacting the silicon with hydrogen to form species that can anni-
hilate dangling bonds. Thus, no energetic species that can be inserted subsurface must be
incident upon the growing surface. Given this constraint and the lack of adequate surface
diffusion to prevent intercolumnar voids one solution is to use incident particles consisting
of large inert atoms (e.g. Xe) of low incident energy to provide for the formation of a dense
product lacking columnar microstructure with a more benevolent weak bond spectrum.

Another possible mode of ameliorating the weak bond spectrum has occurred to
the author based on an analogy in crystalline materials with which he is familiar. It is well
known that grain boundary Gibbs adsorption occurs because the adsorbing species lowers
the interface energy. In structural terms this means that the Gibbs adsorbing solute replaces
more energetic bonds with less energetic bonds. This is accomplished in metallic materials
mainly by replacing a strained bond with one that is less strained, i.e. by inserting a larger
atom in a bond that is stretched above its equilibrium length. Thus, by inserting quadriva-
lent atoms such as C, Ge, Sn and perhaps Pb in small amounts to adsorb at the most ener-
getic weak bonds it may be possible to reduce their energies. Since there are 1019 weak
bonds per cm3 not more than 1019 adsorbant atoms need to be introduced into the �-Si:H
network for each adsorbant species, i.e. no more than 0.01 at.%. One needs to be aware of
the complication of H reaction with these adsorbant species that may act to prevent 
the desired result. Similarly, the introduction of tri- and pentavalent adsorbant atoms 
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Table 5.A1.Activation energy, Ea/Eg ratio, photoconductivity, density of states (DOS) in
the band gap and the refractive index are shown for representative samples with hydrogen
content varying from 12 to 38 at.%

Sample CH (at.%) Ea (eV) Ea/Eg �ph ((�cm)�1) DOS (cm�3) n (850 nm)
number

1239 12.5 0.73 0.45 1.0
 10�5 8.5
 1015 3.62
1237 15.5 0.79 0.47 1.4
 10�5 5.0
 1015 3.52
1232 20.5 0.89 0.50 1.3
 10�5 1.1
 1015 3.36
1229 24.0 0.89 0.50 9.9
 10�6 1.8
 1015 3.34
1130 32.0 0.73 0.37 4.3
 10�7 4.6
 1015 3.24
1134 38.0 0.68 0.35 3.5
 10�7 3.4
 1016 3.32



may enable bond angle strain to be relieved. The trick will be to have these species enter the
weak bonds.

A1. M. Brodsky, D. Kaplan and J.F. Zeigler, Appl. Phys. Lett. 21, 305(1972).
A2. N.J. Shevchik and W. Paul, J. Non-Cryst. Sol. 16, 55(1974).
A3. Y.H. Liang, N. Maley and J.R. Abelson, J. Appl. Phys. 75, 3704(1994); M. Pinarbasi 

et al., Thin Solid Films 171, 217(1989).
A4. M. Shindo et al., J. Non-Cryst. Sol. 59–60, 747(1983).
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1. Intrinsic stress.

1.1. Non-energetic deposition.

1.1.1.Zone a temperatures (nil mobility).

In the original edition of this book attention was focussed on the fact that
in the zone arange of temperature, where deposited atoms stick where they hit, the
existence of porosity in the films must lead to a modification of prior theories for
the origin of the intrinsic tensile stress. This porosity exists, as noted in Chapter II,
between the columns or columnar grains formed in the deposition process. The
origin of the tensile stress in the Hoffman1 and subsequent models is the decrease
in free energy that occurs when the energy associated with the tensile stress and
grain boundary energy is less than the surface energy removed on formation of the
grain boundaries. Since porosity is observed in films in the zone aregime it is
apparent that there still exists internal surface area and energy in the film. To the
extent that voids exist (that there is space between columns not filled by cohering
atoms), the magnitude of the average tensile stress in the films must be less than
that deduced from the Hoffman analysis. If all the voids in the intercolumnar space
were to disappear either to form grain boundaries between crystal grains or to pro-
duce a continuous bonded network between amorphous columns then the intrinsic
tensile stress would not exceed the value given by

where M is the biaxial elastic modulus, � is the specific surface energy, �gb is the
specific grain boundary energy, and 2r is the column diameter for the case where
the joining together of the columns yields grain boundaries and the same relation
with the specific grain boundary energy missing for the amorphous columns.

Table 6.1 provides values of the intrinsic tensile stress given by Hoffman’s
relation compared to experimental values in the zone atemperature range and to
values of the low temperature yield strength. It is apparent that the values based on
the Hoffman theory are too large compared to the experimental values of the
intrinsic tensile stress, whereas those for the yield strength roughly compare to the

� � � � �M gb
1/2[M(2 )/r]

CHAPTER VI

Stresses in Thin Films



latter. Doerner and Nix2 were the first
to make the connection between yield
strength and internal tensile stress.

The question has arisen as
to whether adjacent column surfaces
can come close enough so that relax-
ation (the build-up of intrinsic stress
inside the columns) can occur in the
zone atemperature regime. For this
relaxation to occur the surfaces must
be closer than that corresponding to
the maximum possible stress, i.e. the
stress at which the second derivative
of the energy with respect to spacing
between the column surfaces is zero.
This spacing for most metals is in the
order of no more than twice the equilibrium interatomic spacing. Indeed, according
to a calculation presented in Appendix 1, it is no more than 1.7 Å. This space is too
small for an atom to penetrate in depth in line-of-sight deposition. Consequently, high
intrinsic tensile stresses approaching the yield strength can only develop under depo-
sition conditions that negate the formation of intercolumnar voids thicker than one
interatomic spacing, minimize the void volume fraction while maximizing the
cold-welded bridge area. (The cold-welded bridges are obviously areas where the
intercolumnar distance is smaller than about 1.7 Å.) Comparison of Figure 6.1 to
Figure 2.1 suggests that void volume fraction is minimized in the zone aregime when
the incident beam of atoms being deposited makes a zero angle with the normal to
the film surface.

What is troubling about the measured values of the intrinsic tensile stress in
the zone atemperature regime is that many molecular dynamics (MD) simulations
indicate regions of extended and connected porosity in vapor-deposited films, such
as illustrated in Figures 2.1 and 2.3. One would expect that the intrinsic tensile stress
developed in these films due to intercolumn cohesion would be negligible. However,
more modern two-dimensional MD simulations, such as those shown in Figure 6.1,
reveal extensive cohesion between columns deposited with a zero angle between
incident beam direction and normal to the film plane, and somewhat less area of
cohesion for a 45° incident angle, but still greater than that revealed in the one-
dimensional simulations of Figures 2.1 and 2.3. But other two-dimensional MD sim-
ulations, such as those shown in Figures 6.2 and 6.3a, still reveal appreciable area
between columns that lack bonding across them. In Figure 6.3b the incident energy
was enough to close up the pores, but not high enough to introduce interstitialcies.

The intrinsic tensile stress in the film of Figure 6.3a was evaluated and
equals 0.5 GPa. This value seems high for the low value of interconnected area in
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Table 6.1

Film Intrinsic Hoffman Yield 
material tensile stress strength* 

stress** (GPa) (GPa)
(GPa)

Pt 1.2 7.5 �0.45
Ni 1.0 6.6 1.0
Co 0.84 8.1 0.76
Cu 0.8 4.4 0.5
Pd 0.6 0.32
Au 0.26 4.3 0.21
Al 0.2 3.4 0.11

* As severely cold worked, from Ref. [7].
** From Ref. [6].
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α � 0°, T � 0.0 ε/k, Eb � 0.80ε α � 45°, T � 0.0 ε/k, Eb � 0.80ε

Figure 6.1.Results of a two-dimensional MD simulation using a Lennard-Jones
interatomic potential with substrate at 0°K and a high-temperature incident energy. Left
snapshot with incident beam normal to surface. Right snapshot with beam 45° to surface.
Reproduced with permission from L. Dong et al., J. Appl. Phys. 80, 5682(1996).

(a) (b)

Figure 6.2.Two-dimensional MD simulation using embedded atom potential for Mo.
Substrate had 110 orientation and was at room temperature. Low incident energy of
0.17 eV. Top view (a) and side view (b). Tendency to form 100 facets leads to roughness
and void formation. Reproduced with permission from E.F.C. Haddeman, B.S. Bunick 
and B.J. Thijsse, MRS Symp. Proc. 594(1999).



the film. However, several factors contribute to the tensile stress in this film. One
is the long-range interaction of the assumed interatomic potential which spans
voids of shorter width. Another is the contribution of the surface tension of the
enclosed cylindrical void surfaces, a possibility first suggested by Heavens and
Smith.4 The stress increment due to this source is proportional to f/(1� f), where
f is the void volume fraction, void surface energy, and is inversely proportional to
the pore radius. The proportionality constant depends upon void morphology and
its magnitude is on the order of unity. Since the average radius of the cylindrical
pores in Figure 6.3a is about 1 nm and the volume fraction of voids is about 
0.4, then the contribution to the internal tensile stress is expected to be about
0.7 GPa for a surface energy of 1 J/m2. The apparent agreement with the evaluated
stress in the MD simulation of Figure 6.3a is not necessarily significant. In con-
trast, the measured tensile stress for a real porous amorphous Ge film is shown in
Figure 6.4. As shown in the figure the stress remains roughly constant, while the
void fraction increases by an order of magnitude. Hence, in this case the intrinsic
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(a) (b)
1384 atoms deposited at (300 K)
Stress of the film is (5.82 e�09 Pa)
   Ni substrate: 384 atoms
   Ni film: 1000 atoms deposited using (2.0 eV)

1384 atoms deposited at (300 K)
Stress of the film is (5.03 e�08 Pa)
   Ni substrate: 384 atoms
   Ni film: 1000 atoms deposited using (0.1 eV)

Figure 6.3.Two-dimensional MD simulation snapshot of ion beam deposition. Incident
energy: (a) 0.1 eV, (b) 2 eV. Substrate at 300 K. Reproduced with permission from C. Fang,
Ph.D. Thesis, Columbia University, 1992.



tensile stress of about 0.2 GPa must
have another origin, which is likely
to be the strain due to cold welding
across bridges between adjacent
columns. Further, in these films the
average void radius must be larger
than about 10 nm for the surface ten-
sion contribution to the intrinsic
stress to be negligible. Incidentally,
what is significant in Figure 6.3 is the
fact that for Figure 6.3b the intrinsic
tensile stress was calculated to be
5.82 and 0.50 GPa for Figure 6.3a.
The difference in porosity or bridg-
ing area between these two films
accounts for the difference in intrinsic
tensile stress. The reason the stress
in Figure 6.3b is able to approach 
the Hoffman value is that the contin-

uous film is so thin that the corresponding yield strength is on the order of the
Hoffman stress.

From the above analysis one might expect that observed tensile stresses
in film vapor deposited in the zone aregime may vary from zero up to the yield
strength depending upon the intercolumnar void volume fraction and its morphol-
ogy. Indeed, values from zero5 to the yield strength6a–c have been reported. The
void volume, void morphology, and dimensions in zone adeposition depend upon
deposition parameters. As shown, on comparison of Figures 6.1 and 2.1, one of
these parameters is the incident particle (atom) direction relative to the film nor-
mal. Another might be the impurity content in the deposition atmosphere. Still
another is some violation of zone aregime conditions, e.g. energetic particles, 
deposition of high sublimation energy per atom on low-thermal conductivity 
surface, anisotropic surface plane preference producing surface roughness, etc.

Given the likelihood of significant non-bonding area in films deposited
in the zone atemperature regime the intrinsic stresses that may be calculated from
models for the magnitude of the intrinsic tensile stress, such as the zipping models
of various types4 must be considered to be maximum limiting values. In this regard,
we may note that the measured intrinsic tensile stresses given in Table 6.1 are a 
factor, greater than 5, smaller than the maximum corresponding to the Hoffman
model, yet are no smaller than the estimated yield strength. Most zipping models
predict smaller values of the intrinsic tensile stress. Given these facts, it is reason-
able to conclude that in the zone atemperature regime the zipping type of cold
welding does not occur, the cold welding that occurs across bridge areas proceeds
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at the rate of film thickness increase during deposition, and the cold-welded bridge
area for the films corresponding to the data in Table 6.1 is a fraction of the total
area between columns that is greater than the ratio of the intrinsic tensile stress to
the Hoffman value.

1.1.2.Zone b temperatures.

In the zone btemperature regime surface diffusion of adatoms and some
grain boundary motion can occur. This is the temperature regime in which porosity
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E. Klokholm, J. Vac. Sci. Tech. 6, 138(1969).
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is minimized although not absent, the interfaces can approach equilibrium config-
uration and intercolumnar cold welding occurs efficiently during deposition. It is
unlikely in this regime for porosity to occupy a major fraction of the intercolumnar
area after cohesion of the columns. The question still exists as to the degree of strain
introduced into the columns by the cold welding together of the adjacent columns
of grains formed in the deposition process. An answer to this question will now be
attempted using experimental data.

The temperature dependence of the intrinsic tensile stress for several
metals is reproduced as the open data points in Figures 6.5–6.8 from the literature.
Superimposed on these figures are the experimental temperature dependence of
the yield strength (at constant grain size), scaled to match at the lowest value of the
line of filled dots representing this dependence, and the grain size dependence of
the yield strength, represented by the dashed line, that occurs as a result of the sud-
den increase in grain size at a TM/T value of about 4 (see Figure 3.2). The latter
dependence is deduced from the Petch relation, i.e. YS1/YS2 � (D2/D1)

1/2, where
YS denotes the yield strength. The dashed line is the same in all four figures and
as just noted stems from the sudden average increment in grain size shown in
Figure 3.2 at 4� TM/T � 4.5. The coincidence of the sudden decrease in both the
intrinsic tensile stress and the yield strength that occurs about TM/T � 4.5 is not
likely to be accidental nor is the coincidence between the temperature dependence
of both the yield strength and the intrinsic tensile stress for TM/T � 4.5 accidental
either. In the previous subsection we obtained numerical agreement between the
intrinsic tensile stress for metals and the yield strength in the cold-worked state at
zone asubstrate temperatures. Doerner and Nix2 in addition to noting the similar-
ity between a measured yield strength in thick Ni films and the measured intrinsic
tensile stress at the same substrate temperature, also noted a similarity between the
dependence of flow strength and the dependence of the tensile intrinsic stress on
temperature in Ni films formed by evaporation and condensation for TM/T � 6
and, hence, were the first to make the suggestion that the magnitude of the intrin-
sic tensile stress is limited by the yield strength.

Let us consider the bases for the sudden increase in grain size at TM/T � 4.5
as T increases. TM/T � 4 also roughly defines the transition temperature, T1, between
zone band zone II for metals. It corresponds physically to the disappearance of the
intercolumnar void network, as noted in Chapters II and III. This occurs because
adatom diffusion becomes sufficiently rapid at TM/T � 4 to fill in all the incipient
intercolumnar voids and/or cracks before they are buried under the next mono-
layer to deposit. At TM/T � 4.5 some of the voids are filled by diffusion and some are
not. Those voids that remain act to prevent most of the grain boundaries from migrat-
ing, while those that have been removed allow some grain boundaries to migrate and
produce an array of much larger grains that act to lower the yield strength markedly.
Thus, the sudden grain size increase is due to the onset of intercolumnar void density
decrement that occurs at about TM/T � 4.5 and that is completed with a resulting
zero intercolumnar void fraction at T� T1.
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As shown in Figures 6.5–6.8 the intrinsic tensile stress becomes zero above
a temperature close to TM/T � 4. Thus, there is no doubt that the absence of intrin-
sic tensile stress is due to the filling in of voids and cracks via diffusion and con-
versely, its presence is due to the cold welding of adjacent column surfaces across
an intercolumnar void and crack network. Grain boundaries are present both below
and above TM/T � 4, yet the intrinsic tensile stress becomes nil at TM/T 	 4. If there
were still an origin of intrinsic tensile stress at zone IIsubstrate temperatures, the
yield strength is still high enough to reveal its presence. However, the intrinsic tensile
stress is not measurable above TM/T � 4. Thus, grain boundaries, per se, cannot
account for the presence of intrinsic tensile stress. Indeed, all the mechanisms for
the origin of the intrinsic tensile stress that do not depend upon the existence of the
intercolumnar void and crack network can be eliminated from contention. These
include Chaudhari’s grain growth mechanism,11 the mechanism based on shrinkage
of grain boundary voids,2 and the mechanism based on excess vacancy annihilation.2

The remaining contender for the origin of the intrinsic tensile stress is the Hoffman
model, as modified above.

At this point we would like to emphasize again that the origin of the sud-
den drop in yield strength, as related to the sudden increase in grain size, and the
sudden drop in intrinsic tensile stress, which occurs coincidentally with the former
phenomena, is the onset of the disappearance of the intercolumnar void and crack
network induced by the sufficient surface diffusion of adatoms to fill the void spaces
before the adatoms are themselves submerged beneath depositing atoms. The absence
of intrinsic tensile stress above T1 can only be accounted for by the concomitant
absence of the cold welding across intercolumnar voids and cracks in films deposited
at substrate temperatures above T1. The cold welding is absent because all density
decrements, such as intercolumnar voids and cracks, have been filled in by surface
and interface diffusion of atoms. No motion of adjacent columnar surfaces toward
each other is possible above T� T1, i.e. the intercolumn space is at nearly the bulk
film density.

1.1.2.1. Origin of compressive stress.

As noted above in the zone btemperature range adatom diffusion and grain
boundary migration have sufficient mobility to exert their effects during film deposi-
tion.Thus, one expected outcome in this temperature regime is an approach at sur-
faces and interfaces to the local equilibrium condition. Chason et al.13 has noted that
the chemical potential of the atoms on the verge of being deposited is higher than
that of a similar atom beneath a plane surface of a film at zero stress. Hence, there is
a driving force for atoms at the surface not only to deposit on the film surface but also
to enter into the film. This entry can be accomplished in the zone b temperature range
most easily by diffusion into grain boundaries, increasing the number of atoms per
unit area of film plane per unit distance normal to the film (increasing the density)
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and thereby introducing a biaxial compressive stress into the film. The latter acts to
increase the chemical potential of an atom in the film, so that it approaches that of
an atom being deposited. Whether the model just given accounts for the observed
compressive stresses in films in this temperature regime will become evident upon
further testing of the model which will undoubtedly be carried out subsequent to
the publication of this edition of this book. The evidence presently available sug-
gests that the compressive stress approaches a constant value with increasing film
thickness.

In the original edition of this book, the experimental evidence that existed at
that time indicated the presence of compressive stress in films in non-energetic depo-
sition only in covalently bonded elemental films. Since then compressive stress has
been found in metallic films in non-energetic deposition.14Thus, the explanation sug-
gested in the original edition for the origin of the compressive stress under these
circumstances was wrong.

1.1.3. Effect of variables other than substrate temperature.

1.1.3.1. Oxygen.

Oxygen is a surface active molecule which chemically adsorbs on most
metal surfaces satisfying the surface dangling bonds and preventing adhesion (or
cohesion) between metal surfaces. Given this effect of oxygen it would be expected
that its presence in the deposition chamber would act to prevent the build-up of
intrinsic tensile stresses. Further, if sufficient oxygen is incorporated as an inter-
stitial impurity, or if an oxide is formed having a volume larger than that originally
occupied by its metal content,* then the accompanying increase in specific volume
(stress-free length) should induce the intrinsic stress to become compressive. In fact
Alexander and Hoffman12 found the intrinsic tensile stress to decrease with increas-
ing oxygen content in Ni films; Pulker7 found that increasing ratios of residual cham-
ber pressure to deposition rate were associated with decreasing intrinsic tensile stress
in Cr and Al films; Martinez and Aberman6b found the tensile stress to decrease with
increasing oxygen in Cr films. However, if oxygen acts to increase the yield strength
of the film without changing the specific volume appreciably, or if an oxide with
Pilling–Bedworth ratio	1 forms, then the intrinsic tensile stress the film can exhibit
would increase. An enhancement of the intrinsic tensile stress was found in Cu films
deposited in a partial pressure of O2.

6cThese explanations are speculative, and char-
acterization of the films and further experimentation are necessary to ascertain their
validity. It is unfortunate that the need for adequate film characterization in this spe-
cific field of interest has not been recognized, as yet. For example, there have been
many measurements of the type illustrated by the results shown in Figure 6.9a and b,
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which reveal an intrinsic tensile stress increment from a near zero value when
either the negative bias voltage is increased from a zero value or the argon pressure
is decreased from a value at which the mean free path is a very small fraction of the
target to substrate distance. These results can be explained either as a consequence
of a concomitant decrease in the oxygen content at the film surface during deposition
or as the result of inefficient densification, such as exhibited in the MD simulations
described in Figures 6.1 and 6.3. Usually there are no concomitant measurements
of the oxygen content in the corresponding films to be able to distinguish between
these two alternatives.

1.1.3.2. Other impurities.

Other impurities, such as water vapor, can either induce the intrinsic stress
to become tensile or compressive, as was found to be the case for oxygen. Hence,
these data cannot be used to distinguish between competing mechanisms for the
origin of the intrinsic stress, although, as for oxygen, different explanations can be
found to account for the contradictory behavior.

1.2. Intrinsic stress when film surface senses energetic particles.

In Chapter I it was noted that during self-bombardment interstitials are
formed either directly by channeling or indirectly via forward sputtering, and in both
cases without the concomitant formation of vacancies, or at sufficient incident energy
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per particle as a component of a Frenkel defect concomitant with vacancy generation.
Thus, particle bombardment of a growing surface creates an excess of interstitial
defects over vacancy defects. Because of this excess of interstitial over vacancy type
of defect the sign of the intrinsic stress developed in particle bombarded as deposited
films will be compressive independent of the substrate temperature. The substrate
temperature determines the film volume or length increment per interstitial created
and not annihilating at either the film surface or a vacancy. This excess partial molar
volume per interstitial depends upon whether the interstitial atom remains at an
interstitial site or is captured at a jog along an edge dislocation extending the asso-
ciated half-plane. The contribution to the compressive intrinsic stress in the latter
case depends upon the orientation of the half-plane reaching a maximum when this
plane contains the normal to the film plane.

When the growing film is bombarded by energetic inert gas ions or atoms,
then the defects, in addition to those described in the previous paragraph, will include
inert gas atoms in either interstitial positions or more likely in lattice positions cou-
pled with a self-interstitial defect corresponding to a Frenkel defect formed when
the inert gas atom in the interstitial position pushed a neighboring lattice sited atom
into an interstitial position and occupied the vacancy it created. The latter process
will occur when the excess energy of the inert gas atom in an interstitial position
exceeds the sum of the energy to create a Frenkel defect and the excess energy of
the inert gas atom at a lattice site. Thus, inert gas atoms that do not escape from the
film during deposition will contribute to the film’s intrinsic compressive strain, but
will not be the sole source of such compressive strain, because of the excess self-
interstitials always created during particle bombardment of the growing film.

On the assumption that the compressive strain is proportional to the frac-
tional number of film atoms displaced from equilibrium sites, it has been shown15,16

that the compressive strain is predicted to be proportional to the product of the rel-
ative flux, 
 (ion to film atom) and the square root of the particle energy, Ep. This
predicted relation has been verified experimentally in a variety of ways. In partic-
ular, Hwangbo et al.17 observed that the stress in ion-assisted evaporated Ag and Al
depends linearly upon the product 
 ��Ep. Similarly, Nir18 found a linear relation
between the square of the stress and ion energy for diamond-like carbon films bom-
barded with argon ions during deposition. The increment in packing density in a MD
simulation of film densification by energetic particle bombardment was shown19

to vary linearly with 
 ��Ep.
It is possible to vary the stress from tension to compression over some

range of stress in films subjected to energetic particle bombardment during depo-
sition as a consequence of two effects. The first stems from the fact that at low enough
temperature and in the absence of energetic particle bombardment the intrinsic film
stress is in tension at a value usually corresponding to the yield strength. The second
is that at a high value of the product 
 ��Ep the maximum value of the compressive
stress is again the yield strength, but in compression. Thus, by variation of the
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parameter 
 ��Ep, within the limits from zero to that corresponding to plastic flow
in compression, it should be possible to vary the intrinsic stress from the tensile yield
strength to the yield strength in compression. Hence, we are able to account for 
the ability to observe a functional dependence of the intrinsic stress on 
 ��Ep, as
discussed in the previous paragraph.

Targrove and Macleod’s observation20 that the packing density depends
on the square root of the mass of isoenergetic (500 eV) particles suggests that the
parameter that controls the intrinsic stress and related variables should be 
 ��M�pE�p.
Indeed, the normalized momentum, 2
 ��M�pE�p, has been used as a correlating
parameterfor the intrinsic stress of films subject to energetic particle bombard-
ment during deposition.

The observations that the intrinsic stress depends linearly on the normalized
momentum as does the packing density, according to the previous citations, sug-
gests that the stress may depend linearly on the packing density. However, the data
in Figure 6.10 reveals that the packing density increases at constant intrinsic stress
as the argon pressure decreases for films deposited via sputtering. Indeed, accord-
ing to the data in this figure the packing density must exceed 98% before there is
a compressive decrement to the intrinsic stress. Hence, although both the intrinsic
stress and the packing density depend linearly on the normalized momentum they
are independent variables. This result is consistent with a physical model in which
the number of forward sputtered atoms depends linearly on the normalized
momentum and these forward sputtered atoms act to fill the intercolumnar voids
without forming interstitial defects. The formation of interstitial defects becomes
significant only when these voids are nearly filled and thus the concomitant com-
pressive stress contribution to the intrinsic stress only begins to grow in magnitude
after the voids are filled.

The concept just described suggests then that the dependence of intrinsic
stress on normalized momentum should be that shown in Figure 6.11. The value of
the normalized momentum at which the intrinsic stress begins to decrease toward
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the compressive region should
depend upon the packing density
in films deposited in the absence
of energetic particle bombard-
ment. Tentative support for this
concept is provided by the results
of Roy et al.21 given in Figure 6.12
where it is shown that the 
 value
at which the intrinsic stress starts
to decrease itself decreases with
increasing substrate temperature
for constant energy of concurrent
ion bombardment. These data only
provide this support based on the
assumption that the initial void
content decreases (packing 
density increases) with increase in
the substrate temperature for tem-
peratures in zone 1. A computer 
simulation of the deposition
process22 showed that the pack-
ing density was found to remain
constant up to near the transition
temperature T1 (648°C for W), at
which it increasedsuddenly. If the
packing density-substrate tem-
perature function for W is the
same as that found in this com-
puter simulation then the films
deposited at 750°C would have a
higher packing density than
those deposited at lower temper-
atures. It is not known whether
the different curves for the
150°C, 300°C and 450°C sub-
strate temperatures represent
experimental scatter or variation
in the packing density. Thus,
while it would be useful to have

independent measurements of the packing density as a function of substrate tem-
perature for the deposition conditions used by Roy et al.,21 it seems reasonable to
conclude that the shift of the curve corresponding to a 750°C substratetemperature
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to lower normalized momentum values as compared to the curves for lower sub-
strate temperatures is consistent with the behavior described in Figure 6.11.

There are several aspects of the data given in Figure 6.12 that differ from
the idealized representation of Figure 6.11. One is that in Figure 6.12, the tensile
stress increases initially with 
 instead of remaining as a constant value. Another
is that after the 
 value at which the sign of the slope of the curve changes to a neg-
ative value, the dependence of the stress on 
 is not strictly linear. Still another is
that the average value of the slope of the decreasing stress segment is not a constant.
There are potential explanations for all these deviations from the behavior described
in Figure 6.11. It is apparent that there exists a need for experimental determina-
tion of the real origins of these deviatory results. In particular: (1) is the initial
increase in tensile stress due to the removal of oxygen from surfaces at which cohe-
sion will take place, or is it due to an increase in the yield strength brought about
by a hardening effect arising from the defects created by the ion bombardment or
does it represent the effect of inefficient densification as in Figures 6.13 and 6.3;
(2) does the variability of the slope of the decreasing stress segment stem from a
changing volume increment per increment in normalized momentum or from a
non-linear dependence of interstitial defects created per unit increment in normal-
ized momentum or from some other source?
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It may be of significance that in both MD studies of the effect of ion bom-
bardment on microstructure shown in Figures 6.13 and 6.3, there is an initial
increase in intrinsic tensile stress with increase in the normalized momentum. This
increment in tensile stress is associated with an imperfect filling of the voids due
to the forward sputtering and collapse of unstable arrays that may occur as a con-
sequence of the ion bombardment. For example, in Figure 6.3b the ion bombard-
ment did not generate a perfect stacking of atoms, but did generate one in which
the density is less than the equilibrium density for a perfect crystal. Close exami-
nation of Figure 6.3b yields the conclusion that there are edge dislocations at the
side boundaries centered at the void, as indicated by the symbols for them placed
there. Further, measurement of the length corresponding to 32 atoms along a hor-
izontal row and comparison of this length in the deposited region as compared to
the substrate region reveals that this length in the substrate region is shorter than in
the deposited region. It appears that the collapse of the nearly unstable array of
Figure 6.3a produced an imperfect crystal having a lower density than the
homoepitaxial substrate. Similarly, Figure 6.13b(b�) reveals that the ion bombard-
ment resulted in the introduction of two dislocations while accomplishing bonding
across the void surfaces of Figure 6.13b(a�) and thereby producing intrinsic tensile
stress in the upper half of the film of Figure 6.13b(b�). Thus, the initial increment
in intrinsic tensile stress may be due to the action of the ion bombardment of bring-
ing the side faces of voids near enough to each other to interact and strain the
adjoining columns in the process of bonding. However, the aforesaid explanation
of the initial increment in intrinsic tensile stress with increase in the normalized
momentum of incident particles during deposition must be considered highly ten-
tative in view of the fact that the tensile stress deduced in these films is based on
an interatomic potential that is much longer ranged than those applicable to real
materials.34

Recently, Davis23 and Robertson24 proposed similar models for the
dependence of the compressive stress in initially ideally densefilms produced via
ion deposition or ion assisted deposition. Further, this theory predicts that it is not
necessary for the compressive stress to rise to the yield strength before it levels 
off and, hence, modifies the simple model illustrated in Figure 6.11. These models
are based on the following hypotheses. First, it is assumed that the rate of increase
in number of atoms per unit area implanted in interstitial* sites below the film 
surface is proportional to the normalized momentum, as first suggested by
Windischmann,16a based on the knock-on linear cascade theory of forward sput-
tering of Sigmund.16b However, it is recognized that these interstitial defects can
relax into positions that do not contribute to the intrinsic stress and can be induced
to so relax by the thermal spikes induced by the incident energetic particles. The
rate of such relaxation per unit area is taken to be proportional to the number of
atoms which acquire more than the excitation energy required for relaxation from
each energetic impact, the fraction of these atoms which are in interstitial positions,
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and the rate of ion impact. These assumptions lead to a functional relation for the
compressive stress given by

(6.1)

where Y is Young’s modulus, � is Poisson’s ratio, E is the incident particle energy,
Ñ is the total deposition rate in number per unit area, j is the energetic particle flux,
and k is an adjustable parameter. This functional dependence of �(E) is obeyed in
many cases. For example, Figure 6.14 shows such a fit to the data given in Figure
5.19. (Because the strain associated with the sp2

: sp3 transition is not included
in equation (6.1), and if the compressive stress does induce this transition, then the
significance of this fit must be questioned.) We emphasize again that in the cases
being considered the maximum compressive stress is less than the yield strength.
Thus, the simple model described in Figure 6.11 must be modified so that the 
compressive stress obeys equation (6.1) rather than increasing linearly with the
normalized momentum to the yield strength in compression.

1.3. Intrinsic stress due to phase transformation.

Under special circumstances it is possible to have a phase transformation
occur during deposition of thin films. Three examples come to mind. One is a trans-
formation from the amorphous state to the crystalline state in restricted volumes of
the film.3,25–27Another is a transformation from an sp2 to an sp3 bonded state, both

� � � � �[Y/(1 )][E /(N/j kE )]1/2 5/3ɶ
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existing in an amorphous arrangement.28 Still another involves a phase transforma-
tion from one crystalline structure to another in restricted volumes of the film.29,30

The latter has been found to occur in Ta films deposited from a vapor 
of thermal origin.29 Initially, the crystal structure of the deposit is a body-
centered-tetragonal (bct) structure, which is believed to form as a consequence of
the presence of oxygen atoms which are incorporated to produce an ordered solid
solution. When the film thickens, the bct structure transforms to a body-centered-cubic
(bcc) structure, which has a smaller molar volume, and thus induces an intrinsic
tensile stress increment. Since the transformation acts to increase the elastic strain
energy of the film, there must be a greater decrease in the specific free energy
between the bct and bcc structures for the transformation to occur spontaneously.
Incidentally, the transformation appears to occur via a nucleation and growth
mode so that it appears reasonable to assume that the excess specific free energy
between the two phases is associated with the oxygen atoms dissolved in the bct
structure, which precipitate out of solid solution during the transformation to the
bcc structure. The bct structure has been denoted the beta phase by these authors.

However, another view of the beta phase and the transformation is pro-
vided in a recent study involving energetic bombardment during the deposition of
Ta.30These investigators found that, at constant oxygen content (	0.5%) and argon
content, as the negative bias increased from 0 to�200V both the compressive stress
and the beta phase fraction in the film increase, as shown in Figures 6.15 and 6.16.
(There is a compressive stress at zero bias because even at zero bias the film is bom-
barded by energetic particles that are primarily argon neutrals reflected from the
target.) Based on these results Catania et al.30 proposed that the transformation is
“caused by forward recoil of Ta atoms interstitially or in grain boundaries”. These
investigators were uncertain from their X-ray diffraction results as to whether the

Intrinsic stress 189

2.00

C
om

pr
es

si
ve

 s
tr

es
s 

(G
P

a)

1.60 1 2 3

1.20

0.80

0.40

0.00
0 100 200 300 400

Bias voltage (�V)

Figure 6.15.Compressive intrinsic stress
as a function of bias voltage. Reproduced
with permission from P. Catania, R.A. Roy,
J.J. Cuomo, J. Appl. Phys. 74, 1008(1993).

100

80

60 1 2 3
40

20

0
0 100 200

Bias voltage (�V)

B
et

a 
ph

as
e 

(%
)

300 400

Figure 6.16.Relative amount of -Ta
determined from peak intensities in X-ray
diffraction scans. Reproduced with
permission from P. Catania, R.A. Roy, 
J.J. Cuomo, J. Appl. Phys. 74, 1008(1993).



beta phase is a distorted A15 structure having a theoretical density of 17 g/cm3 or
a beta uranium structure having the theoretical density of 16.33 g/cm3. Since bcc
Ta has a density of 16.6 g/cm3, it is not possible to conclude whether the transfor-
mation is induced by the compressive stress forming the A15 product or directly to
the beta uranium product via a forward recoil-induced rearrangement of atoms.
The latter possibility can only be rationalized on the basis that the bombardment-
induced defects in the bcc tantalum raise its free energy above that for the beta ura-
nium structure thereby allowing the transformation to proceed in the direction of
decreasing free energy, otherwise it would be necessary to assume that the bom-
bardment itself induces a transformation “uphill” in free energy. However, it must
be noted that beyond a bias voltage of�200 V, the compressive stress decreases,
whereas the -Ta content remains constant, i.e. the fraction of the product phase
does not correlate to the compressive stress. Hence, it is not likely that the -Ta
phase is induced directly by the compressive stress.

Transformation from one predominant bond type to another in an amor-
phous film has been found to occur during deposition of films condensed from
thermally induced vapors that are bombarded simultaneously by inert gas ions. In
the absence of concurrent bombardment carbon films condensed from carbon vapors
having only the thermal spectrum of energies are amorphous with more than 97%
of the bonds having sp2 character. Thus, the initial state of the carbon atoms just
deposited and prior to sensing energetic incident inert gas ions must be sp2. The
film after deposition is found to contain a much smaller sp2 content than the film
deposited in the absence of energetic particle bombardment. Thus, the energetic
particles have brought about a change in the relative population of sp2 and sp3 bond
types. Despite this knowledge, what is not known is the change in intrinsic stress
due to this change in bond type alone in the corresponding amorphous thin films.
If the experimental densities are used to estimate the transformation strain then it
becomes apparent that only a very small change in the relative percent of bond types
will yield sufficient strain to bring the intrinsic stress to a zero value. However, very
large changes in the relative bond concentrations occur so that it becomes apparent
that the experimental densities cannot reveal the transformation strain. They neglect
the possibility that voids are present and that there may be anisotropy in the density
for the sp2 bonded films. This subject should be an interesting and fertile field for
any investigator wishing to increase the sum of knowledge available to us.

Robertson24 has suggested that the compressive stress is the cause of the
sp2 to sp3 transformation. Figures 5.18 and 5.19 reveal that although there is a general
relation between compressive stress and this transformation, the correspondence is
not exact. For example, the maximum in compressive stress is reached at a bias volt-
age of�50 V, whereas the maximum in the sp3 content is reached at�110 V. Also,
there is only a very small decrease from the maximum sp3 content at�215 V,
whereas the compressive stress relative to the maximum drops by 50% at this bias
voltage. Thus, it is apparent that some factor other than compressive stress affects
the sp2 to sp3 transformation, and vice versa.
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The nucleated transformation from an amorphous to a crystalline state
during deposition has been investigated for silicon33 and for amorphous alloys.31,32

In the absence of concurrent energetic particle bombardment, and at sufficiently
low temperature, silicon vapors of thermal origin deposit in the amorphous state.
With concurrent particle bombardment during deposition exceeding some mini-
mum normalized momentum, but less than some other maximum value of the nor-
malized momentum, the films formed have crystalline particles embedded in an
amorphous matrix. Also, in the absence of concurrent particle bombardment, and
in a very narrow substrate temperature range, initially deposited amorphous sili-
con may transform to polycrystalline silicon during deposition.26 Thus, the trans-
formation from amorphous to crystalline state occurs during deposition in finite
volumes of the film, possibly by a nucleation and growth mechanism.

The crystalline state has a lower specific volume than the amorphous state
and consequently the contribution to the intrinsic stress due to the amorphous to crys-
talline transformation should be tensile in sign. This result has been observed in liq-
uid phase chemical vapor deposition (LPCVD) silicon films deposited at 605°C, in
the absence of particle bombardment.26 No concurrent observations of stress and the
amorphous-to-crystalline transformation have been made for carbon films, although
as noted above they have been made for the sp2 to sp3 transition in such films.

1.4. Intrinsic stress due to epitaxy.

The intrinsic stress in the plane of the film due to epitaxy for the cases
where the interface plane is a {001}, {111}, or {110} plane of a cubic crystal for
both film and substrate is given by33

where

and where l, m, nare the direction cosines of the angle between the normal to the
film plane and the cube axes and Cij are the elastic constants. Also,

where af and as are the lattice parameters of the film and substrate respectively. If
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is the shear modulus, E is Young’s modulus, and � is Poisson’s ratio. The stress nor-
mal to the film plane is, of course, equal to zero.

2. Thermal stress.

Little needs to be said here concerning the thermal stress in a film due to
the difference in thermal expansion coefficients between film and substrate, and to
a difference in substrate temperature between that at deposition and that upon 
observation.One merely substitutes for �, in the relation for the stress above, the
expression���(T2 � T1), where �� is the coefficient of thermal expansion of
the film minus that of the substrate and T2 is the film temperature at which the stress
is being evaluated after being deposited at temperature T1.
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Appendix 1

For real metals a realistic relation for the energy, E, between two metal blocks
whose planar surfaces are separated by the distance a* is that derived by Rose et al.A1 and
described below

(6.A1)

where Eo is the total energy for the two metal blocks at the equilibrium separation am between
the two surfaces, a*� (a � am)/�, where a is the actual separation between these surfaces
and � � (9�/4)1/3rs

1/2/3 a.u. in which rs � [3/(4�n)]1/3, where n is the number of outer elec-
trons. We may use this relation to determine the spacing at which the attractive force acting
on one surface due to the other block of metal equals the same ratio of the maximum attrac-
tive force as the typical tensile intrinsic stress in films is to the theoretical breaking strength,
i.e. roughly 0.01. For the specific case of aluminum, using the above relation and the fact that
the maximum attractive force occurs when d2E/da2 � 0, we find that the spacing between
surfaces that would yield the observed level of intrinsic stress occurs at a value of 1.7 times
the interplanar spacing or a void thickness of 1.67 Å for a typical metal. Thus, in metals the
only voids that can contribute significantly to the intrinsic stress are less one vacancy thick,
at the most.Only voids (cracks) thinner than 1.7 times the interplanar spacing will sponta-
neously cold weld. It is these regions of 1.7 times the interplanar spacing that form the
bridges in films deposited in the zone atemperature regime.

A1. J.H. Rose, J. Ferrante and J.R. Smith, Phys. Rev. Lett. 47, 675(1981).

E E (1 0.9a*)eo
0.9a*� � � �
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Reactions between separate phases or layers in thin films may be classi-
fied as heterogeneous, and those that occur within a single layer or on the surface
between adatoms or admolecules may be classified as homogeneous. In integrated
circuit technology, the products of these reactions make up elements of circuitry,
such as gate oxides, or metallic junction elements, such as silicides. Sometimes the
reactions between adjacent thin film layers are undesired, as in superlattices. It is
thus useful to attempt to summarize the knowledge that has been gained from stud-
ies of these various reactions in thin films.

1. Heterogeneous reactions between thin
monocrystalline layers.

1.1. Completely miscible layers.

Given monocrystalline layers having different composition as the elements
of the diffusion junction. Usually, even though the two layers have the same crys-
tal structure, given that they are completely miscible, they do not have the same
lattice parameter. Thus, there will usually be misfit dislocations in the two layers
to minimize the free energy of the two-layer structure. As diffusion proceeds to
develop a concentration gradient, the misfit dislocations will move to accommo-
date the difference in lattice parameters along this gradient. One possible result of
such diffusion is the formation of new grains whose lattices are curved to adjust
for the difference in lattice parameters that exists along the direction of the con-
centration gradient.1,2 The boundaries that separate the curved grains from the
matrix are made up of dislocations which once accommodated the misfit in the
areas occupied by the curved grains. The tendency to form such curved grains
increases with the degree of misfit between the lattice parameters of the layers and
with the thickness of the layers.2

Usually, lattice diffusion involving two species having different diffusiv-
ities and vacancy diffusion as the primary diffusion mode will give rise to another
type of defect, namely, voids. However, this effect occurs in bulk diffusion couples
and may not occur in thin film diffusion couples if the initial thickness of the
fastest component is such that no excess unreacted layer remains at the completion
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of the diffusion anneal and this layer is at the composite film surface, rather than
at the interface with the substrate.

Thus, in the event it is desired to deposit a void-free, monocrystalline
alloy of some specific composition, a preferred strategy is to codeposit the com-
ponents of the alloy to produce the desired composition onto a monocrystalline
substrate that has the desired lattice parameter and crystal structure.*

2. Layers of immiscible components but forming
intermediate compounds.

This category is probably the most important of the numerous cases
involving reactions between layers of thin films. For example, silicides are often
produced via a reaction between a metal layer and the underlying silicon substrate.
Given that the product layer forms as an intermediate layer between the two reac-
tants, further reaction requires that at least one of the reactants diffuses through the
product layer to combine with the other reactant to form an additional product layer.

2.1. Epitaxial monocrystalline product phase.

If the substrate is monocrystalline then it is possible to form an epitaxial
monocrystalline compound via reaction between the polycrystalline reactant layer
and the monocrystalline reactant substrate. However, supplementary conditions
must be met for the product layer to be epitaxial. There must be coherency across
the product layer-substrate interface and the lattice parameter mismatch must be
small. Given the latter conditions then the formation of the epitaxial compound is
favored over the other possible competing intermediate phases that may exist in
the phase diagram of the reactants’ system because the surface energy barrier to
nucleation of an intermediate phase is at a minimum for the epitaxial compound.
An example of this category is CoSi2, which is one of four intermediate phases
that exist at equilibrium in the Co–Si binary system. However, since at least one of
the reactants must diffuse through the product layer, the diffusion rate of the fastest
diffusing component through the product layer varies between the different poten-
tial products and thereby can control which product will appear first providing that
nucleation does not limit the onset of the reaction. Indeed, in the Co–Si binary system
it is possible to have with increasing reaction temperature, Co2Si, CoSi, and CoSi2

as the products that appear.3
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CoSi2 has several potential applications in integrated circuit technology.
It is being considered as a low-resistivity conducting element in three-dimensional
electronic devices since it can be made to be epitaxial with silicon as an overlayer
on the latter and silicon can be deposited as an epitaxial overlayer on the silicide.
There are three structural aspects of this silicide layer that should be discussed
here. One is the surface structure of the silicide, another concerns the island mode
of growth of the silicide under certain conditions of growth and the possible
related structural defects, and the last relates to the pinholes that may appear in the
silicide layer.

Two orientations of the substrate silicon surface are of interest here: (111)
and (100). As mentioned in previous chapters, depending upon which of two ener-
getically nearly equal sets of potential wells on the (111) plane is occupied by the
contacting monolayer of the epilayer, stacking faults or twins can be introduced. In
the case that the epilayer is a different phase, the resulting epitaxial product may
have two orientations, which are twin related. CoSi2 belongs to the cubic fluorite
structure class. Hence, one of the CoSi2 twins will have its cubic axes parallel to
those of the substrate whereas the other twin will be related to the former by a 180°
rotation about the�111� axis normal to the substrate surface. These are denoted
as the A and B orientations, respectively, in the literature.

The initial stage of growth consists in the formation of separated islands
of CoSi2. How then is it possible to produce a single orientation in the epilayer
when both A and B oriented islands are formed? It should be mentioned here that
a single oriented CoSi2 layer (in the B orientation) is produced only under ultra-
high vacuum conditions (or its equivalent). Both orientations are found when 
oxygen is not removed from the Si substrate surface. An answer is that under ultra-
high vacuum conditions the boundaries between the twins are mobile at the growth
temperature and move so that the B oriented grains consume the A oriented ones.
Apparently, the B oriented grains have a lower free energy than the A oriented ones.
(This is a fortunate result since for device considerations it is desirable to have an
A/B/A orientation for the Si/CoSi2/Si multilayer assembly.) When oxygen is pres-
ent the boundaries between the twins become immobilized and both orientations
then survive in the epilayer. It must be remarked, however, that the proposed expla-
nation differs from one given in the literature.4

Thus, B oriented CoSi2 epilayers can be grown on Si(111). The epilayers
contain only a few dislocations in the bulk of the epilayer, but have misfit dislocations
at the interface with the substrate. We have not mentioned the growth conditions
that yield this desirable product. In fact, to obtain high-quality product it appears
to be necessary, after deposition of the Co layer, to anneal at a temperature in
excess of 600°C for the formation of the CoSi2 epitaxial layer. Only for anneal
temperatures above 600°C does the CoSi2 layer have sufficiently low electrical
resistivity for high-speed device application.5 It is believed that point defects in the
CoSi2 layer do not anneal out of the layer below this temperature.5 (However, it
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should be noted that there are methods for producing perfect CoSi2 layers at tem-
peratures lower than 600°C that do not involve point defect diffusion, which will be
discussed in a later section.)

CoSi2 layers formed via the interdiffusion of Co and Si layers at temper-
atures higher than 600°C involve two types of defects. One is a rough surface. The
other defect likely to appear in the bulk epilayer is the pinhole, a cylindrical shaped
hole that extends from substrate to surface. To understand why pinholes form and
how to avoid their formation it may be useful to know that the (111) surface of
CoSi2 may be one of two types: C and S. The C type consists of a single monolayer
of Si as the termination layer. The S type has three Si layers at the surface. It has
been shown that when the S type surface is present on the CoSi2 epilayer,5 or when
there is an excess of Si as an overlayer on the CoSi2 epilayer,6 from deposition through
subsequent annealing, then pinholes are avoided. Also, it is shown that pinholes
develop in epilayers that have the C type surface after deposition, but before sub-
sequent annealing, upon being annealed. Further, after annealing, the epilayers
have the S type surface. These facts indicate that Si diffuses from the epilayer having
the C type surface during annealing to the epilayer surface to convert it to an S type
surface. Such diffusion is believed to initiate the formation of the pinholes, i.e. the
fastest means of providing Si to the epilayer surface is via the formation of pin-
holes and surface diffusion along the pinholes. The homogeneous depletion of Si
from CoSi2 to provide the two surface monolayers of Si in the S type surface would
result in a local increase in free energy in the bulk epilayer, which may provide a much
larger barrier to the transport of the required Si than would the heterogeneous for-
mation of a pinhole through the epilayer that could supply the needed Si to make
the pinhole surface as well as the epilayer surface S type in character. Apparently,
the S type surface has lower energy than the C type surface of CoSi2(111).

The surface roughness problem has been solved by use of a codeposition
technique that will be considered in a later section.

The formation of monocrystalline and epitaxial CoSi2 on Si(100) is more
desirable from device considerations than on Si(111). Thus, there has been an effort
to produce this product. One successful method involves what is now known as the
template method, first pioneered in the control of NiSi2 epilayer orientation (A or B)
on Si(111).7 In this method as applied to the production of CoSi2 on Si(100) a layer
of Co about 2.6 Å thick is deposited on clean Si at room temperature in ultra-high
vacuum, followed by the deposition of several angstroms of Co and Si in stoichio-
metric ratio and further annealing to 460°C.8 It has been noted that on Si(100) Co
does not react to form CoSi2 at room temperature;9a neither does it do so on
Si(111).9b From an analysis of the results from various surface sensitive techniques
it was concluded that at room temperature Co initially diffuses into the Si lattice
interstitially, but with an initial Co layer thicker than 2.5 ML there is a change of
the Co diffusion mechanism from interstitial to site exchange.9aOne may speculate
that it is the occupancy of lattice sites in Si by Co atoms, as a result of diffusion at
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room temperature, that provides the template for the growth of a monocrystalline,
epitaxial layer of CoSi2 upon subsequent annealing to 460°C. In the absence of the
template procedure, reaction between a Co layer and a monocrystalline Si substrate
produces a polycrystalline CoSi2 layer at a temperature above about 600°C, and a
polycrystalline CoSi layer at about 375°C. The template scheme demonstrates the
extraordinary effect of the state of the interface between two reactants on the sub-
sequent product formed by them.

Much more complicated defect structures are produced in the reaction
between rare earth metals and silicon to form RESi2-X epitaxial silicides on
Si(111). One type of defect observed is a vacancy superstructure on the Si sublat-
tice. The other type of defect is the stacking fault with {10

_
10} habit planes and

1/6 �
_
12

_
13� displacement vectors.10 The determination of the origins of these

defects requires more research.
An additional structure is manifested in the case of epitaxial PtSi on Si.

When stoichiometric quantities of Pt and Si are coevaporated onto clean Si(111) at
500°C in an ultra-high vacuum environment to a total thickness of 200 Å then a
monocrystalline and epitaxial film of orthorhombic PtSi is formed on the Si sub-
strate. If now Si is deposited onto the PtSi at a substrate temperature of 400°C,
then a double heterostructure of Si(111)/PtSi(010)/Si(111) is produced. If the ulti-
mate Si layer is deposited at a substrate temperature of 600°C instead of at 400°C,
then the homogeneous layer of PtSi is disrupted to produce interspersed columns
of PtSi and Si in the epitaxial orientations corresponding to those found in the 
double heterostructure. Figure 7.1 illustrates the microstructure of the interspersed
columns. One explanation proposed by the investigators who found this effect11 is
that the driving force to produce the columnar structure is the attempt to minimize
PtSi/Si interface area. This explanation is certainly wrong in that formation of the
columnar structure must initially increase this interface area, as is apparent from
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Figure 7.1. A more likely explanation is that the columnar morphology decreases
the elastic strain energy developed by the misfit between the PtSi and Si structures.
Certainly a conclusion of the results cited above is that the Si(111)/PtSi(010)/Si(111)
double heterostructure is morphologically unstable and given sufficient mobility
will change to produce the columnar structure of Figure 7.1. Thus, in the phenom-
enon just discussed, it appears that the tendency to reduce the film stress drives the
interchange of Pt and Si atoms at the interface between PtSi and Si so as to
rearrange the morphology. This rearrangement involves an initial increase in the
interface area, although in a later stage the PtSi/Si interface area may be smaller
than at the start of this reaction.

2.2. Polycrystalline compound products.

As noted in the previous subsection unclean substrate surfaces can cause
the formation of polycrystalline product layers of a substrate-overlayer interaction
that are also epitaxial with the substrate. In many cases, the conditions required for
epitaxy are not satisfied and sufficient separate non-epitaxial product grains are
nucleated so that the final product is polycrystalline. The new and different type of
defect found in this case is surface and substrate/product interface roughness on a
larger scale. There are several possible reasons to account for this result. Reactions
are likely to be diffusion limited and diffusion through a polycrystalline layer for
many of the cases belonging to the class of this section is likely to be limited by
grain boundary diffusion. The rate of transport along grain boundaries is not the
same for all grain boundaries and for a given grain boundary can vary with direc-
tion in the grain boundary. Thus, some product grains will grow faster than others.
Further, grooves can develop at grain boundary/surface or/substrate intersections
in an attempt to achieve local interfacial equilibrium, which contribute to rough-
ness at these interfaces.

One of the polycrystalline phases formed by reaction between a metal layer
and a silicon substrate that has found commercial application is TiSi2. This silicide
has been used as gate and source/drain conductors in CMOS technology. In the
reaction between Ti and Si, the first phase formed is an amorphous TiSi solid solution,
then the C49 phase of TiSi2 nucleates and grows at the �-TiSi/c-Si interface, 
and finally the C49 phase converts to the C54 phase upon further heat treatment.
The latter phase is the desired one since it has a resistivity between 12 and 15��-
cm and the former has a much higher resistivity. With the trend to smaller dimen-
sions of all circuit elements a problem has arisen with this silicide in that the
silicide tends to agglomerate, i.e. it is morphologically unstable as a smooth film.
Since the driving force for agglomeration is the reduction of the total free energy
associated with the interfaces of the agglomerating phase one possible solution of
this problem is modification of the interface energies of the C54 phase. Another
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possible solution depends upon the kinetics of the competing processes: the C49 :

C54 reaction and the agglomeration process. Because the former is more rapid than
the latter, use of rapid thermal processing (RTP) may allow the first process to
occur before the latter can change the morphology significantly. However, as the
dimension of the C54 TiSi2 phase conducting element decreases the chemical
potential gradients of the diffusing species increase. Such increase in chemical
potential gradient results in an increase in the rate of agglomeration of the C54 sili-
cide with the result that the difference between the kinetics of the two competing
processes becomes smaller. Thus, there may be a limit to the ability to produce
adequate TiSi2 conductor elements in submicron CMOS technology via a strategy
based on RTP separation of the desired reaction from the undesired agglomeration
process. We have in this example another manifestation of the crucial relation
between processing and structure.

3. Reactions between adatoms and substrate.

3.1. Silicon dioxide films.

One of the foundations of the silicon-based technology of current micro-
electronic devices is the ability to form useful oxide insulating layers on silicon by
reaction with oxygen via processes that are consistent with wafer integrated circuit
technology. Until recently, the method of forming these SiO2 layers made use of
thermal oxidation in a controlled environment. Such oxidation was carried out in
furnaces at elevated temperature (800–1050°C). With the current trend to reduce
the dimensions of circuit elements, other methods of producing SiO2 films on Si
have been investigated that do not require submitting wafers to these elevated tem-
peratures. The thermally produced oxides represent the reference state relative to
which the properties of the oxides produced by these new methods are evaluated.

These SiO2 films are amorphous and consequently have a complicated
defect structure. Although many of these defects have been defined, many more are
as yet undefined. Further, the relationships between the defect structure, processing,
and properties are also somewhat ambiguous. Thus, the new processing methods have
been evaluated empirically by measurement of the significant properties required
for use of the oxide films thus produced, such as breakdown field. Although some
aspects of defect structure are known to contribute to the breakdown field, others
are not known. For example, the roughness of the Si/SiO2 interface is known to
affect the breakdown field, in that increasing roughness decreases the breakdown
field. Unfortunately, there seem to be few studies of the effect of processing on this
interface roughness, probably conditioned by the fact that characterization of this
interface roughness is difficult. Also, recent studies12 point to the development of
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defects, which are localized at the conductor/SiO2/Si interfaces, as illustrated
schematically in Figure 7.2, that lead to the development of the critical condition
that incites the destructive breakdown of the insulator. But, again unfortunately,
nothing is known about the origin of these defects. It is known that the nature of
the interfaces with the SiO2 insulating film affects the sign of the charges that
build-up at these interfaces, as illustrated in Figure 7.2, i.e. under positive high-
field stress positive charge builds up at the Al/SiO2 interface and negative charge
builds up at the poly-Si/SiO2 interface.

It has been reported that grown oxides have better properties than deposited
oxides.13This fact may be understood readily with the knowledge that the Si/SiO2

interface after growth is not the original surface of Si but lies below this original
surface, as is illustrated schematically in Figure 7.3, whereas that for the deposited
oxide lies at the surface of the Si. Even if this surface is clean, there are foreign
atoms in it. Further, the defects likely to exist at the Si/SiO2 interface will be fewer
at the interface produced by diffusion rather than at that produced by deposition
thereon. It has already been noted that the most important property of the oxide
film, its breakdown voltage, depends upon the quality of the interfaces between
the oxide and the contacting conducting layers. Incidentally, this reason for the
advantage that a grown oxide has over a deposited one also applies to the silicides
used for Schottky junctions with silicon, i.e. the grown silicide has a clean, nascent
interface with silicon, whereas the deposited silicide does not.
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Figure 7.3 also indicates that the composition over one or two monolayers
of the Si/SiO2 interface is that of SiO, which may or may not be due to a small-scale
surface roughness. The extent of this intermediate layer may be reduced by high-
temperature annealing in an oxygen atmosphere.13 Defects of extrinsic origin,
such as Na and H are likely to be present at this interface. These defects may also be
removed in high-temperature treatments. Si dangling bonds may also be present in
a concentration of one in a hundred Si atoms14 and may be passivated by combi-
nation with H atoms at temperature T obeying 225� T � 550°C. The dangling
bonds in SiO2 are not all of one character as in amorphous Si. Rather, although the
Si3Si� dangling bond is the same in both materials, Si2OSi–, SiO2Si–, and O3Si– are
dangling bonds that exist in SiO2 but not in �-Si. Such dangling bonds are believed
to make up most of the Si/SiO2 interface states with the Si3Si predominating.

When hot electrons or holes enter the oxide over the blocking interfacial
energy barrier of 3.1 eV defects may also be generated at this interface, either by
electron-hole annihilation or by trap creation via hot electrons. Such defect generation
leads to degradation of the oxide in usage. Trap and interface state generation rates are
sensitive to the hydrogen content in the oxide and to the annealing atmosphere and do
not vary in the same way with variation of this treatment.15 Methods of preventing
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the onset of such damage are currently being researched, such as nitridation of the
interface, control over the morphology of source/drain regions and gate oxide, and
control over the mechanical stress acting on the gate oxide.*

4.Amorphous to crystalline transitions.

4.1. Silicon.

4.1.1.�-Si : poly-Si.

At this writing the higher electron field effect mobility of poly-Si relative
to �-Si:H and the consequent advantage of incorporating such higher mobility in
flat-panel displays and the like are driving investigations to discover the factor(s)
that limit this higher mobility. Poly-Si can be formed in a variety of ways. It can be
produced by a variety of chemical vapor deposition (CVD) techniques at substrate
temperatures�600°C; by thermal crystallization of �-Si with the �-Si produced
by CVD or by self-implantation and the crystallization carried out by furnace or by
rapid thermal annealing, and by laser crystallization of �-Si. The first process pro-
duces a columnar array of grains with grain sizes smaller than 100 nm (usually
limited to a size about equal to the film thickness). The second process can produce
a large grain size array (about 1�m). The result obtained using the third process
depends upon conditions pertaining to the �-Si and the laser crystallization, but in
the desirable state consists of an array of grains, that are formed by solidification
of the laser melted film under conditions that yield few nuclei and can produce a
grain size on the order of 1�m. However, the mobilities for the products of the
three processes range from 1 to 10, 20 to 120, and 10 to 500 cm2/Vs, respectively.

Apparently, the mode of forming the poly-Si influences the grain size, the
structure of the grain boundaries in the poly-Si film and the defect structure within
the grains. The grain boundaries and bulk defects are the sites of the traps that
affect the electron mobility. Thus, the less is the grain boundary area and the bulk
defect density per unit film area the better will be the electronic properties of the
poly-Si film. Another possible property that may be significant in this context is
the trap density per unit area of grain boundary. We have very little knowledge of
the latter phenomenon. We do know theoretically that perfect tilt boundaries do not
contain dangling bonds. However, it is by no means an assured fact that the
absence of dangling bonds means an absence of traps in the grain boundary.
Indeed, bent or weak bonds in such boundaries may act as effective traps.17 Let us
now consider the factors that may affect these parameters.

204 VII-Reaction-induced Structure

* Since the first edition of this book progress in miniatiurization has been so rapid that a need to
replace SiO2 by high-dielectric constant insulators has spurred much research. The interface reaction
between these high k materials and Si is considered in Appendix 2.



There is much evidence that for a given technique of producing a poly-Si
film the field effect mobility increases as the grain size increases. Figure 7.4 presents
one example of this relationship. However, grain size alone does not control the
field effect mobility in poly-Si. As indicated in Figure 7.4, passivation as a conse-
quence of annealing in a hydrogen atmosphere also acts to increase this mobility.
This process is believed to take place not only by the removal of dangling bonds at
grain boundaries, but also by the removal of bent (weak) bonds in the process of
converting them to Si-H bonds. However, even for a given grain size and hydrogen
passivation, the field effect mobility can vary. For example, poly-Si films of nearly
the same grain size (130 versus 145 nm) formed by recrystallization of the same
amorphous films in a furnace at 600°C on the one hand and by RTP at 750°C for
80 s on the other hand, and then treated the same way yielded field effect electron
mobilities of 30 and 80 cm2/s, respectively.18This observation is readily explained
by other observations that show a high density of stacking faults and twins in films
crystallized from amorphous films at about 600°C,19 with the density of such
defects decreasing with increasing annealing or crystallization temperature.20

One might expect that grains formed by solidification from the melt con-
tain fewer defects than grains formed by crystallization at 600°C of an amorphous
matrix. However, this expectation is not borne out by the results of Ready et al.21

who found that the latter had higher Hall mobility than the former in samples that
had about the same grain size. The main advantage of laser melt solidified grains
arises from the ability to produce large grains at an appropriate laser pulse power
level. This power level coincides with the almost complete, but not quite complete,
melting of the film, so that very few grains remain to act as heterogeneous nuclei
for the explosive crystallization of large grains of diameter greater than the film

Amorphous to crystalline transitions 205

70

60

50

40

30

20

10

0.0 0.1 0.2 0.3 0.4 0.5
Grain size (�m)

Before hydrogenation (RTA, O) After hydrogenation (RTA, O)

0.6 0.7
0

H
ol

e 
m

ob
ili

ty
 (

cm
2 /

V
s)

Figure 7.4.Hole mobility versus grain size for rapid thermal processed TFT’s.
Reproduced with permission from E. Campo, J.J. Pedroviejo, E. Scheid, D. Bielle-Daspet,
A.Y. Massaoud, G. Sarrabayrouse and A. Martinez, MRS Symp. Proc. 303, 389(1993).



thickness.22aThese large grains of the order of 1�m diameter have drift mobilities
in excess of 150 cm2/Vs. The grain size that may be achieved via single pulse laser
crystallization appears to be limited by the extent that a heterogeneously nucleated
grain can grow laterally before homogeneous nucleation in the supercooled melt
pinches off its further grain growth via solidification from the melt. However, it
has been found22b that multiple laser pulse melting at the intermediate power level
corresponding to incomplete melting of the film results in the melting back of
grains having other than (111) orientation parallel to the film allowing the (111)
oriented grains to grow further on refreezing.* This process leads to the develop-
ment of films having larger grain size and a stronger (111) texture.

The concept of using sparsely distributed heterogeneous nuclei to control
the grain size has also been utilized in both the other methods of producing poly-
Si. In particular, in solid phase grain nucleation from an amorphous matrix it has
been found that a sufficient fluence of Si� (�1�1015/cm2) ions of sufficient energy
to produce ion mixing at the Si/SiO2 interface results, upon annealing at 600°C, in
a grain size larger than 1�m in films of thickness on the order of 100 nm. Further
annealing at 1050°C and hydrogenation yields field effect mobility higher than
100 cm2/Vs.20 The ion mixing results in suppression of heterogeneous nucleation
of grains at the �-Si\SiO2 interface. It was suggested that this suppression came
about either as a result of the distribution of O atoms from the SiO2 into the Si
adjacent to the interface and the consequent effect of O on solid phase growth or
by a change in interfacial stress.

The concept of suppression of the natural heterogeneous nucleation and
its replacement by artificial heterogeneous nucleation from a controlled periodic
distribution of artificial nuclei has been used by Yonehara et al.23 to produce, via
CVD, a poly-Si film having a periodic grain distribution of grain size equal to
200�m. The field effect hole mobility measured in a p-channel MOSFET made in
one such grain was 180 cm2/Vs. It seems to this writer that the potential of grain size
control in poly-Si films via suppression of natural nucleation and use of artificial
nuclei still remains to be exploited and offers a promising path for the production
of commercially viable poly-Si films for flat-panel display and similar applications.
It should be noted that at no time has it been found possible in any poly-Si film to
attain the mobility values characteristic of single crystal silicon. This fact indicates
that the grains in poly-Si still contain a higher density of trap defects than does the
single crystal silicon. Much remains to be learned about the dependence of defects
in poly-Si on processing. We will gain some additional knowledge concerning this
subject in the next subsection.

* The reason for this behavior is unknown. Since Atwater et al.41 found that for Si/SiO2 interfaces, one
of the interfaces that exist for these experiments (001), Si exhibited the least energy in contact with
SiO2, the observed result cannot be due to the attempt to minimize interface energies inasmuch as the
other interface is the solid/melt interface, which is not likely to vary much with orientation of the solid.
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4.1.2.�-Si : epitaxial c-Si transition.

The transition from amorphous to crystalline silicon via the motion of the
interface between the two phases to yield an epitaxial Si layer has been studied
extensively.24a, 24bThis transition involves only the growth aspect of the transforma-
tion. The nucleation aspect is absent. It has been found that the activation energy
for the migration of the amorphous/crystalline interface into the amorphous phase
is 2.7 eV. Figure 7.5 provides some data governing the temperature dependence of
the velocity of this interface. This velocity is a function of the concentration and
type of dopant and of the orientation of the crystal plane parallel to the interface.
Energetic particles that penetrate the interface can cause the interface to move in
one or the opposite direction,24b i.e. enhance the �-Si : c-Si transition or reverse
it. Under conditions leading to growth enhancement appreciably more interface
migration can be accomplished at much lower temperatures under energetic part-
icle bombardment that can be accomplished thermally, as indicated in Figure 7.6.
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The defect structure “deposited” behind the amorphous/crystal interface
is our main interest in this section. Let us gather some facts from the literature to
enable us to deduce some tentative conclusions regarding the factor(s) that control
the defects arising from this phase transition.

Most information concerning defects present in the recrystallized volume
of the original amorphous zone comes from amorphous layers that have been cre-
ated by energetic particle bombardment. For substrate temperatures at or higher
than 100°C during the implantation dense tangles of dislocations are found after
annealing that transforms the amorphous region back to the crystalline state inde-
pendent of the orientation of the original crystal surface.25aDislocation loops and
dislocations in the form of a tangle or network have been found. The loops are
found at a depth corresponding to the original position of the �/c interface and,
thus, may originate in the damage zone in the crystal adjacent to the interface by
the condensation of point defects created there by the implantation. The disloca-
tion tangles and network in the region previously occupied by the amorphous layer
may originate from loops that intersect the original �/c interface or they may arise
from the imperfect impingement of tilted regions of the �/c interface. For implan-
tation at subzero substrate temperatures, microtwins are observed in annealed
{111} wafers while dislocation loops only are found in annealed {100} wafers.
The origin of this effect of substrate temperature on the character of defects pro-
duced after annealing of {111} wafers previously subjected to implantation-
induced amorphization is not known. In a more recent study25b of the defects
found in the recrystallized region of Si–Ge alloys, deposited by MBE on Si(100),
amorphized by ion implantation of Si� ions at 77 K, and recrystallized at a tem-
perature between 475 and 575°C, it was found that dislocations in the recrystal-
lized zone were produced by the stress due to misfit strain originally present prior
to amorphization. In particular, samples which had been annealed at 950°C for 1 h
just prior to the ion-implantation-induced amorphization (the latter to a depth
smaller than the thickness of the original Si-Ge MBE layer) showed no disloca-
tions to be present except for small loops in the end-of-range damage zone, i.e. no
dislocations were promoted into the recrystallized zone above the damage zone by
passage of the �/c interface. This result was substantiated by the observation that
the dislocations found in the samples subjected to the same treatment, but with-
out the anneal prior to ion implantation to relax the misfit stress, were separated
from the damage zone by a dislocation free zone.

A study of the amorphous to crystalline transition in the electron micro-
scope26arevealed the presence of twins in the crystalline region behind the amorphous/
crystal interface emanating from the interface as it moved into the amorphousphase.
However, from evaluation of the activation energy for the interface migration step
in this study (3.36eV) Batstone26aconcluded that the interface migration was limited
by the action of oxygen atoms in the vicinity of the interface. Thus, a further con-
clusion was that the production of the twins was a consequence of the segregation
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of oxygen at the �/c interface. This conclusion is substantiated by the work of
Priolo et al.26b who found that twins are present in crystals formed by solid state
crystallization of amorphous silicon when Au atoms were segregated at the �/c
interface. Further, White et al.26c and Kennedy et al.26d found that oxygen pro-
moted the formation of twins in the � : c transition in Si.

From the above results we may conclude that, for regrown crystal regions
of �-Si that have been made amorphous by self-ion implantation, defects (disloca-
tions and twins) in the regrown zone are introduced by impurities and stress.
Further, it is possible that, for self-ion implantation-induced amorphization at 77°K
of Si(100), regrowth in the absence of impurities and stress produces defect-free
single crystal.

The amorphous to crystal transition of amorphous phases formed by ion
implantation differs in an important characteristic from that of amorphous phases
produced by deposition. The �-Si that is produced by self-ion implantation of a pure
single crystal of Si, with a fluence that is too small to affect the density significantly,
contains the same number of atoms in the volume made amorphous and subse-
quently recrystallized by the motion of the amorphous/crystal interface as was con-
tained in the original crystal. Hence, in this case it should be possible to recreate a
single crystal without defects. However, when the amorphous layer is deposited
via CVD or physical vapor deposition (PVD), it has a density smaller than the cor-
responding single crystal generated by motion of an interface between crystalline
and amorphous phases. Hence, it is expected that production of an epitaxial Si
layer from a deposited amorphous layer should develop stress and that this stress
may result in the production of both misfit dislocations and threading dislocations.

However, epitaxial crystallization of amorphous Si films at temperatures
below 600°C, deposited onto clean Si(100) in a vacuum better than 10�8 Torr, pro-
duced a crystalline layer that contained a density of dislocations too small to have an
effect on the electron transport properties.25c It is not known whether the paucity of
dislocations is due to the stress being too small to induce dislocation multiplication
and motion at the annealing temperature or whether no stress is developed contrary
to expectation. According to the analysis of Dodson and Tsao25d the annealing tem-
perature (600°C) and the expected elastic strain (1.8%) is just on the border sepa-
rating the region representing coherent (dislocation-free) strained layers from that
in which dislocation multiplication and motion can occur in silicon. The results of
Ross et al.27b are in agreement with this analysis in that stress-induced dislocation
density increases in SiGe layers were not observed below 600°C for elastic strains
as high as 1%, but were observed above this temperature. Hence, it appears likely
that for annealing temperatures below 600°C dislocation multiplication will not occur
in solid phase epitaxy of Si(100), whereas it may occur for annealing temperatures
higher than 600°C.

The development of tensile stress in films where the poly-Si grains were
formed by crystallization from a deposited amorphous matrix has been observed
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by Krulevitch et al.27aThe magnitude of this stress (0.6 GPa) is much higher than
that found in deposited �-Si films. At stress levels of 0.18 GPa dislocations have
been found to multiply and move above about 600°C in Si.27bKunii et al.27cobserved
dislocations in crystalline layers formed by motion of an �/c interface in CVD Si
films. Their amorphous layer was produced by CVD onto a single crystal of Si
having a dislocation density�105/cm2. The surface of the latter was cleaned by H2

etching at 1100°C and protected in situ prior to deposition from silane by HCl
etching. Solid phase epitaxy at 600°C yielded a dislocation density of 1010/cm2,
which was reduced to 108/cm2 after annealing at 1150°C for 4 h. Now in the seeded
sequential CVD of epitaxial Si over SiO2 at temperatures exceeding 1050°C (epitaxy
is achieved during deposition in this case without the intervention of an amor-
phous deposit and subsequent solid phase epitaxy) the dislocation density obtained
is less than 105/cm2.27d Indeed, the production of dislocation free epitaxial Si layers
via CVD at such elevated temperatures is normal. Hence, it appears that solid phase
epitaxy of an amorphous Si layer formed by CVD at or above 600°C will yield a
high dislocation density in the resultant crystalline Si.

We now have the basis to account for the fact, noted in the previous sub-
section, that the highest drift mobilities measured in large grain poly-Si formed by
solid state crystallization of amorphous silicon are an order of magnitude smaller
than those characteristic of lightly doped pure Si single crystals.

The first thing to note in this regard is that the poly-Si films are all
deposited on an oxide substrate. Further, all films that after suitable processing
later resulted in large grain poly-Si films were initially deposited via CVD at sub-
strate temperatures lower than about 650°C. Now, Meyerson28a has shown that
below 700°C it is necessary to maintain a partial pressure of�10�8 Torr for both
O2 and H2O in order to prevent the formation of SiO2 during the CVD of silicon.
Thus, it is likely that these films, which were not formed via ultra-high vacuum
CVD or via self-ion implantation of pure single crystal silicon, and which were
deposited at temperatures less than 700°C, contain oxygen concentrations above
those present in the high-mobility single crystal silicon. As noted above, such
excess oxygen can lead to the production of twins in the poly-Si grains produced
by crystallization of �-Si. Even in pure �-Si, �/c interfaces parallel to Si{111} will
produce twins during their motion. Further, it is highly likely that pure poly-Si
films, which are crystallized above 600°C will contain a high density of disloca-
tions. Thus, it may be expected that poly-Si produced by crystallization of �-Si
formed by CVD will have lower drift mobility values than wafer grade Si that con-
tains a negligible density of dislocations.

In the above we have not discussed �-Si formed by rapid melting and
freezing of the surface of single crystal Si. The solid phase epitaxial (SPE) recrys-
tallization of such �-Si on a (001)Si wafer was found to produce “essentially per-
fect crystalline Si”.28bThis result indicates that laser melting did not add impurities.
The thickness of the �-Si that was induced to undergo the SPE recrystallization
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was 250 Å. Hence, it is unlikely that dislocations would have been nucleated or
multiplied even if stress had developed in the recrystallized zone. Laser melting
and refreezing of single crystal Si at somewhat slower velocities produces a crys-
talline product. For (001) Si the refrozen product is a homoepitaxial extension of
the single crystal Si substrate free of extended defects.28bFor (111) Si the refrozen
product, although it is a homoepitaxial extension of the substrate, contains copious
twins and stacking faults for freezing velocities between 6 and 15 m/s and is free
of defects for velocities less than 6 m/s.28b These results suggest that poly-Si
formed by laser melting and refreezing of CVD �-Si films on a SiO2 substrate may
well contain intragranular defects and these defects may be responsible for the 
fact that the drift mobilities in large grain poly-Si produced by laser melting 
and refreezing are still much smaller than the corresponding values in pure single
crystal Si.

4.1.3. Solid phase epitaxy via diffusion through an intermediate
phase.

It has been known for some time that solid phase epitaxy can be accom-
plished via diffusion from a higher free energy state (�-Si) to a lower energy state
(c-Si) through an intermediate phase which may or may not react with the diffus-
ing species.29 The subject has been reviewed30 and we will consider here only the
essentials governing the process and the structures produced by it.

For homoepitaxial growth of a single crystal via diffusion of the species
comprising the crystal through an intermediate phase, which will be called the
transport medium, it is only necessary that there be a driving force for this diffusion
and that the rate of its transport be sufficient to satisfy the growth requirements.
Further, it is also necessary that there be no reaction between the transport medium
and the single crystal substrate other than to consume the latter, but not to inject
foreign species into it. Consumption of silicon atoms at the substrate surface assures
that the new interface between substrate and epitaxial layer is clean. Thus, for the
case of the homoepitaxial growth of a silicon single crystal, the transport medium
may be an element that forms a eutectic phase diagram with silicon, or it may be a
silicide that is in equilibrium with silicon, and in which silicon diffuses rapidly.
With Pd2Si31aas the transport medium some metal residue remains in the epitaxial
layer. However, use of a monolayer gold as a transport medium31bhas resulted in a
pure and perfect epitaxial film.

Recently, there has been a new twist to the phenomenon discussed in this
subsection in that a metal silicide is formed within an �-Si layer by ion implanta-
tion of the metal and then annealing at a low temperature. After formation of the
silicide it is found that crystalline and epitaxial silicon is deposited on one side of
the silicide while the latter moves into the amorphous layer on the opposite side of
the silicide.31cThe interesting aspect of this transition is that it occurs at velocities
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of three orders of magnitude larger and at lower temperatures than those associated
with the motion of the �/c interface in silicon.*

There are obvious applications of the phenomenon discussed in this sub-
section to the formation of diamond from amorphous carbon that have not yet been
investigated.

4.1.4.Amorphous 4 crystalline transitions during deposition.

The effects of ion beam assisted deposition and ion beam deposition on
the production of epitaxy in semiconductors is of current interest because of the
need to lower processing temperatures. It is useful to be aware of certain facts con-
cerning the effects of hyperthermal beams on the production of continuous amor-
phous layers. Figure 7.7 shows the dependence of the energy density, absorbed in
nuclear collision processes in silicon, that is sufficient to produce a continuous
amorphous layer, versus temperature.32 The asymptotic value at low temperatures
in the figure corresponds to 12 eV per atom. The low energies used in ion beam
assisted deposition or direct ion beam deposition or sputtered deposition are often
larger than the displacement energy of the film material. For example, the bulk
displacement energy in silicon varies between 18 and 48 eV depending upon the
crystal direction that is parallel to the incident beam. The hyperthermal energies
used in these deposition processes are often at least 100 eV or more. Thus, there
exists a potential for the production of amorphous films in many of the deposition
processes involving hyperthermal beams. However, this potential rapidly becomes
insignificant as the substrate temperature increases. For example, for Si� ions onto
Si, energies greater than 75 eV/Si� would amorphize a crystalline layer at sub-
strate temperatures below 127°C. For a substrate temperature only about 25°C
higher, the Si� ion energy would have to exceed 150 eV to bring about such amor-
phization. (Note that the energies given in Figure 7.7 have to be divided by 0.8 to
obtain the energy of the incident Si� ion beam since only 0.8 of the incident beam
energy is dissipated in nuclear collisions while the remainder is dissipated in elec-
tron excitation at these incident energies.)

A complication in any interpretation of the effect of hyperthermal beams
during deposition of covalent semiconductors on the production of amorphous
films arises from the fact that amorphous films may be produced at low tempera-
tures even during thermal deposition of these materials. For example, deposition
of e-beam-evaporated silicon onto a high-temperature vacuum-cleaned Si(100)
surface will be epitaxial up to a thickness of several monolayers even at room tem-
perature, whereas deposition onto a hydrogen terminated 1
 1 surface will be
amorphous.33Also deposition onto high-temperature vacuum-cleaned Si(111) will
produce a transition from epitaxial to defected crystal to an amorphous layer with
increasing thickness. In both cases, there appears to be a thickness of epitaxial

* The advances in this area since 1995 are discussed in Appendix 3.
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layer deposited, denoted by hepi, before the film becomes amorphous with contin-
ued deposition. The value of hepi depends upon substrate temperature. However,
the temperature corresponding to a given thickness of epitaxial layer and for the
same deposition rate is about 300°C higher for Si(111) as compared to Si(100).34

Let us now consider examples where the energy deposited is insufficient
to amorphize the substrate crystal. Consider first deposition onto Si(111) and zero
ion energy, i.e. thermal deposition.

It is a fact that the onset of deposition of an amorphous layer onto Si(111)
occurs at temperatures about 100–150°C lower than those for the �/c regrowth rate
for given values of the growth rate.24a,34 However, once an amorphous layer is
deposited onto Si(111), subsequent annealing will cause regrowth of the crystal at
temperatures equal to those for the �/c regrowth phenomenon. Hence, it is appar-
ent that during deposition, conditions at the �/c interface,at the moment that the
amorphous layer forms, differ from those subsequent to deposition and from those
characteristic of the �/c regrowth phenomenon. The factor likely to be different is
the concentration of the mobile defects that bring about regrowth. At the regrowth
temperature this concentration is approximately equal to the equilibrium concen-
tration of such defects. In the deposition process this concentration exceeds the
equilibrium concentration.

We see no reason to assume that the mechanism governing hepi, or the Tepi

corresponding to a given value of hepi, should be different from that associated
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with the epitaxial temperature for solid phase epitaxy of amorphous layers since it
is the same for an already deposited amorphous film that is subsequently annealed,
but it should be mentioned that others35b believe that this phenomenon is con-
trolled by the velocity of annealing out of stacking faults.

Although it is not possible to provide a quantitative prediction of Tepi(111)
for the case of thermal deposition, because we have no model for the rate of creation
of defects during thermal deposition, it is possible to develop such predictions for
the case of ion deposition or assisted deposition. We carry out the analysis for such
predictions in Appendix 4. Basic assumptions of this analysis are that the concen-
tration of defects is determined by the equality of the rate of creation and rate of
annihilation of defects, and that the epitaxial temperature is determined by equating
the (�/c) crystal regrowth velocity and the deposition velocity. Jackson’s model for
the regrowth velocity35a is used to produce such quantitative predictions.

The literature contains reference to two different experimental techniques
for defining the Si(111) epitaxial temperature. In the work of Weir et al.34 this tem-
perature is defined by ion channeling measurements as the deposition temperature
at which 50% of the atoms in the deposited film are displaced more than 0.1 Å from
their crystal lattice sites. In many of the other investigations it is defined as the tem-
perature at which RHEED patterns change in some way. We need to be aware of
these definitions of Tepi in order to use literature values for this quantity correctly.

Now ion deposition at even 10 eV Si� energy involves implantation of
most (70%) of the incident ions rather than deposition as adatoms, although the
remainder come to rest as adatoms on the surface. The higher the incident energy
the smaller is the adatom remnant. The latter may act as normal adatoms, i.e. tend
to produce an amorphous surface layer on Si(111) at substrate temperatures below
about 350°C since hepi(111) is likely to be smaller than a few monolayers at these
temperatures. Further, the implanted ions traverse the �/c interface for amorphous
layer thicknesses smaller than the range of the incident ions. Thus, these implanted
ions can generate the defects responsible for the regrowth phenomenon, just as
they are generated in the ion assisted solid phase epitaxy process. Jackson35a has
provided a model for the latter. Let us first consider several experimental results
for Si� deposition onto Si(111) involving the effect of hyperthermal incident
beams on the latter transition temperature. In none of these experiments is the 
ion energy density sufficient to amorphize the crystal surface. This point needs
reemphasis. The amorphous arrangement is produced by deposition alone onto the
Si(111) surface, which have some adatoms singly bonded to it, and rotation of the
other bonds of these adatoms can occur about these single bonds.

Unfortunately, of all the experiments concerned with the effect of ion
beams on Tepi(111), 36–39only those of Zalm and Becker provide data for Tepi that
can be compared with values predicted using Jackson’s model and parameters and
the condition of setting the deposition velocity equal to the regrowth velocity. The
result is a predicted value of 163°C versus an experimental value of 125°C.
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Let us now consider deposition onto Si(100). As noted above, it has been
shown by Eaglesham et al.33 that thermal beam deposition onto Si(100) is epitax-
ial for the first few layers even at room temperature. They found that deposition
onto Si(100) is characterized by a critical layer thickness above which the deposit
becomes amorphous. They further observed that this critical thickness, denoted by
hepi, increases with increasing substrate temperature. Also, they noted that when
the amorphous phase was present, above hepi, the film surface was rough, whereas
it was smooth for film thicknesses less than hepi. Although they did not make the
following assertion, this roughness is sufficient to allow {111} oriented facets to
appear. This writer believes that any facet to which adatoms can be singly bonded
will develop amorphous layers upon deposition when the substrate temperature is
insufficient to allow for bond rotation. Adatoms make two bonds to a {100} surface
and bond rotation of these adatoms cannot occur. Thus, in this situation, it should be
possible to produce an epitaxial deposit at room temperature onto Si (100) providing:
(a) that the surface is maintained sufficiently smooth to prevent the existence of
surface area parallel to {111} crystal planes; and (b) that the energy density in any
hyperthermal beam directed at the film surface during deposition is less than the
critical value required to amorphize the lattice. However, according to the work of
Ramana Murty et al.41 two additional factors affect the ability to produce an epi-
taxial layer on Si(100): the reconstruction of a dihydride-terminated surface and
the hydrogen concentration likely to enter an amorphous layer at a Si(100) surface.
In particular, they noted that thermal beam growth onto Si(100) having a dihydride-
terminated (1
 1) surface resulted in a completely amorphous film, i.e. hepi 	 0.
Further, they observed hydrogen concentrations on the order of 1021/cm3 in the
amorphous regions of films deposited onto Si(100) at low temperatures in UHV
chambers used for MBE. It should also be kept in mind that a Si(100) surface
cleaned by heating to about 1100°K or above has a 2
 1 reconstructed surface.

For thermal deposition onto thermally cleaned Si(100), the Tepi corre-
sponding to hepi 	 300 Å is 100°C at a deposition rate of 0.3 Å/s and 130°C at a
deposition rate of 0.7 Å/s.34 For a hydrogen-terminated Si(100) surface, with
hepi 	 400 Å the corresponding Tepi 	 370°C at a deposition rate of about 1 Å/s.42

Thus, in evaluating the effects of hyperthermal energy on the epitaxial temperature
corresponding to a given hepi we need to take into account the nature of the surface.

Let us consider deposition with hyperthermal beams onto a thermally
cleaned Si(100) surface first. Schwebel et al.43 have found that sputter deposition
yielding a 5000 Å thick film deposited at a rate of 50 Å/min produced polycrystalline
films between about 40°C and 250°C, defect containing epitaxial films above the
latter substrate temperature, and defect-free epitaxial films above 700°C. The value
of hepi expected for thermal beam deposition on this substrate at 250°C is at least
an order of magnitude smaller than 5000 Å. Thus, the hyperthermal component of
the sputtered beam has increased hepi at 250°C and decreased Tepi for this thickness
(5000 Å) from about 500°C to at least 250°C, if not 40°C. The beam energy is not
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likely to exceed 50 eV/atom deposited. According to Figure 7.7 this energy beam
will amorphize a Si crystal surface only below a substrate temperature of about
30°C. The fact that an amorphous film was not formed above 40°C and that the
predicted Tepi(111) for these conditions is about 190°C implies that the hyperther-
mal particles incident on the film prevented the formation of a rough surface and
the onset of (111) amorphization.

These observations of Schwebel et al. serve to remind us that epitaxial
films produced at low temperatures with the aid of hyperthermal beams will prob-
ably contain defects. These defects may be entrapped inert gas atoms, frozen-in
deposition- or bombardment-induced defects or defect clusters, and grain boundaries.

Wehner et al.45 sputtered Si onto a Si(100) surface at 2500 Å/h while
simultaneously subjecting the surface to a beam of Hg� ions at 1 mA/cm2 at a sub-
strate temperature of 300°C. They found that a 23 eV Hg� ion beam produced an
epitaxial film 8000 Å thick, whereas such a beam having a 45 eV energy produced
an amorphous film. The value of hepi is larger than would have been obtained for a
thermal beam. The production of an amorphous film at this temperature may be
due to bombardment damage of the crystal lattice because the point corresponding
to the conditions associated with the 45 eV Hg beam exceeds the amorphization
threshold in Figure 7.7, whereas that for the 23 eV Hg� ion beam is just insufficient
to amorphize the lattice. Since the expected hepi value at 300°C is about an order
of magnitude smaller than the epitaxial film thickness produced in these experiments
with the 23 eV beam it must also be concluded that the effect of this bombardment
is to maintain a smooth surface during deposition, although since the Tepi value is
smaller than 300°C it is also possible that the epitaxial film is a result of a (111)
crystal regrowth velocity greater than the deposition velocity.

We now consider hyperthermal beams incident upon hydrogen-terminated
Si(100) surfaces. Sputter deposition at 210°C of a hydrogen-terminated Si(100)
surface produced a 300 nm thick epitaxial layer without defects.46At this substrate
temperature the value of hepi for the case of thermal deposition onto a hydrogen-
terminated Si(100) surface must be less than 40 nm, the value of hepi for such a sur-
face at 370°C. The energy of the incident sputtered Si atoms is no more than a few
tens of eV. Hence, the hyperthermal beam energy in this case is insufficient to
amorphize the Si lattice whereas it may be sufficient to produce a smooth surface.
Further, the sputtering process should act to remove surface bound hydrogen
atoms. Also, in the event an amorphous layer forms as the thickness just exceeds
hepi the (111) epitaxial temperature is less than the substrate temperature for the
conditions of this sputter deposition. Thus, the observation of a greatly increased hepi

in these experiments may be a consequence of either the production of a smooth
interface, or the removal of hydrogen as it adsorbs, or a (111) epitaxial temperature
lower than the substrate temperature.

In an ion assisted deposition study41 using 50 and 70 eV Ar� ions at an
ion/atom flux ratio of 0.06 and 0.09, respectively, and at substrate temperatures
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between 240 and 380°C it was found that hepi was unaffected relative to the values
obtained in purely thermal deposition onto hydrogen-terminated Si(100) in an
MBE system. TEM studies showed that the growth front was rough and faceted
and in a film deposited at 370°C a high density of twins and platelets were found.
Thus, the hyperthermal beam in this case did not achieve any smoothing of the
film surface during growth. The observation of rough surfaces and amorphous lay-
ers for film thicknesses greater than hepi may be due to Tepi(111) being higher than
the experimental substrate temperatures. However, the predicted Tepi(111) is
245°C for the conditions of this study. Hence, the onset of the formation of amor-
phous layers in these experiments must be due to another factor. One such factor
suggested by these authors is the high concentration of hydrogen found in the
amorphous layers. We must recall that in ion assisted deposition there will always
be a tendency to form an amorphous layer on Si(111) at low temperatures after
some small film thickness. The value of Tepi(111), in our view, is then determined
by the condition that the crystal regrowth velocity equals the deposition velocity.
However, in the presence of appreciable hydrogen in the amorphous layer, the
regrowth velocity will be determined by the velocity with which the hydrogen can
diffuse away from the �/c interface. Hydrogen does not diffuse appreciably in �-Si
until the temperature exceeds about 400°C, as was noted in Chapter V. Thus, the
Tepi(111) value may well exceed 370°C if the �/c interface velocity is determined
by the diffusion rate of hydrogen in �-Si. Indeed, the temperature for hydrogen
evolution has been found to equal47aor be less than47b the temperature for crystal-
lization of �-Si:H.

Ohmi et al.48 used an RF sputter deposition system in which the bias 
on the substrate was varied. A particular bias was found at which a 4000 Å thick
film was deposited at 1 Å/s onto a hydrogen-terminated Si(100) surface at 300°C.
The damage introduced was very sensitive to the substrate bias. This represents 
a considerable increase in hepi for this substrate temperature relative to thermal
deposition.

State of the art plasma enhanced CVD processes are able to deposit films
with smooth surfaces at low substrate temperatures as a consequence of a high-
surface diffusivity that prevents morphological instability. Further, the active radi-
cals are able to extract hydrogen bonded to the surface and to facilitate the bonding
of Si there. Thus, such processes are better suited to the production of epitaxial Si
layers on Si(100) at low temperatures than some PVD techniques involving hyper-
thermal beams. The literature provides support for this view as is developed below.

Epitaxial films 800–1100 Å thick were deposited at a rate of 1–5 Å/min
on hydrogen-terminated Si(100) by remote plasma CVD at a substrate temperature
of 150°C, which had been pretreated using a remote H2 plasma clean at 250°C that
converted the hydrogen-terminated (1
 1) surface to a (3
 1) surface.49

Plasma enhanced CVD at a substrate temperature of 250°C produced an
epitaxial layer 200 nm thick onto a hydrogen-terminated Si(100) when the power
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was 90 watts, but an amorphous layer after deposition of an epitaxial layer about
30 nm thick having a rough surface when the power was 10 W.50

We have summarized these data in Figure 7.8. From these results it is
apparent that deposition onto thermally cleaned Si(100) surfaces yields higher hepi

values than onto hydrogen-terminated Si(100) surfaces. (These hydrogen-terminated
surfaces must not be (1
 1) surfaces since such surfaces give a zero value for hepi.)
Further, it is apparent that hyperthermal beam deposition or assisted deposition
yield higher hepi values than thermal beam deposition or CVD involved methods.
Also, sputtering, at constant other factors, yields somewhat higher hepi values than
those involving CVD methods.

Summarizing the above discussion relating to the deposition of epitaxial
films on silicon, we found no contradictory evidence to our proposal that the epi-
taxial temperature for deposition onto Si(111) surfaces or facets is determined by
the equality of the �/c crystal regrowth velocity and the deposition velocity, pro-
viding that hydrogen is not present in �-Si. If it is present then the equality of the
deposition and regrowth velocity as affected by the outdiffusion of hydrogen
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becomes the condition determining Tepi(111). It is possible to achieve epitaxial
deposition on Si(100) in relatively thick films providing that the deposition tech-
nique maintains the surface sufficiently smooth so as not to develop {111} facets.*

4.2. Carbon.

4.2.1. Deposition of carbon films using ion beams.

In the above we have considered only the amorphization and solid phase
epitaxy of silicon. It may be of interest to apply the same considerations to the case
of carbon, for which there is the additional variable of bond type that may be pro-
duced in the deposition process.

It is instructive to refer to the work of Ogata et al.51, which is reproduced
in Figure 1.2 and repeated in Figure 7.9 for convenience. If we take the transition
between the diamond crystalline region (square symbols) to the start of the mixed
amorphous/diamond region (triangles) in the upper right quadrant we obtain a value
of about 58 eV transmitted to each Si atom on the substrate surface as the energy
density in nuclear collisions required to convert a crystalline lattice to an amorphous
one at room temperature. (The incident Ne� ion energy has been corrected to obtain
the energy density transmitted to the Si atoms in elastic collisions and this value has
been multiplied by 0.8 to obtain the energy density in nuclear collisions required to
convert a crystalline lattice to an amorphous one.) Comparison of this value with that
for silicon in Figure 7.7 shows that it equals the value required to amorphize a silicon
crystal at 30°C! This result is not coincidence for the substrate used by Ogata et al.51

was a hydrogen-terminated Si(100) crystal. Amorphizing the silicon substrate pre-
vents the development of a heteroepitaxial crystalline layer of diamond! Thus, the
onset of amorphization in the right-hand quadrant of Figure 7.9 is that for silicon and
not for diamond, which must occur at somewhat higher transmitted incident energy.

Another result obtained by Ogata et al.51 is extremely interesting and will
be considered below. It is well known that the assertion that deposited carbon films
contain crystalline diamond is questionable unless the assertion is reinforced with
Raman evidence showing the presence of the diamond crystal peak at 1331 cm�1.
Ogata et al.’s results pass this test in that the films they claim to be crystalline dia-
mond reveal this Raman peak. The fact that they found diamond in films deposited
at room temperature in the absence of atomic hydrogen is the result that is inter-
esting. No one else has obtained this result, except perhaps Spencer et al.56

However, the results of the latter investigators are not reinforced with Raman
measurements and, hence, will be discarded.

* Another trick to achieve surface smoothing and larger epitaxial thickness is to deposit onto a vicinal
surface having ledge width less than the half-wavelength of surface roughness on a planar surface.
(G. Apostolopoulos et al., Appl. Phys. Lett. 79, 3422(2001).

Amorphous to crystalline transitions 219



C� ion deposition, at energy densities equivalent to those of Ogata et al.51

yield amorphous films, albeit sp3 bonded.57 Examination of Figure 7.9 reveals that
the energy density range in which Ogata et al.51 found a diamond crystalline deposit
is narrow: from 45 to 66 eV/atom deposited (36 to 53 eV dissipated in nuclear col-
lisions). Aside from the fact that Ogata et al. used Ne� ion assisted deposition and
Fallon et al.57 used C� ion beam deposition the main difference in deposition con-
ditions between these investigators appears to be the use of a hydrogen-terminated
clean Si(100) surface as a substrate by Ogata et al. and an unclean, oxide covered,
Si substrate by Fallon et al. One may conclude from these observations that the
diamond crystals are not nucleated in an amorphous film at room temperature, but
grow heteroepitaxially from the clean Si substrate in the experiments of Ogata 
et al. This result is consistent with experience from hyperthermal beam assisted
deposition of Si where crystals are not observed below about 300°C in ion beam
sputter deposition onto glass substrates.44

Robertson et al.58 first reported finding a crystalline diamond film using a
120 eV C� ion beam onto a hydrogen-terminated, clean, Si(100) substrate at room
temperature, but later retracted this assertion upon using Raman spectroscopy to
examine the film.59 In fact, according to Figure 7.9, the point corresponding to the
deposition conditions of Robertson et al. falls in the region characteristic of an
amorphous film! Indeed, a beam of this energy would amorphize the Si substrate
surface according to Figure 7.7! Others have reported depositing carbon films
onto cleaned Si substrates. In particular, amorphous films were found by Hofsass
et al.60 for C films deposited using monoenergetic C� ions ranging in energy from
50–400eV onto Si cleaned by Ar� ions having an energy of 1keV. The latter cleaning
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treatment certainly left the Si surface in an amorphous condition incapable of acting
as a substrate for epitaxial deposition. However, these investigators desired to produce
amorphous films. Similarly, in the work of He et al.61 the Si(111) substrate which
had been cleaned using a dilute HF etch was then further cleaned in situ using Ar�

ions of 3 keV energy. Thus, there are two reasons not to expect heteroepitaxial dep-
osition in these experiments and it should not be surprising that amorphous films
were deposited in their work. Ullmann et al.62 deposited C films onto Si(100) using
Ne� ion assisted deposition, but they also cleaned the surface by in situ sputtering
which certainly developed an amorphous surface on the substrate. However, the
conditions they used fall outside the window for the deposition of crystalline diamond
so they would not have found such films even if they had cleaned the Si(100) surface
by etching in dilute HF. Fallon et al.,63 Martin et al.,64 and Ishikawa et al.65 all
report depositing C� ions onto silicon substrates held in a vacuum of, at best, 10�7

Torr and do not mention any cleaning procedure they used on the silicon. Even if
they had cleaned the surface so as to leave a hydrogen-terminated clean surface
their deposition conditions are outside the window for the production of crystalline
diamond.

Given the narrow window for the hyperthermal deposition of crystalline
diamond it is not surprising that no one besides Ogata et al. have been able to
deposit a diamond film at room temperature using hyperthermal beams during
deposition. Further, it is evident that many investigators are not aware of the rela-
tion between the state of the substrate surface and the state of the film deposited
on this surface. We may remark here that this window may have a wider range at
more elevated substrate temperatures. Freeman et al.66 have succeeded in deposit-
ing diamond homoepitaxially using a C� ion beam of 900 eV energy at a flux of
about 1.48�1015/cm2/s at a substrate temperature of 700°C on the (111) face of a
diamond crystal.

We return now to the result of Ogata et al. which shows a narrow energy
window for the hyperthermal beam assisted deposition of diamond on a hydrogen-
terminated Si(100) surface at room temperature and speculate on the factors that
allow the crystalline diamond to form and grow during deposition or not to grow at
lower beam energy densities. One plausible reason for the formation of crystalline
diamond on deposition in this window is that the deposited energy is sufficient to
allow penetration of the Si(100) and diamond surfaces without amorphizing the
crystal surfaces and is also sufficient to remove the hydrogen bonded to the silicon
surface to allow the fraction of the beam that comes to rest on the surface to bond
to it. However, in view of the experience noted above with respect to homoepitaxial
deposition onto Si(100), it would also appear to be necessary for the incident beam
to produce sufficient adatom mobility to prevent the development of surface rough-
ness and {111} facets. In an investigation of the effect of ion bombardment on the
surface smoothness in ion assisted deposition of Ge at low temperature Chason et al.67

found that the optimum smoothness was achieved when the rate of deposition is
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approximately equal to the rate of production of ion-induced defects. The surface
is rough either when the ion current is zero or when there is no concomitant depo-
sition of Ge. Thus, it seems reasonable to conclude that the window of conditions
found by Ogata et al. for the deposition of crystalline diamond films coincides with
the conditions that produce a sufficiently smooth surface on C(100), i.e. conditions
that prevent {111} facets from developing and that thus allow epitaxial deposition
to continue without cessation. The presence of amorphous films for conditions
outside this window and at lower energies than the critical energies for amorphiza-
tion of the substrate can then be explained to be the consequence of the develop-
ment of rough surfaces that permit {111} facets to form when the films are very
thin (a few tens of nm) and amorphous films to develop from these facets, analo-
gous to the case of deposition of silicon onto Si(100) when the temperature is less
than Tepi(111) and the deposition conditions allow rough surfaces to develop.

The results of Ogata et al. for heteroepitaxial deposition of C onto Si(100)
and Freeman et al. noted above for the homoepitaxial deposition of a single crystal
of diamond are similar to those obtained for homoepitaxial deposition onto Si(100)
by Schwebel et al. in that polycrystalline films are produced at low temperatures
and a homoepitaxial single crystal at high temperatures. In a photomicrograph of
a diamond film surface in Ogata et al.’s paper it is apparent that most of the grains,
about 1�m long, are oriented with a�100� axis normal to the film plane, i.e. the
film has a predominantly�100� texture.

Since the publication of the original edition of this work researchers have
found ways of heteroepitaxially depositing diamond films. The key has been to use
a substrate that has a fairly close lattice match to the diamond lattice. The substrate
used was Ir (001), which itself was heteroepitaxially grown on MgO,80 SrTiO3

81

and sapphire.82

4.2.2. Possible solid phase epitaxy of diamond.

The work of Nelson et al.52 allows us to compare the dependence of the
C� ion flux which just produces a buried amorphous layer in crystalline diamond
on temperature with that for the analogous case of silicon. We plot the points
obtained by Nelson et al.52 with those obtained by Elliman et al.53 in Figure 7.10.
Unfortunately, there is a large uncertainty in the dose and the ion energies are not
the same at the two different transition temperatures. We have corrected the experi-
mental values at 350°C (light lines for 100 keV C� ions) to normalize these data to
the incident energy used to obtain the data corresponding to 620°C (30 keV) using
experimental values54 of the incident energy dependence for this boundary. These
values corresponding to the 30 keV incident C� ions are shown as heavy lines. The
interesting results are that the points for the buried layer in carbon have the same
qualitative dependence on temperature as those for the Xe bombardment of silicon.
As noted in the theory of Jackson,35 for the effect of ion bombardment on the �/c
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interface velocity, this activation energy is that for defect motion in the interface.
This is an interesting result for it is the first evidence for the possibility of solid
phase epitaxy in diamond.

Summarizing, the outlook for the deposition of crystalline diamond films
at low temperature in the absence of atomic hydrogen is promising provided that care
is taken to use clean Si(100) substrates, that have not been amorphized by sputter
cleaning, and to use deposition conditions within the window suggested by the work
of Ogata et al. and the amorphization limit for Si given in Figure 7.7. The effects
of hyperthermal beams during deposition on the amorphous/crystalline nature of the
deposited film appear to be similar for silicon and carbon films. Much more work
needs to be done, however, to characterize such deposition for both materials.

4.3.Amorphous to crystalline transition in other materials.

4.3.1.Amorphous to poly-transition.

Amorphous films may be converted to polycrystalline films by annealing
or by ion bombardment at elevated temperature. We have considered this transition
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for elemental materials in the previous sections. In this section we consider the effect
of more than one component in the amorphous to crystalline transition. It is apparent
that this additional degree of freedom implies the possibility of phase separation
involving diffusion of one or more species, the possibility of additional defects due
to ordering of the species, and the possibility of producing metastable crystalline
phases on crystallization of the amorphous phase. Although the latter possibility is
also present in elemental films it is less probable in the multicomponent films.

Amorphous silicides may be produced by depositing multilayer stacks of
metal and silicon followed by annealing. Additional annealing at higher temperature
will crystallize the amorphous phase. A summary of the systems that exhibit such
behavior can be found in Ref. [68]. The grain structure that results depends upon the
course of the nucleation and growth processes. Both volume and surface nucleation
may occur to yield different grain morphologies. Further, depending upon the orig-
inal composition it is possible to produce a variety of silicides in the same system.

Amorphous silicide films may also be formed by codeposition of the metal
and silicon and then crystallized to form a polycide (a fine-grained polycrystalline
silicide). For example, in the transformation from amorphous to crystalline CoSi2 it
was found69 that circular grains nucleated randomly in the amorphous film at about
150°C with an activation energy of about 0.8 eV, that these grains had random ori-
entation and that there was no indication of defects in them. Indeed, it has been
reported that cobalt and nickel disilicides formed by crystallization of the amor-
phous phase tend to be free of defects that affect the electrical resistivity, whereas
refractory metal disilicides formed in the same manner require elevated temperature
annealing to decrease the defect density responsible for excess electrical resistiv-
ity.70–74It is believed that this phenomenon is a consequence of the different kinetics
for these two classes of silicide systems. The noble metal silicides have low-activation
energies for their formation whereas the transition metal silicides have high-activation
energies, a fact mirrored in the corresponding transition temperatures. The signif-
icance of faster kinetics is the corresponding faster annealing out of defects.

FeSi2 films produced by crystallization of the amorphous phase between
380 and 420°C have many defects that can only be removed by annealing above
about 550°C.75The drift mobility in such films increases with increasing annealing
temperature. The nature of these defects is unknown. It is interesting to note that
pseudomorphic films of FexSi1�x phases and Si can be formed75 and that a poly-
morphic transition can occur between different structures at the FeSi2 composition.
It is possible that the defects noted above are associated with the polymorphic trans-
formation. The useful polymorph in this system is the beta phase, which is a direct
gap semiconductor with a bandgap applicable in optical communication technology.

The route of forming a crystalline layer via the intermediary amorphous
phase is used in semiconductor systems other than silicides. For example, this
process is used in reversible phase change optical recording to produce two states
of different reflected light intensity.76The media need to provide an erase capability
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(amorphous to crystalline transition) and a write capability (crystalline to amorphous
transition) with a response velocity that satisfies the technical requirements. The lat-
ter require that the phase changes occur without changes in composition. For com-
pounds, the isocomposition phase change condition implies that the composition
must be strictly stoichiometric since the amorphous phase is produced by melting
and rapid refreezing. The undesirable media noise is reduced when the crystalline
phase has a cubic structure since the reflectivity in non-cubic materials is a func-
tion of orientation. A typical system that is used in this application is the Te-Ge-Sb
system where the composition lies along a pseudobinary line or corresponds to a
ternary compound composition. Unknown defects which form upon repeated
cycling of the reversible phase changes appear to limit applicability of this record-
ing scheme. The theme of defects produced in the amorphous/crystalline transition
which we have attempted to describe earlier in this section resonates in many tech-
nological applications of this transition and deserves much more intensive study.

Still another example of the application of the amorphous to crystalline
transition is in the formation of thin polycrystalline lead zirconate-titanate (PZT)
ferroelectric films. Such films have been deposited in the amorphous state onto a
Pt coated silicon wafer by excimer laser evaporation of a PZT target in the presence
of 100mTorr of oxygen.77Annealing the amorphous film above its glass temperature
crystallizes it. There are two crystalline polymorphs: the pyrochlore and perovskite
structures. The latter is the desired one and appears at a higher annealing temperature
than that at which the former forms. In another study78 involving the amorphous to
crystalline transition of amorphous TiO2 formed by sputtering, which of two com-
peting polymorphs emerged on annealing was believed to depend upon the technique
used in deposition of the amorphous film. The latter work suggests that processing
affects the crystal structure that is produced on annealing amorphous films. This
theme broadened to include all types of structure deserves much more investigation
than it has received to date.

Metallic alloys have also been deposited in the amorphous state and then
crystallized to produce polycrystalline films. TiNi, the shape-memory alloy is one
example of this category.79

4.3.2.Amorphous to epitaxial silicide transition.

Coevaporation of Co and Si in an exactly stoichiometric ratio into clean
Si substrates held below 100°C, which forms an amorphous film, to a thickness
less than 50 Å, and subsequent annealing, produces an epitaxial film of CoSi2 in
the type-B orientation which has a smooth surface and is free of pinholes.
Repetition of the codeposition and annealing allows the formation of a thicker film
that maintains its monocrystallinity, its smooth surface and absence of pinholes.9b

The amorphous to epitaxial transition must occur via solid phase epitaxy with
local rearrangement of the Co and Si atoms at the amorphous/crystalline interface.
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This result suggests that the production of epitaxial layers of compounds and alloys
of other systems, but having similar misfits with the substrate, might be accom-
plished via the same reaction path.

4.4. Summary of section 4.

Summarizing the results of this section, defects are introduced into crys-
talline semiconductors derived by crystallization of amorphous ones of the same
composition by the presence of impurities in supersaturation and by stresses in the
amorphous film. In the absence of stress and impurities crystallization of layers that
have been made amorphous by ion bombardment yields epitaxial layers devoid of
defects. They may also be introduced by stresses that exceed the yield strength
brought about by a change in specific volume between the amorphous and crys-
talline phases, but this possibility needs to be evaluated experimentally. Both stress
and oxygen are likely to exist in as-deposited amorphous silicon films which lead
to the production of defects in such films crystallized above 600°C. Also, in explo-
sive crystallization of �-Si laser melted films, extended defects are found behind
(111) oriented solid/liquid fronts freezing at velocities between 6 and 15 m/s.
These defects are absent behind (100) oriented freezing fronts. Similarly, in epi-
taxial deposition onto (111) and (100) surfaces there is a temperature regime in which
stacking faults are frozen-in the deposited film on (111) surfaces, but not on (100)
surfaces. Below this temperature regime the deposited films are amorphous on
(111) surfaces. No epitaxial temperature exists for deposition onto (100) surfaces.
The amorphous/crystalline transition during deposition may control the Si(111)
epitaxial temperature and the production of an amorphous film on rough Si(100)
surfaces. Low-energy incident ions may amorphize clean crystalline substrates
and bring about the deposition of amorphous films instead of epitaxial ones on
such substrates. The implications of these considerations in the ion assisted depo-
sition of diamond have been discussed.
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Appendix 1

Thin film lithium batteries have a thin film anode, a thin film solid electrolyte
that can dissolve Li and a thin film cathode that intercalates Li forming a solid solution with
some range of solubility. The reaction providing the battery involves reversible delithiation
of the cathode. Ideally, the cathode should be a material that dissolves Li from XLi 	 0 to
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some higher value without forming any additional phase. However, this ideal is not usually
satisfied. For example, experiment indicates that there is a crystal structure transition between
hexagonal and monoclinic at x	 0.45 in LixCoO2. Such structural changes in this applica-
tion can lead to failure of the battery via the development of induced cracks in the cathode.
One role of the materials scientist in this situation is to deduce the identity of the alloying
element that will increase the range of Li in a single phase region of LixCoO2. A candidate
for this alloying element, Mg, is currently being investigated. (See Abstract 390 of the 206th
Meeting of the Electrochemical Society, 2004.)

Appendix 2

The high-dielectric constant insulators have attracted great interestA1 as a means
of decreasing the equivalent oxide thickness withoutloss of breakdown voltage and leakage
current limits and otherwise achieving the desirable properties of a gate insulator but in a
miniaturized form. There are at least two classes of such high-k dielectrics.A2 One involves
crystalline oxides grown epitaxially on silicon but with a thin amorphous layerbetween the
two layers. The other class involves crystalline oxides as well but having a crystalline inter-
face with the silicon substrate. An example of the former class is shown in Figure 7.A.1.
One problem with this class is that the effective oxide thickness (EOT) is too high. In the

case of the sample in Figure
7.A.1, the EOT is 1.5 nm while
the desired maximum thick-
ness for this class of high-k
oxides is 0.5 nm. Even when
the EOT is at a desirable level,
the presence of the SiO2 inter-
layer with its associated level
of defects may not be desir-
able.A3 Unless special treat-
ments are followed the Si/SiO2
defect level is usually higher
than for thermally produced
SiO2. The main defects found
are Si dangling bonds. Thus,
there is reason to expect that
treatments can be developed
to reduce these defects to

acceptable levels, such as H passivation or high-temperature annealing. Because of the
additional processing needed to achieve acceptable insulator behavior, the second class of
crystalline oxides with crystalline interfaces is being explored. Such assemblies of high-k
dielectrics on silicon have been achieved but not with less processing.A2

A1. G.D. Wilk, R.M. Wallace and J.M. Anthony, J. Appl. Phys. 89, 5243(2001).
A2. G.J. Norga et al., MRS Symp. Proc. 786, E 7.3.1(2004).
A3. S.Guha et al., Appl. Phys. Lett. 77, 2710(2000).
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5nm

Figure 7.A1.TEM cross section of an Y oxide on Si
showing a relatively thick SiO2 layer between the oxide
and the Si substrate. Reproduced with permission from
S.Guha et al., Appl. Phys. Lett. 77, 2710(2000).



Appendix 3

There has been intense research activity studying the effect of metal-induced lat-
eral crystallization and metal-induced crystallization of amorphous Si and other semicon-
ductors since 1995. One objective has been to determine conditions which would yield an
absence of grain boundaries along the path of current flow so as to maximize the carrier
mobilities. The reason this field has blossomed is the fact that metal-induced crystallization
speeds up the crystallization of amorphous films and allows lower crystallization tempera-
tures onto substrates such as glass. Grains larger in diameter than 1�m and up to 40�m
have been grown.A4 One mode of processing to achieve this grain size is to deposit on a SiN
cap on �-Si an amount of Ni that will form NiSi2 nuclei spaced at least the desired diame-
ter apart. Another mode of processing is to deposit the Ni onto a mask, patterned with holes
no less than the desired grain size apart to allow contact between the Ni and �-Si at these
holes. An electric field during crystallization enhances the rate of crystallization.A5

However, the defects within the grains still act to limit the drift-effect mobilitiesA6 and sub-
sequent treatments are necessary to attempt to remove these defects. One strategy to mini-
mize intragrain defects is to form narrow strips instead of planar films so as to cut off the
extension of extended defect growth. Another is a high-temperature anneal subsequent to
crystallization. Still another is to read Section 4.1.2 of this chapter and follow through 
the obvious implications. Much remains to be done to raise the mobilities to single crystal
values.

A4. W.S. Sohn et al., J. Appl. Phys. 94, 4326(2003).
A5. N.A.T. Izmajlowicz et al., J. Appl. Phys. 94, 7535(2003).
A6. J.C. Kim et al., Appl. Phys. Lett. 83, 5068(2003).

Appendix 4

We set the rate of annihilation of defects as given by Jackson to the rate of cre-
ation of defects to obtain the average concentration of defects for the steady state which we
then substitute into the equation for the crystallization velocity. (This procedure differs
from Jackson’s procedure in that he integrated the instantaneous value over the interval
between successive ion impacts in the same area.) We neglect the contribution from amor-
phization due to the ion passage through the interface because conditions are below the
amorphization threshold in Figure 7.7. We then solve for the epitaxial temperature.

In particular, the average rate of defect annihilation is

At thermal equilibrium, the defect density is given by

N N exp[ /kT]e e
o

F	 ��

� � 	 � �  � �R N a exp{ E/kT}a
2 2

o
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Substituting into the equation for the crystallization velocity given by

yields

We assume that the deposition velocity, Vd, equals the crystallization velocity at the epitax-
ial temperature. Thus, a plot of ln Vd versus the reciprocal of the epitaxial temperature
should yield a straight line and a slope equal to�(E � Ef)/k. Indeed, the data of Weir can
be used for such a plot and yields the value of 1.85� 0.5 for the activation energy. This
value differs from 2.7 eV, the value for thermal crystallization via motion of the a/c inter-
face. This suggests that the value of�N� in the equation for the crystallization velocity
during deposition is not that corresponding to thermodynamic equilibrium but is one char-
acteristic of the deposition process. More data are required to characterize the dependence
of �N� on the deposition process before these relations can be used to predict the epitax-
ial temperature dependence on deposition velocity. On the other hand, if during deposition
the film surface is subjected to simultaneous particle bombardment then it is likely that the
value of�N� can be predicted using Jackson’s theory as follows.

As applied to this situation the average defect creation rate is

Equating the average annihilation rate to the average defect rate yields the corresponding
value of�N�, which is then substituted into the equation for the crystallization velocity
above. Again we set Vi 	 Vd, solve for Tepi and obtain

We use Jackson’s values for the parameters E, �o, �, . The values of Vd, Ei, Ed, a, R and �
are obtained from the deposition conditions and are deposition velocity, incident particle
energy, displacement energy of film lattice, lattice parameter, range of incident particles in
film material, and atomic volume of film material, respectively.
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Roughness, one aspect of surface structure, affects many aspects of thin
films. As was discussed in Chapter II, roughness leads to porosity in zone a deposi-
tion. Roughness affects the magnetic properties of multilayer devices, the crystal-
lographic texture of films, the properties of electronic devices, the effectiveness of
gate dielectrics, the optical properties, etc. Hence, a discussion of the relationships
between processing and surface roughness of thin films is justified in this chapter.
Roughness is not the only characteristic of surface structure. The surface recon-
struction of the lattice structure affects catalytic and other surface dependent prop-
erties of thin films as well as affecting the bulk defect structure of the deposited
film. We have already noted that surface stress can and does affect the ordered
arrangement of components of a multicomponent film. The attainment of peculiar
configurations at surfaces, such as quantum dots and whiskers, both an expression
of surface structure, also is of interest.

1. Surface roughness.

Among the origins of surface roughness of deposited films are a lack of
sufficient adatom mobility, highly anisotropic surface energies favoring the for-
mation of facets of low surface energy, highly anisotropic sticking coefficients on
polycrystalline substrates, in energetic deposition differential resputtering of poly-
crystalline film surface, elastic strain energy in deposited film, etc. Thus, among
the main processing procedures used to reduce surface roughness are, if possible,
deposition or annealing at elevated temperature1 and use of low energy incident
particles to provide adatom lateral displacement without resputtering or the intro-
duction of defects.2 The effect of substrate temperature on the wavelength and
amplitude of the surface roughness is shown in Figure 2.3. Substrate inclination
relative to the direction of incident flux also may have an effect on surface rough-
ness dependent upon the film texture, as shown in Figure 2.11.

Figure 2.14 provides a molecular dynamic (MD) simulation of the effect
of incident particle energy on the surface roughness under deposition conditions
that normally yield columnar growth. As shown, with increase in the incident par-
ticle energy up to 18 eV the surface roughness decreases, but at the expense of
increased subsurface point defect population.

CHAPTER VIII
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However, as shown in Fig-
ure 8.1, roughness increases for inci-
dent particle energy above 20eV.3

This is a result of scanning tunnel-
ing microscopy (STM) measure-
ments on Cu films grown by ion
beam deposition at room tempera-
ture and refers to the roughness over
a normally planar facet. In a com-
panion MD study4 of the roughness
induced in IBD-MBE a minimum in
the surfaceroughness with increase
in incident particle energy is
obtained at about 25 eV, as shown in
Figure 8.2. The physical basis for
this behavior is as follows. At ener-
gies less than about 25 eV the inci-
dent ions tend to insert themselves
into adatom clusters, especially
when near to the cluster’s edge, thereby extending the area of the cluster without
inducing growth in cluster height. Above 25 eV, the incident ions tend to form
adatom–vacancy pairs which affect the roughness in an unexpected way. This
roughness saturates with growth in thickness of the film. The smoothest surface in
this range is obtained at low
temperatures and high flux.

Thus, in other than
MBE, in zone 1 temperatures,
incident particle energies will
tend to reduce the roughness due
to columnar growth. In MBE
incident particle energies below
about 25eV reduce the roughness
but increase it at energies above
this level. Above the transition
energy the smoothest surfaces
are produced at low temperature
and high flux.

As noted above, high
incident energies in normal phys-
ical vapor deposition (PVD) act
to produce radiation damage.
One response to attempts to
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Figure 8.1.RMS roughness versus deposition
energy for Cu film in IBD at room
temperature, as measured by STM. Reprinted
with permission from J.M. Pomeroy et al.,
MRS Symp. Proc. 647, 7.4.1(2001).
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eliminate the radiation damage is to use clusters of particles with hyperthermal
energy to bombard the film surface.2a,5This procedure involves a low energy per inci-
dent particle (below the displacement energy) and a high flux of these particles.
Because of these characteristics, cluster particle bombardment reduces roughness
involving small wavelengths, i.e. the number of atoms in a hill is not more than the
cluster bombardment can distribute laterally before it receives atoms from adja-
cent hills under bombardment acting to make the hill grow. However, cluster 

bombardment is less efficacious
for roughness involving long
wavelengths, as is evident from
Figures 8.3 and 8.4.

Although the above
considerations were evaluated for
PVD conditions, they are not lim-
ited to them. In particular, in
chemical vapor deposition (CVD)
there will also be a minimum
temperature below which surface
diffusion of the molecule car-
rying the depositing species
becomes so small as to encour-
age the development of surface
roughness. The self-bias in
PECVD of �-Si:H provides ener-
getic ions that act to smoothen
the surface when the substrate is
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(a) (b)

Figure 8.3.AFM images of surface of Si(001) surface (a) before irradiation (RMS:
177.7 nm) (b) after irradiation (1� 1018 clusters/cm2 irradiated (RMS: 107.9 nm)) by
clusters of Argon ions. Reprinted with permission from T. Aoki et al., MRS Symp. 
Proc. 749, W17.9.1(2003).
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of cluster irradiation and wave number of
roughness. Reprinted with permission from T. Aoki
et al., MRS Symp. Proc. 749, W17.9.1(2003).



in the “cathodic” position.2b In the CVD of diamond films where appreciable rough-
ness is found, the use of an energetic oxygen ion beam, subsequent to CVD, with
oblique incidence and with substrate rotation was found to optimize the surface
smoothness.2c

Differential laser ablation with more ablation of roughness peaks than hol-
lows has also been used as a smoothing technique.6 Other modes of laser smoothing
have been proposed including surface melting.7 One, this author suggests, is an in
situ chemical polishing procedure which involves selective formation of high vapor
pressure products at roughness peaks and then their subsequent laser ablation.

Another source of surface roughness in films deposited by MBE is elastic
strain energy in the deposited film. The formation of free surface normal to the
principal stresses in the film plane would act to lower the magnitude of these
stresses in an appreciable volume fraction of the film. Hence, there is a morpho-
logical instability in the presence of in-plane principal stresses that tends to produce
a periodic surface morphology presenting free surface normal to the principal
stresses. This tendency to develop a periodic wave-like surface morphology with
short wavelengths is counteracted by the increase in surface area and energy that
occurs with decreasing wavelength of the surface perturbation. Facets may also
develop in a further attempt to reduce the overall free energy. This phenomenon has
been considered by several investigators.20 This surface roughness may be useful
in the production of quantum dots when the amplitude of the periodic surface equals
the thickness of the film.21

2. Surface modification for producing 
ordered arrays.

One of the ordered arrays it is desired to produce on thin film surfaces is
a quantum dot array. Although there are techniques for achieving this objective
using masking procedures it is still desired to accomplish it by self-assembly.
Thus, the periodic variation of a surface property seems to be a necessary condition
in this regard. Let us consider various modes of periodic surface property variation.

2.1. Periodic surface reconstruction pattern.

Some surface reconstructed patterns have periodicity on the order of a
nanometer or more. It has been found that certain adatoms will assume the perio-
dicity of the underlying reconstructed lattice. One such pattern is the 7� 7 recon-
structed pattern on the Si(111) surface. Al, In, Mn, Pb, Ag and Tl, are attracted to
this 7� 7 pattern and can self-assemble into ordered arrays,8 such as that shown in
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Figure 8.5 where Pb is the adatom. As
shown, the repeat distance is slightly
larger than 1 nm. Effectively, the recon-
struction pattern provides a periodic
array of potential wells for the adatoms.
Thus, for a reconstruction pattern with
a suitably larger lattice parameter it may
be possible to anchor nanometer sized
quantum dots into a two-dimensional
periodic pattern. Details relative to the
processing needed to achieve these
arrays is provided in Ref. [8].

2.2. Periodic surface strain
pattern.

One possible means of pro-
viding an ordered array of quantum dots
is to achieve an ordered array of het-
erogeneous nucleation sites for these

entities. The possibility of using the periodic strain fields dueto a periodic array of
misfit dislocations has been recognized by several investigators.10 However, the
production of a periodic array of misfit dislocations is not automatic. Indeed, many
attempts to achieve this result have not succeeded. Although misfit dislocation
arrays are formed often they are not periodic. Figure 8.6 is a sample of such a
result. Although the periodicity of the misfit dislocation array is not present, a rela-
tion between this array and the nucleated quantum dots does exist. Thus, should a

periodic misfit dislocation array
be produced it is still possible to
use this array to form an ordered
array of quantum dots. The ques-
tion is how to accomplish both
goals.

A tentative conclusion
of research governing the nucle-
ation of quantum dots is that they
nucleate at positions on the sur-
face of minimum chemical poten-
tial for the component forming
the quantum dot.11 How to pro-
duce a periodic array of minima
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Figure 8.5.An STM showing ordered array
formed by 0.1 MI Pb on Si(111)-7� 7.
Image size 8.5� 8.5 nm2. Reproduced with
permission from www.uam.es/fmc/
especifica/Nuevas Microscopies
webpage/Index.htm.

g

200 nm

Figure 8.6.Misfit dislocation array. Reprinted
with permission from X.W. Liu et al., J. Appl.
Phys. 94, 7496(2003).



in the chemical potential
of the quantum dot’s com-
ponent along the surface
on which the quantum
dots are to nucleate is the
question.

It may be worth-
while to consider some
additional information
prior to an attempt to
answer the foregoing
question. Although peri-
odic arrays on surfaces
are rare they do some-
times exist. One such
array is found under the
following circumstances.
When a monatomic layer
of Au is deposited on
Ni(111) at a low tem-
perature (140°K) and
allowed to warm slowly
to room temperature, a periodic Moire pattern is observed as shown in Figure 8.7.
At the Moire circular regions the surface is lower than in between these regions. If
the Au is deposited at room temperature a different surface pattern is produced as
is evident on comparison of Figures 8.8 and 8.7. In this case, if one looks closely
one may see that there is a periodic array of triangles with the circumference of the
triangles lower than the remainder of the surface. In the Ni underlayer a partial dis-
location surrounds the Ni atoms just below a triangle. From the present point of
view the interesting aspect is the periodicity of the Moire and triangle patterns.
This periodicity is 9� 9 Ni versus 8� 8 Au for both patterns. The triangular pat-
tern differs atomically from the Moire pattern by involving a transfer of 5 Ni atoms
from the Ni layer to the Au layer with the transferred Ni atoms randomly distrib-
uted in the Au layer.

Additional periodic patterns involving misfit dislocations are found for
the same relative heteroepitaxial arrangement of an face-centered-cubic (fcc) (111)
plane of the deposited layer either on another fcc (111) face of a crystal having a
smaller lattice parameter or on a basal plane of an hexagonal-close-packed (hcp)
crystal with smaller atomic diameter compared to that of the layer.

Annealing a 2 ML  layer of Ag on Pt(111) at 800 K yields the STM 
topograph shown in Figure 8.9a. One sees a periodic array of triangles shown
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Figure 8.7.STM
topograph showing
Moire pattern apparent
for 1 ML Au on Ni
deposited at 170°K.
Reprinted with permission
from J. Jacobsen et al.,
Phys. Rev. Lett. 75,
489(1995). © 1995 The
American Physical
Society.

Figure 8.8.STM
topograph of Au deposited
on Ni(111) at room
temperature revealing
periodic pattern of
triangles. Reprinted with
permission from
J. Jacobsen et al., Phys.
Rev. Lett. 75, 489(1995).
© 1995 The American
Physical Society.



schematically in the inset. A more detailed
view of the misfit dislocation array corre-
sponding to these triangles is shown in the
lower figure which also reveals the atom
positions in the layers. Black dots represent Ag atoms in the first monolayer. Open
and filled circles represent Ag atoms in second layer over fcc and hcp positions,
respectively.

Another periodic pattern of misfit dislocations is shown for the case of
InAs on GaAs(111) in Figure 8.10a. In this case the STM surface topograph
reveals periodic circular blobs. There are small triangles in between some of these
blobs which outline misfit dislocations as shown in the inset. The regions sepa-
rated by these misfit dislocations are shown in greater detail in the schematic 
figure of Figure 8.10b.
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(a)

(b)

Figure 8.9. (a) STM topograph of 2 ML Ag
on Pt(111); (b) Showing misfit dislocation
array and atom positions adjacent to
interface. Reprinted with permission from
H. Brune et al., Phys. Rev. B49,
2997(1994). © 1994 American Physical
Society.

(a)

(b)

Figure 8.10.(a) 5 ML of InAs on
GaAs showing strain fields due to
periodic pattern of misfit dislocations
where the position of the latter are
indicated in detail by the dashed lines
in the inset. (b) Schematic figure
showing atom positions in faulted, F,
and unfaulted, U, regions. Reproduced
with permission from H. Yamaguchi
et al., Phys. Rev. B55, 1337(1997).
© 1997 The American Physical Society.



Still another exam-
ple is that of Ag on Ru(0001).
An STM topograph of 1 ML
Ag, shown in Figure 8.11,
reveals the underlying periodic
pattern of misfit dislocations.

It is apparent that in
all these examples of peri-
odic misfit dislocation arrays
the arrays appear below a few
monolayers of the epilayer. 
If the epilayer contains more
than a few monolayers than
the periodicity of the misfit
dislocation array vanishes.

The potential of theseperiodic patterns of misfit dislocations for the pro-
ductionof a periodic pattern of quantum dots has excited the interest of several
researchers.10 Brune et al.12 proposed that when the period of the misfit disloca-
tion array corresponded to the spacing required for one nucleus of a material 
(a nanodot) deposited on the surface of the epilayer then it should be possible to
deposit a periodic array of these material nanodots. Figure 8.12 presents one of
their nanodot arrays. The array is that of
Fe nanodots on a substrate consisting of
2 ML Cu on Pt(111). However, the appli-
cation of this particular mode of produc-
ing periodic misfit dislocation arrays
has not at this writing been used to form
a periodic quantum dot array to the best
knowledge of the author. Another mode
of forming a periodic dislocation array
makes use of screw dislocations formed
by wafer bonding.13 The top wafer is
thinned sufficiently for the dislocation
array to function as the required periodic
substrate and then the quantum dots are
deposited on the substrate. A subsequent
anneal produced the ordered pattern of
the quantum dots with 4-fold symmetry
shown in Figure 8.13. Another way of
using the wafer-bonding mode of form-
ing the periodic array of crossed screw
dislocations is to etch the top wafer back
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Figure 8.11.STM topograph of 1 ML Ag on
Ru(111) showing periodic misfit dislocation array
pattern. Reproduced with permission from Sur.
Sci. 433–435, 506(1999). © 1999 Elsevier.

Figure 8.12.STM topograph of Fe
islands on 2 ML Cu on Pt(111).
Reproduced with permission from
Nature 394, 451(1998). © 1998
Macmillan Publishers Ltd.



to the join. In the final stages of
etching the rate of etching is
affected by the dislocation array so
as to leave the slowest etching mate-
rial in the form of quantum dots.
Figure 8.14 shows an example of
the result of this procedure.

Still other ways to achieve
a periodic surface structure use
either surface composition or mor-
phology modulation or both. Such
modulations may form on the sur-
face of a film of a supersaturated
solid solution, or a strained het-
eroepitaxial layer at a temperature
where the adatoms may diffuse but
the bulk atoms may not. Composi-
tion and morphology modulations

have been found in film layers which are deposited at the conditions just cited and
have been used to produce layers of quantum dot arrays.14 Figure 8.15 shows a verti-
cal dot array produced by a morphological modulation in a PbSe/Pb1�xEuxTe system.
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Figure 8.13.Ge quantum dots on
wafer bonded Si containing a screw
dislocation network close to the
substrate surface revealing a 4-fold
symmetry pattern. Reprinted with
permission from F. LeRoy et al., Appl.
Phys. Lett. 80, 3078(2002).

Figure 8.15.XTEM of a 100-
period PbSe/Pb1�xEuxTe vertical
dot stacking. Inset: plan view
TEM showing hexagonal lateral
ordering within the growth plane.
Reproduced with permission from
Physica E9, 149(2001).

Figure 8.14.Si dots produced by etching a
wafer bonded couple twisted relative to each
other to produce a square screw dislocation
network. Reproduced with permission from
NNUN, Abstracts 2002/Chemistry and
Biology. p. 12.



2.3. Periodic ledge pattern.

Elastic relaxation
of mismatch strain at the
edges of large surface steps
drives step-bunching and
the accumulation of strained
material at the step edges
into wire-like structures.
The key word here is accu-
mulation implying a build-
up of wire-like regions at
the bunched steps by trans-
port from regions of higher
chemical potential to those
of lower chemical potential,
i.e. a self-assembly process.
Figure 8.16 shows SiGe
quantum wires within a Si/
SiGe multiple layer structure on a vicinal (113)Si substrate. A spatial correlation
of wires in a direction inclined from the surface normal and a very regular lateral
ordering of wires with periods of typically 300 nm is observed. It is caused by self-
ordering mediated by the local strain fields extending into the Si host. The structure
shown represents an artificial crystal of Si/SiGe wires with a three-dimensional
periodic arrangement of wires that was formed by self-assembly and not by 
patterning. It is possible to form
an ordered array of Ge quantum
dots on top of these wires by self-
assembly of Ge atoms deposited
on the total surface. Figure 8.17
shows an AFM image of such Ge
islands deposited on top of the wire
array. The Ge islands are aligned
along the [110] wire direction, the
vertical direction in the figure.
Although the ordering is not per-
fect, it is apparent that there is a
periodicity to the positioning of
the islands. Finally, Ge deposition
directly onto a bunched step on
Si(111) can yield a regular row of
Ge islands as shown in Figure 8.18.
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Figure 8.16.TEM cross section of an array of SiGe
quantum wires within a Si/SiGe multilayer structure
on a vicinal {113}Si substrate. Figure is taken from
the annual report of the Walter Schottky Institute on
the subject of self-assembled nanostructures.

Figure 8.17.Ge islands grown on SiGe
quantum wires. The�110� is horizontal.
Figure is taken from the annual report of the
Walter Schottky Institute on the subject of
self-assembled nanostructures.



2.4. Periodic surface phase pattern.

It is known that two surface phases
may coexist during a first-order transition22

because any two surface phases must have dif-
ferent surface stress and the long-range result-
ing interactions prevent a sharp transition.
Hannon et al.22 have provided quantitative
evidence supporting this assertion. In doing so
they also provide a new mechanism for the
formation of a periodic surface pattern that
consists of alternating and coexisting surface
phases.

It is well known that the Si(111) sur-
face undergoes a transition from the ordered
(7 � 7) structure to a disordered (1� 1) phase
at a temperature TC � 1135K. In one experi-
ment Hannon et al. studied the patterns formed
on a surface very slightly misoriented toward
the �1—12� direction. The effect of this slight
surface tilt is to produce surface steps parallel
to the low-energy phase boundary orientation.
Two types of phase boundaries then appear on
the surface. One is at the surface step (S) and
the other is on the terrace (T). These phase
boundaries and phases are shown in a bright-
field LEEM image (Figure 8.19) of the Si(111)
surface at the phase transition temperature.

The interactions between phase
boundaries (and other line defects such as
steps) have been studied.23,24 The boundary
between two surface phases that have differ-
ent surface stress corresponds to a line of
force (a “force” monopole). This force, F �

� � �, where � is the surface stress tensor
(two-dimensional). Also, a localized defect,
such as a step, has a “force dipole” as well as
higher-order multiple moments (Srolovitz
and Hirth24). Elasticity theory provides rela-
tions for the interactions between these forces.

Hannon et al.22 have derived a rela-
tion for the energy per unit area of a surface
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Figure 8.18.This figure
shows a row of Ge islands
along a bunched step of a
Si(111) surface. Reprinted
with permission from
N. Motta, A. Sgarlatta,
A. Balzarotti and R. Rosei,
MRS Symp. Proc. 696,
N2.2.1(2002). Vertical
scale of image is 75 nm.
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Figure 8.19.Bright-field LEEM
image of the Si(111) surface at the
phase transition temperature. The
(7 � 7) areas appear brighter than
the (1� 1) areas due to the
reflectivity difference for 10 eV
electrons. Phase boundaries are
found alternatively at step edges (S)
and on Terraces (T). Dark arrows
indicate the terrace analyzed in
Figure 2.14. White arrows show the
orientation of phase boundary force
monopoles. Reproduced with
permission from J.B. Hannon et al.,
Phys. Rev. Lett. 86, 4871(2001).



having these coexisting phases and its
dependence upon an asymmetry parame-
ter p� (2�/L) � 1, where � is the width
of the (7� 7) domain and L is the terrace
width. Five additive terms enter into this
energy. One involves the creation energy
of steps and phase boundaries. Another
corresponds to the difference in surface
free energy between the phases, i.e.
	S(T� TC)p/2, where 	S is the difference
in entropy per unit area of the surface
phases. The third term represents the inter-
action between elastic and/or electrostatic
monopoles at the phase boundaries. The
fourth term represents the next longest
range interaction in the multipole expan-
sion, i.e. that between the monopoles and
the force dipoles at both step and terrace
phase boundaries. The fifth term corre-
sponds to a short-range repulsion between
the phase boundaries. Minimizing the
energy per unit area with respect to p pro-
vides the equilibrium distribution of the
coexisting phases. Hannon et al.22measured
the dependence of p on (T� TC) varying
the temperature from both above and below
TC. Their result is shown in Figure 8.20
where the line through the points represents
the theoretical dependence. A recent review
of LEED based research25 also provides a
review of this subject.

The periodic pattern produced by
the coexisting surface phases does not
involve long-range diffusion of adatoms.
Rather, it involves rearrangement of sur-
face atoms to yield the minimum free
energy configuration.

2.5. Periodic nanodots via kinetic control.

An in-depth study of the patterns developed on decomposition of an
unstable monolayer solid solution on various substrates has been carried out by
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Suo and his collaborators.26 Among the
many results was one that indicated the
possibility of obtaining a short-ranged
ordered structure of nanodots of a minor
component phase distributed within a dif-
ferent phase of the major component.
Figure 8.21 illustrates one such possible
distribution of nanodots. One result of
their work was that the time necessary for
the long-range ordering (growth of some
domains at the expense of other domains)
was much longer than that for the nucle-
ation of the small domains. They did note
that some means of breaking symmetry
could reduce the time to form a long-range
ordered array of nanodots. We have already
considered one such symmetry breaking
mode – that of a periodic misfit dislocation
array subsurface, but close, to the mono-
layer. Here we would like to consider means
of achieving long-range ordered arrays of
nanodots in the absence of subsurface
means of breaking symmetry.

Paraphrasing the result of Suo
and Lu it appears that the rate of forma-
tion of short-range ordered domains by

spinodal decomposition is high relative to the growth rate of these domains. This
type of situation has occurred often in nucleation and growth phenomena and solu-
tions of various kinds have been investigated for the means of decreasing the
nucleation rate relative to the growth rate. For example, one possible solution to
this problem is to deposit the monolayer at a low temperature that quenches in the
unstable phase and then use a traveling temperature gradient to nucleate one short-
range ordered domain which is then grow out by motion of the temperature gradi-
ent without subsequent nucleation. Another possible solution is to search for
compositions and temperatures between the spinodal and binodal in order to
change the mode of decomposition to one of nucleation and growth rather than of
spinodal decomposition and then to find the temperature–composition point that
maximizes the ratio of the growth rate of the ordered domain about a nucleus to
that of the nucleation rate of such domains. What is desired is a processing condi-
tion that allows one ordered domain to form in a reasonable time, with sufficiently
rapid growth of this domain so as to engulf the surface area before other domains
can nucleate.
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Figure 8.21.Phase field simulation
of spinodal decomposition of a
supersaturated solid solution monolayer
coherent with substrate showing 
short-range order but no long-range
order. Reproduced with permission 
from W. Lu and Z. Suo, 2001. 
From a paper prepared for a special
issue of Journal of the Mechanics and
Physics of Solids dedicated to
Professors J.W. Hutchinson and 
J.R. Rice on the occasion of their 
60th birthdays.



The model for decomposition used by Suo and Lu involves the criteria
associated with spinodal decomposition, i.e. diffuse interface between the surface
phases having the same surface structure – a coherent system. When the phase cor-
responding to the minor component is not coherent with the major component sur-
face phase the options available for control of the nucleation rate relative to the
growth rate are increased because the barrier to nucleation, the interface energy
between the two monolayer phases, is not a strong function of temperature in this
case. Thus, with the same driving force for the formation of a long-range ordered
nanodot array – an effective repulsion between nanodots – temperature can be
used to tune the ratio of domain nucleation to growth rate. The effective repulsion
between nanodots can be achieved either via a coherent interface between nanodot
and substrate with difference in lattice parameters between the two entities or by
an effective line tension between minor component and major component phases
that induces an elastic strain in the latter phase which is transmitted to adjacent
nanodots. In this case the monolayer phases need not be coherent with the sub-
strate. In the Suo–Lu model domains form to minimize the strain energy associ-
ated with the repulsion between nanodot precipitates.

In the work of Suo and Lu the pattern produced in long time is deter-
mined by thermodynamic stability. This is not the only pattern-determining crite-
rion. As Walgraef27 has shown, dynamical conditions may control the pattern
observed in thin film deposition. In his treatment of this problem there are three
dynamic processes to be considered: adsorption, desorption, and surface diffusion.
If conditions are such that the desorption rate is negligible relative to the adsorp-
tion rate then the tendency towards instability and pattern formation is likewise
negligible. However, with a finite
desorption rate the Walgraef model
yields a region of temperature and
surface composition for a single com-
ponent where instability and pattern
formation occurs. This result is a
well-known phenomenon in reac-
tion–diffusion dynamics.28 Figure
8.22 shows schematically the region
of dynamically determined patterns
produced by this model. Thus, where
the binding of adatom to substrate is
strong these patterns are not likely
to be formed, at least in the first
monolayer. Consequently, the chance
of obtaining a pattern is increased
for substrates that are non-epitaxial
relative to the depositing species.
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Similarly, pattern formation probability increases with increasing adatom diffusiv-
ity, another factor favoring weak bonding between substrate and adatom and with
decreasing deposition rate. Walgraef did not comment on the time evolution of the
patterns, i.e. whether short-range ordered domains appear in a transient to the final
pattern given by the model. However, in a similar treatment, Verdasca et al.29 noted
that in the strong segregation regime where interfaces are sharp and amplitudes
saturate at values near to the coexistence curve (i.e. short-range and strong inter-
adatom potential) short-range ordered domains do form first and then grow. Only
in the weak segregation regime is it implied that one domain occupies the film sur-
face from the start of the reaction–diffusion process.

Obviously, experiment is required to evaluate the predictions of the
dynamic models. One possible experiment has been reported in news bulletins
only prior to this writing so that the author cannot comment upon its applicability
to the above considerations. However, according to the description in Science
News 166, 165(2004) the pulsed laser deposition of Ni and Al2O3 produces a long-
range ordered array of Ni dots in an Al2O3 matrix when the temperature and rate at
which the target materials vaporize are within small limits. The successful deposition
method requires that the ordered pattern be formed first on the deposition of about
a monolayer to produce a template for the continued deposition onto the ordered
nanodot pattern.

3. Processing and surface reconstruction.

Atoms at surfaces rearrange to lower the free energy. Rearrangement may
involve merely relaxations without change in lattice sites or reconstruction with
change in lattice sites. Processing can affect the kinetics governing the approach 
to equilibrium at the surface and by altering the environment of the surface can
change the equilibrium state. For example, the equilibium state of a Si(111) sur-
face is a 7� 7 reconstruction. However, exposure to atomic hydrogen can bring
about a 1� 1 reconstruction in which there are no dangling bonds and no strained
bonds. Further, in SiC this reconstruction on a Si surface can form a surface metallic
layer, which has interesting consequences.15 The effect of chemical environment
on surface reconstruction is an ongoing activity and has a vast literature. Here we
will concern ourselves with the effect of physical processing effects on surface
reconstruction.

Bombardment of a Si(100) surface with Argon ions of less than 100 eV
induces surface damage and the development of a compressive surface stress. The
dimers in the 2� 1 reconstruction are either bent or cut and also are partially
destroyed by this radiation.16 It was discovered that subsequent irradiation by elec-
trons of energy less than 40 eV removes the compressive stress and recrystallizes
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the surface to a slightly paired 1� 1 configuration. Evidence was presented that
this recrystallization is an athermal process.17 Electron bombardment with energies
higher than about 40 eV introduce surface damage including point defects.18Thus,
the reverse process of healing by low-energy electron bombardment is unexpected
and worthy of further study. Since Si is often deposited in conditions that expose the
surface to a plasma it is possible that the latter may affect the deposition process
via energetic particles from the plasma that reach the film surface.

Xu et al.19 found that the surface of Si(100), after removal of the top 2� 1
reconstructed atomic layer by exposure to a laser pulse just less than that required
to melt the surface, resembled a slightly paired 1� 1 surface, closer to the bulk ter-
minated surface arrangement, which is the expected arrangement in the penultimate
layer prior to removal of the surface layer. In both of the above studies the 2� 1
surface was restorable thermally. These observations suggest that a metastable sur-
face reconstruction can be achieved via appropriate radiation of the surface.
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effect of particle energy on 83
effect of plastic deformation on 69
effect of stress relaxation on 69
effect of surface roughness on 67

Index 255



256 Index

Texture (contd.)
kinetic versus thermodynamic 

origin of 66
of polycrystalline semiconductors 77

dependence on silane pressure 78
possible nucleation origin of 93
thickness dependence of 64, 67

Threading dislocations 119
schemes to prevent formation 

of 119
Titanium disilicide 200
Transition temperature 107

amorphous/crystalline 107
in silicon 107

Twinning 66
secondary 66

effect of atmosphere on 66
Twins 107

in GaAs 107

U
Urbach tail slope 144, 151

V
Vacancies 11, 102

deposition induced 102, 103
effect of growth mode 

on 102
observation of 103

migration activation energy 102
in silicon 102

trapped during deposition 11, 21
Void network 82

particle energy to remove 82

Void network stability 39
Void networks 40

effect of energetic incident particle 
on 40

Voids, intercolumnar 104
in epitaxial flims 104

Void-column structures 30

W
Weak bonds 152

density 152
effect of substrate 152
in �-Si 143

Y
Yield strength and intrinsic stress

174, 179

Z
Zone 1 37
Zone a 60

homologous temperature range 60
Zone b 62

homologous temperature regime 62
Zone II 70

activation energy for grain growth
74

Zone III 72
activation energy for grain growth

74
Zone models 73

interpretation of 75
Zur and McGill hypothesis 121


