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Abstract 

Robot-Assisted Therapies (RAT) is an emerging field and has shown promising results. Recently, one 

of the prominent applications of robots is assistive therapy is for Autism Spectrum Disorder (ASD). 

Autism Spectrum Disorder is a set of neurodevelopment disorder affecting 7.5 million people around 

the world. Children with ASD lack social and communication skills which affects their ability in 

schools as well as in community.   Recently, humanoid robots are used for the treatment of children 

with autism spectrum disorder to improve the development of communicational, behavioral, motor 

movements, joint attention, and physical behaviors. These interactive interventions that use robots for 

children with ASD, is one of the favorable tools for improving the behavior of children. In particular, 

the area of robotics is helping a lot in the treatment of ASD as the robot acts as a mediator as well as 

measures the response of an autistic child. However, the research aiming that the treatment of children 

with autism is limited, these therapies introduced by robots are successful in establishing basic 

communication skills. This research has proposed a novel mathematical model for an adaptive therapy 

of children with Autism Spectrum Disorder called Multi-robot-mediated Intervention System (MRIS). 

Three different therapies related to improvement in joint attention and imitation skills, effective 

human-human interaction and comparison of effective stimulus are introduced under this mathematical 

model. This research aims to introduce multi-sensory data that provides the quantitative support for 

improvement in social skills of children with autism, replacing the current techniques of measuring the 

improvement from physically observing the ASD child and with video analysis. Besides ensuring the 

accuracy in results, this method also introduces consistency as robots are immune to fatigue, unlike 

humans. The effectiveness of the model has been validated using cognitive brain state of the children 

with Electroencephalogram (EEG) neuroheadsets. Moreover, the effectiveness of the results has been 

validated using statistical analysis and the Childhood Autism Rating Scale (CARS).  
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CHAPTER 1 

INTRODUCTION 

In 2014, the estimated prevalence of Autism Spectrum Disorder (ASD) in the United States 

was 1 out of 68 children [1]. It was noticed that the trend from 2010 to 2014 was an increase of 

52% in Autism patients where is other diseases were reduced by 1% during the same period. 

Centers for Disease Control and Prevention (CDC)update in 2018 on increases in the estimate of 

autism’s prevalence by 15 percent, to 1 in 59 children [2]. Because of lack of communication skills 

and social cues [3], children with autism spectrum disorder have low rates of employment as 

compared to Typically Developed (TD) children [4]. Social and communication skills including 

verbal as well as non-verbal communication are important in employment, relationships and many 

other aspects of life [5]. It has been observed that the effect of early intervention is considerably 

more on a younger autistic child in improving his/her communication abilities [6]. These deficits 

are there in early childhood, however recent research shows that the symptoms are not faded with 

time and therefore require proper treatment [7-9]. Along with the communication skills and social 

issues, these children also have delayed language development skills as compared to typically 

developed child. A typically developed (TD) child establishes the joint attention even before 

saying his/her first word [10]. From the age of 1 to 4 years, in a normal development process, a 

TD child shows a drastic change in language development skills [11] and[10]. However, for 

children with neuro-developmental disorders, communication as well as language skills, are not 

fully developed [12]. In second phase of National Standards project, National Autism Center 

(2015) identifies following for the treatment of autism: (1) Behavioral Interventions, (2) Cognitive 

Behavioral Interventions, (3) Language Training, (4) Modeling, (5) Naturalistic Teaching, (6) 
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Parent Training, (7) Peer Training, (8) Pivotal Response Treatment (PRT), (9) Schedules, (10) 

Scripting, (11) Self-Management, (12) Social Skills Package, and (13) Story-Based Interventions. 

Many of these can be pitched based on technology interventions that are recently introduced for 

the improvement of the social and communication skills of ASD children. 

With the increase in autism over the years, the aim is to develop more intervention 

opportunities for children with ASD. For this purpose, technology-driven interventions are 

proposed and evaluated for their effectiveness. Recently robots are used for cognitive-behavioral 

therapies to catch the interest of ASD children. The robots used for this purpose are usually 

humanoid [13] as well as mobile robots [6] for improving the social skills of the child.  Joint 

attention [14], ability to imitate [15], verbal communication [16] and social activities [17] are the 

targeted areas for the interventions to be performed by Socially Assistive Robots (SAR).  

Research conducted using SAR shows that children with autism are more inclined towards 

the robots rather than human therapist [18-19]. There are many advantages of using robots as a 

therapist for the treatment of autism. Beside mood lift of the child, consistency, reliability, 

standardized stimuli production along with the controllability, low cost and adaptability with the 

environment are the key factors for preferring the use of robots over a human therapist [20]. 

Anthropomorphic, [21] as well as zoomorphic robots [16], [22] both are used for therapy of 

children with autism. However anthropomorphic robots are preferred over zoomorphic robots 

because of their appearance as they are closer to humans [23], [13].   

However, along with the advantages of using these robots for interventions, several 

concerns are also associated. The major concern is the “novelty effect” and “uncanny valley”. The 

novelty effect states that the child will be highly attracted by the robot initially and then will 

gradually lose the interest [24]. This can be addressed by changing the stimuli, the appearance of 
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the robot, length of interventions, the order of the intervention, changing the intervention itself and 

many more [25]. The “Uncanny valley” theory describes the negative response of human while 

interacting with the robots. This factor should be kept in mind while designing the intervention 

and can be controlled while designing the intervention application for autistic children.  

1.1       Problem Statement 

At present, there is a lot of research focusing on the improvement of autism using robots. 

However, the concept of multi-person communication is never introduced using robotic therapies. 

Moreover, there is limited research that focuses on adaptive therapies for children with autism. 

Another major concern of the end-users is about Evidence-Based Practice (EBP) while making 

application-based systems. At present, this is not generally satisfied with solutions provided by 

robotic therapies [26]. 

1.2       Research Aim 

This research focuses on the multi-robot adaptive therapy along with the evidence-based 

practice (EBP). The research aims to develop an original adaptive mathematical model based on 

multi-robot therapy of children with autism spectrum disorder. This therapy focuses on two main 

deficiencies in autism i.e., a) Joint attention and b) Imitation. The proposed therapy uses a multi-

robot system to improve the multi-communication skills of an ASD child, which to the best of 

author’s knowledge is a novel work.  

Along with this adaptive multi-robot therapy, various other therapies are also introduced 

including the measurement of different motion stimuli on ASD child, prominent improvement in 

multi-person interaction of the child before and after therapy.  
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1.3      Research Objectives 

The objectives set for this research are as follows: 

1. Therapy-1: Design and development of a single mathematical adaptive model that addresses 

joint attention as well as imitation module called MRIS (Multi-robot-mediated Intervention 

System) 

a. Validation and effectiveness of MRIS system using CARS 

b. Validation of MRIS by analyzing the cognitive state of the brain using EEG 

2. Therapy-2: Design and development of robotic therapy for multi-human interaction for 

noticing the improvement in multi-person interaction of ASD children 

3. Therapy-3: Effectiveness of different stimuli in a therapy. This therapy aims to check the most 

effective stimulus for interaction of the robot with autistic children to facilitate better human-

robot communication. Three different stimuli i.e. visual (color variation), speech and motion 

stimuli are tested to check the level of engagement of autistic child based on stimuli. The goal 

of this research was to have a quantitative measure for the effectiveness of the given stimulus.  

1.4      Research Methodology 

Keeping in view the inclination of autistic children, the MRIS system uses NAO humanoid 

robot for all the three therapies [21]. This robot is widely used for performing intervention with 

ASD children [27]. An adaptive closed-loop supervisory control has been established using NAO 

robots. MRIS system performs experimentation as 1) human-robot interaction (without any inter 

robots’ interaction) and 2) human-robot interaction along with the inter robot communication. 
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1.5      Thesis Organization 

This thesis is organized into seven chapters based on the research work carried out during 

the course of this PhD.  

Chapter 1 is about “Introduction” that establishes the wider importance of robotic therapies 

for children with autism spectrum disorder. Chapter 2 is about “Robots as Social Mediators-

Literature Review”. This chapter presents the comparison of current research with the previous 

intervention models using robots. Chapter 3 is “Design and Development of Adaptive MRIS 

System (Therapy-1)”. This chapter explains in detail the experimental setup for therapy-1, 

introducing multi-robot for improvement in joint attention and imitation skills. Chapter 4is on 

“Robotic Therapy for Multi-human Interaction (Therapy-2)”. This chapter explains in detail 

the experimental setup for therapy-2 by introducing the concept of multi-human interaction using 

the multi-robot system. Chapter 5 “Effectiveness of different stimuli in a robotic intervention 

(Therapy-3)” explains in detail the experimental setup for therapy-3. This compares different 

stimuli to find the most effective one in the intervention. Chapter 6 refers to the “Experimental 

Results and Statistical Analysis”. This chapter presents the results for all the three therapies 

performed using multi-robot. Chapter 7 is about “Conclusions and Recommendations for 

Future Research”. This chapter summarizes the work done and proposes future work. 
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CHAPTER 2 

ROBOTS AS SOCIAL MEDIATORS - LITERATURE REVIEW 

2.1     Autism Spectrum Disorder 

ASD is a developmental syndrome that implies impairment in language as well as 

restricted/repeated stereotyped behaviors along with the above-mentioned symptoms [28]. This 

developmental disorder starts at an early age and lasts through out the life affecting the ability to 

communicate, learn and interact with others. People affected by ASD have a range on symptoms 

and therefore it is called as a “spectrum” disorder [29]. There is no difference between the looks 

of an ASD and a typically developed child, however the things that show the symptoms of autism 

in a child include, way of communication, interaction, learning capabilities. The possible red flags 

for autism can be no name recognition till 12 months, no eye contact, delayed speech, repetition 

of words and phrases (echolalia), obsessive interests, flapping hands, spinning in circles, unusual 

reaction to sounds, smells, looks etc.   

Estimation of the ratio for autism is 1 in 68 children by the Centers for Disease Control and 

Prevention (CDC)'s Autism and Developmental Disabilities Monitoring (ADDM) Network [30]. 

In South Asia, this developmental neuro-disorder has affected more than 5 million children [31]. 

The concept of early intervention is not present in middle class and low-middle class (LMICs) 

effected by ASD. In Pakistan, unfortunately, the awareness about autism and other early childhood 

developmental disorders has not received proper attention [32].  

There are three different types of autism: 1) Asperger Syndrome (AS), 2) Autistic disorder 

and 3) Pervasive Development Disorder (PDD-NOS). Individuals with Asperger Syndrome have 

slighter symptoms of autistic disorder without having any language issues. For individuals with 
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autistic disorder, they have language delay issues, social problems and lack of communication 

skills. This is also known as “classic autism”. Pervasive Development Disorder also called 

“atypical autism” is possessed by individuals with some of the symptoms of autistic disorder or 

AS. There are different methods for early detection of autism. The most common one is to 

approach the therapist or psychologist. For early identification of autism a scale called Autism 

Observation Scale of Infants, abbreviated as AOSI has been established [33]. Three major 

categories according to the scale are Asperger syndrome, Low functioning autistic, and Hi 

functioning autistic.  Major core deficit of children with ASD are social skill and language 

impairments for lifetime [34], [8], [35]. These core deficits prohibit the students from participating 

in classrooms, therefore, effecting their output. Because of the large number of increase in autistic 

children, schools need to develop a strategy for effective and evidence-based intervention and 

treatment of children with ASD [36]. Researchers have been working on the methods that should 

be labeled as “evidence-based practices” and can be used by teachers and policymakers for 

children with ASD in schools [37]. With the fast pace of growing technology that is becoming part 

of everyday life, it is important to integrate the technology with evidence-based practices in the 

classroom. This is because individuals with ASD show more inclination towards the tasks based 

on technology [38], [39].  

2.2     Diagnosis and Treatment for ASD 

Although, the diagnosis of ASD is not the part of,  this research, however, there are two 

renowned methods for diagnosis of ASD are: 1) Autism Diagnostic Inventory-Revised (ADI-R) 

developed by Lord et al. [40]. This is a survey questionnaire to be filled by parents or guardians 

of the autistic child. The second technique for diagnosis is: 2) Autism Diagnostic Observation 

Schedule General (ADOS-G), developed by Lord et al. [41]. This is related to the autistic person 
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directly in whom the therapist takes his/her interview directly. Moreover, there are different 

observation scales for autism that can demonstrate inter-rater reliability of autism such as CARS, 

BOS, BRIAAC, AOS, ABC, ASIEP. Childhood autism rating scale (CARS) is one of the most 

widely used scales for diagnosis and treatment of children with ASD [42], [43]. This scale has 14 

domains that assess the behaviors associated with autistic children, whereas a 15th domain is for 

rating general impressions of autism. Each domain is scored on a scale ranging from one to four; 

the more the score obtained, the higher is the level of impairment. Total scores can range from a 

low of 15 to a high of 60; scores below 30 indicate that the individual is in the non-autistic range, 

scores between 30 and 36.5 indicate mild to moderate autism, and scores from 37 to 60 indicate 

severe autism[40]. Information regarding psychometrics of the CARS is well documented [44], 

[45], [46] and [47]. We have used CARS in our research to check the effectiveness of our therapy 

and compare the results of the robotic intervention.   

Regarding the treatments of autism, in the second phase of the National Standards Project, 

the National Autism Center (2015) recognized the following as established treatments(a) 

Behavioral Interventions, (b) Cognitive Behavioral Interventions, (c) Language Training, (d) 

Modeling, (e) Naturalistic Teaching, (f) Parent Training, (g) Peer Training, (h) Pivotal Response 

Treatment (PRT), (i) Schedules, (j) Scripting, (k) Self-Management, (l) Social Skills Package, and 

(m) Story-Based Interventions. 

2.3     Intervention strategies for ASD 

One of the main goals of ASD interventions is to motivate and reward the social behavior 

and experience sharing [48]. Therefore to encourage this social behavior in children with autism, 

a research direction is always given to the caretakers/guardian and therapist of children [49], [50] 
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and [51]. This could motivate them to engage the children with autism and improve their social 

behavior tremendously. 

For this purpose, several methods are available for intervention depending upon the abilities 

lacking in each autistic children. These interventions include social stories, verbal and nonverbal 

social skills training, interactions with typical peers, cognitive behavioral therapy (CBT) and 

computer face processing games as treatments [52], [53], [54] and [55]. Some other therapies 

include Parents education and training, social skills training and speech-language therapy, Applied 

Behavior Analysis (ABA), sensory integration/Occupational Therapy (OT), medication, Early 

Start Denver Model (ESDM) Therapy, Treatment and Education of Autistic and Related 

Communication Handicapped Children (TEACCH). 

2.4     Applied Behavior Analysis (ABA) 

One of the most famous intervention types is Applied Behavior Analysis (ABA). There is 

a lot of research in favor of applying ABA intervention for the improvement in the behavior of 

autistic child [56]. ABA is based on the belief that most social behaviors acquired by humans are 

learned throughout history of interaction between the individual and his/her environment and 

environmental cues and stimuli can influence how a person diagnosed with ASD behaves [57]. 

ABA includes cognition and speech-language therapy. ABA therapy is highly structured and 

curriculum is divided into small parts, each part is removed as the child learns it. As the child 

masters the skill, he/she gets an award. ABA therapy works on step by step learning. Therapy 

includes sports and other interesting features. As the child learns a skill or progresses, the results 

are noted by direct observation but if the results are not satisfactory or are negative then changes 

are made. 
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2.4.1 Why ABA? 

One of the most effective and oldest therapies for autism is Applied Behavior Analysis 

(ABA). This intervention technique is preferred all over the world. Some of the prominent research 

on ABA therapies include: Lovaas O. applied intensive ABA therapy on 19 children for 40 hours 

a week for the duration of 2 years. 9 in 19 children performed better in school with minimum 

support while 1 in 40 children in control group had significant improvement [58]. Landa et al., 

applied ABA on 48 children above 2 years for 6 months and they got significant improvement in 

IQ, social skills and reduction in severity level of autism [59]. Cohen et al., [60] analyzed 21 

children who got ABA therapy for 35-40 hours/week and 21 children who were in the control 

group. After 3 years 17/21 children who got ABA therapy were fully included in regular education 

with no or limited support while only 1/21 children were included in regular education from the 

control group. Children who got ABA had better IQ and social skills than control group children 

[60]. Most studies compare children on the spectrum with a “control group” of typically 

developing children. The definition of “typically developing” can vary according to the age, IQ, 

and some by other measures. 

ABA Therapy methods are scientific based treatment as these therapies are based upon 

research derived from behavioral analysis that includes the study of human behavior and effects 

of environmental condition in ASD children. The principles and techniques applied in ABA 

therapies for Behavioral Analysis is to reinforce positive behaviors and promote the development 

of new communication skills in children with ASD. 

The reason for using ABA therapies is that it addresses the cognitive shortages in ASD 

children such as social communication skills, verbal communication skills, social development, 

emotional skills, motor skills and adaptive behavior. The ABA therapy has no particular rule, as it 
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depends and differs from child to child. There is no “one size fits all” concept for ABA therapies. 

Moreover, the therapy can look differ throughout the treatment as ABA therapies addresses wide 

range of cognitive deficiencies during the therapy session.  

ABA therapy helps us understand 1) how the behavior of the child works, 2) how the 

environment affects the child’s behavior, and 3) process of learning. These therapies help in 

improving mainly following skills of ASD children 1) improves language and communication 

skills, 2) it can help improve memory, attention and focus therefore improving the academics of 

an ASD child and 3) reduces the problems associated with the behavior.  

One of the main strategies of ABA therapy is positive reinforcement. When an improved 

behavior is followed by some reward, the person is most likely to improve further. This is the key 

to develop positive behavior over the time using the concept of positive reinforcement in ABA 

therapy after the identification of goal behavior by the therapist. Another concept of ABA analysis 

is A-B-Cs that stands for Antecedent, Behavior and Consequence, is an important three step 

process that helps us to teach and understand the behavior of children with autism. Antecedents 

(that occurs before the behavior) and consequence (that occurs after the behavior) are important to 

understand as a part of ABA program.  

1. Antecedent: occurs in verbal form as command or request just before the target behavior. 

It can also be any physical effect such as toy, sound, object, lights or anything else in the 

environment. It can come from environment, can be internal (such as thoughts and feeling 

of a person) or from another person.  

2. Resulting Behavior: this step is basically the person response either positive or negative as 

a result of antecedent. This can be in the form of verbal response, an action or can be 

anything else. 
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3. A Consequence: this comes directly after the behavior. It can a positive reinforcement of 

the desired behavior or can include no response or even negative response.  

Keeping in view the above strengths of ABA therapy, this research is based on the intervention 

that uses this concept for the improvement of social, verbal, imitation, joint attention and 

communication skills of children with ASD.  

2.4.2 Robotic Interventions for ASD 

It has been observed in the research that the individualized capabilities of intelligent 

machines enable to capitalize on the effect of interventions of ASD.  Socially Assistive Robots 

(SAR) is used for Human-Robot Interaction (HRI). The task of these SAR’s varies from bomb 

disposal [61] to multi-modal sensing [62], roles of robots in society [63] and their work [64], [65], 

etc. Robots are now used for elderly care, education, rehabilitation, people who require social and 

cognitive assistance and many more. The goal of these socially interactive robots is to assist the 

people [66]. The application of SAR’s involves social interaction rather than physical interaction 

facilitated by Human-Robot Interaction [67-69]. 

These socially assistive robots have been widely used for diagnosis [70] and [71], treatment 

and socialization of children with ASD [72-75]. In diagnostics, robots can observe the 

improvement in a way human cannot e.g. eye-tracking using robot’s sensors is much more 

accurate. For socialization, robots tend to a more comfortable partner for ASD children than 

humans. 

The focus of robot-based interventions is usually because of the physical features of the 

robot [24], control architecture [24], variety of assessment criteria [70], and different human-robot 

interaction-based algorithms [76]. The latest research also focuses on the perception of autism 
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using robots. Using different animate and inanimate entities based on the theory of mind [77]. 

Visual processing of autistic children is compared with typically developed children [78]. In 

perception, a prominent effect is of human-like nature of the robot [79]. Important features to 

increase the child-robot interaction are presented in [80]. Different occipital therapies are used to 

measure the response of ASD children [81]. A robot acting as a physical mediator has a positive 

effect on the gaze and physical contact behavior of child [74]. 

Mobile robots are also been used widely for HRI and treating autism. The European 

AURORA project uses simple mobile robots to help children with autism to guide through 

complex interactions by incorporating eye gaze and turn-taking aspects of human communication 

[82]. A robot as a social mediator was shown to have a positive effect on gaze and physical contact 

behavior [83]. Another project on autism using robots is a DREAM. This project focuses on the 

study and development of artificial cognitive robotic systems to support psychotherapy for 

children with mental disorders, in particular children with Autism Spectrum Disorders (ASD) [84]. 

2.4.3 Interventions for Joint Attention 

Joint attention is also referred to as shared attention. This is achieved when one individual 

alerts another to an object using eye-gazing, pointing or other verbal or non-verbal indications 

[85]. 

Joint attention is one of the core impairments in children with ASD. Transfer of eye gaze 

is mandatory to successfully interact and communicate in the social circle. Usually, autistic 

children have a lack of joint attention and therefore it is one of the biggest hints for diagnosis of 

autism [86]. Esubalew et al. presented an intervention for joint attention improvement with setup 

consist of a room comprising three LCD monitors at two different walls of room and NAO 

humanoid robot in front of a child [28]. Petric et al. presented the work which is an up-gradation 
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of this work [87]. In Human-Robot Interaction (HRI), joint attention holds great importance as the 

interaction can be improved by improving the visual feedbacks. Mavadati et al. designed different 

modules for the recording of initial responses of ASD children and then highly concentrate on joint 

attention or eye gaze maintenance during the whole therapy [88]. Gaze analysis of autistic and 

typically developed kids are also modelled with the help of Variable-order Markov Model (VMM) 

[89]. These robotic interventions can be used to improve the gaze/eye contact among children with 

High Functioning Autism (HFA) [90]. In this concept, researchers made a game that consists of 

verbal communication and then ask for eye contact from the child. The shifting of gaze and 

duration of concentration are measured as parameters. Joint attention is therefore considered to be 

a vital building block for social-communication skills for language and social skills development. 

2.4.4 Intervention for Verbal and Non-Verbal Communication Skill 

Children with ASD lack verbal communication skills that affect their communication with 

the people around them. Several researchers have developed robotic interventions to improve 

verbal communication skills to learners with ASD. Kim et al. compared the verbal utterances of 

24 children with ASD with dinosaur robot, human, and touch screen computer game [16]. 

Frequency of utterance was also recorded during the experimentation. There were three sessions 

each of them lasted for 3 minutes. It was observed that the participants engaged in more verbal 

communication with the robot than with the human or the touch screen computer game. Robotic 

interventions are also used to increase the verbal communication of ASD children via obeying 

orders. 

Ende et al. have designed a robot that is programmed uses tag-based word recognition in a 

sentence and then performs actions accordingly [91]. Huskens et al. performed an experiment in 

which ABA-based interventions were implemented on human-robot interaction for self-initiated 
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questions for six ASD children, ages 8-14 years old [92].They also performed the robot-mediated 

interventions to check the effect on initiations, responses, and “play together” of 3 pairs of children 

[93]. 

Srinivasan et al. experimented to observe the effect of verbal communication by comparing 

three interventions on 36 ASD students with the age ranging from 5 to 12. The observed factors 

were traditional instruction, rhythm and movement-based instruction, and robotics-based 

instruction. It was observed that the social verbalization was improved in the rhythm and robot 

conditions as compared to the traditional instructions of social verbalization [94-95].  Non-verbal 

communication issues are also prevalent in children with ASD. Non-verbal communication usually 

includes gestures. There are different gesture-based therapies to improve the non-verbal 

communication skills of autistic child [96-98]. 

2.4.5 Interventions for Imitation 

Imitation is one of the core impairments of children with ASD. Several robotic 

interventions are used to improve the imitation skills of these children. In these interventions, the 

child has to imitate the behavior of the robot and then the robot evaluates the performance of the 

child using various parameters usually based on gestures [99] and [100]. ASD children repeat the 

movement, again and again, called stereotyped movements. These stereotyped movements are 

used as biomarker for the detection of ASD. Muty et al. conducted the intervention in which these 

stereotyped movements were recorded using Kinect sensor[100]. Moreover, human pose 

estimation and skeletonizing algorithms are also used to detect arm flipping behavior in ASD 

children [101]. 

Pop et al. studied the impact of a robot-mediated intervention on the frequency of imitation 

gestures, physical interaction, and attention two subjects of ASD. It was observed that imitation 
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skills were not improved but there was an increase in physical interaction and attentiveness of the 

child [102].  

Kaburlasos, Vassilis G., et al. has done a preliminary research on multi-robot engagement 

in special education in autism [103]. This research has implemented multi-robot engagement to 

circumvent the ethical issues that can be raised during therapeutic interventions. Whereas the 

current research presented in this thesis uses multi-robot to introduce the concept of multi-human 

interaction to ASD children. Moreover, this research uses robots as the therapists as this is 

particularly useful as, unlike humans, robots can be more consistent and relatively immune to 

fatigue. 

Research done by Kaburlasos, Vassilis G., focuses on developing customized behavioral 

treatment(s) in special education where R1 is passively trained to mimic/simulate the behavior of 

child. The second robot R2 is tele-operated by humans used to operate on R1 towards developing 

an effective treatment for autistic children keeping in view the ethical concerns. Therefore, the 

robots in this proposed preliminary research are not directly interacting with the children with ASD 

so not to raise any ethical issues. However, in the present proposed research of this thesis, both the 

robots are actively communicating with the children and improvement in communication skills is 

directly recorded by the robots.    

The experimentation proposed in research presented by [103], was done on two children 

with mild ASD whereas the present research was done on 12 ASD children ranging from mild-

low ASD. Moreover, the experimentation involved in research presented by [103] only the basic 

imitation skills copied passively by R1 unlike the present research in which imitation as well as 

joint attention of ASD children were improved during the intervention. 
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2.4.6 Interventions for Physical Play Skills 

To increase the social interaction and play skills of children with ASD, intervention in 

which robots play with the children are also designed. Suzuki et al. presented a physical play game 

where two levels are involved: touch my body and dance with me [101]. Saima et al. also 

introduced physical play ABA therapy for ASD children using soccer-playing game. Social 

interaction, joint attention, turn-taking, communication, and eye gaze were the parameters used for 

evaluation of improvement [27]. Robots can also be used to teach along with improvement in play 

skills. Costa et al. performed this task using KASPAR robot in which a child was taught about 

different body parts and then was evaluated by touching the robot for  a particular body part when 

asked [103]. 

2.4.7 Facial Expression Based Interventions 

Facial expression can lead to various parameters that can tell about the emotions of a person 

while performing a particular task. During a human-robot interaction, the facial expression of ASD 

children can tell a lot about the adaptability and interest level of the child during the interaction.  

Guha et al. used this approach of observing the facial expression for sadness, happiness, fear, 

anger, and neutral moods [104]. For more useful interaction between robots and humans, the 

therapy can be made adaptive depending upon these emotions. In research, researchers divided the 

face into eight different parts to perform a comparison between ASD and TD children under 

different facial expressions/emotions [105]. A research was conducted based on a game based 

emotions learning for ASD children [106]. In this study, the child has to present few emotions to 

the robot using rackets, which will be shown by the robot previously, and then upon correct 

presentation of emotions, he/she will be rewarded accordingly. 
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2.4.8 Games Based Interventions 

Depending upon the event-based occurrence concept, various games based interventions 

have also been developed by the researchers for improvement of response to events. Few people 

introduced the concept of virtual reality in games as well which is used to evaluate problem 

handling ability of autistic child and increases adaptive behavior skills [107]. Various hardware 

along with the robots are utilized in such interventions e.g. computers, laptops, tablets and even 

mobile phones along with auxiliary hardware. These are used to award autistic child according to 

his/her performance. In a research game with a Tangible User Interface (TUI) was developed for 

autistic children, with Graphical User Interface (GUI) in computer. The child was given a task to 

draw a pattern on TUI by showing them a figure, initially provided on paper and then later on via 

computer GUI [108]. 

Due to the lack of visual perception in children with ASD, they have a problem with their 

joint attention skills and transferring the eye gaze. Researchers have designed different video-

based therapies to notice the expressions and feelings of ASD children [109]. In this regard, video 

for accessing the smell sense of ASD child was presented and it was proved that ASD child cannot 

correctly identify the odor of fruits and flowers as compare to TD children. In this, a video was 

presented to the child that comprised of any fruit or flower. Later the child has to sniff the smell 

being given to him/her by fragrance and then he/she has to answer the question. 

2.4.9 Interventions Based on EEG Signals 

There is multiple numbers of interventions for ASD children that can be integrated with 

EEG signals of ASD children. These signals can be used for observing the results with some 

processing. In research, a technique to remove eye blink and muscular artifacts from EEG signals 
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of ASD child was studied [110]. A researcher studied about brain activity in ASD children in 

which eye-opening and closing was compared with TD child using EEG [111]. 

2.5      Effect of Robotic Embodiment 

The research conducted on designing the therapies for children with ASD shows that these 

children are more inclined towards the robots rather than therapists [112]. Research has proved 

that use of robots for designing clinical interventions, is helpful towards stimulating the positive 

social behavior of a child with autism spectrum disorder [18]. Moreover, the robotic therapies are 

gaining attention as the environment using them is controllable, predictable and accurate [113] and 

[114]. Moreover, repeatability and fatigue-free interaction with a child is prominent factors of 

robotic interventions [115]. Recently, related research is focusing on the implementation of 

adaptive robotic interventions due to the inquisition of ASD children in robots [116] and [15]. 

Engagement of children in interventions is a prerequisite for such therapies [17]. Physical features 

of the robot are of great importance in robotic therapeutic interventions [114]. The behavior of 

autistic children may vary according to the size, shape, and looks of the robots, therefore the 

appearance of robot matters [24]. 

The clinical use of anthropomorphic as well as zoomorphic robots shows promising 

development in the light of the research. Using these robots, research has shown that children with 

ASD exhibits the perception of physical world, children become more responsive towards physical 

as well as social feedback when interaction is done using technology rather than a human 

involvement and that the children are more interested in therapy if robots or any other electronic 

gadgets are used. For this purpose, there are different types of non-humanoid, partially humanoid, 

and humanoid robots available in Autism Spectrum Disorder. 
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The different types of robotic embodiments involved in therapeutic intervention for 

children with autism are 1) Anthropomorphic robots: these robots look like humans. Social 

interaction and collaborative play are the key features of these robots [117] and [21]. An example 

of such robots is “KASPAR” [16] and “NAO” [15]. These robots are preferred because of their 

appearance despite having physical limitations as they play an important role in significant 

improvement of a child’s behavior[27] and [13]. In the perception of robots, human-like nature 

holds great importance [24]. Several features can even increase the human-robot interaction [81]. 

The second type of robotic embodiment used for interaction with ASD children is zoomorphic 

robots. These are the robots that look like animals and are used for interacting with children with 

ASD. “Keepon” is one of the famous robots that is used for positive social interaction in 

therapies[80].Other famous zoomorphic robots include Pleo, Charlie, Roball, Muu, Aibo. A long 

term study with one of the famous zoomorphic robot called Paro shows a positive improvement in 

human interaction, showing a prominent factor of performance in therapy [118]. There are some 

other famous non-humanoid robots such as Robota Doll and Tito etc. One of the main concerns 

for robotic therapies of children with ASD is whether they will prefer a humanoid or a non-

humanoid robot. In literature this question has been given a considerable importance. It has been 

argued that non-humanoid robots will be initially more appealing towards ASD children, however 

if they generalization of skills are considered, a humanoid robot shall be preferred. 

Previously it has been reported that children with ASD show both positive as well as 

negative effects while interacting with the robots. In a research [119], a child with an ASD is 

compared with a typically developed child on their behavioral and physiological response. The 

response of both the children was measured in terms of increase in heart rate. It was observed that 

the child with ASD did not show an increase in the heart rate while when exposed to the robotic 
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face whereas the typically developed child felt uncomfortable and the heart rate increased. 

However a follow up study to this initial experimentation showed the variance of results for ASD 

children when a robotic face was shown to them such as increase in the social communication 

because of the robotic face, decrease in communication or no wither showing no communication 

[120]. Another experimentation was performed on group of 8 ASD children using a mobile robot 

(non-humanoid robot) [121]. The results showed tremendous variability on valence of effective 

response was observed were a robot was shown. Outside the therapeutic context, a research was 

done studying the long-term interaction between a human and a robot. It was observed that they 

children considered the robot QRIO as a peer rather than a toy[122]. A study was done showing 

impact of robot in imitation games using robot Tito to elicit shared focused attention [123]. 

Researchers have studied about the perception of children for these robots. It has been 

observed that most of the children perceive these robots as toys [124]. Few of the robots used in 

therapies for autism are shown in Figure 2.1 and Figure 2.2 [125].  

 

 

 

 

 

Figure 2.1 Anthropomorphic robots Bandit, Pepper and NAO used in therapies for Autism 

Spectrum Disorder. 
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Figure 2.2 Zoomorphic robots Keepon, Charlie and Pleo used in therapies for Autism Spectrum 

Disorder. 

2.6     Summary 

Children with ASD have deficits in social-communication skills that affect their ability to 

communicate effectively as well as affect their education at the school level. These social skills 

deficits are frequently cited as barriers to improved employment outcomes [13] and [126]. There 

is a critical need to make the therapies effective looking at the increase in number of students with 

ASD in schools to have a quality social skills instruction in schools for this population [127]. For 

this purpose, different types of robotic embodiments available can help in treating the social 

behavior and improve the language skills of children with ASD. Also some robots are specifically 

designed to deliver a social curriculum [128]. 

This chapter explicitly discusses the need for therapeutic interventions for treating autism. 

It is also discussed that why we have chosen ABA interventions for our therapies. Moreover, the 

literature review of already existing therapies for improving joint attention, verbal and non-verbal 

skills, imitation, physical play skills, facial expressions based intervention, use of EEG in 

interventions, are also discussed. Lastly, it discusses the effect of robotic embodiment on children 

with autism by explaining how they perceive the particular type of robot that includes humanoid 

and non-humanoid robots. 

D   E F 
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The focus of current research includes a humanoid robot NAO. This humanoid robot is 

used for improving the joint attention and imitation skills of children with ASD. The current work 

focuses of an adaptive mathematical model for the improvement in multi-human interaction. 

Previous research done using humanoid robots have not introduced an adaptive mathematical 

model for multi-human interaction that is considered as one of the main social skills in 

communication. The proposed model represents an adaptive therapy using multi-robot system for 

improvement in joint attention and imitation of an ASD child. Table 2.3 shows the differences 

between current research and previously work done     

Table 2.1 Comparison of existing and proposed model 

Existing research models                  Proposed model 

Presented robot assisted autism therapy 

for diagnosis of autism using joint 

attention and imitation tasks 

Presenting robots assisted therapy for  

improvement of joint attention and 

imitation 

Non-adaptive Completely adaptive 

Diagnosing autism 
Improving social impairments of 

Autism 

Uses  Autism Diagnostic Observation 

Schedule (ADOS) 

Uses Childhood Autism Rating Score 

(CARS) 

ALFaceDetection: Uses face detection 

for gaze detection of child- a major 

drawback 

Used ALGazeAnalysis: Eye gaze 

detection along with face detection. 

Moreover KINECT was integrated 

for head / face tracking ensuring 

direction of the face 

In case of no response from ASD child, 

robot simply  increases sentences to get 

attention 

In our proposed therapy is based on 

increasing the effectiveness of stimuli 

i.e. LTM based approach 

Two robots are used one active and one 

passive, Order of stimuli: Waving, 

flashing leds, and sounds making (neither 

LTM nor MTL) 

Both are active robots and 

continuously noticing the responses. 

Order of stimuli: Rasta cues, 

speaking and waving (LTM model) 
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Offline tracking of object to estimate the 

moves of the ASD child 

Online / real time tracking of joints of 

ASD child’s skeleton to estimate the 

accuracy of the action in imitation. 

4 ASD children, number of experiments 

not specified 

12 ASD children. Multiple sessions 

done for each experiment 

Vocal recognition- Reduced performance 
Vocalization not used because of 

such issues. 

Used vocalization utterances for 

classification based on voice 

Used joint attention to measure the 

response to vocalization (speech task 

of robot) 

Dealing in believe space (3D, no ASD, 

HF ASD, LF ASD) 

Dealing with minimal and mild cases 

of autism 
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CHAPTER 3 

DESIGN AND DEVELOPMENT OF ADAPTIVE MRIS SYSTEM  

(Therapy-1) 

3.1 Introduction 

Robotic interventions have proved to have a high impact on social skills especially using 

robots that closely resemble with human beings [129] and [24]. Moreover, various sensors are used 

in this intervention that shows the improvement in communication skills before and after the 

interventions [130]. These sensors are also used to compare the improvement using humanoid 

robots when compared to other robots [131]. These robots can be used as a therapeutic playmate, 

social mediator, and model social agent [130] along with different controlling schemes [132] so 

that human-robot interaction can become more collaborative and independent and that it can 

resemble human behavior. NAO robot developed by French robotics company, Aldebaran 

Robotics, which was acquired by SoftBank Group is used in these interventions [133]. NAO 

Special Ed curriculum is launched that supports the Applied Behavior Analysis (ABA) principles 

[129], [130]. Sensors integrated with NAO are Emotiv EPOC EEG Headset, Kinect for Windows 

and Firefly MV 0.3 MP Camera is used for recording purpose. 

This chapter explains the design and architecture of the design and development of a multi-

robot based adaptive model for the improvement of joint attention and imitation of children with 

ASD. This model is called MRIS (Multi-robot-mediated Intervention System) and it also satisfies 

the EBP concern. This intervention has two parts: 1) Improvement of joint attention and 2) 

Improvement in imitation skills based on joint attention. In these therapies, robots act as non-

human therapists to develop social skills and imitation without the use of any sensor that touches 
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the body. The experimentation has proved this therapy as a successful robot-mediated intervention 

(RMI) as an evidence-based practice (EBP) in autism. This process is done using integration of 

several sensors. The integration of sensors ensures accuracy of data by avoiding human error in 

results. The results of therapies were also supported by EEG results recorded before and after the 

experimentation. The ultimate aim of this adaptive multi-robot based therapy is to find the 

parameters for joint attention and imitation that can increase the multi-communication of ASD 

children. The model is tested on 12 children with autism in which there were 8 sessions for each 

intervention for a total time of approximately 6 months. 

Important contributions of this therapy are: 1) design and development of adaptive 

mathematical model that addresses that concern for the improvement of joint attention as well as 

imitation module. 2) Validation and effectiveness of MRIS system using CARS 3) Prominent 

progress in multi-human interaction skills of ASD children using multi-robot modeling. 

3.2      MRIS Architecture (Therapy-1) 

The proposed architecture of MRIS architecture is based on Zheng et al proposed model 

[134]. In the research done by Zheng et al., have proposed an adaptive joint attention (JA) model 

only and that for a single robot. The previous model did not focus on the concept of multi-person 

interaction of an ASD child in the proposed model. This research proposes a new adaptive model 

for both joint attention as well as imitation to improve the multi-communication of an ASD child 

using 2 NAO robots in the intervention simultaneously. This architecture is explained in two parts: 

1) Least to most (LTM) based joint attention protocol and 2) Imitation protocol. The system 

architecture diagram is shown in Figure 3.1. The experimentation has been performed for        both 

with/without inter-robot communication. These two modules are explained in the next sections. 



 

27 

 

 

There are two main types of attention while measuring the joint attention of ASD child: 

overt Attention and covert attention. The focus of this research is on overt attention as for children 

with autism, head movement is considered the most important parameter while measuring joint 

attention [135-139]. This research uses NaoqiPeoplesPerception module from Naoqi SDK. The 

API offers the module ALGazeDetection which provides information about the human’s gaze 

behavior [140-146]. ALGazeDetection allows you to analyze the direction of the gaze of a detected 

                                          
 

 

Figure 3.1 The three step system architecture explaining the intervention step 

Figure 3.2 Supervisory closed loop adaptive module for both joint attention and imitation tasks 

using LTM cues. 
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person, in order to know if he/she is looking at the robot. It also detects whether the person’s eyes 

are open or close. 

Following steps are followed in the designed algorithm for eye gaze detection using head 

movement.  

1. Enabling the face detection module: By detecting the face of a person using ALFaceDetection 

module and studying its orientation, it is possible to detect whether or not this person is looking 

at the robot. 

2. Calculating the score: First the scoring value called “lookingattherobot” is computed for the 

person. Scores between 0-1, describes the confidence in the fact that the person is looking at 

the robot 

3. Memory key: This score is stored in memory key 

PeoplePerception/Person/<ID>/LookingAtRobotScore. 

4. Comparison with threshold value: This is then compared with the threshold value. 

Score > threshold value, the person is characterized as looking at the robot. 

Score < threshold value, the person is characterized as not looking at the robot. 

The threshold value can be changed by setting up the tolerance. The threshold value was 

set to 0.7 for all the experiments.  

5. This result is added to the description of the people in the ALMemory by filling the key   

"GazeAnalysis/PersonStartsLookingAtRobot“, 

"GazeAnalysis/PersonStopsLookingAtRobot".  

http://doc.aldebaran.com/2-1/naoqi/peopleperception/algazeanalysis-api.html
http://doc.aldebaran.com/2-1/naoqi/peopleperception/algazeanalysis-api.html
http://doc.aldebaran.com/2-1/naoqi/peopleperception/algazeanalysis-api.html
http://doc.aldebaran.com/2-1/naoqi/peopleperception/algazeanalysis-api.html
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Regarding Kinect posture recognition module, imitation is measured using Kinect V2 

sensor whose depth camera is used. The imitation of the child was recorded and evaluated by 

Kinect based on the joint movement. For measuring the imitation action i.e., hand raised, hands 

down, moving forward and moving backward, 4- joints were taken in account, namely: Right wrist, 

Left wrist, Neck joint, Spine mid, Start point. Improvement in imitation for this research is based 

on criteria of attempt and perception of action rather than accurate muscle movement.  

 

 

 

 

 

 

 

Figure 3.3 Skeleton tracking using Kinect sensor.  

There are two types of evaluation criteria: Binary evaluation, Triad or 3-point score 

evaluation as per medical research [147-151] as well as robotic intervention for imitation [152-

154]. This module is evaluated on the basis of binary assessment of imitated actions. The imitation 

accuracy was calculated by Kinect based on joints movement.  

Regarding measuring the action of the child, the imitation of the child was recorded and 

evaluated by Kinect based on the joint movement as shown in Fig. 3.3. The child’s imitation (by 

Kinect) and robot’s imitation (recorded by file writing) was compared to see if the child has 

imitated the action or not. Later, the file stitching was done using time stamps. Real-time tracking 
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of joints of ASD child is done using Kinect however the comparison of child and robot’s action is 

done offline to estimate the score of ASD child. 

3.3      LTM Based Joint Attention Protocol 

MRIS system introduces an LTM based protocol for joint attention using (LTM) cues as 

shown in Figure 3.2. One of the most frequent tools used for screening and diagnosis of ASD is 

LTM based cues methods [155]. In this method, the child is first introduced with the cue that is 

least intruding and if required i.e. in case of no response, he/she is moved to the next level 

pertaining more prominent cue [156] and [157]. Robot mediated interventions (RMIs) have been 

extensively used in teaching skills for children with ASD [158]. 

There are three steps for the designed protocol: 1) Visual Cues based on “Rasta” (cyclically 

changing eye color of robot) and “Blinking”. This is the least intruding stimulus as a cue. 2) In the 

second protocol, along with the visual cues, speech cues are added. Speech cues added in the 

intervention are “Hi” and “Hello”. As the speech cues are to more prominent hint and are therefore 

added as the second level of LTM based cues for the ASD child [157].  The last and most prominent 

cue is motion cues. This comprises of visual, speech and motion cues all combined. The motion 

cues added are “Move forward”, “Move backward”, “Stand-up”, and “Sit-down”. These LTM 

based prompt cues are only used when required. Previous models have used the LTM based 

concept only for the imitation module while in the proposed intervention both JA as well as 

imitation are adaptive and can be improved using one therapy. 

3.3.1 Networking Protocol 

LTM-based joint attention has a networking protocol as shown in Figure 3.4. In these two 

transmission control protocol (TCP) servers, denoted by S1and S2, both NAO robots have joint 
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attention as well as imitation module. Both modules are thread-safe and running in a parallel 

fashion. These modules are integrated with TCP clients, which are represented by Cij. The 

communication follows the protocol where Si denotes ith server number, Cij: i is server number, 

to whom this client must be connected, and j is client number connected to server i.  

There are two transmission control protocol (TCP) servers implemented in the main control 

computer. The two control modules i.e. eye contact module (measuring the eye-gaze) and 

reinforcement stimuli module are used for recording the gaze contact duration of child and use of 

LTM cues for JA module respectively. Stimuli activation and feedback of data through the TCP 

servers during the experiment is done using the communication of control computer and NAO 

robots. Figure3.5 represents these modules reinforcement stimuli module by C11 and C12 whereas  

 

 

 

 

 

 

 

 

Figure 3.4 Networking protocol of MRIS system with two NAO robots as clients. 
eye contact modules (measuring the gaze shift) are represented by C21 and C22. The server sends 

commands to both NAO robots as clients simultaneously via router and feedback is received 

during the experiment. The networking protocol is shown in Figure 3.4. 
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3.3.2 Mathematical Model for Joint Attention 

MRIS-LTM mathematical model for joint attention is shown below in equations (3.1), 

(3.2), (3.3) and (3.4). 

 𝑆1 =  𝑋𝑂𝑅 {𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛, 𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛, 𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛, 𝑅𝑒𝑤𝑎𝑟𝑑}                                     (3.1) 

𝑆2 = 𝐴𝑁𝐷 {𝑅𝑜𝑏𝑜𝑡1, 𝑅𝑜𝑏𝑜𝑡2, 𝐺𝑎𝑧𝑒 𝑀𝑜𝑑𝑢𝑙𝑒}                                                            (3.2) 

𝑆3 = 𝑂𝑅 {𝑉, 𝑉 + 𝑆, 𝑉 + 𝑆 + 𝑀}                                                                                    (3.3) 

Here “Si” denotes the output from different hierarchy levels. Hierarchical level of states is 

mentioned as: S1 is the top level state or parental state. S2 is intermediate state and S3 is the leaf 

node state. Control operators are indicated in Equation (1), (2) and (3). S1, S2, S3 triggers the level 

respective to that once it meets the conditions. 

      𝑂𝐽𝐴 = 𝑓𝑐{𝐽𝑜int𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛, 𝑅𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡 𝑆𝑡𝑖𝑚𝑢𝑙𝑢𝑠}                                    (3.4) 

                                                 𝑂𝐽𝐴 = 𝑓𝑐 (p(t), s(t))                                                                    (3.5) 

Where, 

                                                 P(t) = 𝑓ℎ𝑟 (𝑅𝑖, 𝑡𝑠𝑒𝑐)                                                                           (3.6) 

Where, fhr is a complex function of human response and depends on: 

1. Ri – robot number 

2. tsec – time to maintain eye gaze contact/gaze concentration 

Where, p(t) gives information about: 

1. Response time 

2. Attention duration 
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And s(t) is a robot reinforcement stimulus variable: 

                                           s(t) = 𝑓𝑅 (𝑅𝑖 , 𝑞𝑖(t), 𝑆𝑇𝑗)                                                        (3.7) 

Where, i is the robot number, STj is the type of reinforcement stimulus and qi(t) is the robot joint 

trajectories (in case of any robot motion). 

The joint attention module of this MRIS architecture is explained in detail using 

mathematical equations (3.4) - (3.7). Using the reinforcement stimuli; the joint attention of the 

ASD child is measured in this module. OJA is a module to measure joint attention and stimulus 

module. In execution state, the two modules are running in a parallel manner. The joint attention 

of the child is recorded by both robots using first operand deals while the second operand deals 

with reinforcement stimulus given by the robots as shown in equation (3.4).  Further explanation 

of this mathematical model is in equation (3.5) – (3.7). 

 

 

 

 

 

 

 

Figure 3.5 ASD child interacting with multi-robots for the improvement of joint attention. 

3.3.3 Pseudo Code for Joint Attention 

Where load Priority Queue List will give the list of ASD participants, Robotic actions () 

generates the details of actions to be performed by the robot, Rbehavior represents current robot’s 
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behavior, JA_child () represents the gaze tracking module evaluating joint attention of the 

participant. Higher_Stimulus defines the next action of the next robot to be handled.  

Reinforcement_stimulus = [“V”, “V+S”, “V+S+M”] 

Initialization 

 n=1, C=0, I=1; 

Load Priority queue (ASD participants.xlsx) 

Step 1:         

Raction(n)=Robotic actions (List (Index)) 

Rbehavior(n)= Raction(n) 

Current_gaze(n) = JA_child (); 

If 

 Current_gaze(n)= Expected_JA 

 Reward 

 INSERT (Priority queue, Current_gaze(n), I) 

Write (SORT (priority queue), ASD participants)   

Terminate 

Else 

 I=Higher_Stimulus (Current_gaze(n), Priority queue) 

n++; 

 Go to step 1 

 

In Step 1: As the index is passed to Reinforcement_stimulus, the robot performs an action 

and therefore defines a behavior of the robot, Raction. Then a function is initiated that collects the 

data for JA and gives the Current_gaze(n)= Expected_JA, a reward is given. If the current response 

is not equal to the expected response, then the loop goes to increasing the intensity of reinforcement 

stimulus. Figure 3.5 shows the interaction of ASD children during LTM-based joint attention 

module for multi-agent communication to develop multi-person communication skills. 
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3.3.4 Harel Statechart Model of MRIS Joint Attention 

Figure 3.6 shows the Harel Statechart model for the joint attention of the MRIS system. 

Whether the system will be shifted to the next cue or not is decided with the help of two signals 

i.e. timeout (TO) and target hit (TH) along with threshold values. This model places two checks in 

regard with the joint attention module: 1) Time during which eye gaze of the child should get 

engaged towards the robot and 2) the minimum time duration for which the gaze contact is 

established therefore considering it as (TH) target hit. The joint attention module is activated by 

the minimum gaze duration of at least 5 secs. However, if there is no action by ASD child then TO 

triggers. To represent module 1 and 2 in execution stage i.e. the second stage in this model. 

 

Figure 3.6 Harel Statechart model for joint attention module 

This is represented by {V}. In case of no response or a value less than the threshold value for joint 

attention, it moves to the next level represented as {V+S}. If the threshold requirement for second 

cue is also not met, the therapy is moved to the third stage i.e. the highest level {S+V+M}. Both 
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the robots are working in parallel manner in the execution stage. The reward of the child is given 

at the end of the therapy. One of the hyper-parameter of this model is the threshold value. The 

threshold value for this research is 50%. 

3.3.5 Electrode Placement Criterion 

Pre and post-intervention assessment of cognitive state of brain of ASD child was done to 

detect the change in the state of brain due to intervention. During the assessment of the cognitive 

state of brain, the child is asked to count or speak English alphabets. After the reinforcement 

activity is finished, the EEG neuro-headset is used to measure the child’s brain state. 

The ASD child was made to sit on a comfortable chair where the researcher from the NUST 

was standing in front of the child and the child’s therapist was standing beside the child. First the 

researcher measured the CMS and DRL at A1 and A2 and then electrodes were placed on child on 

marked locations. If the child resisted, the data was not collected for him/her. The data collection 

in this case was done after a break.   

 

Figure 3.7 Headband adjustment on child’s head. 

The procedure for headband adjustment on child’s head includes: moist the electrode pad 

with saline water, following the initial hydration steps, each of the inserts (sensor unit with moist 

pad) must be removed from the pack and securely mounted in the EPOC neuroheadset. For headset 
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placement use both hands, slide the headset down from the top of the head. Place the arms 

approximately as depicted in Fig. 3.7, being careful to place the sensors with the black rubber   

insert on the bone just behind each ear lobe. Correct placement of the rubber sensor is critical for 

correct operation. The 2 front sensors should be approximately at the hairline or about the width 

of 3 fingers above your eyebrows. After the headset is in position, press and hold the 2 reference 

sensors (located just above and behind your ears) for about 5-10 seconds. Good contact of 

reference sensors is the key for a good signal.   

  These EEG readings were recorded for two minutes. For the assessment of ASD child’s 

attention, frontal channels of neuro-headset were processed. For the time when child was feeling 

uncomfortable, the headset was removed and data was collected again after any reinforcement 

activity and interaction with therapist. The processing of the EEG signal is described in section 

3.5.5. 

3.3.6 Evaluation of Parameters for Joint Attention 

Following parameters were evaluated for measuring the improvement in joint attention of 

the child with ASD:  Gaze shift is recorded by NAO, duration of each gaze contact, latency in 

shifting the gaze when a stimulus is given, number of gaze contact with 1st robot, number of gaze 

contacts with 2nd robot, maximum and minimum duration of gaze contact, average gaze duration, 

time for intervention, time series vector, vector of deviation angles, total number of attention 

diversion recorded by Kinect, total number of attention diversion towards left robot recorded by 

Kinect, total number of attention diversion towards right robot recorded by Kinect, numbered of 

missed reinforcement stimuli 
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3.4      Imitation Protocol Using Joint Attention  

The supervisory closed-loop adaptive module for both joint attention and imitation tasks 

using LTM cues is shown already in Figure 3.2. The central module i.e., the supervisory control 

module of MRIS is the one that controls the cues based on the child’s response and therefore 

adaptively changes the command of the robot with the child’s behavior. The adaptive algorithm 

decides whether the child is following the command or not. If the child performs the imitation task 

correctly, the algorithm shifts to the next level.  In the joint attention module, NAO camera gives 

the adaptive closed-loop supervisory control feedback whereas Kinect is used for correct posture 

information useful for evaluation of imitation module. 

The networking protocol of the MRIS-imitation module is the same as the joint attention 

module, shown in Figure 3.4. The gaze contact is responsible for an action module that makes the 

imitation module adaptive.  

3.4.1 Mathematical Model for Imitation Module 

This module of the MRIS system is adaptive as it uses the JA of the child to activate the 

imitation tasks. After the joint attention is established for at least 5sec the imitation intervention 

starts. This concept for allotting a threshold time makes sure that only one robot is activated at a 

time and there is no overlap in robot’s activation. The imitation tasks performed by the robot are: 

Move Forward, Move Backward, Raise Hands, Hands Down. These motion gestures are imitated 

by the child and are measured using Kinect to calculate the success rate. Figure 3.8 shows the 

engagement of autistic child during imitation tasks activated by the joint attention module.   
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Figure 3.8 MRIS- Imitation module activated by joint attention of the child. 

MRIS-LTM mathematical model for imitation based on joint attention is shown in equations (3.8), 

(3.9), (3.10) and (3.11). “Si”:  output from different hierarchy levels. “i:  hierarchy number. All 

the states are mentioned in a hierarchical level i.e. S1 is the top-level state or parental state. S2 is 

the intermediate state and S3 is the leaf node states the same as for joint attention module. The 

difference from the joint attention module is that in this case leaf node S3, only one robot will 

execute and perform imitation tasks 

S1 = XOR {Initialization, Execution,     Termination, Reward }                                          (3.8) 

 S2 = AND {Robot1, Robot2, Gaze Module}                                                                          (3.9) 

S3 = OR {OR{Forward, Backward}, OR{Raise hands, Hands down }}                         (3.10) 

𝑂𝐽𝐴→𝐼𝑀 = 𝑓{𝐽𝑜int𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛, 𝑖𝑚𝑖𝑡𝑎𝑡𝑖𝑜𝑛}                                                                                       (3.11) 

𝑂𝐽𝐴→𝐼𝑀 = 𝑓(p(t), IM(t))
                                                                                                                     (3.12)                                                 

Where,  

                                                 P(t) = 𝑓ℎ𝑟 (𝑅𝑖, 𝑡𝑠𝑒𝑐)                                                                         (3.13) 

Where, fhr is a complex function of human response and depends on: 
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1. Ri – robot number 

2. tsec – time to maintain gaze contact  

Where, p(t) gives information about: 

1. Response time 

2. Attention duration 

And IM(t) is a robot reinforcement stimulus variable: 

                                           IM(t) = 𝑓𝑅 (𝑅𝑖 , 𝐼𝑀𝑗)                                                                      (3.14) 

Where Ri is the duration of gaze contact noted by the robot and IMj denotes the imitation task 

sequence executed by the robot and j denotes the type of imitation. The iterations continue till 

completion of the therapy session. 

3.4.2 Pseudo Code for Imitation Module 

Where, Robotactions (): Gives details of actions to be performed by the robot, JA_child(): 

noticing and evaluating joint attention of an ASD subject. In initialization, different variables and 

Priority queue list is loaded.  

In step 1 of pseudo code, the child’s joint attention is captured with an eye gaze tracking 

module and its current response is compared with the expected response. If the current response is 

the same as expected response, then robot performs an action which must be imitated by the child. 

If actions are performed by child successfully, a reward is given as “Good Job”.  

Robot actions = [“Move Forward”, “Move Backward”, “Raise Hands”, “Hands Down”] 
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Initialization: 

N = 1, C = 0, td = 10; 

Load priority queue (subjects); 

Step 1:  

Current_response = JA_child (); 

IF (Current_response == Expected_response) 

 R_actions = Robot Actions (List(index)) 

Delay (td) 

n++ 

Reward (Good job) 

Terminate 

3.4.3 Harel Statechart for Imitation Module 

The state machine diagram shown in Figure 3.9, it has three variables: X, Y, and 

Max_Limit along with two events: TO (time out) and TH (target hit). “X” and “Y” variables’ 

values range from 1 to 2 only, where “X” deals with robot one’s second hierarchy level states and 

Figure 3.9 Harel Statechart model for imitation module. 
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“Y” deals with robot two’s second hierarchy level states. “Max_Limit” variable is set to 3 that 

means the intervention will be given 3 chances if failed. “TO” is an event that occurs only no 

response is there for 10 seconds. While “TH” is another event which occurs only if the current 

response of ASD child matches with expected response. In that case, a reward is given to the child 

by waving hand and saying, “Good job! You tried very well”. 

3.5      Materials and Methods 

3.5.1 Experimental Setup and Design 

Figure 3.5 and Figure 3.8 show the environmental setup for the above-discussed therapy. 

A comfortable plastic chair is used for the child in front of the two NAO robots. The robots are at 

a distance of 1m from each other. The placement of robots and children was in an arc-like manner. 

However, for the imitation module, the child is supposed to stand in front of the robots. 

MRIS follows the experiment architecture explained above in Figure 3.1 showing that two 

sets of interventions were performed i.e. 1) human-robot interaction (without any inter robots’ 

interaction) and 2) human-robot interaction along with the inter robot communication. However, 

the focus of this research was not to inter-compare the two strategies. This is because the two 

experiments were not done in parallel therefore the CARS score for later experimentation was 

improved because of the first experimentation that was done without inter-robot communication. 

The aim was to observe the improvement over the time in both strategies rather than which therapy 

is better than another as the protocol of both the therapies are different and depends on the 

intervention to be conducted. Also the parameters observed for improvement in both of the 

interventions are different and therefore cannot be compared. 
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3.5.2 Subjects 

12 ASD children including 11 males and 1 female participated in this therapy. The ASD 

children were recruited from the Autism Resource Center (ARC). The approval of this study was 

taken from autism specialist and director board of ARC. The recruited participants were already 

evaluated clinically based on the Childhood Autism Rating Scale Schedule (CARS) criteria by the 

experts. A written consent from parents of these children was also signed consent before the 

therapy. The statistical characteristics provided by ARC about the participants are presented in 

Table 3.1.  

It should be noted that the children for both experimentation i.e.  Human-robot interaction 

(without any inter robots’ interaction) and human-robot interaction along with the inter robot 

communication was done on same set of children, however the intervention for human-robot 

interaction along with the inter robot communication started after the intervention of human-robot 

interaction (without any inter robots’ interaction) ended. Therefore, for the same reason the CARS 

after for the first therapy became CARS before for the second therapy. Moreover, the experimental 

design for both the interventions is different therefore these two therapies were independent in 

regards of results and analysis also. 

Table 3.1 Statistical characteristics of ASD children involved in therapy 

Subjects 
Age 

(YEARS) 
Type of eye gaze contact 

1 7.5 Immediate 

S2 8 Immediate 

S3 9 Immediate 

S4 10 Delayed 

S5 5 Immediate 

S6 8.5 Immediate 
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3.5.3 Human-Robot Interaction without Inter-Robot Communication 

The cognitive brain activity of the ASD child is measured before the experimentation. The 

child is taken to the EEG area to measure the attentiveness of the brain. This process starts by 

reinforcement activity in which a child is asked to count from 1 to 10 and after a delay of 30s, 

he/she is asked to read the alphabets. After the reinforcement activity is finished, the EEG neuro-

headset is used to measure the child’s brain state.  Following that, the robotic intervention begins 

in which a child is seated on a chair towards the robots in the intervention area. The child is 

introduced to the robots with their first intervention therapy i.e. LTM-based adaptive joint attention 

module. The eye gaze response is recorded using NAO cameras. After the robotic intervention, the 

child is again taken to EEG room to measure the cognitive brain state of the child after therapy is 

recorded as shown in Figure 3.1. After the intervention of joint attention is completed, the ASD 

child is introduced to second intervention i.e., imitation. The same protocol is followed for this 

part of the intervention also. The therapy starts as the child enters the intervention area. At the 

arrival of a child in the room, the robots give stimuli by flashing their eyes with the same color. 

After this attention gaining stimuli, both the robots wait for 5sec so that a child can make eye gaze 

contact. Once eye gaze contact is established, the robot is activated for imitation tasks. This is how 

the intervention for the imitation task is utilizing the joint attention module. 

S7 4.3 Immediate 

S8 3.7 Immediate 

S9 9.9 Immediate 

S10 9.8 Immediate 

S11 10.4 Immediate 

S12 9.4 Immediate 
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3.5.4 Human-Robot Interaction with Inter-robot Communication 

In this part of the therapy, the concept of inter-robot communication along with the human-

robot interaction of ASD children is introduced. The main reason for inter-robot communication 

is that there is a situation where a person might have to listen/ watch the conversation done by 

others in daily life. At the start of experimentation, both the robots are sitting and facing each other. 

The therapy starts with one of the robots that stands up and says “hello” along with waving action 

to the partner robot. The partner robot shows the response by standing up, saying “hello/hi” 

coupled with a waving action. 

 

 

 

 

 

 

 

 

 

 

Figure 3.10 EEG protocol for measuring the cognitive brain state before and after intervention. 

During this time of inter-robot communication, the response of child is recorded. This is 

done by noticing the JA of the child towards the robot giving the stimuli or not. Once done with 

the inter-robot communication, the robot turns and starts communicating with the child similarly. 

The robot involved in communication with the child is selected randomly.  In return the child’s 
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response is recorded in terms of joint attention (child’s gaze contact), imitation (waving of hand) 

and speech. 

3.5.5 EEG Signal Processing 

The EEG signal processing for pre/post-intervention is done as shown in Figure 3.10.  The 

dotted line for classification shows that the band comparison of alpha with others will be done in 

future research. Fig 3.11 shows the time series data for each modality for one subject in single 

intervention.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11 Time series data for each modality i.e., NAO, Kinect and EEG (before and after 

intervention). 
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The sampling rate for Emotive Epoc is 128 Hz. As the task was based on attention so the 

selected channels were 1 and 14. i.e., AF3 and AF4. For handling the artifacts, channel averaging 

was done using averaging on the selected channels i.e., AF3 and AF4, for artifacts attenuation, as 

artifacts usually have much larger amplitudes than the signals of interest. By averaging the EEG 

time-courses of all trials, only the stimulus-related EEG activity survives while the unrelated 

random background noise is attenuated. Now for extraction of signal in alpha band, band pass filter 

is applied. The range of band pass filter corresponds to the alpha band. Discrete time filter, Infinite 

Impulse Response (IIR), second order Butterworth filter with Fc1 is 8 and Fc2 is 13hz. PSD/peak 

analysis was used to classify whether the child was attentive or not. This was done using Welch's 

power spectral density estimate. For power spectral density (PSD), Welch method was applied and 

for peak extraction the minimum peak prominence was set to be 7 as shown in Fig. 3.12. Average 

SNR calculated before and after were 1.06 and -11.28.  

However, the criteria for improvement in attention for this research is if (highest peak in 

alpha band after intervention) – (highest peak in alpha band before intervention) is positive, the 

child has an improved attention after intervention. Moreover, the channels that refer to the alpha 

cognitive band were AF3 and AF4. As these channels are related with the working memory that 

counts for the attention [159-161]. Frontal channels were targeted keeping in view the comfort of 

child. Moreover, because of no/less hair, the signal quality for frontal electrodes (aiming at 

cognitive activity) were good. Alpha, beta and theta estimates (difference of alpha with theta and 

beta bands) for false positives is not the focus of current research. Relationship between different 

bands for autistic children is not the scope of current research. This will be evaluated in future 

research articles.  
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For this research only alpha band has been compared for peak values as literature has 

reported it to be the most significant for cognitive activity [162-164]. For experimental results, 

statistical analysis and validation of therapy-1 please refer to chapter 6: section 6.2. 

 

 

 

 

 

 

 

Figure 3.12 Power Spectrum Density using Welch method of EEG signal for two sample subjects.  

3.6      Summary 

This chapter explains the details about first adaptive therapy i.e. MRIS architecture in 

detail. It explains the MRIS system architecture that has two modules within itself i.e. 1) LTM- 

based joint attention module and 2) Imitation protocol based on JA. For both the sub-modules, 

mathematical model, networking, state-machine diagram and pseudo code are explained in detail. 

Eye gaze tracking using NAO cameras is done for joint attention module and posture recognition 

by kinect is done for imitation module. Parameters recorded during the joint attention module are: 

1) Delay in making gaze shift with the robot. 2) The time duration for which eye gaze contact is 

made. Kinect measures the child’s posture and matches that with the posture of the robot during 

the imitation module. This chapter also discusses the parameters that are evaluated to show the 

After intervention Before intervention 
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improvement in the ASD child’. Moreover, the results of this experimentation were obtained for 

both with/without inter-robot communication during the intervention. The advantage of this 

therapy is that it does not use any body-worn sensor during the intervention and the sensor 

integration ensures the correctness and reliability of data. 
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CHAPTER 4 

ROBOTIC THERAPY FOR MULTI-HUMAN INTERACTION (Therapy-2) 

4.1     Introduction 

Several methodologies have been implemented for using robots as tools for improving 

communication skills and social interaction of ASD children. Research shows that pre-school and 

school-aged ASD children had improved social communication with adults because of these 

robotic therapies as compared to having a therapy session with adults. 

This chapter focuses on the interventions for improvement in inter-human communication. 

This is done by noticing the multi-human communication of ASD child before and after the robotic 

intervention. This will help to check if the robotic therapy can practically improve the multi-human 

communication in ASD child or not. This research aims at developing a new 3-step framework for 

improving multi-human interaction by observing parameters of joint attention, imitation and 

command following for both visual as well as auditory commands. The framework has been tested 

on eight ASD subjects with 10 sessions over a period of two and a half months (around 75) days. 

Each session consisted of 18 cues presented by a single robot. Therefore 36 cues were presented 

in total by both robots. 

Therapy-1 was introduced in order to improve the multi-human interaction skills of 

children with ASD using multi-robot concept. The improvement in therapy-1 was observed by 

recording data over a period of time. However, there was no actual observation in therapy-1 

regarding tangible real-world interaction of those children with ASD in a normal environment. 

Therefore, the extension of therapy-1 focuses on therapy-2, in which the same set of children were 

exposed to real-world multi-human interaction in order to observe the improvement in multi-
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human interaction unlike the improvement observed in therapy -1 that recorded improvement in 

multi-robot interaction. 

4.2     System Architecture 

In this therapy, the aim is to present a multi-robot-based therapy focusing on the 

improvement of the social interaction skills of an ASD child. The reason for introducing multi-

robot is to familiarize the children with multi-human communication, a social trend. The therapies 

have done so far focused on one-to-one communication of a child and a robot.  Therefore, we 

introduced the therapy that measures improvement in multi-human communication by using multi-

robot therapy. 

 

Figure 4.1 System architecture explaining the 3 step therapy for improvement in multi-human 

interaction skills of children with ASD 
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This robot-mediated therapy is based on three stages: 1) human-human interaction, stage-

1 (HHI-S1), 2) human-robot interaction, stage-2 (HRI-S2) and 3) human-human interaction, stage-

3 (HHI-S3). Pre and post-human interaction of an ASD child are done in Stage 1 and 3, whereas 

an improvement in Stage 3 (if any) is observed based on the robot-mediated therapy done in Stage 

2. This is to check whether the multi-robot therapy can improve multi-human communication in 

daily life scenario or not. Figure4.1 shows the architecture of this three-stage research for multi-

robot therapy to improve a multi-human communication in ASD children. The two sets of 

commands given in therapy were control commands and auditory, visual and visual + auditory 

commands. Control commands were initiated to gain the initial attention of an ASD child and 

therefore were not included in the evaluation process. The control commands were: calling the 

child’s name and high five. In the evaluation process, auditory, visual and visual + auditory 

commands were included. The set of auditory commands consisted of directing commands such 

as asking a child to stand up, sit down, jump, etc. Whereas the visual command set consists of 

give/ take of a ball (any color) from the child. The last command is a waving gesture along with 

speech comprising auditory and visual simultaneously. 

4.3     Networking Protocol 

The architecture for human-robot interaction is shown in Figure 4.1. The networking 

protocol for this therapy is shown in Figure 4.2. Each robot was running an eye contact module 

(measuring gaze movement) along with auditory and visual commands. Two transmission control 

protocol (TCP) servers are implemented in computers represented by C11, C12, C21, and C22. 

The modules running on the robot were TCP client integrated and they were sharing real-time data 

to the laptop which was running corresponding TCP servers. This information was being written 

in a file via file writing process.  The server modules are S1 and S2. 
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Figure 4.2 Networking protocol of the therapy for improvement of multi-human interaction in 

children with ASD. 

4.4     Materials and Methods 

4.4.1 Human-Robot Interaction without Inter-robot Communication Subjects 

Eight ASD children (7 males and 1 female) participated were recruited in the therapy. 

These participants were recruited from the Autism Resource Center (ARC), Islamabad, Pakistan. 

The participants are already accessed on a clinical scale childhood autism rating scale score 

(CARS). The therapy was approved by the specialist and director board of Autism Resource 

Center. 

4.4.2 Ethical Statement 

The therapy was approved by the review board and ethics committee of the Autism 

Resource Centre (ARC). All subjects participated voluntarily and written consent was provided by 

their parents before the experimental procedures. 
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4.4.3 Experimental Setup and Design 

Experimental setup of the therapy is shown in Figure 4.3 for all the three stages of multi 

human-robot interaction for improving the multi-communication skills of children with ASD. The 

child sat on a comfortable chair to interact with the human before and after the HRI-S2. During 

HRI-S2, two robots stood in an arc-like manner at a distance of 1m facing the child. The robots 

were placed under the same lighting conditions so that there is no biasness introduced in the 

therapy towards any of the robots. 

In Stage 1 and Stage 3, the child interacted with two persons as shown in Figure 4.3. The 

reason for introducing multiple people was to check improvement in the multi-communication 

skills of an ASD child. Both the persons were sitting at a distance of 1m from the child. The 

interaction in Stage 1 was initiated by the introduction of some control commands to gain an ASD 

child’s attention. The number of control commands was dependent on the child’s behavior. The 

control command session was followed by auditory, visual and combination of both commands 

for an ASD child. An evaluation was done based on commands followed by an ASD child. A total 

of 14 commands were given on the basis of based on which an ASD child was evaluated. These 

include 6 auditory, 6 visual and 2 auditory + visual commands. Command set for auditory includes: 

stand up, sit down and jump. The command set for visual includes: passing the ball of a specific 

color, taking the ball of a specific color from any person during communication and pointing the 

ball of specific color. Form a combination of auditory and visual commands the child was asked 

to wave along with the speech. These command set for auditory, visual and auditory and visual 

was repeated twice.  Therefore, the child was evaluated for total of 14 commands. Each command 

took approximately 60 secs. Therefore, the total time for human-human interaction in Stage 1 and 
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Stage 3 was approximately 14 minutes.  The commands were given in random order and the 

response for each specific command category was recorded. 

Figure 4.3 Experimental design of three-stage therapy for improvement in multi-human 

interaction of children with ASD. 
In Stage 2 of therapy, humans were replaced with NAO robots. The robots were standing 

at a distance of 1m from each other and from the child too. This arrangement was similar to Stage 

1 and Stage 3. Lighting conditions for both robots were uniform. The robots had auditory, visual 

and combination of both commands for interaction with an ASD child. The audio command set 

includes speech “Hi/Hello”. The visual command set includes sit, stand and waving gesture of the 

robot. A combination of auditory and visual command includes waving along with speech “Hello 

nice to meet you”. This set of command action was repeated 18 times by each robot. The total 

number of times actions performed (trials) by both robots were 36. The total time consumed by 

Stage 2 for the therapy was approximately 15 minutes. 
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The protocol for Stage 3 is the same as Stage 1. The people, as well as their dresses, were 

the same when evaluating for pre and post-therapy progress in each session.  In this stage post-

therapy, multi-communication effect is observed. The total time for this session was 15 minutes. 

The number of sessions given to each subject was 10. The experiment was conducted over 10 

weeks (2.5 months) to observe effectiveness in multi-human communication by this therapy. For 

the times when the child was absent or was not comfortable to conduct the session, he/she was 

evaluated on another day of the same week. The child was rewarded for the correct response.  

Figure 4.4 Interaction of ASD child in three-stage therapy for improvement in multi-human 

interaction of children with ASD. 

However, for an incorrect or no response, the therapy was conducted without any change. Figure 

4.4 represents the interaction of ASD children in the three-stage therapy for improvement in the 

multi-human interaction of children with ASD. For experimental results, statistical analysis and 

validation of therapy-2, please refer to chapter 6: section 6.3. 
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4.5     Summary 

This chapter discusses a new proposed therapy that focuses on the pioneer multi-robot 

intervention for improving the multi-communication and social interaction skills of ASD children 

in common social scenarios. The proposed intervention is a three-stage therapy. In Stage 1, the 

child interacts with more than one person creating a usual multi-communication scenario. In Stage 

2 of the proposed intervention, two robots are introduced prompting various audio and visual cues 

along with combinations of both. In Stage 3, the child again interacts with humans as in Stage 1. 

The effect of the therapy is measured by noticing the difference of command following in Stage 1 

and Stage 3.  

This therapy was tested on 8 ASD children, 10 sessions for each child over 10 weeks (2.5 

months). Each session consists of 18 trials by each robot. The estimated time for each session is 6 

minutes. We measured the command following the child for pre-HHI and post-HHI. 

The advantage of the proposed therapy of multi-robot interaction is that it does not require 

human/therapist involvement during the robotic therapy at stage 2. Moreover, for this suggested 

therapy, the main focus is on promoting their social skills and interaction by multi-communication 

scenario, therefore, eliminating the isolation effects. 

However, robot-mediated therapies have some drawbacks e.g. trust issue of parents with 

these robots, the adaptation of activities to each child as this can complicate the use of robots in 

schools and institutes [117]. However, there are some open-ended questions e.g. what is the best 

way to integrate a robot in a therapy? Is there any criterion by which ASD children should be 

introduced to robot-mediated therapies? These questions are important as each child with ASD is 

different even though they have the same CARS score. Therefore, therapies should be adaptive 
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and tailored according to the needs of an ASD child. A solution towards this can be making 

therapies that have levels for each of the specific core impairment. 
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CHAPTER 5 

COMPARISON OF EFFECTIVENESS OF DIFFERENT STIMULI IN 

ROBOTIC THERAPY (Therapy-3) 

 

5.1      Introduction 

For children with autism, interacting with humans can lead to an uncomfortable situation 

for them rather than a face-to-face interaction with a robot. Research shows that improvement in 

joint attention and social skills of children with autism spectrum disorder is relatively higher when 

exposed to the robotic therapy rather than a human therapist [18], [13] and [165]. This is because 

the behavior of a robot is predictable and consistent, unlike humans.  

Recent research has shown reliability on robotic therapies for improvement in core 

impairments of autism unlike low inter-rater reliability among clinical experts on this matter. To 

facilitate the improvement using robots, this study evaluated the effectiveness of three different 

stimuli in robotic intervention for children with autism spectrum disorder. This chapter explains a 

new therapy that compares three different stimuli given in a robotic intervention using NAO robot. 

The focus of this therapy is to look into the effectiveness of each stimulus and compare the three 

different reinforcement stimuli introduced in the therapy using NAO robot i.e., visual, auditory 

and motion cues. The reinforcement stimuli were presented in least-to-most (LTM) order by the 

robot to check the effectiveness of each cue based on the joint attention of a child. In this research, 

the concept of least to most (LTM) refers to investigate the behavior of children with ASD by 

increasing the level of stimulus to observe the response with each type of stimulus presented. 

However, the effectiveness of particular type of stimulus was not known beforehand. The 
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experiments were conducted in order to investigate this concept. The therapy was conducted on 

12 ASD children, each with 8 trials over a period of 2 months. Average time was approved for 

each session was approximately 15 minutes excluding the time consumed in reinforcement activity 

during the introductory session. The results indicate that visual cue is the most effective 

reinforcement stimuli whereas speech is least effective in the entire given stimulus for the robotic 

therapy based on joint attention and time eye gaze contact is maintained. The results of the robotic 

therapy help in selecting suitable reinforcement stimuli for robotic interventions to be used in the 

future for improvement of autism spectrum disorder.   

This study aims to identify the most effective stimulus interaction of the robot with autistic 

children to facilitate better human-robot communication. In this paper we have presented the 

results of three different stimuli i.e. visual (color variation), speech and motion stimuli to check 

the level of engagement of autistic child based on stimuli.  

5.2      System Architecture 

Figure 5.1 explains the intervention room which is divided into two parts using a wood 

partition. The networking protocol of this architecture includes a TCP server and corresponding 

 

 

 

 

 

Figure 5.1 Architecture of the therapy conducted for comparing three different stimuli.  
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two TCP clients. These TCP clients have been integrated with reinforcement stimuli modules. 

Reinforcement stimuli modules consist of three different types of stimuli i.e. visual, speech and 

motion stimuli. They were ordered from least to most i.e. color stimuli to motion stimuli to 

compare the effectiveness when presented to an ASD child in a robotic intervention as shown in 

Figure 5.2. All devices were communicating with each other using a WIFI network. 

5.2.1 Finite State Machine Model 

This Finite State Machine (FSM) diagram is representing three different states of the 

designed intervention system. These states are as follow: 

Figure 5.2 Least-to-most (LTM) hierarchy model for stimuli of the therapy. 

1. Initialization 

2. Execution (parallel modules joint attention and reinforcement stimuli module) 

3. Termination 
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With the start of the intervention, the system gets into the initialization stage. Then 

execution is started were two independent modules are running in parallel. These modules are joint 

attention module and TCP client integrated reinforcement stimuli module. Both of these modules 

are running on NAO robot to notice the joint attention of ASD child. The information is written in 

a text file. After the execution state is completed, the system goes in termination state, where the 

intervention is terminated. The discussed FSM model is shown in Figure 5.3. 

5.3      Mathematical Model and Pseudo Code 

The designed system can be at only one state at a given instant of time. XOR gate can 

represent the function of the whole system.  

{ , , min }U XOR Initialization Execution Ter ation  (5.1) 

The binary variable U  will only be 1 if any of the state of the whole system is functional. 

Execution of these three states in a parallel manner is not possible so following are the allowed 

combinations of bits of states. 

Table 5.1 Allowed state combinations 

U Initialization Execution  Termination  

1 1 0 0 

1 0 1 0 

1 0 0 1 

 

Rest all other combinations are not valid for this system. A joint attention module will be used to 

capture the information of gaze (eye gaze contact) of the participant. It can be represented as:                                                    
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The integral term
0

m

j

dt


  is used to measure the time of gaze duration while the summation 

term,  
1

n

i

x


  is used to add all the duration of each eye gaze contact and tells about the total time 

of gaze contact. The reinforcement stimuli module is responsible for different stimuli to be 

executed. It can be represented as, 
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yRS represents different reinforcement stimuli. It can be represented as, 
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                                     (5.4) 

The execution state consists of two different modules. These modules run in a parallel manner. So, 

this operation can be represented by an “AND” operation.  

 _ ,Exe State AND JAM RSM                        (5.5) 

Where, JAM  is an abbreviation of joint attention module and RSM  is an abbreviation of 

reinforcement stimuli module. The inputs to equation 5 are condition of modules in Boolean form 

(working / not working). 

5.4      Materials and Methods  

5.4.1 Subjects 

12 ASD children participated in this therapy in which there were 4 mild and 8 minimal 

cases. Each child had been exposed to three different types of reinforcement stimuli. The duration 

of this therapy was 2 months in which 8 experiments, 1 trial per week was conducted. 
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Pseudo Code 

 

 

 

 

 

 

 

 

Figure 5.3 Finite State Machine (FSM) model for the therapy conducted to compare the 

effectiveness of different stimuli. 
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5.4.2 Ethical Statement 

The therapy was approved by the review board and ethics committee of the Autism 

Resource Centre (ARC). All subjects participated voluntarily and written consent was provided by 

their parents before the experimental procedures. 

5.4.3 Experimental Setup and Design 

The main aim of this therapy is to check the effectiveness of different reinforcement stimuli 

in a robotic intervention presented to ASD children. The cues given in this therapy are presented 

in Table 5.2. 

Table 5. 2 Cues presented to ASD children in the therapy 

Total 

cues 

Visual 

cues  

Auditory cues        Motion cues 

  12    4 4 4 

 

In experimentation, the child was sitting in front of NAO robot. The robot was 1 meter 

away from the child. The robot starts with giving the reinforcement stimuli. The reinforcement 

stimuli follow the Least-to-most (LTM) model. No biasness was introduced in any of the 8 

experiments/trials as lightning conditions, cues, time for each cue, etc. were the same. During the 

intervention, the robot was presenting reinforcement stimuli to ASD child and the joint attention 

of the child was recorded during experimentation as shown in Figure 5.4.  

For experimental results, statistical analysis and validation of therapy-III, please refer to 

section 6.3 of chapter 6. 
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Figure 5.4 Intervention pictures (a) Visual stimuli (b) Auditory stimuli (c) Motion stimuli 

5.5      Summary 

This chapter discusses a new proposed therapy that focuses on the comparison of three 

different stimuli. The three stimuli presented in this therapy are visual cues (color based variation), 

speech cues and motion cues. The experimentation was conducted for a period of 2 months with 8 

trials. In this proposed intervention, the child interacts with the robot sitting at a distance of 1m. 

This experimentation led to the comparison of different stimuli based on the time given to each 

stimulus by an ASD child. The effectiveness was therefore noted in terms of joint attention. 

Therefore, the performance of all subjects against three different categories of reinforcement 

stimuli was recorded. The variation of the effectiveness of stimuli was recorded based on the 

autism category of the ASD child. This therapy led to the identification of the most effective 

stimuli for each category of autism. 
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CHAPTER 6 

EXPERIMENTAL RESULTS AND STATISTICAL ANALYSIS OF 

THERAPIES 

 

6.1      Introduction 

This chapter focuses on experimental results of all the three therapies explained in previous 

chapters. The purpose of these therapies was to develop joint attention and imitation skills 

(therapy-1), multi-human social interaction (therapy-2) and comparison of most effective stimuli 

for an ASD child during the intervention. The results for these therapies are explained in detail in 

this chapter.  

6.2      Experimental Results and Statistical Analysis of Therapy-1 

6.2.1 Human-Robot Interaction without Inter-Robot Communication 

There were two modules in this intervention i.e. joint attention and imitation actuated by 

JA. The parameters used to measure the improvement in joint attention of ASD children were as 

follow: 

1. The joint attention or attentiveness was recorded by the gaze contact of ASD children using 

the robot’s stimulus as shown in Figure 6.1. 

2. The delay in shifting the eye gaze when a stimulus was given to the child as shown in 

Figure 6.2. This figure represents the pulse plot of eye gaze. It is showing the visual 

attention of the subject representing the total number of 12 cues including 6 Blinks and 6 

Rasta in which the duration of each cue was 4 seconds. The second plot represents the 
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speech recognition of the subject in which total number of cues are 12 comprising of6 Hello 

and 6 Hi cues. The duration of each cue is 2 seconds and third plot deals with the motion-

based cues given to ASD subject. In total 12 cues including 6 standing &waving and 6 

sitting cues were given. Duration of each cue is standing & waving=10 seconds; sitting=5.  

 

Figure 6.1 Improvement in eye gaze contact/joint attention of each ASD subject over the 

experiments. 

 

3. The interest level of the participants in joint attention module was measured before and 

after the intervention using EEG as shown in Figure 6.4.  

These parameters were used to access the improvement in the behavior of ASD children for 

therapy-1 as shown in Table 6.1. This table clearly shows the improvement in JA of each ASD 

child.  
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Figure 6.2 Delay in gaze shifting for joint attention module represented by a pulse plot. 

 

 

 

 

 

 

 

 

Figure 6.3 Average number of eye gaze contacts of each subject with robot 1 (R1) and robot 2(R2) 

over the experiments to check the biasness towards any of the robot. 
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Figure 6.4 Average EEG success rate of each individual before and after joint attention module 

 

Table 6.1 Improvement in joint attention of 12 ASD subjects. 

Similarly, the results for the imitation module were assessed after the child established gaze contact 

with any of the robot. The following parameters were measured for imitation module to check the 

improvement skills of imitation in an ASD child. 

Subjects 
Type of gaze 

movement 

Joint 

attention 

accuracy of 

week one 

Joint 

attention 

accuracy 

of all 

weeks 

S1 Delayed 47.5 63.6 

S2 Delayed 53.5 68.8 

S3 Delayed 23.1 59.6 

S4 Delayed 42.18 52.5 

S5 Delayed 73.1 67.9 

S6 Delayed 32.6 66.1 

S7 Immediate 78.8 63.1 

S8 Immediate 93.4 85.5 

S9 Delayed 28.9 43.4 

S10 Delayed 66.7 72.2 

S11 Delayed 52.4 76.1 

S12 Delayed 51.5 67.6 
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1) The motor skills of an ASD child was measured by recording the imitation of the child 

when the robot gives a stimulus as shown in Figure 6.4 

2) Measuring the stimulus-based social interaction and biasness based on the actuation of 

robots is shown in Figure 6.5. 

 3) The results in Figure 6.6 correspond to the EEG pre/post-intervention results for 

imitation module triggered by joint attention. 

 

 

Figure 6.5 Improvement in imitation skills of ASD children over the experiments. 
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Figure 6.6 Average actuations given by the robot and followed by the child. 

The overall progress in imitation behavior of ASD children from week one is shown in 

Table 6.2. Experimental results for both types of experiments i.e. joint attention and imitation 

modules triggered by JA were verified using the CARS score before and after the intervention, as 

shown in Table 6.3 and Table 6.4. 

 

 

 

 

 

Figure 6.7 Average EEG success rate of each individual before and after imitation module 

triggered by joint attention. 
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Table 6.2 Improvement in imitation skills of 12 ASD subjects. 

 

Subjects 

 

Type of 

gaze 

contact 

 

Imitation 

accuracy 

of week 

one 

 

Imitation 

accuracy 

of all 

weeks 

S1 Immediate 83.3 74.5 

S2 Immediate 75 73.3 

S3 Immediate 75 58.9 

S4 Delayed 70.8 64.2 

S5 Immediate 100 90.6 

S6 Immediate 87.5 81.3 

S7 Immediate 75 67.2 

S8 Immediate 100 75 

S9 Immediate 83.3 91.1 

S10 Immediate 100 82.3 

S11 Immediate 100 92.2 

S12 Immediate 100 89.1 

 

Table 6.3 CARS for human-robot interaction showing improvement in joint attention and 

imitation skills of ASD children. 

Subjects 
Age 

(YEARS) 

avg_imi 

Before 

avg.ja 

Before 

CARS 

Before 

avg_imi 

After 

avg_ja 

After 

CARS 

After 

S1 7.5 2 2.3 30.5 1.3 1.5 28 

S2 8 2.3 1.8 30.5 2 1.8 27.5 

S3 9 2.3 2.5 35 2.5 2 33 

S4 10 2 2.8 40 2 2.8 37 

S5 5 2.5 2.5 33.5 1.3 1.8 28 

S6 8.5 2.3 2.3 33.5 1 1 33 

S7 4.3 1 1.8 22.5 1.3 1 19.5 

S8 3.7 1.5 1.3 20.5 1.3 1.3 19 

S9 9.9 1.5 1.5 22.5 1.3 1.3 21 

S10 9.8 1.3 1.5 27.5 1.5 1.3         26 

S11 10.4 2.3 2.3 36 1.3 1.3 32.5 

S12 9.4 1.8 2.3 34.5 1.5 2.3 31 
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6.2.2 Human-Robot Interaction with Inter-Robot Communication 

Total four parameters that were evaluated for each session conducted over the period of 8 

weeks. Figure 6.6 shows the number of gaze contacts, the average time for gaze contact and 

distribution of eye gaze contact of an ASD child with both robots. Figure 6.7 shows average EEG 

success rate of each individual before and after imitation module triggered by joint attention. Table 

6.4 shows the parameters that are evaluated for inter-robot communication within the therapy. 

Table 6.5 represents the results of this therapy in which waving and speech response towards robots 

along with attention paid by the ASD child towards intercommunication of robots was measured. 

The effect of this intervention can be seen by pre and post CARS showing improvement in 

communication skills as the score has reduced. It is represented in Table 6.6. Moreover, Figure 6.8 

shows results for joint attention, imitation and inter-robot communication. Figure 6.9 shows the 

results for the joint attention of a subject over 8 experiments. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.8 Results for joint attention, imitation and inter-robot communication. 
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Figure 6. 9 Results for joint attention of a subject over 8 experiments. 
 

 

 

Table 6.4 Description of parameters used for evaluation during inter-robot communication. 

Parameter Description 

WR Waving response of ASD child towards any robot 

𝑅1-ASD Robot one is interacting with ASD child 

𝑅2-ASD Robot two is interacting with ASD child 

SR Speech Response of ASD child towards a robot 

COMM Communication / interaction between the robots presented to 

ASD child 

𝑅1 − 𝑅2 Robot one is interacting with robot two 

𝑅2 − 𝑅1 Robot two is interacting with robot one 

WR % Accumulative waving response %age of ASD child for robot 

one and  two 

SR % Accumulative speech response %age of ASD child for robot 

one and two 

COMM % Attention paid towards the robot-robot communication 
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Table 6.5 Results for human-robot communication during inter-robot communication over 8 

experiments. 

Subj. 
WR SR COMM 

WR % SR % 
COMM % 

 𝑹𝟏-ASD 𝑹𝟐-ASD 𝑹𝟏-ASD 𝑹𝟐-ASD 𝑹𝟏 − 𝑹𝟐 𝑹𝟐 − 𝑹𝟏 

S1 7 5 5 6 8 8 75 68.75 100 

S2 8 8 8 8 8 8 100 100 100 

S3 8 8 8 7 8 8 100 93.75 100 

S4 7 8 5 4 8 8 93.75 56.25 100 

S5 8 7 7 8 8 8 87.5 93.75 100 

S6 6 6 4 3 7 8 80 46.66 93.75 

S7 7 3 7 6 8 7 66.66 86.66 93.75 

S8 3 0 3 1 8 7 20 26.66 93.75 

S9 2 4 2 2 6 6 50 33.33 75 

S10 8 8 7 8 8 8 100 93.75 100 

S11 4 3 6 4 7 7 50 71.42 87.5 

S12 6 5 7 5 6 8 68.75 75 87.5 

 

Table 6.6 Pre/Post CARS score for human-robot interaction during inter-robot communication 

during experimentation 

SUBJECTS 
AGE 

(YEARS) 

CARS 

BEFORE 

CARS 

AFTER 

S1 7.5 28 25.5 

S2 8 27.5 27 

S3 9 33 32.5 

S4 10 37 35 

S5 5 28 24 

S6 8.5 33 19.5 

S7 4.3 19.5 17.5 

S8 3.7 19 18 

S9 9.9 21 19.5 

S10 9.8 26 25.5 

S11 10.4 32.5 26.5 

S12 9.4 31 30 
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6.2.3 Statistical Analysis (Therapy-1) 

Two-sample paired t-test is used for the statistical analysis of each module of this research. 

The results obtained for CARS before and CARS after shows the improvement in joint attention 

and imitation skills of the ASD children. Results for t-test of therapy-1 are shown in Figure 6.10 

and Figure 6.11.  Figure 6.10 shows the input format for raw data of CARS before and CARS 

after. Figure 6.11 shows the results for t-test. For therapy-1 the t-score = 6.8241 > t critical = 

2.2010 and p-value is 0 < 0.05 therefore showing that data is significant.  Moreover, standard error 

of difference is 0.3786 with DOF as 11.  

 

Figure 6.10 Raw data for two-sample paired t-test 
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Figure 6.11 t-test results for therapy-1 indicating improvement in joint attention and imitation 

skills of ASD children.   

                                

ANOVA (single factor) is also used for the statistical analysis of each therapy of this 

research. Results for joint attention and imitation for robotic therapy shows following statistical 

analysis: F value =12.599 > F critical value = 2.81 and p-value = 4.46E-06 <0.05. Moreover, paired 

two sample t-test has also been applied on the data of joint attention and imitation. For joint 

attention, t Stat = 2.60 > t Critical two-tail = 2.20 and P(T<=t) two tail = 0.02 < 0.05. For imitation, 

t Stat = 3.88 > t Critical two-tail = 2.20 and P(T<=t) two tail = 0.002 < 0.05.  

Calculation of effect size for average joint attention and average imitation results of 

therapy-1 pre/post CARS score is shown in Figure 6.12. Where joint attention score is average of 

visual response and relating to people postulates of CARS2-ST form and imitation score is average 

of imitation and body use postulates of CARS2-ST form, as per therapist recommendation. The 

link used for effect size is http://biomath.info/power/ttest1gp.htm. For this research paired t-test 

has been applied to find the effect size. This test uses standard deviation and number of subject 

were known. The effect size reported is 0.46 showing the smallest detectable difference with alpha: 
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Prob(reject H0 when H0 is true) was 0.05 and Power: Prob(reject H0 when H1 is true) was 0.80. 

The value of beta is (1-power) = 0.2, indicating type II error i.e., false positives.   

Figure 6.12 Effect size calculations for therapy-1 

6.3      Experimental Results and Statistical Analysis of Therapy-2 

6.3.1 Experimental Results 

Results for pre-therapy human-human interaction, human-robot interaction and post-

therapy human-human interaction are shown in Table 6.6. The results are at the initial week, mid-

therapy and final week of the intervention so to show the improvement in the child’s behavior 

during the intervention. However, the accuracy claimed is based on pre and post-therapy 

improvement in human-human interaction. Results show that the multi-human interaction of the 

child is improved because of this multi-robot therapy. The abbreviations used in Table 6.6 are: TC 

represents total commands, FC represents followed commands, AHS represents average hit score, 

VC represents visual commands, VCF represents visual commands followed, AC represents 

auditory commands, ACF represents auditory commands followed, (V+A) represents visual and 

auditory commands and (V+A)F represents visual and auditory commands followed. The results 

of the initial and final session on 10th week for HHI are used to calculate the accuracy as shown 

below in Table 6.7. 
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Table 6.7 Results for pre and post human-human interaction along with the human-robot. 

 

 

HHI HRI HHI HHI HRI HHI HHI HRI HHI Overall 

Improvement 

in HHI(%) 
Week 1(%) Week 5(%) Week 10(%) 

S1 69.24 100 84.77 76 100 81.82 55.61 100 80 100 

S2 34.47 19.45 71.43 60.74 50.56 76.2 51.73 13.89 32.44 80 

S3 65.22 22.23 96.56 37.97 25 79.17 63.71 58.34 80 90 

S4 12.34 16.67 31.25 15.67 56.6 30 27.67 44.45 40 90 

S5 87.88 8.34 77.15 56.76 61.12 100 27.86 88.89 86.67 80 

S6 45.61 2.78 94.45 33.65 8.34 84.22 76.67 38.89 89.5 90 

S7 90 55.56 75 43.23 50 73.08 53.67 52.78 76.54 70 

S8 29.42 16.67 47.37 27.28 100 35.49 49.7 100 53.49 90 

 

Table 6.8 Results for pre and post human-human interaction for different set of commands. 

Subject Exp Stage TC FC AHS VC VC-F AC ACF (V+A) (V+A)F 

S1 

 

  1 HHI-1 14 10 71.43 6 4 6 4 2 2 

 HHI-3 14 12 85.71 6 5 6 5 2 2 

10 HHI-1 14 10 71.43 6 5 6 4 2 1 

 HHI-3 14 11 78.57 6 5 6 5 2 1 

S2 

 

1 HHI-1 14 0 0.00 6 0 6 0 2 0 

 HHI-3 14 10 71.43 6 4 6 5 2 1 

10 HHI-1 14 8 57.14 6 3 6 4 2 1 

 HHI-3 14 5 35.71 6 2 6 3 2 0 

S3 

 

1 HHI-1 14 9 64.29 6 3 6 4 2 2 

 HHI-3 14 14 100 6 6 6 6 2 2 

10 HHI-1 14 8 57.14 6 4 6 3 2 1 

 HHI-3 14 11 78.57 6 4 6 5 2 2 
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S4 

 

1 HHI-1 14 11 78.57 6 6 6 4 2 1 

 HHI-3 14 6 42.86 6 2 6 4 2 0 

10 HHI-1 14 10 71.43 6 5 6 4 2 1 

 HHI-3 14 5 35.71 6 2 6 2 2 1 

S5 

 

1 HHI-1 14 12 85.71 6 5 6 5 2 2 

 HHI-3 14 12 85.71 6 5 6 5 2 2 

10 HHI-1 14 12 85.71 6 5 6 5 2 2 

 HHI-3 14 12 85.71 6 5 6 5 2 2 

S6 

 

1 HHI-1 14 12 85.71 6 5 6 5 2 2 

 HHI-3 14 12 85.71 6 5 6 5 2 2 

10 HHI-1 14 12 85.71 6 5 6 5 2 2 

 HHI-3 14 12 85.71 6 5 6 5 2 2 

S7 

 

1 HHI-1 14 0 0.00 6 0 6 0 2 0 

 HHI-3 14 14 100 6 6 6 6 2 2 

10 HHI-1 14 10 71.43 6 4 6 4 2 2 

 HHI-3 14 12 85.71 6 5 6 5 2 2 

S8 

 

1 HHI-1 14 12 85.71 6 5 6 5 2 2 

 HHI-3 14 10 71.43 6 4 6 4 2 2 

10 HHI-1 14 12 85.71 6 5 6 5 2 2 

 HHI-3 14 9 64.29 6 4 6 4 2 1 

 

Figure 6.14 shows average accuracy of human-human interaction for Stage 1 (HHI-S1) and 

human-human interaction Stage 3 (HHI-S3). Figure 6.15 shows the average number of followed 

commands of different categories i.e. visual commands followed, audio commands followed and 

visual and audio commands followed by each subject. In Figure 6.16 shows the progress of each 

participant is shown over 10 weeks for all three stages of intervention i.e. HHI (pre-therapy), HRI 
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and HHI (post-therapy). It is observed that each participant has shown improvement in multi-

human communication after the therapy. 

 

                           

 

 

 

 

 

 

 

Figure 6.13 Average accuracy of human-human interaction for Stage 1 (HHI-S1) and human-

human interaction Stage 3 (HHI-S3). 

 

 

 

 

 

Figure 6.14 Average accuracy of different types of commands followed by the subjects, X-axis 

represents the subjects’ whereas Y-axis represents the average accuracies of commands. 

 

Based on the results, the main contribution of this research is the validation of the concept that 

the multi-robot therapy can improve multi-human interaction of an ASD child. The effectiveness 

of the therapy is also proved by the clinical evaluation of ASD children using CARS score as 

shown in Table 6.9. From the results of this therapy and statistical analysis, noticeable 

improvements in multi-interaction scenarios can be seen. 
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 Figure 6.15 Results for all three stages of intervention for 8 subjects from week 1 to week 10. 

 

Table 6.9 Clinical Evaluation-CARS table. 

Subjects Age 
(Years) 

Avg_IMI Avg_JA CARS Before Avg_IMI Avg_JA CARS After 

S1 9.0 2.3 2.5 33.5 2.5 2.0 32.5 

S2 10 2.0 2.8 37.0 2.0 2.8 35.0 

S3 5.0 2.5 2.5 27.5 1.3 1.8 24.0 

S4 8.5 2.3 2.3 25.0 1.0 1.0 19.5 

S5 4.3 1.0 1.8 19.5 1.3 1.0 17.5 

S6 3.7 1.5 1.3 19.0 1.3 1.3 18.0 

S7 9.9 1.5 1.5 20.5 1.3 1.3 19.5 

S8 9.4 1.8 2.3 31.0 1.5 2.3 30.0 

Table 6.9 is the clinical evaluation of CARS. This has been done along with the psychologists at 

ARC. The parameters that were evaluated in the experimentation were Avg_IMI and Avg_JA. 

There were several factors in CARS form contributing towards these two main factors as suggested  
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Figure 6.16 Raw data input for two-sample paired t-test of therapy-2 

 

 

 

 

 

Figure 6.17 Statistical analysis using t-test for therapy-2. 

by psychologists. The results of all those were considered to get this score. The reduction in score 

basically results in CARS improvement.  
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6.3.2 Statistical Analysis (Therapy-2) 

Two-sample paired t-test is used for the statistical analysis of each module of this research. 

The results obtained for CARS before and CARS after shows the improvement in joint attention 

and imitation skills of the ASD children. Results for t-test of therapy-2 are shown in Figure 6.16 

and Figure 6.17.  Figure 6.16 shows the input format for raw data of CARS before and CARS 

after. Figure 6.17 shows the results for t-test. For therapy-2 the t-score = 3.7097 > t critical = 

2.3646 and p-value is 0 < 0.05 therefore showing that data is significant.  Moreover, standard error 

of difference is 0.5728 with DOF as 7.  

ANOVA (single factor) is also used for the statistical analysis of each therapy of this 

research. According to the analysis, the F value was 2.161 while the F critical value was 2.0891. 

The p-value was 0.042 for the critical level=0.05. The results from statistical analysis verify that 

the proposed robotic intervention increases multi-human interaction for an ASD child, therefore 

supporting the hypothesis of this research. Statistical analysis has been applied on pre-HHI, HRI, 

and post-HHI interaction over three different instants of time i.e. at the beginning of the 

intervention, middle of intervention and at the end of proposed intervention respectively to check 

the accuracy. Moreover, paired two sample t-test has also been applied on the data of joint attention 

during robotic intervention in stage 2. For that, t Stat = 2.56 > t Critical two-tail = 2.36 and P(T<=t) 

two tail = 0.03 < 0.05. 

Calculation of effect size for average joint attention and average imitation results pre/post 

CARS score for therapy-2 is shown in Figure 6.18. Where, joint attention score is average of visual 

response and relating to people postulates of CARS2-ST form and imitation score is average of 

imitation and body use postulates of CARS2-ST form, as per therapist recommendation. The link 

used for effect size is http://biomath.info/power/ttest1gp.htm. For this research paired t-test has 
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been applied to find the effect size. This test uses standard deviation and number of subject were 

known. The effect size reported is 0.65 showing the smallest detectable difference with alpha: 

Prob(reject H0 when H0 is true) was 0.05 and Power: Prob(reject H0 when H1 is true) was 0.80. 

The value of beta is (1-power) = 0.2, indicating type II error i.e., false positives.   

Figure 6.18 Effect size calculations for therapy-2 

6.4      Experimental Results and Statistical Analysis of Therapy-3 

The results obtained from the third therapy shows that among visual (color-based), auditory 

and motion-based reinforcement stimuli, visual is the most effective and speech is the least 

effective one. Table 6.10 shows the average accuracies of all subjects against each type of stimuli 

and their sensitivities. Comparing the two columns i.e., autism case and sensitivity column, there 

can be seen a general trend. Almost all minimal autism cases were deviated / most sensitive 

towards visual stimuli and all other mild cases were inclined towards physical motion stimuli 

except S11 case. Total numbers of cues were 12 and each type of cue was given four times. 

Moreover, each subject performs differently against these individual reinforcement stimuli. 

Therefore, average time consumed in these three individual reinforcement stimuli was also 

calculated as shown in Table 6.11. 
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Table 6.10 Average accuracies of all subjects against each type of stimuli and their sensitivities 

Subjects Autism 

case 

Total 

cues 

Accuracies Most sensitive 

towards Visual Auditory Motion 

 

S1 Mild 12 66.30 56.32 68.23       Motion stimuli 

S2 Minimal 12 77.34 67.94 61.25      Visual stimuli 

S3 Minimal 12 66.93 59.18 52.73      Visual stimuli 

S4 Minimal 12 59.64 37.60 43.75      Visual stimuli 

S5 Mild 12 65.63 68.20 69.92      Motion stimuli 

S6 Mild 12 65.84 65.52 66.88     Motion stimuli 

S7 Minimal 12 69.05 57.68 62.50     Visual stimuli 

S8 Minimal 12 93.23 83.34 78.97     Visual stimuli 

S9 Minimal 12 90.23 81.34 74.97     Visual stimuli 

S10 Minimal 12 83.85 70.99 61.72     Visual stimuli 

S11 Mild 12 88.98 73.52 65.94     Visual stimuli 

S12 Minimal 12 82.81 45.70 74.22     Visual stimuli 
 

Figure 6.19 is representing the performance of all subjects against three different categories 

of reinforcement stimuli. It can be seen that visual stimulus is dominating as compared to speech 

and motion-based reinforcement stimuli. If we further move on, we can also see that motion is 

more sensitive as compare to speech-based reinforcement stimuli. 

The mean age for mild category was 7.7 years whereas for minimal category it was 8.4 

years. As the difference in mean is not much therefore the category of autism is considered as a 

reason for checking the effectiveness of stimulus rather than age. 
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Table 6.11 Average time given to each stimulus by each subject 

Subjects 

Visual 

stimulus 

time 

(seconds) 

Speech 

stimulus 

time 

(seconds) 

Motion based 

stimulus time 

(seconds) 

Highest time 

 

Lowest time 

 

S1 76.69 98.81 47.63 Speech Motion 

S2 70.50 104.81 53.19 -do- -do- 

S3 84.25 117.75 54.13 -do- -do- 

S4 72.13 78.75 38.50 -do- -do- 

S5 66.50 94.19 49.31 -do- -do- 

S6 92.13 129.88 74.44 -do- -do- 

S7 66.93 92.93 48.64 -do- -do- 

S8 69.00 95.63 45.88 -do- -do- 

S9 63.07 87.03 42.04 -do- -do- 

S10 54.25 54.25 24.25 -do- -do- 

S11 70.00 93.50 42.50 -do- -do- 

S12 77.31 119.38 51.38 -do- -do- 

 

 

 

 

 

 

 

 

Figure 6.19 Average success rate of each subject against all stimuli 
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6.4.1 Statistical Analysis (Therapy-3) 

Two- factor ANOVA (without replication) is applied on the average accuracies of visual, 

auditory and motion stimulus for the statistical analysis of this therapy. According to the analysis, 

the statistical significance for rows i.e., among different subjects is: F value was 6.101 while the F 

critical value was 2.258. The p-value was 0.00016 < 0.05. The statistical significance for columns 

i.e., among different types of stimulus is also significant with F value was 10.116 while the F 

critical value was 3.443. The p-value was 0.00076 < 0.05.  The results from statistical analysis 

verify that visual stimulus is the most effective one as it has the highest average value. 

Furthermore, t-Test: paired two sample for means has been applied between different categories 

of stimulus. For visual and motion stimulus, the data was significant with t Stat = 4.04 > t Critical 

two-tail = 2.20 and P(T<=t) two tail = 0.001 < 0.05. For auditory and motion stimulus, the data 

was not significant with t Stat = 0.36 > t Critical two-tail = 2.20 and P(T<=t) two tail = 0.36 > 

0.05. For visual and auditory stimulus, the data was significant with t Stat = 4.04 > t Critical two-

tail = 2.20 and P(T<=t) two tail = 0.001 < 0.05. 

Calculation of effect size for time data of three different stimuli for therapy-3 is shown in 

Figure 6.20. The link used for effect size is http://biomath.info/power/ttest1gp.htm. For this 

research paired t-test has been applied to find the effect size. This test uses standard deviation and 

number of subject were known. The effect size reported for time in minutes of all the three stimulus 

is 0.37 showing the smallest detectable difference with alpha: Prob(reject H0 when H0 is true) was 

0.05 and Power: Prob(reject H0 when H1 is true) was 0.80. The value of beta is (1-power) = 0.2, 

indicating type II error i.e., false positives and alpha shows 95% trust on acquired data.  
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Figure 6.20Effect size calculations for therapy-3 

6.5      Parent’s Interview 

At the end of the research, a telephonic interview with parents and therapist was conducted. 

The questionnaire for the interview was designed by Manchester Metropolitan University (MMU) 

in a collaborative research. The questionnaire is shown in Figure 6.21. Interview questionnaire for 

parents of participants was based on USUS evaluation framework that includes usability, social 

acceptance, user experience, and societal impact. The theoretical framework USUS is based on a 

multi-level indicator model to operationalize the evaluation factors. Qualitative analysis of 

parent’s interview is given below in Table 6.12. There were ten questions and each question was 

given an equal weightage. For quantitative analysis the parents were introduced with the Likert 

scale from 0 to 10, with 0 being not at all likely/unacceptable and 10 being extremely likely or 

acceptable. Average and standard deviation of each question is shown in the analysis done below. 

Total there were 7 parents and 2 therapists involved in the interview session.  
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Table 6.12 Interview question analysis of parents and therapists 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

P1 6 7 7 7 10 6 8 10 7 8 

P2 8 7 9 9 10 10 10 10 9 9 

P3 7 7 8 9 9 9 10 9 9 10 

P4 7 7 8 8 9 10 10 6 10 10 

P5 6 7 5 9 9 9 10 10 10 10 

P6 5 7 5 9 5 6 5 5 7 5 

P7 8 8 9 9 10 10 10 10 10 9 

T1 9 9 10 8 9 10 10 10 9 9 

T2 10 10 9 9 9 10 8 9 10 10 

Avg 7.33 7.66 7.77 8.55 8.88 8.88 9 8.77 9 8.88 

SD 1.58 1.11 1.78 0.72 1.53 1.69 1.73 1.92 1.22 1.61 

 

Figure 6.21 Interview questionnaire for parents of participants based on USUS criteria.  
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CHAPTER 7 

CONCLUSION AND FUTURE WORK 

For the first therapy (Therapy-1) designed, both joint attention, as well as imitation 

modules, are adaptive. Research shows that the LTM-based prompt method can be used for any 

robotic therapy generally [166]. The proposed model of therapy has three main contributions. 1) 

Design and development of an adaptive mathematical model for both multi-robot based therapy of 

children with Autism Spectrum Disorder. 2) CARS based validation and effectiveness of MRIS 

system. 3) Prominent improvement in multi interaction of an ASD child. In the first therapy, MRIS 

i.e., the novel autonomous multi-robot based mediated therapy for joint attention and imitation has 

been proposed. For this, humanoid robots (NAO) were used for interaction as non-human therapist 

for an ASD child. Interaction of a child was recorded in two different modules i.e. joint attention 

and imitation module. In joint attention module, the parameters measured were:  eye gaze and 

delay in shifting the gaze when a stimulus was given. This was recorded using NAO camera. The 

implemented prompts for joint attention module are based on LTM-RI hierarchy. The imitation 

module was activated using JA module as it depends on eye gaze of an ASD child, therefore, 

making the module adaptive. The child’s imitation, as well as joint attention was measured over 

several experiments to observe the pattern of improvement in the behavior of ASD children. The 

interventions involving inter-robot communication was observed to record enhancement in multi-

communication skills of the child as to listen or watch to other person’s communication is a usual 

convention in daily life. In this therapy, the child was introduced to eight sessions of each 

intervention. The time for each intervention was two months. Therefore, total therapy was over a 

period of 6 months. All 12 subjects participated in each intervention. The attention duration of 

each subject has improved over the experiments as shown by the results. Improvement was shown 
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by every participant of this therapy. Moreover, the subjects tend to be more responsive after the 

therapy as delay in shifting the gaze when the robot gave a stimulus was reduced. For the imitation 

module, the actuation of both the robots was the same for almost all participants showing the 

concept of multi-interaction during the therapy. Moreover, the cognitive brain state that was 

measured before and after each experiment validates the mathematical model for MRIS. Moreover, 

the improvement in child’s behavior is significant looking at the CARS score before and after the 

therapy. Moreover, the statistical analysis implemented on the results also supports the conclusion 

firmly. 

For the second therapy (Therapy-2), the research proposed the pioneer multi-robot 

intervention for improving the multi-communication and social interaction skills of ASD children 

in common social scenario. The proposed intervention is a three-stage therapy. In Stage 1, the child 

interacts with more than one person creating a usual multi-communication scenario. In Stage 2 of 

the proposed intervention, two robots are introduced prompting various audio and visual cues 

along with combinations of both. In Stage 3, the child again interacts with humans as in Stage 1. 

The effect of the therapy is measured by noticing the difference of command following in Stage 1 

and Stage 3. This therapy was tested on 8 ASD children, 10 sessions for each child over 10 weeks 

(2.5 months). Each session consists of 18 trials by each robot. The estimated time for each session 

is 6 minutes. We measured the command following the child for pre-HHI and post-HHI. It is 

reflected from the results that post-HHI has considerably increased after the therapy. The average 

improvement shown by our proposed therapy is 86 %. A statistical analysis of the results was also 

performed to validate our hypothesis that multi-robot communication can improve multi-human 

interaction, a common social tendency. 
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For the third proposed therapy (Therapy-3), the effectiveness of three different stimuli was 

tested on 8 ASD children for a period of 2 months in which 8 trials were given to each subject. 

There were total of 12 cues that were repeatedly given to the subject. It was found that almost all 

minimal autism cases were deviated / most sensitive towards visual stimuli and all the mild cases 

were inclined towards physical motion stimuli except one case. Results obtained from the third 

therapy clearly show that among visual (color-based), auditory and motion-based reinforcement 

stimuli, visual is the most effective and speech is the least effective one. 

Some advantage of the proposed models includes: 1) no sensor touches the body of the 

child during the intervention to make the child uncomfortable. 2) Chances of error have been 

reduced as the behavior of the child is recorded using sensor integration, ensuring correctness of 

results.  3) One of the advantages of this model is that it does not require the continuous 

involvement of a human therapist. Unlike robots, for any person, it is impossible to work for 

extended hours continuously. Moreover, these robotic therapies can also be conducted at home.  

However, keeping in view the non-human participation, it has certain disadvantages specifically 

if the child gets frustrated, how to situation will be managed? Moreover, willingness of the child 

to wear EEG is another problem, therefore for future work, it is recommended to use some other 

device instead of EEG. Moreover, the proposed research does not focus on the comparison of the 

two models i.e. human-robot interaction without inter-robot communication and human-robot 

interaction with inter-robot communication. Therefore, the emphasis of this study is not to show 

any kind of comparison of therapies as both of them have a different protocol and depends on the 

choice of intervention. However, the comparison of two therapies can be focused as a future 

research area targeting a larger set of ASD children. Robot-mediated therapies have some 

drawbacks e.g. trust issues of parents with these robots, the adaptation of activities to each child 
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as this can complicate the use of robots in schools and institutes. However, there are some open-

ended questions e.g. what is the best way to integrate a robot in a therapy [117]? Is there any 

criterion by which ASD children should be introduced to robot-mediated therapies? These 

questions are important as each child with ASD is different even though they have the same CARS 

score. Therefore, therapies should be adaptive and tailored according to the needs of an ASD child. 

A solution towards this can be making therapies that have levels for each of the specific core 

impairment. 
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Appendix-A- Subject’s Details 

Table A. 1.  Shows the complete details of subjects participated in the intervention.   

Sr. 
Age 

(Year) 
Sex 

Autism 

case 

1 8-9 M Severe 

2 9 M Moderate 

3 9 M Minimal 

4 6 M Moderate 

5 8-9 M Moderate 

6 9 M Minimal 

7 8-9 M Moderate 

8 8-9 M Mild 

9 4 F Minimal 

10 5-6 M Moderate 

11 3 M Minimal 

12 8-9 M Mild 
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Appendix-B- Consent Form 

Consent form signed by parents of ASD children during the research 
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Appendix-C- CARS Form 

CARS form used during the research 

 

 

 


