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Preface

The goal of this book is to give some answers to the following general question: How,
and to which extent can we simulate numerically the long time behavior of Hamil-
tonian partial differential equations typically arising in many application fields such
as quantum mechanics or wave propagations phenomena. Starting from numerical
examples, these notes try to provide a relatively complete analysis of the case of the
Schrödinger equation in a simple setting (periodic boundary conditions, polynomial
nonlinearities) approximated by splitting methods. The objective of this book is to
analyze the possible stability and instability phenomena induced by space and time
discretizations, and to provide rigorous mathematical explanations for them.

The results presented here originate from many collaborations done in the last
4 years. In particular, Chapter VI is largely inspired by joint works with Arnaud De-
bussche and Guillaume Dujardin. Chapter VII only exists because of several years
of common work with Benoît Grébert. The final results of Chapter VII have been
obtained with Rémi Carles. I am happy to warmly thank all of them for their con-
tribution to the present analysis. Many parts of these notes have also taken benefit
of many discussions and interactions with several mathematicians before and during
my stay at ETH: Dario Bambusi, David Cohen, Ludwig Gauckler, Pierre Germain,
Vasile Gradinaru, Ernst Hairer, Ralph Hiptmair, Thomas Kappeler, Peter Kauf, Chris-
tian Lubich, Eric Paturel, Katharina Schratz, Christoph Schwab and Julia Schweitzer.
My sincere thanks go to all of them.

This book contains the notes of a graduate course (Nachdiplom Vorlesung) held
at ETH Zürich in the spring semester 2010 and I would like to thank the FIM (For-
schungsinstitut für Mathematik) for its hospitality during my stay at ETH, as well
as all the members of the SAM (Seminar for applied mathematics) for their warm
welcome. My grateful thanks also go to the participants to my lecture in Zürich.
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I Introduction

The goal of this lecture is to give some results in the geometric numerical integration
theory of linear and semi-linear Hamiltonian partial differential equations (PDEs).
This means that we will study the ability of numerical schemes to reproduce qual-
itative properties of Hamiltonian PDEs over long time periods, properties such as
preservation of the Hamiltonian, or energy exchanges between the eigenmodes of
a solution. Rather than setting this study in a general abstract framework (as for in-
stance in [15]), we will focus on linear and nonlinear Schrödinger equations, typically
with polynomial nonlinearity. The results presented in these lecture notes follow the
lines of [12] for the linear case, and [15] for the nonlinear case. The final Chapter VII
gives a picture of the possible instabilities induced by numerical discretization – and
ways to prevent them.

Before tackling the infinite dimensional case, we recall that many works exist
in the finite dimensional case (ordinary differential equations): see [26] and [34]. We
will discuss them in Chapter II. Relevant results concerning PDEs were obtained more
recently, and using different techniques: see [9], [12], [13], [17], [18], [20], [21]. We
will discuss these references throughout the text.

In this first chapter, we would like to show by numerical examples some nice or
pathological behaviors observed in simulations obtained by using splitting schemes
naturally induced by decomposition between the kinetic and potential parts. Such
schemes are very easy to implement and for this reason, widely used in practical
simulations (see for instance [3], [4], [30], [31] and the references therein). They also
preserve the symplectic structure and the L2 norm of the solution. For these reasons,
we will restrict our analysis to such splitting methods, but consider many different
situations: semi-discrete, implicit-explicit and fully discrete schemes.

1 Schrödinger equation

Let us consider the cubic nonlinear Schrödinger equation

i@tu.t; x/D��u.t; x/C V.x/u.t; x/C �ju.t; x/j2u.t; x/; u.0; x/Du0.x/ (I.1)

where u.t; x/ is the wave function depending on the time t 2 R. We assume here
periodic boundary conditions, which means that the space variable x belongs to the
d -dimensional torus Td D .R=2�Z/d . The function V.x/ is a real interaction poten-
tial function, and the operator� D Pd

i D 1 @
2
xi

is the Laplace operator. The constant �
is a real parameter. As initial condition, we impose that the function u.t; x/ at time
t D 0 is equal to a given function u0.
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Such equations arise in many applications such as quantum dynamics and non-
linear optics. We refer to [36] for modeling aspects, and to [8] for the mathematical
theory. The cubic nonlinearity arises in particular in the simulation of Bose–Einstein
condensates (see for instance [3], [4]) while the case where � D 0 constitutes the clas-
sical linear Schrödinger equation associated with a typical interaction potential V.x/.

Equation (I.1) is a Hamiltonian partial differential equation (PDE) possessing
strong conservation properties. In quantum mechanics, the quantity ju.t; x/j2 rep-
resents the probability density of finding the system in state x at time t , which is
reflected by preservation of the L2 norm: For any solution u.t; x/ we have

ku.t; x/k2

L2 D 1

.2�/d

Z

Td

ju.t; x/j2dx D ku.0; x/k2

L2 :

Note that for concrete applications, many physical constants are present in equa-
tion (I.1) depending on the mass of the particle or the Planck constant. Here we con-
sider a normalized version of the Schrödinger equation and address the question of
its numerical approximation in relation with its Hamiltonian structure only. Specific
algorithms for the semi-classical regime can be found for instance in [14] and [30].
Results concerning the case of the Gross–Pitaevskii associated with the harmonic
oscillator, i.e. when V.x/ D x2 and x 2 R, can be also found in [3], [4], [19].

With the equation (I.1) is associated the Hamiltonian energy defined for any func-
tion u by the formula

H.u; Nu/ D 1

.2�/d

Z

Td

�

jru.x/j2 C V.x/ju.x/j2 C �

2
ju.x/j4

�

dx;

where jruj2 D Pd
i D 1 j@xi

uj2. This energy is preserved throughout the solution: for
all times t 2 R where the solution is defined and sufficiently smooth, we have

H.u.t/; Nu.t// D H.u.0/; Nu.0//:
Note that this energy can be split into

H.u; Nu/ D T .u; Nu/C P.u; Nu/; (I.2)

where

T .u; Nu/ D 1

.2�/d

Z

Td

jru.x/j2

is the kinetic energy of the system and

P.u; Nu/ D 1

.2�/d

Z

Td

V.x/ju.x/j2 C �

2
ju.x/j4dx

is the potential energy.



2 Numerical schemes 3

The goal of this lecture is to analyze the qualitative properties of numerical
schemes applied to (I.1) and to discuss their long time behavior. In particular, we will
try to show that in some situations, numerical method can or cannot reproduce phys-
ical properties of the Schrödinger equation, such as conservation of energy, stability
of solitary waves, energy exchanges between modes, and preservation of regularity
over long time periods.

2 Numerical schemes

One of the easiest ways to derive numerical schemes for (I.1) is to split the system ac-
cording to the decomposition (I.2). For ease of presentation, we will mainly consider
the case where d D 1.

2.1 Free Schrödinger equation. Let us consider the system

i@tu.t; x/ D ��u.t; x/; u.0; x/ D u0.x/; (I.3)

set on the one-dimensional torus T. To solve this system, we consider the Fourier
transform .�a.t//a2Z of u.t; x/ defined by

3.u.t; x//a D �a.t/ WD 1

2�

Z 2�

0
u.t; x/e�iaxdx; a 2 Z;

and we plug the decomposition

u.t; x/ D
X

a 2Z

�a.t/e
iax

into (I.3). Owing to the fact that 1.@xu/a D ia�a, we see that (I.3) is equivalent to the
collection of ordinary differential equations

8 a 2 Z; i
d

dt
�a.t/ D a2�a.t/; �a.0/ D �0

a;

where �0
a are the Fourier coefficients of the initial function u0. The solution of this

equation can be written explicitly �a.t/ D e�i ta2
�0

a. Hence in Fourier variables, the
solution of the free Schrödinger equation can be computed exactly. Note that we have
for all t , j�a.t/j D j�a.0/j. This means that the regularity of u0, measured by the
decay of the Fourier coefficients �a.t/ with respect to jaj, is preserved by the flow of
the kinetic part. We denote the solution of (I.3) by

u.t/ D 't
T .u

0/

as the exact flow of the Hamiltonian PDE associated with the Hamiltonian T .
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2.2 Potential part. Let us now consider the system

i@tu.t; x/ D V.x/u.t; x/C �ju.t; x/j2u.t; x/; u.0; x/ D u0: (I.4)

In this equation, we observe that x can be considered as a parameter (there is no
derivative in x). Moreover, as V is real, the complex conjugate Nu.t; x/ satisfies the
equation

�i@t Nu.t; x/ D V.x/ Nu.t; x/C �ju.t; x/j2 Nu.t; x/;
hence we see that for all t , we have for all x,

@t ju.t; x/j2 D u.t; x/@t Nu.t; x/C Nu.t; x/@tu.t; x/

D �
V.x/C �ju.t; x/j2� .iu.t; x/ Nu.t; x/ � i Nu.t; x/u.t; x//

D 0;

which means that the solution of (I.4) preserves the modulus of u0.x/ for all fixed
x 2 T: we have for all t , ju.t; x/j D ju0.x/j. As an immediate consequence, the
exact solution of (I.4) is given by

u.t; x/ D exp
��i tV .x/ � i t�ju0.x/j2�u0.x/:

We denote this solution by

u.t/ D 't
P .u

0/:

2.3 Splitting schemes. The previous paragraphs showed that we can solve exactly
the Hamiltonian equations associated with the kinetic energy T .u; Nu/ and with the
potential energy P.u; Nu/ appearing in the decomposition (I.2). Splitting schemes are
based on this property: they consist in solving alternatively the free Schrödinger equa-
tion and the potential part. Denoting by '�

T CP the exact flow defining the solution of
the equation (I.1) (we will give a precise definition of this flow in Chapter III), then
for a small time step � > 0, this leads to building the approximation

'�
T CP ' '�

T ı '�
P ; (I.5)

known as the Lie splitting method. For a time t D n� , the solution is then approxi-
mated by

u.n�/ ' un D �
'�

T ı '�
P

�n
.u0/:

We will see later that this approximation is actually convergent in the following sense:
if the solution u.t; � / D u.t/ of (I.1) remains smooth in an interval Œ0; T �, then we
have

8 n� 2 Œ0; T �; ku.n�/� unk
L2 � C.T; u/�: (I.6)
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Here smooth means that the Fourier coefficients satisfy some decay properties uni-
formly in time and the constant C.T; u/ depends on the final time T and on a pri-
ori bounds on derivatives of the exact solution u.t/. Such a result is related to the
Baker–Campbell–Hausdorff (BCH) formula which states that the error made in the
approximation (I.5) is small and depends on the commutator between the two Hamil-
tonians T and P . In Chapter II, we will present a proof of this BCH formula, while
convergence results are presented in Chapter IV.

Another approximation, known as the Strang splitting scheme, is given by

'�
T CP ' '

�=2
P ı '�

T ı '�=2
P ; (I.7)

and it can be proved that this approximation is of order 2, which means that the error
in (I.6) is O.� 2/ provided the solution u.t/ remains smooth enough. More generally,
high order splitting schemes can be constructed, but each time, their approximation
properties rely on the a priori assumption that the solution remains smooth over the
(finite) time interval considered (see for instance [27]).

Natural questions then arise: do these schemes preserve the energy over a long
time? Do they preserve the regularity of the initial value over a long time? Are they
stable? Do they correctly reproduce possible nonlinear exchanges between the modes
�a.t/? These questions constitute central questions of geometric numerical integra-
tion theory whose general aim is the study of the qualitative behavior of numerical
schemes over a long time (see the classical references [26] and [34]). Note that since
splitting schemes are built from exact solutions of Hamiltonian PDEs, they are natu-
rally symplectic, something that is known to be fundamental to ensure the good be-
havior of numerical schemes applied to Hamiltonian ordinary differential equations.

Indeed, in the finite dimensional situation, a fundamental result known as back-
ward error analysis shows that the numerical trajectory given by a symplectic inte-
grator applied to a Hamiltonian ODE (almost) coincides with the exact solution of
a modified Hamiltonian system over an extremely long time. This result implies in
particular the existence of a modified energy preserved throughout the numerical so-
lution, which turns out to be close to the original one. Before studying the case of
Hamiltonian PDEs, we will consider extensively the finite dimensional situation in
Chapter II, following the classical references in the field [5], [25], [26], [33], [34].

2.4 Practical implementation. To implement the previous splitting schemes, we
define the grid xa D 2�a=K where K is an integer, and a 2 BK belongs to a finite
set BK � Z depending on the parity of K:

BK WD
� f�P; : : : ; P � 1g if K D 2P is even,

f�P; : : : ; P g if K D 2P C 1 is odd.
(I.8)

Note that in any case, ]BK D K, and that the points xa, a 2 BK are made of
K equidistant points in the interval Œ��; ��. The discrete Fourier transform is defined
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as the mapping FK W BK ! BK such that for all v D .va/ 2 BK with a 2 BK ,

.FKv/a D 1

K

X

b 2 BK

e�2i�ab=Kvb :

Its inverse is given by

�
F �1

K v
�

a
D

X

b 2 BK

e2i�ab=Kvb :

This Fourier transform entails many advantages. In particular, we can verify thatp
KFK is a unitary transformation, and moreover, it can be easily computed us-

ing the Fast Fourier Transform algorithm, requiring a number of operations of order
O.K logK/ instead of O.K2/ as a naive approach would indicate.

The practical implementation of the (abstract) splitting method

u.n�/ ' un D �
'�

T ı '�
P

�n
u0

then consists in the approximation of the function UK;n.x/ at each time step, evalu-
ated at the grid points by the collection of numbers vK;n

b
, b 2 BK such that

v
K;n

b
' un.xb/ ' u .n�; xb/ :

Hence we see that K and � represent the space and time discretization parameters
respectively.

The algorithm to compute the numbers vK;nC1
b

from the collection of numbers

v
K;n

b
then reads:

1. Calculate the approximation

v
K;nC1=2
b

D exp

�

�i�V .xb/ � i��
ˇ
ˇ
ˇv

K;n

b

ˇ
ˇ
ˇ
2
�

v
K;n

b
' .'�

Pu
n/.xb/:

2. Take the Fourier transform

�K;nC1=2
a D

�
FKv

K;nC1=2
�

a
; a 2 BK :

3. Compute the solution of the free Schrödinger equation in Fourier variables

�K;nC1
a D exp

��i�a2� �K;nC1=2
a :

4. Take the inverse Fourier transform

v
K;nC1
b

D �
F �1

K �K;nC1�
b

b 2 BK :
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We can also interpret this algorithm as a splitting method for a finite dimensional
system of the form

i
d

dt
�K

a D a2�K
a CQK

�
�K
�
; a 2 BK ; (I.9)

whereQK.�/ is a nonlinear potential depending onK and on the Fourier coefficients
�K

a , a 2 BK , given roughly speaking by QK D FK ı P ı F �1
K where P is the

potential part in (I.1) evaluated at the grid points. In terms of Fourier coefficients,
QK can be viewed as a polynomial in the (large but) finite number of parameters �K

a

and N�K
a , a 2 BK .

In Chapter IV, we will show that the previous scheme is convergent in the fol-
lowing sense: The trigonometric polynomial function UK;n.x/ D P

a 2 BK �
K;n
a eiax

associated with the discrete Fourier coefficients �K;n
a defined above, constitutes an

approximation of the exact solution u.t; x/ at time tn D n� � T , and we have the
estimate

8 tn D n� � T;
	
	
	UK;n.x/� u.tn; x/

	
	
	

`1 � C.T; u/.� CK�s/; (I.10)

where s is given by the a priori regularity of the exact solution u.t; x/ over the time
interval Œ0; T �.

Note that in the previous formula, the error is measured in the `1 functional space
associated with the norm

kuk
`1 D

X

a 2Z

j�aj; if u.x/ D
X

a 2Z

�a e
iax ;

and called the Wiener algebra. This choice is driven by the simplicity of polyno-
mial manipulations when acting on `1. In these notes, `1-based function spaces will
constitute our main framework, though a similar analysis could be performed using
standard Sobolev spacesH s for s sufficiently large.

In the following, we will sometimes interpret the previous fully discretized algo-
rithm as an (abstract) splitting method applied to a Hamiltonian PDE of the form

i@tu D 1

�
ˇ.���/uCQK.u/; (I.11)

where ˇ is a cut-off function such that ˇ.x/ D x for jxj � cfl and ˇ.x/ D 0 for jxj >
cfl where the constant cfl corresponds to a Courant–Friedrich–Lewy (CFL) condition,
see [10]. In the practical implementation described above, we have cfl D �K2=4
corresponding to the time step � multiplied by the greatest eigenvalue of the discrete
Laplace operator. In this situation, the potentialQK will be assumed to satisfy bounds
independent of K, and the analysis can then be made by only considering (I.11) with
a given CFL number and a fixed polynomial potential Q D QK . This will be our
abstract framework.
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2.5 Semi-implicit schemes. As they are explicit schemes, splitting methods have
the big advantage of their simplicity of implementation and their relatively low nu-
merical cost. However, as we will see later, these schemes require often a strong CFL
condition to be efficient. Even in the linear case (� D 0 in (I.1)) they can lead to in-
stabilities due to numerical resonance problems. The use of implicit or semi-implicit
schemes often allows us to attenuate, if not avoid, these problems.

Let us consider a general semi-linear equation

i@tu D ��uCQ.u/;

whereQ is polynomial in u and Nu. The midpoint approximation scheme is defined as
the map un 7! unC1 such that

i
unC1 � un

�
D ��

�
unC1 C un

2

�

CQ

�
unC1 C un

2

�

:

It turns out that this map is symplectic, but its practical computation requires solving
a large nonlinear implicit problem at each time step.

An alternative consists in a combination of the splitting approach described above
with an approximation of the solution of the free-linear Schrödinger by the midpoint
method. Actually whenQ D 0 in the previous equation, we can write down explicitly

unC1 D R.i��/un WD
�

1 C i��=2

1 � i��=2

�

un; (I.12)

where this last expression is well defined in Fourier variables by the formula

�nC1
a D

�
1 � i�a2=2

1 C i�a2=2

�

�n
a ; a 2 Z; (I.13)

where �n
a are the Fourier coefficients of un on the torus T. Note that this expression is

explicit in the Fourier space. In a more general situation one has to rely on a linearly
implicit equation to determine unC1 in (I.14) at each step.

Instead of considering fully explicit splitting of the form (I.5), we can also con-
sider semi-implicit schemes of the form

'�
T CP ' R.i��/ ı '�

P : (I.14)

Such an algorithm can be viewed as the standard splitting scheme (I.5), where we
replace the exact flow '�

T by its approximation by the midpoint rule. Note that as
the implicit midpoint is an order 2 scheme, such a numerical scheme will remain of
order 1, which means that such an approximation will remain convergent for smooth
solutions over finite time.

Before going on, let us mention that we can again interpret the previous implicit-
explicit splitting method as a classical splitting method applied to a modified Hamil-
tonian PDE of the form (I.11). Indeed, for real number x, we have

1 C ix

1 � ix
D exp .2i arctan.x// :
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Hence the relation (I.13) can be written

�nC1
a D exp

��2i arctan
�
�a2=2

��
�n

a :

In an equivalent formulation, we can writeR.i��/ D exp.�2i arctan.��=2//, which
means that the midpoint rule applied to the free Schrödinger equation is equivalent to
the exact solution at time � of the equation

i@tu.t; x/ D 2

�
arctan

�

���
2

�

u.t; x/: (I.15)

We thus see that an implicit-explicit scheme can be again viewed as a standard
splitting method applied to a modified equation of the form (I.11) where ˇ.x/ D
2
�

arctan.x=2/. Note the striking fact that the arctan function acts here as a regular-
ized CFL condition: the high frequencies in equation (I.15) are smoothed, and the
linear operator is now a (large but) bounded operator.

3 Examples

We now give various numerical examples of qualitative behavior of the previous
schemes applied to (I.1).

3.1 Solitary waves. Let us consider the equation

i@tu.t; x/ D �@xxu.t; x/ � ju.t; x/j2u.t; x/; u.t; x/ D u0;

set on the real line, x 2 R, and for which there exists the particular family of solutions

u.t; x/ D �.x � ct � x0/ exp
�

i

�
1

2
c.x � ct � x0/C 	0

��

exp
�

i

�

˛ C 1

4
c2
�

t

�

;

where ˛, c, x0 and 	0 are real parameters, and where

�.x/ D
p

2˛

cosh.
p
˛x/

:

These solutions are called solitons or solitary waves, and they are stable in the sense
that if the initial data is close to such a solution, it will remain close to this family of
solutions over arbitrary long time periods. This is called the orbital stability (we refer
to [8] and the reference therein).

Here, we aim at approximating the very particular solution corresponding to ˛ D
1, c D 0, x0 D 0 and 	0 D 0, i.e. the solution

u.t; x/ D
p

2ei t

cosh.x/
:
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We first consider the standard Strang splitting method (I.7). As space discretiza-
tion, we introduce a large window Œ��=L; �=L� where L is a small parameter, and
use the spectral discretization method described in the previous section. This is jus-
tified because the solution we aim at simulating is exponentially decreasing with re-
spect to jxj and the approximation on the large windows will be correct for a small
number L. In this scaled situation the CFL number is given by

cfl D �L2

�
K

2

�2

: (I.16)

We take K D 256, L D 0:11 and � D 0:1 (cfl D 19:8), � D 0:05 (cfl D 9:9) and
� D 0:01 (cfl D 1:9).

In Figure I.1, we plot the evolution of the discrete approximation of the energy

H.u; Nu/ D
Z

R

j@xu.x/j2 � 1

2
ju.x/j4dx

throughout the numerical solution, with respect to time. We see that in the two cases
cfl D 19:8 and cfl D 9:9, there is a serious drift, while in the case cfl D 1:9, we
observe a good preservation of energy.

In Figure I.2, we plot the absolute value of the numerical solution jun.x/j. In
the case where cfl D 19:8 we observe a deterioration at time t D 300 where the
regularity of the initial solution seems to be lost. The bottom figure is obtained with
a CFL number cfl D 1:9 and we observe that the numerical solution is particularly
stable. The profile of solution is almost the same as for the initial solution. This picture
is drawn at time t D 10000.

To have a better understanding of the phenomenon, we plot the evolution of the
actions associated with the numerical solution, i.e. the Fourier coefficients j�a.t/j2
for a 2 Z. In Figure I.3, we plot the evolution of these actions in logarithmic scale
in the case where cfl D 19:8. Since the function is regular, there is an exponential

0 200 400 600 800 1000
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3

Time

E
ne

rg
y

0

–1

Figure I.1. Evolution of energy for the Strang splitting with cfl = 19.8, 9.9 and 1.9.
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Figure I.3. Evolution of the actions for the Lie splitting with cfl = 19.8.
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decay of the actions with respect to k, and the high modes are plotted at the bottom of
the figure while the low modes are up. We observe that there are unexpected energy
exchanges with the high modes: there is an energy leak from the low modes to the
high modes producing a loss in the regularity of the solution.
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Figure I.4. Evolution of the actions for the Lie splitting with cfl = 1.9.
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Figure I.5. Implicit-explicit integrator with cfl D 19:8. Profile at t D 1000 (top) and evolution
of the actions (bottom).
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This phenomenon does not appear in the case where cfl D 1:9, as shown in Fig-
ure I.4: the regularity of the solution expressed by the arithmetic decay of the actions
in logarithmic scale is preserved over a very long time.

Now we repeat the same computations but with the implicit-explicit integra-
tor (I.14). In Figure I.5 we plot both the evolution of the actions and the absolute
value of the numerical solution at time t D 1000 by using a CFL condition of order
cfl D 19:8. Note that the results obtained are comparable to the classical splitting with
cfl D 1:9. In particular, we observe no deterioration of the regularity of the solution,
and no energy drift.

3.2 Linear equations. The previous section showed that preservation of energy and
long time behavior of the numerical solution are linked with the CFL number used in
the simulation. To understand this phenomenon, we now consider the linear equation

i@tu.t; x/ D �@xxu.t; x/ � V.x/u.t; x/; u.t; x/ D u0;

with periodic boundary conditions (x 2 T) and where V.x/ and the initial solution
are analytic. More precisely, we take

V.x/ D cos.x/C cos.6x/ and u0 D 2

2 � cos.x/
:

In Figure I.6, we plot the maximal deviation of the energy

H.u; Nu/ D 1

2�

Z

T

j@xu.x/j2 � V.x/ju.x/j2dx;

between t D 0 and t D 30. For a fixed time step � , we define a numerical solution un
�

from t D 0 to t D 30 (and hence n� � T D 30). With this discrete solution in hand,
we compute the maximal energy deviation

E.�/ WD max
n; n� 2 .0;30/

jH.un
� / �H.u0/j:

We repeat this computation for time steps � running from 0.01 to 0.1. We take K D
128 in this situation, so that the CFL condition runs from cfl D 40 to 400. Note
that the final time t D 30 cannot be considered as a very long time (it is of order
��1), however we are interested here in the behavior of the mapping � 7! E.�/ to
have a better understanding on the possible existence of a modified energy for the
numerical scheme, particularly for large CFL numbers.

In Figure I.6, we plot the function � 7! E.�/ for the explicit splitting (I.5) (top)
and the same result for the implicit-explicit integrator (bottom).

What we observe is that the function E.�/ is not regular in � in the case of the
Lie splitting while it seems to be smoother for the implicit-explicit integrator. More
precisely, in the case of the Strang splitting, for some specific values of the step size,
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Figure I.6. Energy deviation as function of a time step for a Lie splitting (top) and the implicit-
explicit scheme (bottom).

there is a drift in energy, while outside these pathological situations, the energy seems
to be better preserved. Such particular time steps are called resonant step sizes.

To have a better view of the effect of these resonant step sizes, let us again plot
the evolution of the actions in the case where the potential is small:

V.x/ D 0:01
3

5 � 4 sin.x/
and u0.x/ D 2

2 � cos.x/
:

This smallness assumption on the potential attenuates the effect of the non diagonal
(in Fourier variables) operator V : We thus expect for the exact solution a long time
preservation of the smoothness of the initial data.

In Figure I.7, we plot the evolution of the actions j�a.t/j2 in logarithmic scale. We
use step sizes:

� D 2�

62 � 22
' 0:1963 : : : (top) and � D 0:2 (bottom): (I.17)

What we observe is that in the case of a resonant step size, the regularity of the initial
solution is lost, while it is preserved for a non resonant step size. Note that the non
resonant step size is very close to the resonant one. Later, we will explain that all step
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Figure I.7. Evolution of the actions (linear case) for a Lie splitting with resonant step size (top)
and non resonant step size (bottom).

sizes of the form 2�=.a2 �b2/ for two integers a and b are resonant. Moreover, when
the time step is non resonant, we can actually show preservation of the regularity of
the solution over a very long time, which in turn ensures preservation of energy even
if the CFL number is large. We will however not prove this rigorously here, and refer
to [13].

For explicit schemes with CFL condition, or implicit explicit integrators, such
resonance effects do not appear. Let us explain this quickly: resonant step sizes can
be shown to be such that there exist integers a, b with a ¤ ˙b and ` ¤ 0 such that

�.a2 � b2/ ' 2�`:

We easily see that if a CFL condition is imposed with cfl < 2� , then we will have
j�.a2 � b2/j � cfl < 2� and the previous relation can never be satisfied. In the
situation above, the CFL condition is large, so that resonant step sizes are indeed
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present. However the set of resonant step sizes can be proved to be very small, which
explains the top figure I.6.

Now in the case of implicit-explicit integrators, the resonance condition reads
(see (I.15))

2 arctan.�a2=2/� 2 arctan.�b2=2/ ' 2�`

and as the arctan function is bounded by �=2, such a relation can never be satisfied
for any step size � ! As we will see in Chapter V, this property ensures the existence of
a modified energy associated with the implicit-explicit integrator, which is preserved
along the numerical flow. This explains the regularity of the function � 7! E.�/

observed on the bottom in Figure I.6.

3.3 NLS in dimension 1: resonances and aliasing. We now consider the Schrö-
dinger equation with a cubic nonlinearity and without potential (i.e. V D 0 in (I.4)).
To measure the balanced effects between the linear and nonlinear parts, we introduce
a scaling factor, and consider initial data to (I.4) that are small, i.e. of order ı where
ı ! 0 is a small parameter.

After a scaling of the solution, it is equivalent to study the family of nonlinear
Schrödinger equations

i@tu.t; x/ D �@xxu.t; x/C "ju.t; x/j2u.t; x/; u.t; x/ D u0 ' 1 (I.18)

where " D ı2 > 0 is a small parameter, and x 2 T the one-dimensional torus.
In dimension 1, this equation has the very nice property of being integrable,

see [37], which implies in particular that it possesses an infinite number of invari-
ants preserved throughout the exact solution. In particular, it can be shown that the
actions j�a.t/j2 of u.t; x/ satisfy the preservation property

8 a 2 Z;
ˇ
ˇj�a.t/j2 � j�a.0/j2

ˇ
ˇ � C"; (I.19)

for all time t � 0. In Chapter VII, and without considering the integrable nature of
the equation, we will show this result for a long time of order t � "�1 using a simple
averaging argument.

A natural question in geometric integration theory is this: Does the discrete nu-
merical approximation �K;n defined above satisfy the same preservation property? As
we will see now, there are two sources of possible instabilities: one coming from the
choice of the step size, and the other coming from the numberK of grid points.

In a first simulation, we first consider the initial data

u0.x/ D 1

2 � cos.x/

and take " D 0:01 in (I.18), and K D 512 grid points.
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We make two simulations with this initial data, and the same number of grid
points: one with the step size � D 0:09, and the other with the step size

� D 1

122 � 52 � 72
' 0:0898 : : : : (I.20)

In Figure I.8, we plot the evolution of the fully discrete actions j�K;n
a .t/j2 in log-

arithmic scale, as in the previous section. We observe that for � D 0:09, there is
preservation of the actions over a long time, as expected from (I.19). But this preser-
vation property is broken by the use of the resonant step size (I.20). As we will see in
Chapter VI, such a step size impedes the existence of a modified energy preserved by
the fully discrete solution. We will however show that if the CFL number (I.16) is suf-
ficiently but reasonably small (of order ' 1), such a situation cannot occur, avoiding
the possible use of a resonant step size (as in the linear case described above).

Let us now consider instabilities coming from the number of grid pointsK. In the
next example, we perform a simulation with " D 0:01, a step size � D 10�3, and the
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Figure I.8. Evolution of the actions in dimension 1 for resonant and non resonant step sizes.
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Figure I.9. Evolution of the actions in dimension 1 for K D 31 grid points.

initial value

u0.x/ D 2 sin.10x/� 0:5 ei7x:

Note that this initial value involves only the frequencies ˙10 and 7. We make two
simulations: one with K D 31 grid points, and the other one with K D 34 points.
In Figure I.9, we plot the evolution of the actions j�K;n

a j2 both in standard and loga-
rithmic scale for K D 31. We observe a very good preservation of the actions, as ex-
pected from (I.19). In Figure I.10, we useK D 34 and we observe exchanges between
the actions. However, in this specific situation, a more careful analysis of the evolu-
tion of the actions show that there are only exchanges between symmetric frequencies,
i.e., j�a.t/j2 and j��a.t/j2 for a 2 BK , and the super actions j�K;n

a j2 C j�K;n�a j2 are in
fact preserved.

As we will see in Chapter VII, the persistence of (I.19) after space discretization
holds only ifK is a prime number (note thatK D 31 is prime). In the situation where
K=2 is a prime number, we can only show the long time preservation of the super
actions defined above (this corresponds to Figure I.10 with K D 34 D 2 � 17).
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Figure I.10. Evolution of the actions in dimension 1 for K D 34 grid points.

In all other cases, nonlinear exchanges can always be observed. For example we
perform another simulation with � D 0:001,K D 30 D 2 � 3 � 5, " D 0:052, and

u0.x/ D 0:9 cos.�5x/C sin.14x/C 1:1 exp.�10ix/C 1:2 cos.�11x/: (I.21)

We plot the evolution of the actions in logarithmic norm in Figure I.11 both for K D
30 (top) and the prime number K D 31 (bottom). We observe that for K D 30 the
dynamics of the actions is very complicated, while the preservation of the actions
holds for K D 31 and the same step size and initial data.

In Chapter VII, we will show that the quadruplet of frequencies .�5;14;�10;�11/
are non trivial frequencies belonging to the numerical resonance modulus associated
with the modified energy of the numerical scheme. Note that in this situation, the step
size is small enough to ensure the existence of the modified energy (the CFL number
is of order 0:3), but the instability comes from the internal dynamics of this modified
system and in particular the problem of aliasing.

3.4 Energy cascades in dimension 2. As a final example, we consider the same
equation as before, but in dimension 2:

i@tu D ��uC "juj2u; x 2 T
2; (I.22)
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Figure I.11. Evolution of the actions for K D 30 (top) and K D 31 (bottom).

and we take as initial data

u.0; x/ D 1 C 2 cos.x1/C 2 cos.x2/: (I.23)

As we will see in Chapter VII, the particular geometric configuration of the five modes
associated with the initial data (I.23) makes possible energy exchanges between the
Fourier modes of the exact solution. Following the methods used in [7] we will actu-
ally give some rigorous and explicit lower bounds for high modes, showing that some
energy is actually transferred from low to high modes, in a time depending on the size
of the high mode. Such a phenomenon is called an energy cascade and constitutes an
interesting nonlinear test case for numerical schemes applied to (I.22).
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Figure I.13. Explicit scheme, � D 0:1, grid 128 � 128.

Such a phenomenon is linked with analysis of the (nonlinear) resonance relation
jaj2 C jbj2 � jcj2 � jd j2 D 0 appearing for some quadruplet .a; b; c; d/ 2 T

2 sat-
isfying a C b � c � d D 0. Actually we will prove that such a relation is satisfied
when .a; b; c; d/ forms an affine rectangle in Z

2, allowing energy exchanges between
modes in such a configuration.

The reproduction of these energy exchanges by numerical simulation is not guar-
anteed in general. We give in Figure I.12 a numerical example with " D 0:0158.
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This simulation is made using an explicit splitting scheme with step size � D
0:001 and a 128 � 128 grid. We plot the evolution of the logarithms of the Fourier
modes log j�a.t/j for a D .0; n/, with n D 0; : : : ; 15. We observe the energy ex-
changes between the modes.
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Figure I.14. Implicit-explicit integrator, � D 0:1 and � D 0:05.
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Repeating the same experiment but with � D 0:1 and the explicit splitting scheme
defined above, we observe that the energy exchanges are correctly reproduced (see
Figure I.13).

Now we do the same simulation, but with the implicit-explicit integrator defined
above, where the linear part is integrated using the midpoint rule. We observe in
Figure I.14 that the energy exchanges are not correctly reproduced, even for a smaller
time step � D 0:05.

The reason is again that the frequencies of the underlying operator associated with
the implicit-explicit splitting scheme are slightly changed (see (I.12)), making the res-
onance relations jaj2 Cjbj2 �jcj2 �jd j2 D 0, appearing for some a; b; c and d in Z

d ,
destroyed by the numerical scheme. As these relations determine the energy trans-
fers, the implicit-explicit cannot reproduce the energy cascade unless a very small
time step is used.

4 Objectives

The main goal of this work is to give precise mathematical formulations of the nu-
merical phenomena observed in the previous sections. In particular we will prove the
existence of a modified energy for splitting schemes applied to very general linear
and nonlinear situations, under some restrictions on the CFL number used. Using
this modified energy, we will be able to make a resonance analysis in some specific
situations.

We will first analyze in detail the finite dimensional situation. In this case, the
results given by backward error analysis show that the numerical solution obtained
by a symplectic integrator applied to a Hamiltonian system (almost) coincides with
the exact solution of a modified Hamiltonian system, over an extremely long time.
As we will only consider splitting methods, we will prove this result in Chapter II in
this specific framework. This will be the occasion to introduce several tools that will
be used later in the infinite dimensional case, such as the Baker–Campbell–Hausdorff
formula and some Hamiltonian formalism.

We will then focus on Hamiltonian PDEs, first by defining symplectic flows in
infinite dimension (Chapter III) and by considering semi-discrete flows after space
discretization. We will also recall some global existence results for the nonlinear
Schrödinger equation with defocusing nonlinearity, or for small initial data.

In Chapter IV, we will consider the approximation properties of splitting methods
over finite time. This will lead us to state and prove convergence results in the case of
semi-discrete and fully discrete numerical flows. In other words, we prove (I.10) for
approximations of smooth solutions over finite time.

In Chapter V and VI, we will then give some backward error analysis results in
the case of linear and cubic nonlinear Schrödinger equations. More precisely, we will
show that under some CFL condition, the numerical methods almost coincides at each
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time step with the exact solution of a modified Hamiltonian PDE of the form (I.11).
We show that there exists a modified HamiltonianH� such that the following holds:

	
	'�

P ı '�
T .u/� '�

H�
.u/
	
	

`1 � CN �
N C1; (I.24)

where the error is estimated in the Wiener algebra `1, and where CN depends on
the size of the function u in `1. This result is valid for the explicit Lie splitting, as
well as for the implicit-explicit splitting scheme, and can be also derived for fully
discrete algorithms. The exponent N in the small error term O.�N C1/ made at each
step depends in general on the CFL condition.

It is important to note that the error in (I.24) is measured in the same Banach
space used to bound the solution a priori. Using this result and a bootstrap argument,
we prove the almost global existence of the numerical solution in H 1 for small fully
discrete initial data of the nonlinear Schrödinger equation in one dimension of space.
This is due to the fact that in dimension 1, the `1 norm in estimate (I.24) can be
replaced by the Sobolev norm H 1, and that the modified Hamiltonian H� controls
the H 1 norm of (small) fully discrete solutions.

With this modified energy H� in hand, we will then give in Chapter VII an in-
troduction to long time analysis, and compare the one and two-dimensional cases.
We will analyze the resonances of the nonlinear equation, their consequences on the
long time behavior of the solution (preservation of the actions, energy cascade), and
discuss the persistence of these qualitative properties in numerical discretizations.
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In this chapter, we consider Hamiltonian ordinary differential equations and show that
splitting schemes can be expressed as exact flows of modified Hamiltonian systems,
up to very small errors. We refer to [26], [34] for more general and extensive results
in the same direction.

The proof relies on the Baker–Campbell–Hausdorff formula involving commuta-
tors of the two Hamiltonian vector fields associated with the splitting method. Such
a tool will be fundamental for later applications to Hamiltonian PDEs.

In the following presentation, we give a polynomial version of backward error
analysis: this means that the small error made above is of order CN �

N where � is
the small time discretization step size. Here, N is arbitrary, but the constant CN de-
pends onN (see for instance [24]). In other words, we consider the result in the sense
of asymptotic expansions in powers of � . In the case where the Hamiltonian func-
tion is analytic, a careful estimation of the constant CN can be performed and the
small error term can be optimized to obtain an exponentially small term of the form
exp.�1=.c�// for some positive constant c, where the optimal N is taken of order
1=� . We refer to [5], [25], [26, Chapter IX] and [33] for the highly technical proof of
these exponential estimates.

1 Hamiltonian ODEs

1.1 Definitions and basic properties. We consider Hamiltonian ordinary differen-
tial systems of the form

Py D XH .y/ WD J�1rH.y/; (II.1)

where y D .p; q/ 2 R
2d ,H W R2d ! R is the Hamiltonian of the system, and where

J D
�

0 Id

�Id 0

�

(II.2)

is the canonical symplectic matrix satisfying J T D �J D J�1. The operator r
represents the derivative with respect to y D .p1; : : : ; pd ; ; q1; : : : ; qd /, and thus the
system (II.1) can also be written

Ppi D �@H
@qi

.p; q/; Pqi D @H

@pi

.p; q/; i D 1; : : : ; d:
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By analogy with the PDE case, we will assume that the Hamiltonian H can be split
into H D T C P , and we will only consider the long time behavior of splitting
methods built from this decomposition. Similar studies of more a general class of
schemes can be found in the classical references [26], [34].

Many physical problems in classical mechanics possess a Hamiltonian structure.
In particular, this is the case for all systems satisfying Newton’s equations

mi Rqi D �@U
@qi

.q/; i D 1; : : : ; d;

where U.q/ is the potential function and mi the mass of the particle associated with
the coordinates qi . Such a system can be written

Pqi D pi

mi

; Ppi D �@U
@qi

.q/;

which is a Hamiltonian system associated with the energy

H.p; q/ D
dX

i D 1

p2
i

2mi

C U.q/ DW T .p/C P.q/; (II.3)

where we denote by T the kinetic energy of the system and P the potential energy.
Note that in this situation, as we will see below, we can calculate the exact solutions of
the Hamiltonian system associated with the Hamiltonian T .p/ andP.q/ respectively,
which makes splitting methods very easy and cheap to implement.

We now give some basic properties of Hamiltonian systems of the form (II.1).
In the following, we denote by 't

H the flow of the system (II.1), i.e. the mapping
't

H W R2d ! R
2d such that '0

H .y/ D y and for all t ,

d

dt
'H .y/ D XH

�
't

H .y/
� D J�1rH �

't
H .y/

�
: (II.4)

We will always assume that 't
H is defined for all t > 0, all y 2 R

2d , and is smooth.
This is guaranteed for example when H is smooth and when the solution remains
bounded.

With the matrix J defined in (II.2) is associated the symplectic form ! W R2d �
R

2d ! R such that

!.�; 
/ D �T J
:

Definition II.1. A matrix A of size 2d is symplectic if it satisfies

AT JA D J:

A differentiable nonlinear mapping ' W R2d ! R
2d is said to be symplectic if, for all

y 2 R
2d , the Jacobian matrix @y'.y/ is symplectic.
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An easy consequence of the chain rule yields the following:

Proposition II.2. Assume that ' and  are smooth symplectic mappings from R
2d

to itself, then ' ı  is again symplectic.

One of the major properties of the flow of a Hamiltonian system is given by the
following result:

Proposition II.3. Let 't
H be the flow associated with the Hamiltonian system (II.1).

Then for all t , the mapping y 7! 't
H .y/ is symplectic and preserves energy in the

sense that for all t > 0 and y 2 R
2d , we have

H
�
't

H .y/
� D H.y/: (II.5)

Proof. Taking the derivative of (II.4), we see that

d

dt
@y'

t
H .y/ D J�1r2H

�
't

H .y/
� � @y'

t
H .y/

where r2H is the Hessian (symmetric) matrix of H . This shows that (forgetting the
dependence in y)

d

dt

��
@y'

t
H

�T
J @y'

t
H

�
D �

@y'
t
H

�T
�
r2H

�
't

H

�T
J�TJCJ�1Jr2H

�
't

H

��
@y'

t
H

D �
@y'

t
H

�T
�
�r2H

�
't

H

�T C r2H
�
't

H

��
@y'

t
H D 0

as we have that J�TJ D �I , and because the Hessian matrix is symmetric. As for
t D 0, '0

H .y/ D y, we conclude that for all time t , we have

�
@y'

t
H

�T
J @y'

t
H D J (II.6)

which means that the flow is symplectic.
The energy preservation (II.5) is an easy consequence of the fact that the matrix J is
skew-symmetric.

Note that a consequence of the symplecticity of the flow is volume preservation:
taking the determinant of (II.6) yields

8t > 0; 8y 2 R
2d ; j det@y'

t
H .y/j D 1

which means that for all integrable functions f W R2d ! R
2d , we have

8t > 0
Z

R2d

f
�
't

H .y/
�

dy D
Z

R2d

f .y/ dy:
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1.2 Expansion of the flow. Let H;K W R
2d ! R be two smooth functions. We

define the Poisson bracket of H and K by the formula

fH;Kg D rHT JrK D
dX

i D 1

�
@H

@pi

@K

@qi

� @H

@qi

@K

@pi

�

: (II.7)

We easily see that we have fH;Kg D �fK;H g and for three functionsH , K and G,
the Jacobi identity

fH; fG;Kgg C fG; fK;H gg C fK; fH;Ggg D 0: (II.8)

Now let N be an integer, and G W R2d ! R
N be a smooth function with compo-

nents Gj for j D 1; : : : ; N . We will mainly consider the cases N D 1 (Hamiltonian
functions) or N D 2d (vector fields).

We define the Lie derivative LH associated withH by the following formula: for
any functionG W R2d ! R

N , LH ŒG� is a function from R
2d to R

N with components

.LH ŒG�/j D rHT J�T rGj D fH;Gj g:
This Lie operator expresses the derivative in the direction given by XH in the sense
that we have

d

dt
G
�
't

H

� D LH ŒG�
�
't

H

�
: (II.9)

Note that taking G D Id W R2d ! R
2d the identity function yields

LH ŒId� D XH :

Moreover, for two functionsH and K, we calculate using (II.8) that we have

ŒLH ;LK � D LH ı LK � LK ı LH D LfH;Kg: (II.10)

Now let us consider the flow 't
H . Formally for a fixed y 2 R

2d , we can write
down the Taylor expansion around t D 0,

't
H .y/ D

X

k � 0

tk

kŠ

dk't
H .y/

dtk

ˇ
ˇ
ˇ
ˇ
ˇ
t D 0

:

But the successive derivatives of the flow with respect to t are easily expressed in
terms of the Lie derivative: we have '0

H D Id D L0
H ŒId�,

d't
H

dt
D XH

�
't

H

� D LH ŒId�
�
't

H

�
;

and by induction for all k � 1,

dk't
H

dtk
D Lk

H ŒId�
�
't

H

�
:
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Hence we can write at least formally

't
H D

X

k � 0

tk

kŠ
Lk

H ŒId� D exp.tLH /ŒId�:

Example II.4. In the case of a quadratic Hamiltonian of the form H.y/ D yTAy

where AT D A is a symmetric matrix, then we have for all k � 0 that Lk
H ŒId� D

.J�1A/k. In this case, we have 't
H .y/ D exp.tJ�1A/y where the exp function is the

classical matrix exponential defined as a convergent series.

More generally, the convergence of this series holds for an analytic function H .
Here we will consider that the previous equality holds in the sense of asymptotic
expansions:

Proposition II.5. Assume that H is C1 over R
2d and let M be fixed. Then there

exists t0 such that for all N , there exists a constant CN satisfying the following: for
all y with kyk � M and all t � t0, we have

	
	
	
	
	
	
't

H .y/�
NX

k � 0

tk

kŠ
Lk

H ŒId�.y/

	
	
	
	
	
	

� CN t
N C1:

Proof. As H is smooth, it is clear that for all y, the mapping t 7! 't
H .y/ is smooth,

and we have by using a Taylor expansion

't
H .y/�

NX

k � 0

tk

kŠ
Lk

H ŒId�.y/ D
Z t

0

.t � s/N
NŠ

LN C1
H ŒId�

�
's

H .y/
�

ds:

Now by standard arguments there exists t0 such that, for all y with kyk � M , and

for all s � t0, we have
	
	's

H .y/
	
	 � 2M . As LN C1

H is made of multiple derivatives of

H , we see that .s; y/ 7! LN C1
H ŒId�.'s

H .y// is bounded for s 2 .0; t0/ and kyk � M .
This shows the result.

Remark II.6. The norm k�k considered above can be any norm on R
2d . As all the

norms are equivalent in finite dimension, a particular choice does not affect the final
result. The situation is of course totally different in infinite dimension, where the
norms will be defined on infinite dimensional functional spaces.

2 Numerical integrators

We give here a rough but convenient definition of a numerical integrator and its
corresponding order of approximation. A numerical flow is defined as a mapping
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˚ � W R
2d ! R

2d such that for small � , we have ˚ � ' '�
H up to a small error

O.�pC1/ where p is the order of the integrator. More precisely:

Definition II.7. Assume that H 2 C1.R2d ;R/. A numerical integrator ˚ � of order
p 2 N associated with the Hamiltonian system (II.1) is a mapping from R

2d to itself
such that for all M > 0, there exist constants �0; L; C > 0 such that for all � � �0,
x; y 2 R

2d with kyk � M and kxk � M we have

	
	'�

H .x/ �˚ � .y/
	
	 � .1 C L�/ kx � yk C C�pC1: (II.11)

The numerical integrator ˚ � is said to be symplectic if for all � , the mapping ˚ � W
R

2d ! R
2d is symplectic.

According to Proposition II.5, setting x D y yields that the asymptotic expansion
around � D 0 of an integrator˚ � .x/ of given order p should coincide with the Taylor
expansion of the exact flow '�

H .x/ up to the order p included. Now if this is the case,
we have for kyk � M ,

'�
H .y/� ˚ � .x/ D '�

H .y/ � '�
H .x/C '�

H .x/ �˚ � .x/;

which yields (II.11) where L is the Lipschitz constant of XH over the compact set
fy j kyk � 2M g.

Let us now consider splitting methods applied to a Hamiltonian system withH D
TCP , and assume that we can compute the exact solution of the Hamiltonian systems
associated with the Hamiltonian functions T and P . Using Proposition II.5, we can
write in the sense of asymptotic expansions that

'�
H D Id C �XH C � 2

2
L2

H ŒId�C O.� 3/:

But this implies

'�
T ı '�

P D Id C �XT C �XP C O.� 2/

D Id C �XH C O.� 2/;

and we easily conclude that the Lie splitting method

˚ �
H WD '�

T ı '�
P

is a numerical method of order 1. By similar calculations we can show that

˚ �
H WD '

�=2
P ı '�

T ı '�=2
P

is a numerical method of order 2.
The symplecticity of a method is not straightforward, and we refer to [26] for

extensive analysis of the conditions on the coefficients of general numerical methods
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to construct symplectic integrators. For example we can show that the midpoint rule
defined as the mapping ynC1 D ˚ �.yn/ such that

ynC1 D yn C �XH

�
yn C ynC1

2

�

is a symplectic mapping. Note that the mapping ynC1 D ˚ � .yn/ is well defined on
bounded domains if � is small enough.

In the following, we will only consider splitting methods applied to a Hamiltonian
functions that can be decomposed into H D T C P . In the case where the flows
'�

T and '�
P can be calculated explicitly, then the splitting schemes will always be

symplectic as compositions of symplectic maps. If this is not the case, we can apply
a symplectic method to each part (for example the midpoint rule) and hence still
obtain symplectic maps. For this reason the implicit-explicit integrators discussed in
Chapter I are symplectic numerical integrators.

With this definition of local order, we obtain the following classical global result:

Proposition II.8. Let ˚ � be a numerical integrator of order p applied to the smooth
Hamiltonian system (II.1). Let y0 2 R

2d , and let t� > 0. Assume that for all t 2
.0; t�/, 't

H .y
0/ is well defined and let B D supf 		't

H .y
0/
	
	 j t 2 .0; t�/g. Then there

exist constants �0 and C such that, if � � �0 and if yn is the sequence defined by
induction by setting ynC1 D ˚ � .yn/, n � 0, then we have

8t D n� � t�;
	
	't

H

�
y0
� � yn

	
	 � C�p:

Proof. We apply (II.11) with M D 2B . We set y.t/ D 't
H .y

0/ and tn D n� . Of
course we have

	
	y0

	
	 � M . Now for n � 1, assume that

	
	yn�1

	
	 � M . Then we can

write using .1 C L�/ � eL� :

ky.tn/� ynk D 	
	'�

H .y .tn�1// � ˚ �
�
yn�1

�	
	 � C�pC1 C eLt

	
	y .tn�1/ � yn�1

	
	 :

Using the fact that y.t0/ D y0, then as long as kynk � M and n� � t�, we have

ky.tn/ � ynk � CneLn��pC1 � �
Ct�eLt�

�
�p:

Now this relation implies that if �0 satisfies .C t�eLt�/�
p
0 � B , we have kynk �

2B D M for n� � t�. This finishes the proof.

3 Backward analysis for splitting methods

3.1 Setting of the problem. We now assume that H D T C P can be split into
two parts for which we are able to compute the corresponding exact flows. In the case
where the Hamiltonian can be split into H.p; q/ D T .p/C P.q/ as in (II.3), this is
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actually the case: the solution of the Hamiltonian system y.t/ D 't
T .y

0/ associated
with T starting in y0 D .p0; q0/ satisfies y.t/ D .p.t/; q.t// with p.t/ D p0 and
q.t/ D q0 C t@pT .p

0/ while the solution associated with P is given by q.t/ D q0

and p.t/ D p0 � t@qP.q
0/.

Let us for example consider the Lie splitting method ˚ � WD '�
P ı '�

T . The back-
ward error analysis problem consists in searching for a Hamiltonian Z.�/ such that

'1
Z.�/ D '�

P ı '�
T (II.12)

at least in the sense of asymptotic expansion in powers of � . If such a function Z.�/
can be constructed, the numerical trajectory can then be interpreted as the exact solu-
tion of the modified Hamiltonian 1

�
Z.�/ evaluated at the discrete times n� : we have

for all n,
�
'�

P ı '�
P

�n D 'n
Z.�/ D 'n�

Z.�/=� :

In particular such a relation implies that Z.�/ is a conserved quantity along the nu-
merical trajectory. Of course, as (II.12) holds in the sense of asymptotic expansions,
a small error is made at each step, but this error is of order CN �

N for any givenN as
long as the numerical trajectory remains bounded, and hence the conservation of the
modified energy Z.�/ holds over a very long time.

The equation (II.12) can be written (note the reverse order of T and P )

exp
�
LZ.�/

� D exp .�LT / ı exp .�LP / (II.13)

and we see that the construction of Z.�/ relies on the Baker–Campbell–Hausdorff
formula (see [2], [28]). As such formal calculations are central in our analysis of
splitting methods in finite and infinite dimension, we give here a complete proof of
this formula.

3.2 Baker–Campbell–Hausdorff formula. We consider here only the case of ma-
trices, but in essence the result holds in the sense of formal series. This formula thus
turns out to be valid for more general linear operators.

Lemma II.9. Let A and Z be two square matrices, then we have

exp.Z/A exp.�Z/ D exp.adZ/A D
X

k � 0

1

kŠ
adk

ZA (II.14)

where for two square matrices A and B we have

adAB D ŒA; B� D AB � BA:
Proof. Let us consider the mapping s 7! U.s/ D exp.sZ/A exp.�sZ/. We easily see
by induction that for all k � 1,

dkU

dsk
.s/ D exp.sZ/adk

ZA exp.�sZ/
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and therefore (II.14) corresponds to the Taylor series of U.s/ around s D 0 evaluated
at s D 1. The convergence of the series is clear considering the relation

kadABk � 2 kAk kBk
for any subordinate matrix norm.

The second result gives an expression of the derivative of the exponential:

Lemma II.10. Let t 7! Z.t/ be a differentiable mapping from R to the space of
square matrices. Then we have

d

dt
exp.Z.t// D

" 
exp

�
adZ.t/

�� 1

adZ.t/

!
dZ.t/

dt

#

exp .Z.t// ; (II.15)

where

exp.adZ/ � 1

adZ

WD
X

k � 0

1

.k C 1/Š
adk

Z :

Proof. Let us consider

U.s; t/ D
�

d

dt
exp .sZ.t//

�

exp .�sZ.t// :

We calculate directly that

@

@s
U.s; t/ D

�
d

dt
Z.t/ exp .sZ.t//

�

exp .�sZ.t//

�
�

d

dt
exp .sZ.t//

�

Z.t/ exp .�sZ.t//

D dZ.t/

dt
C ŒZ.t/; U.s; t/� D dZ.t/

dt
C adZ.t/U.s; t/:

Using the Duhamel formula, this shows that

U.s; t/ D exp
�
s adZ.t/

�
U.0; t /C

Z s

0
exp

�
.s � �/adZ.t/

�
Z0.t/d�:

As U.0; t / D 0, we have (after doing a change of variable � 7! 1 � � in the formula)

U.1; t / D
Z 1

0
exp

�
� adZ.t/

�
Z0.t/d�;

which gives the result.
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The final lemma gives the inverse formula for the derivative of the exponential:

Lemma II.11. Let Bk be the Bernoulli numbers defined by the formula

z

ez � 1
D
X

k � 0

Bk

kŠ
zk (II.16)

for any complex number z such that jzj < 2� . Let Z be a square matrix of norm
kZk < 2� . Then we have

�
exp.adZ/ � 1

adZ

��1

D
X

k � 0

Bk

kŠ
adk

Z : (II.17)

The proof of this lemma is clear. With these preparations, we can prove the Baker–
Campbell–Hausdorff (BCH) formula:

Theorem II.12. Let A and B two square matrices. Then there exists t0 sufficiently
small and a smooth mapping t 7! Z.t/ for jt j � t0, and such that for all t 2 .0; t0/
we have

exp .Z.t// D exp.tA/ exp.tB/: (II.18)

Moreover, Z.t/ satisfies the differential equation

Z0.t/ D AC B C ŒZ.t/; B�C
X

k � 1

Bk

kŠ
adk

Z.t/.AC B/; Z.0/ D 0: (II.19)

Proof. Taking the derivative of (II.18) with respect to t yields, using the previous
Lemmas
" 

exp
�
adZ.t/

�� 1

adZ.t/

!

Z0.t/
#

exp .Z.t// D A exp.tA/ exp.tB/C exp.tA/ exp.tB/B;

whence
 

exp
�
adZ.t/

� � 1

adZ.t/

!

Z0.t/ D AC exp .Z.t//B exp .�Z.t//

D AC exp .adZ.t// B:

Now we have

exp.adZ/B D B C
X

k � 0

1

.k C 1/Š
adk

Z .adZB/

D B C exp.adZ/ � 1

adZ

.adZB/ :
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Hence we have
" 

exp
�
adZ.t/

� � 1

adZ.t/

!
�
Z0.t/� adZB

�
#

D AC B

which yields (II.19). The existence of Z then follows from standard ODE arguments.
Note that the convergence of the series in the right-hand side is guaranteed as long as
kZ.t/k < 2� which, as Z.0/ D 0, holds for small t > 0.

3.3 Recursive equations. Let us now go back to equation (II.13) and the decompo-
sition H D T C P . By applying the previous calculations, we find that the operator
LZ.t/ has to satisfy (at least formally) for t 2 .0; �/ the equation

d

dt
LZ.t/ D LT C LP C 


LZ.t/;LP

�C
X

k � 1

Bk

kŠ
adk

LZ.t/
.LT C LP / :

But using the identification (II.10), we see that this formula is equivalent1 to a similar
equation at the level of the Hamiltonian functions:

d

dt
Z.t/ D T C P C fZ.t/; P g C

X

k � 1

Bk

kŠ
adk

Z.t/.T C P /; (II.20)

where this time

adHK D fH;Kg
with f � ; � g the Poisson brackets of two functions defined in (II.7). Here,Z D Z.t; y/

is a function depending on the space variable y D .p; q/ and the time t . Hence
equation (II.20) can be seen as a nonlinear transport equation.

Now the big difference with the linear matrix case is that there is a priori no hope
for this differential equation to have a solutionZ.t/ on a small interval .0; �/. Indeed,
we cannot find a norm on nonlinear Hamiltonian functions satisfying kfH;Kgk �
C kHk kKk for a uniform constant C independent on H and K. This is due to the
presence of derivatives in the Poisson brackets. Hence the infinite series in (II.20) is
in general divergent.

Note however that this is possible in the class of quadratic Hamiltonians of the
form H D yTAy for some symmetric matrix A. In this situation the Poisson bracket
of two quadratic Hamiltonians remains quadratic and hence can always be identified
with a symmetric matrix. This corresponds to the linear case.

Going back to the general case of nonlinear Hamiltonian functions, equation
(II.20) can be solved in the sense of formal series in powers of t and hence as T
and P are assumed to be smooth, in the sense of asymptotic expansions in powers of
the small parameter t . Let us make the formal Ansatz

Z.t/ D
X

` � 0

t`Z`; Z0 D 0: (II.21)

1The equivalence between LH and H holds up to an integration constant that we fix to 0.
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We first observe that

adZ.t/ D
X

` � 0

t`adZ`
:

Hence we have that

adk
Z.t/ D

X

n � 0

tn
X

`1 C ��� C `k D n

adZ`1
� � � adZ`k

and by identifying the powers of t , the collection of Hamiltonian functionsZn, n � 1
has to satisfy the induction formula: for all n � 0,

.nC 1/Zn C 1 D ı0
n.T C P /C fZn; P g

C
X

k � 1

Bk

kŠ

X

`1 C ��� C `k D n

adZ`1
� � � adZ`k

.T C P /;

where ı0
n is the Kronecker symbol. As Z0 D 0, in the previous sum, the indices `j

in the sum are all greater than 1. Hence k cannot be greater than n, and moreover we
have `j � n � k C 1 for all j . The previous formula can thus be written:

.nC1/Zn C 1 D ı0
n.TCP /CfZn; P gC

nX

k D 0

Bk

kŠ

X

`1 C ��� C `k D n
1 � `j � n � k C 1

adZ`1
� � � adZ`k

.TCP /:

(II.22)
For n D 0, this formula yields

Z1 D T C P: (II.23)

For n � 1, if we assume that Z1; : : : ; Zn are given, we note that the right-hand
side of (II.22) is a linear combination of Poisson brackets of the Hamiltonians Z`,
` � n containing a finite number of terms. By induction this shows the existence of
functions Z` such that the formal series (II.21) satisfies (II.20). Note moreover that
all the Z` are made of multiple derivatives of the Hamiltonian functions T and P .

Roughly speaking, this means that for a fixedN , we can construct the Hamiltonian
ZN .�/ D �.T C P /CPN

`D2 �
`Z`, which will satisfy (II.20) up to a small error of

order O.�N / with a constant depending on N . This result constitutes a “polynomial”
version of backward error analysis:

Theorem II.13. Assume that T and P are smooth Hamiltonian functions and H D
T C P . Let N 2 N and M > 0 and �0 be fixed. Then there exist constants C
depending on M , N and �0 such that for all � � �0, there exists a smooth modified
Hamiltonian HN

� such that for all y 2 R
2d with kyk � M we have

ˇ
ˇ
ˇH.y/�HN

� .y/
ˇ
ˇ
ˇ � C�; (II.24)

and
	
	
	'�

H N
�
.y/ � '�

P ı '�
T .y/

	
	
	 � C�N C1:
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Proof. For all � > 0 and N 2 N, we define the function

ZN .�/ D
NX

` D 1

�`Z`

where the Z` are given by the recursive formula (II.22), and we set HN
� D 1

�
ZN .�/.

The expression (II.23) shows that for kyk � M and � � �0,

ˇ
ˇ
ˇHN

� .y/�H.y/
ˇ
ˇ
ˇ �

NX

k D 2

�` � 1Z`.y/j � �

0

@
X

` D 2

�` � 2
0

0

@ sup
kyk � M

jZ`.y/j
1

A

1

A � C�;

and this shows (II.24).
Let us now consider the expression

RN .t; y/ WD exp
�
LZN .t/

�
ŒId�.y/� exp.tLT / ı exp.tLP /ŒId�.y/

in the sense of formal series in powers of t .
By construction of the functions Z`, the relations (II.22) are satisfied for n D 0; : : : ;
N � 1 (the term ZN C1 is not present). This means that the derivative of RN .t; y/

is a formal series with vanishing coefficients up to the order tN included. After in-
tegration, we thus obtain RN .t; y/ D O.tN C1/ in the sense of formal series. Using
now Proposition II.5, we thus see that for a fixed y, the coefficients of the Taylor
expansion of the function

� 7! rN .�; y/ D '�
H�
.y/� '�

P ı '�
T .y/

vanish up to the order N C 1. Using a Taylor formula applied to rN .t; y/ for � 2
.0; �0/ then yields the result.

The following corollary shows the preservation of energy over a long time:

Corollary II.14. Let y0 2 R
2d , M and N > 0 be fixed. Then there exists �0 such

that the following holds: for all � � �0, let HN
� be the Hamiltonian defined in the

previous theorem, and let yn be the sequence defined by ynC1 D '�
P ı'�

T .y
n/, n � 0.

Assume that for all n � 0, we have kynk � M . Then we have

ˇ
ˇ
ˇHN

� .yn/ �HN
�

�
y0
�ˇˇ
ˇ � Cn�N C 1; (II.25)

where C depends on M and N . In particular, we have that
ˇ
ˇH .yn/ �H �

y0�ˇˇ � c�; for n � ��N (II.26)

for some constant c depending on N and M .
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Proof. For n 2 N, we have

HN
�

�
ynC1

� �HN
� .yn/ D HN

�

�
'�

P ı '�
T .y

n/
� �HN

� .yn/

D HN
�

�
'�

P ı '�
T .y

n/
� �HN

�

�
'�

H N
�
.yn/

�

where we used the preservation of the Hamiltonian HN
� by the exact flow '�

H N
�

.

Now as for all n we have kynk � M , we can always assume that �0 is such that
	
	
	'�

H N
�

.yn/
	
	
	 � 2M . We deduce that

ˇ
ˇ
ˇHN

�

�
yn C 1� �HN

� .yn/
ˇ
ˇ
ˇ �

0

B
B
@ sup

kyk � 3M

� � �0

	
	
	rHN

� .y/
	
	
	

1

C
C
A

	
	
	'�

H N
�
.yn/ � '�

P ı '�
T .y

n/
	
	
	

� C�N C1

for some constant C depending on M and N (as �0 does). This shows (II.25) by
induction. The second equation is a consequence of (II.24) which implies that for all
n we have

ˇ
ˇH .yn/ �H �

y0
�ˇ
ˇ �

ˇ
ˇ
ˇH .yn/ �HN

� .yn/
ˇ
ˇ
ˇC

ˇ
ˇ
ˇHN

� .yn/�HN
�

�
y0
�ˇˇ
ˇ

C
ˇ
ˇ
ˇHN

�

�
y0� �H �

y0�
ˇ
ˇ
ˇ

� C
�
� C n�N C1

� � 2C� for n � ��N ;

for some constant C .

Remark II.15. Note that a similar analysis can be performed for the Strang splitting
'

�=2
P ı '�

T ı '�=2
P . The only difference is that (II.24) can be replaced by

ˇ
ˇ
ˇHN

� .y/�H.y/
ˇ
ˇ
ˇ � C� 2

for another modified energyHN
� . The reason is that the Strang splitting is an integra-

tor of order 2 which means that the modified Hamiltonian determined by the BCH
formula coincides with H up to the order .� 3/ (or equivalently that Z2 D 0 in the
previous construction). Hence the preservation of energy as expressed by (II.26) can
be improved to O.� 2/.

So far we have proved that in the finite dimensional case, splitting methods do
preserve energy over a very long time, up to some small constant decaying with the
step size � , see (II.26). This important result has been used in [26, Chap. X] to prove
the stability of symplectic numerical methods applied to integrable systems, using
perturbation theory. We will not give more details here, and refer to [26], [34] for
more general results on symplectic integrators.



III Infinite dimensional and semi-discrete
Hamiltonian flow

In this chapter, we define the solutions of a class of nonlinear Schrödinger equations
with polynomial nonlinearities. We consider the case where the equation is set on the
torus Td with d � 1. Let us consider a nonlinear Schrödinger equation (abbreviated
as NLS in the following) of the form

i@tu D ��uCQ.u; Nu/: (III.1)

The first problem we face in studying such a partial differential equation is that the
right-hand side does not act on L2 or any Sobolev space H s . If for example u 2 H s

with s > 0, then �u 2 H s�2 and we cannot apply the standard fixed point argument
to define a solution. However, as mentioned in Chapter I, we can always define the
flow 't

T D ei t� of the free Schrödinger equation i@tu D ��u in a Fourier space:
in dimension d , if �a.t/ are the Fourier coefficients of the solution u.t/ D ei t�u.0/,
then we have �a.t/ D e�i t jaj2�a.0/ (here a D .a1; : : : ; ad / 2 Z

d and jaj2 D .a1/2 C
� � � C .ad /2). Hence we see that ei t� is an isometry of the Sobolev spaces H s . The
solution of (III.1) is then defined using Duhamel’s formula

u.t/ D ei t�u0 C
Z t

0
ei.t�s/� ıQ.u.s/; Nu.s//ds;

to which we can now apply a fixed point procedure. Such a solution is called a mild
solution of (III.1) and we will only consider such solutions in the following.

Another problem coming into play is the presence of the nonlinearity Q. To deal
with these terms, we will not use the classical Sobolev spaces, but Banach spaces
based on the space of functions with integrable Fourier coefficients, called a Wiener
algebra. In such spaces, we will show that the right-hand sides will always be locally
Lipschitz, so that we can easily derive some existence results.

We then discuss some global existence results in dimension d D 1, in the case
where the nonlinearity is defocusing (which means that the polynomial Hamiltonian
associated with Q is non negative) and in the case of small initial data.

All the present analysis will be made by discussing the Hamiltonian structure of
the equation (III.1).

To conclude this chapter, we consider the space discretization of nonlinear Schröd-
inger equations with polynomial nonlinearity using pseudo-spectral collocation meth-
ods, as mentioned in the introduction. Because of the presence of aliasing problems,
this makes the bounds for the existence time a priori depend on the discretization pa-
rameter (the number of pointsK on the torus). However, we show that we can obtain
explicit bounds that will help later to prove results for fully discrete schemes under
CFL condition.
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1 NLS in Fourier space

Let us consider the cubic Schrödinger equation,

i@tu.t; x/ D ��u.t; x/C ju.t; x/j2u.t; x/ (III.2)

set on the d -dimensional torus Td D .R=2�Z/d . We can decompose u.t; x/ at least
formally in Fourier series

u.t; x/ D
X

a 2Zd

�a.t/e
ia � x; (III.3)

where for a D .a1; : : : ; ad / 2 Z
d and x D .x1; : : : ; xd / 2 T

d , we set a � x D
a1x1 C � � � C adxd . Plugging this decomposition into (III.2) yields
X

a 2Zd

i P�a.t/e
ia � x D

X

a 2Zd

jaj2�a.t/e
ia � x C

X

a1;a2;a3 2Zd

ei.a1 � a2 C a3/�x�a1.t/
N�a2.t/�a3.t/;

where P�a.t/ denote the derivative with respect to the time t , and where jaj2 D .a1/2 C
� � �C.ad /2. By identifying the components in the Fourier basis, we thus see that (III.2)
is formally equivalent to the collection of coupled ordinary differential equations

8a 2 Z
d ; i P�a.t/ D jaj2�a.t/C

X

a D a1 � a2 C a3

�a1.t/
N�a2.t/�a3.t/; (III.4)

where the last sum holds for all triplets .a1; a2; a3/ 2 .Zd /3 such that a D a1�a2Ca3.
Let us now consider the (normalized) Hamiltonian associated with (III.2):

H.u; Nu/ D 1

.2�/d

Z

Td

�

jru.x/j2 C 1

2
ju.x/j4

�

dx:

Plugging the decomposition (III.3) into this expression, this energy can be written in
terms of � D .�a/a 2Zd 2 C

Z
d

,

H.�; N�/ D
X

a;b 2Zd

1

.2�/d

Z

Td

.ia/.�ib/ei.a�b/�x�a
N�bdx

C 1

2

X

a1;a2;b1;b2 2Zd

1

.2�/d

Z

Td

ei.a1Ca2�b1�b2/�x�a1�a2
N�b1

N�b2dx

D
X

a 2Zd

jaj2j�aj2 C 1

2

X

a1Ca2�b1�b2 D 0

�a1�a2
N�b1

N�b2 : (III.5)

Considering �a and 
a WD N�a as independent variables, we thus see that the system
(II.1) can be written

8a 2 Z
d ; P�a.t/ D �i @H

@
a

.�; 
/;

where we identify the function u with the collection .�a/a 2Zd .
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We see that at least formally, the cubic nonlinear Schrödinger equation can be
embedded into a class of Hamiltonian equations of the form

8a 2 Z
d ; P�a.t/ D �i @H

@
a

.�; 
/ and P
a.t/ D i
@H

@�a

.�; 
/; (III.6)

where H.�; 
/ is a polynomial in the collection � D .�a/a2Zd 2 C
Z

d
and 
 D

.
a/a2Zd 2 C
Z

d
.

Let us now consider an initial value .�0; 
0/ 2 C
Z

d � C
Z

d
, and assume that for

all a 2 Z
d , �0

a D N
0
a. Then using the expression (III.5) of the Hamiltonian associated

with the NLS equation, we see that for all a, we have �a.t/ D N
a.t/ throughout the
solution of the previous system. In other words, the collection .�; 
/ actually corre-
sponds to a function u through the identification

u.x/ D
X

a 2Zd

�ae
ia�x; and Nu.x/ D

X

a 2Zd


ae
�ia�x : (III.7)

In the following, we will only consider Hamiltonian systems satisfying this property,
and we say such Hamiltonians are real, and we will give some examples below.

Remark III.1. The system (III.6) is a complex Hamiltonian system. The connexion
with the finite dimensional case can be made as follows: Along a solution satisfying
� D N
, we can also define the real variables pa and qa given by

�a D 1p
2
.pa C iqa/ and N�a D 1p

2
.pa � iqa/ :

Then the system (III.6) is equivalent to the system
8
ˆ̂
<̂

ˆ̂
:̂

Ppa D � @H
@qa

.q; p/ a 2 Z
d ;

Pqa D @H

@pa

.q; p/; a 2 Z
d ;

which is an infinite (real) Hamiltonian system in the sense of the previous chapter.

Now consider a more general case where the Hamiltonian function is given by

H.u; Nu/ D 1

.2�/d

Z

Td

�jru.x/j2 C P .u.x/; Nu.x//� dx

where P is a polynomial in u and Nu such that for all u, P.u; Nu/ 2 R. The correspond-
ing PDE is written

i@tu D ��uCQ.u; Nu/; (III.8)
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where

Q.u; Nu/ D @2P.u; Nu/
is a polynomial in u and Nu. Typical examples are obtained by considering nonlinear-
ities of the form P.u; Nu/ D �

�C1 juj2�C2 for � 2 R and � 2 N, for which we have
Q D �juj2�u. We can verify that such a Hamiltonian is real in the sense defined
above.

Now consider the decomposition P.u; Nu/ D Pr
kD1 Pk.u; Nu/ where each Pk is

a homogeneous polynomial in .u; Nu/ of degree k. We can write

Pk.u; Nu/ D
X

p C q D k

apqu
p Nuq;

where apq are complex coefficients satisfying the condition

8p; q; Napq D aqp (III.9)

ensuring the fact that Pk are real.
Now plugging again the decomposition (III.7) into the Hamiltonian associated

with Pk , we obtain that

1

.2�/d

Z

Td

Pk.u.x/; Nu.x// dx

D 1

.2�/d

Z

Td

X

p C q D k

apq

0

@
X

a 2Zd

�ae
ia�x

1

A

p 0

@
X

b 2Zd


be
ib�x

1

A

q

D
X

p C q D k

apq

X

a1 C ��� C ap � b1 � ��� � bq D 0

�a1 � � � �ap

b1 � � � 
bq

:

Here the summation in the right-hand side is made over the set of indices
�
a1; : : : ; ap; b1; : : : ; bq

� 2 .Zd /pCq

satisfying the zero momentum condition a1 C � � � C ap � b1 � � � � � bq D 0.
Hence in Fourier variables, the Hamiltonian P can be viewed as a polynomial in

the variables � and 
. Note that the condition (III.9) ensures the fact that P is real, i.e.
that the Hamiltonian system (III.6) associated with P degenerates into two copies of
the same system when the initial value satisfies the condition N� D 
.

2 Function spaces

As explained in the previous section, we work in the complex Fourier variables z D
.�; 
/ 2 C

Z
d � C

Z
d

. More precisely, we introduce the set Z D Z
d � f˙1g and the
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variables z 2 C
Z such that

8j D .a; ı/ 2 Z
d � f˙1g; zj D

�
�a if ı D 1;

a if ı D �1:

Moreover, we define the absolute value jzj j for j D .a; ı/ by jzj j D j�aj if ı D 1
and jzj j D j
aj if ı D �1. Similarly, for j D .a; ı/ 2 Z

d � f˙1g, we set jj j D
max.1; jaj/.

Finally, for s � 0, we define the following norm:

kzk
`1

s
D
X

j 2 Z

jj js jzj j: (III.10)

Note that in terms of � and 
, this norm can be written

kzk
`1

s
D

X

a 2Zd

max.1; jaj/s .j�aj C j
aj/ ;

and in the case where 
 D N� , this norm is 2
P

a2Zd max.1; jaj/sj�aj.
We define the Banach space

`1
s WD

n
z 2 C

Z j kzk
`1

s
< C1

o
:

Now let z D .�; 
/ 2 `1
s with � D N
, and u the associated complex function defined

by (III.7). Then we say that, by abuse of notation, u 2 `1
s. In the case where s D 0,

this space is called Wiener algebra, and we denote it simply by `1 WD `1
0. With this

identification, u 2 `1
s with s 2 N if and only @ku 2 `1 for jkj D 0; : : : ; s.

We will also consider the classical Sobolev norms, for s � 0,

kzk
`2

s
D
0

@
X

j 2 Z

jj j2sjzj j2
1

A

1=2

;

and the space

`2
s WD

n
z 2 C

Z j kzk
`2

s
< C1

o
D H s

�
T

d
�
;

where

H s
�
T

d
�

D
n
u.x/ j @ku 2 L2

�
T

d
�
; jkj D 0; : : : ; s

o
:

The identification between the Fourier coefficients and the function space is made by
using the Fourier transform which is an isometry. The big difference is that `2

s are now
Hilbert spaces. However, to deal with polynomial nonlinearities, the spaces `1

s will be
much more convenient. These spaces are imbricated via the following relation:
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Proposition III.2. Let s and s0 be such that s0 � s > d=2. Then we have

`2
s0 � `1

s � `2
s; (III.11)

and there exists a constant C such that for all z,

kzk
`2

s
� kzk

`1
s

� C kzk
`2

s0

: (III.12)

Proof. Let z 2 `2
s0 . We have, using the Cauchy–Schwartz inequality,

kzk
`1

s
D
X

j 2 Z

jj jsjzj j D
X

j 2 Z

jj js�s0 jzj jjj js0

�
0

@
X

j 2 Z

jj j2s0 jzj j2
1

A

1=20

@
X

j 2 Z

jj j2.s�s0/

1

A

1=2

� C kzk
`2

s0

;

owing to the fact that the series in the right-hand side is convergent for s�s0 < �d=2.
Now assume that z 2 `1

s , then we have in particular that for all j 2 Z, jj jsjzj j �
kzk

`1
s
. Hence we have

kzk2

`2
s

D
X

j 2 Z

jj j2sjzj j2 � kzk
`1

s

X

j 2 Z

jj js jzj j D kzk2

`1
s
:

3 Polynomials and vector fields

Let r 2 N be given. For a collection of indices j D .j1; : : : ; jr / 2 Zr , we define
the momentum M.j / by the following formula: if for all i D 1; : : : ; r we have ji D
.ai ; ıi / 2 Z we set

M.j / WD
rX

i D 1

aiıi : (III.13)

Moreover, for such a multi-index, we set

zj D zj1 : : : zjr
:

Note that such a term mixes the �a and the 
a depending on the signs of the ıi .
For example in the nonlinear term of the Hamiltonian (III.5), the sum is made over
indices j1 D .a1; 1/, j2 D .a2; 1/, j3 D .b1;�1/ and j4 D .b2;�1/ and involves the
monomials �a1�a2
b1
b2 . The relation a1 C a2 � b1 � b2 D 0 is then equivalent to
M.j1; j2; j3; j4/ D 0.

For r 2 N, we define the following set of indices:

Ir WD fj 2 Zr j M.j / D 0g : (III.14)
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Moreover, for j D .a; ı/ 2 Z, we set Nj D .a;�ı/, and for a multi-index j D
.j1; : : : ; jr/, we set Nj D . Nj1; : : : ; Njr /.

We now give a definition of the polynomial nonlinearities that we consider:

Definition III.3. We say that a polynomial Hamiltonian P 2 Pk if P is of degree k,
has a zero of order at least 2 in z D 0, and if
• P contains only monomials aj zj having zero momentum, i.e. such that M.j / D 0

when aj ¤ 0 and thus P formally reads

P.z/ D
kX

` D 2

X

j 2 I`

aj zj (III.15)

with the relation a Nj D Naj ensuring the fact that P is real.

• The coefficients aj are bounded, i.e. satisfy

8` D 2; : : : ; k; 8j D .j1; : : : ; j`/ 2 I`; jaj j � C:

In the following, we set

kP k D
kX

` D 2

sup
j 2 I`

jaj j: (III.16)

Definition III.4. We say that P 2 SPk if P 2 Pk has coefficients aj such that
aj ¤ 0 implies that j contains the same numbers of positive and negative indices:

] fi j ji D .ai ;C1/g D ] fi j ji D .ai ;�1/g : (III.17)

In other words, P contains only monomials with the same numbers of �i and 
i . Note
that this implies that k is even.

Example III.5. In the cubic nonlinearity associated with the Hamiltonian

P.u; Nu/ D 1

.2�/d

Z

Td

ju.x/j4dx;

the corresponding polynomial in Fourier variables is given by

P.z/ D P.�; 
/ D
X

k1 C k2 � `1 � `2 D 0

�k1�k2
`1
`2

D
X

M.j1;j2;j3;j4/ D 0

aj1j2j3j4zj1zj2zj3zj4

with the relation

aj1j2j3j4 D
�

1 if ı1 D ı2 D 1 and ı3 D ı4 D �1;
0 otherwise

Of course we have in this case kP k D 1 and P 2 SP4.
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With such a polynomial we associate its gradient

rP.z/ D
�
@P

@zj

�

j 2 Z

:

We then define the Hamiltonian vector fields XP .z/ by the formula

8j 2 Z; .XP .z//j D .JrP.z//j D

8
ˆ̂
<̂

ˆ̂
:̂

�i @P
@
a

if ı D 1;

i
@P

@�a

if ı D �1:

Note that here J is an infinite dimensional symplectic operator similar to the one
studied in the previous chapter, but with a multiplication by the complex number i .
Actually, for two functions F and G, the Poisson Bracket is (formally) defined as

fF;Gg D rF T JrG D i
X

a 2Zd

@F

@�a

@G

@
a

� @F

@
a

@G

@�a

: (III.18)

Hence with a given Hamiltonian polynomial P 2 Pk , we associate the Hamilto-
nian system

Pz D XP .z/

which can be written in the form (III.6).
All the previous calculations were formal. The following proposition will show

that for polynomials with bounded norm, they actually make sense on the spaces `1
s .

This is the most technical result of this chapter, but it is essential for the construction
of the modified Hamiltonian in Chapter VI.

Proposition III.6. Let k � 2 and s � 0 and let P 2 Pk . Then we have P 2
C1.`1

s;C/ and XP 2 C1.`1
s; `

1
s/. Moreover we have the estimates

jP.z/j � kP k
�

max
n D 2;:::;k

kzkn

`1
s

�

(III.19)

and

8z 2 `1
s; kXP .z/k`1

s
� 2k.k � 1/s kP k kzk

`1
s

�

max
n D 1;:::;k�2

kzkn

`1
s

�

: (III.20)

Moreover, for z and y in `1
s , we have

kXP .z/ � XP .y/k`1
s

� 4k.k � 1/s kP k
�

max
n D 1;:::;k�2

�
kykn

`1
s
; kzkn

`1
s

��

kz � yk
`1

s
:

(III.21)
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Eventually, for P 2 Pk and Q 2 P`, then fP;Qg 2 PkC`�2 and we have the
estimate

kfP;Qgk � 2k` kP k kQk : (III.22)

If now P 2 SPk andQ 2 SPk , then fP;Qg 2 SPkC`�2.

Proof. Assume that P is given by (III.15), and denote by Pi the homogeneous com-
ponent of degree i of P , i.e.,

Pi .z/ D
X

j 2 Ii

aj zj ; i D 2; : : : ; k:

We have for all z and using the definition of kPi k D supj 2 Ii
jaj j,

jPi .z/j � kPi k kzk i

`1 � kPi k kzk i

`1
s
:

The first inequality (III.19) is then a consequence of the fact that

kP k D
kX

i D 2

kPi k : (III.23)

Now let j D .a; �/ 2 Z be fixed. The derivative of a given monomial zj D zj1 � � � zji

with respect to zj vanishes except if j � j . Assume for instance that j D ji . Then
the zero momentum condition implies that M.j1; : : : ; ji�1/ D ��a and we can write

jj js
ˇ
ˇ
ˇ
ˇ
@Pi

@zj

ˇ
ˇ
ˇ
ˇ � i kPi k

X

j 2 Zi�1; M.j / D ��a

jj js jzj1 � � � zji�1 j: (III.24)

Now in this formula, for a fixed multi-index j , the zero momentum condition implies
that

jj js � .jj1j C � � � C jji � 1j/s � .i � 1/s max
n D 1; :::; i � 1

jjnjs: (III.25)

Therefore, after summing in a and � we get

	
	XPi

.z/
	
	

`1
s

� 2i.i � 1/s kPi k
X

j 2 Zi � 1

max
n D 1; :::; i � 1

jjnjsjzj1 j � � � jzji � 1 j

� 2i.i � 1/s kPi k kzk
`1

s
kzki � 2

`1 (III.26)

which yields (III.20) after summing in i D 2; : : : ; k.
Note that this implies that

krP.z/k
`1

WD sup
j 2 Z

ˇ
ˇ
ˇ
ˇ
@P.z/

@zj

ˇ
ˇ
ˇ
ˇ � kXP .z/k`1

0
< 1
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which shows that rP 2 C.`1
s;C/ and hence P is in C1.`1

s;C/.
Now for z and y in `1

s we have, with the previous notation,

jj js
ˇ
ˇ
ˇ
ˇ
@Pi

@zj

.z/ � @Pi

@zj

.y/

ˇ
ˇ
ˇ
ˇ �

X

q 2 Z

jj js
ˇ
ˇ
ˇ
ˇ

Z 1

0

@Pi

@zj @zq

.ty C .1 � t/z/ dt

ˇ
ˇ
ˇ
ˇ jzq � yqj:

But we have, for fixed j D .�; a/ and q D .b; ı/ in Z, and for all u 2 `1
s ,

jj js
ˇ
ˇ
ˇ
ˇ
@Pi

@zj @zq

.u/

ˇ
ˇ
ˇ
ˇ � i kPi k

X

j 2 Zi � 2; M.j / D ��a � ıb

jj jsjuj1 � � �uji � 2 j:

In the previous sum, we necessarily have that M.j ; j; q/ D 0, and hence

jj js � .jj1j C � � � C jji � 2j C jqj/s � .i � 1/sjqjs
i � 2Y

n D 1

jjnjs:

Let u.t/ D ty C .1 � t/z; we have for all t 2 Œ0; 1�, with the previous estimates,

jj js
ˇ
ˇ
ˇ
ˇ

Z 1

0

@Pi

@zj @zq

.u.t//dt

ˇ
ˇ
ˇ
ˇ � i.i � 1/sjqjs kPi k

Z 1

0

X

j 2 Zi � 2; M.j / D ��a � ıb

� jj1jsjuj1.t/j � � � jji � 2js juji � 2.t/jdt:
Multiplying by .zq � yq/ and summing in k and j , we obtain

	
	XPi

.z/ �XPi
.y/
	
	

`1
s

� 4i.i � 1/s kPi k
�Z 1

0
ku.t/ki � 2

`1
s

dt

�

kz � yk
`1

s
:

Hence we obtain the result after summing in i , using the fact that

kty C .1 � t/zk
`1

s
� max.kyk

`1
s
; kzk

`1
s
/:

Note that the previous calculations show that for all z 2 `1
s ,

rXP .z/ 2 C.`1
s; `

1
s/

and this implies that XP is in C1.`1
s; `

1
s/. The fact that the Hamiltonian P and the

vector field XP are C1 can be verified using similar calculations.
Assume now that P and Q are homogeneous polynomials of degrees k and ` re-
spectively and with coefficients ak, k 2 Ik and b`, ` 2 I`. It is clear that fP;Qg is
a monomial of degree kC`�2 satisfying the zero momentum condition. Furthermore
writing

fP;Qg.z/ D
X

j 2 Ik C ` � 2

cj zj ;
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cj is expressed as a sum of coefficients akb` for which there exists an a 2 Z and
� 2 f˙1g such that

.a; �/ � k 2 Ik and .a;��/ � ` 2 I`;

and such that if for instance .a; �/ D k1 and .a;��/ D `1, we necessarily have

.k2; : : : ; kk; `2; : : : ; ``/ D j :

Hence for a given j , the zero momentum condition on k and on ` determines the
value of �a which in turn determines two possible values of .�; a/ (as a 2 Z

d ).
This proves (III.22) for monomials. If

P D
kX

i D 2

Pi and Q D
X̀

j D 2

Qj

where Pi and Qj are homogeneous polynomials of degree i and j respectively, then
we have

P D
k C ` � 2X

n D 2

X

i C j � 2 D n

fPi ;Qj g:

Hence by definition of kP k (see (III.16)) and the fact that all the polynomials
fPi ;Qj g in the sum are homogeneous of degree i C j � 2, we have by the previous
calculations

kP k D
k C ` � 2X

n D 2

	
	
	
	
	
	

X

i C j � 2 D n

fPi ;Qj g
	
	
	
	
	
	

� 2
k C ` � 2X

n D 2

X

i C j � 2 D n

ij kPi k
	
	Qj

	
	

� 2k`

0

@
kX

i D 2

kPi k
1

A

0

@
X̀

j D 2

	
	Qj

	
	

1

A D 2k` kP k kQk ;

where we used (III.23) for the last equality.
The last assertion, as well as the fact that the Poisson bracket of two real Hamiltonians
is real, follow immediately from the definition of the Poisson bracket.

4 Local existence of the flow

We are now prepared to define the flow of a Hamiltonian PDE of the form (III.8)
with a polynomial nonlinearityQ.u; Nu/ D @2P.u; Nu/. So far we have shown how this
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PDE can be interpreted as an infinite dimensional Hamiltonian system involving the
coefficients z D .�; 
/ and the Hamiltonian function

H.z/ D T .z/C P.z/;

where P 2 Pr and where T is the Hamiltonian associated with the Laplace operator.
This one is defined by

T .z/ D T .�; 
/ WD
X

a 2Zd

jaj2�a
a; (III.27)

compare (III.5): When z 2 `2
1 D H 1.Td / or z 2 `1

1 � `2
1, and when z is real which

means z D .�; 
/ with � D N
, we have

T .z/ D 1

.2�/d

Z

Td

jru.x/j2dx;

where u.x/ D P
a 2Zd �a e

ia�x .
The Hamiltonian system (III.6) associated with the function H.z/ then reads

8
ˆ̂
<

ˆ̂
:

P�a D �i jaj2�a � i @P
@
a

.�; 
/; a 2 Z
d ;

P
a D i jaj2
a C i
@P

@�a

.�; 
/; a 2 Z
d ;

(III.28)

and corresponds to the nonlinear Schrödinger equation

i@tu D ��uC @2P.u; Nu/ (III.29)

where @2P.u; Nu/ D iXP .z/ after the identification between u and z.
Note that the vector field XT .z/ acts from `1

s to `1
s�2 and hence the flow of the

previous Hamiltonian equation cannot be defined by a direct use of the Cauchy Lip-
schitz Theorem in a Banach space. However, as mentioned in the introduction, the
flow of T , 't

T .z/ can always be defined: it is given by the formula

z.t/ D .�.t/; 
.t// D 't
T

�
�0; 
0

�
; where

(
�a.t/ D exp

��i t jaj2� �0
a; a 2 Z

d ;


a.t/ D exp
�
i t jaj2� 
0

a; a 2 Z
d :

In particular, we observe that the flow of T acts as a rotation in the Fourier coeffi-
cients. Hence we have for all time t > 0 and all z 2 `1

s ,
	
	't

T .z/
	
	

`1
s

D kzk
`1

s
: (III.30)

Instead of considering the equation

Pz D XH .z/ D XT .z/CXP .z/; with z.0/ D z0;
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we reformulate it using Duhamel’s formula as

8t > 0 z.t/ D 't
T .z

0/C
Z t

0
't � s

T ıXP .z.s// ds; (III.31)

in which all the terms are now well defined in `1
s . A C1 function z.t/ solution of the

previous system is called a mild solution of the Hamiltonian system (III.28). Note
that such a formulation expressed in terms of the function u.t/ D u.t; x/ solution of
(III.29) can be written

u.t/ D ei t�u0 C
Z t

0
ei.t � s/�@2P .u.s/; Nu.s// ds:

In the following, for a given numberM , we define the open ball

Bs
M D

n
z 2 `1

s j kzk
`1

s
< M

o
: (III.32)

Theorem III.7. Let P 2 Pk for some given k 2 N, M > 0 and s � 0. Then there
exists t� and for all jt j � t� a mapping 't

H W Bs
M ! `1

s of class C1 and such that
for all z0 2 Bs

M , z.t/ D 't
H .z

0/ is the unique mild solution in `1
s of the Hamiltonian

system (III.28). If moreover z0 D .�0; N�0/ is real, then 't
H .z

0/ is real for jt j � t�.

Proof. Let us fix z0 2 Bs
M and Nt > 0, and let us consider the Banach space E D

C0.Œ�Nt ; Nt �; `1
s/ equipped with the norm

k . � /k
E

D sup
� 2 Œ�Nt;Nt�

k .�/k
`1

s
:

The mapping

.T  /.t/ D 't
T .z

0/C
Z t

0
't � �

T ıXP . .�// d�;

defines an mapping T W E 7! E . This is a consequence of (III.30) and Proposition
III.6. Now consider the function

Œ�Nt ; Nt � 3 t 7!  0.t/ D 't
T .z

0/:

Note that as 't
T is an isometry, we have that for all t 2 Œ�Nt ; Nt �,  0.t/ 2 Bs

M and
 0 2 E .
Let 
 > 0, and consider the ball in E , centered in  0 and with radius 
:

B	

�
 0� WD

n
 . � / 2 E j 		 �  0

	
	

E
� 


o
:
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Note that if  2 B	. 
0/, we have for all t 2 Œ�Nt ; Nt �, k .t/k

`1
s

� M C 
 � 2M if

we assume that 
 < M . Then for such  , using estimate (III.20), we see that for all
t 2 Œ�Nt ; Nt �,
	
	.T  /.t/�  0.t/

	
	

`1
s

�
Z jt j

0
2k.k � 1/s kP k k .s/k

`1
s

�

max
n D 1; :::; k � 2

k .s/kn

`1
s

�

ds

� 2jt jk.k � 1/s kP k 2M max
�

1; .2M/k � 2
�

� C Nt ;

where C depends on k, M , kP k and s. A similar calculation for t 2 Œ�Nt ; 0� shows
that

	
	T  �  0

	
	

E
� C Nt :

Hence for Nt � 
=C , the mapping T maps B	. 
0/ into itself. Now consider  1 and

 2 in B	. 
0/. Using (III.21) we see that there exists a constant L depending on M ,

kP k , s and k such that

	
	T  1 � T  2

	
	

E
� NtL 		 1 �  2

	
	

E
:

Hence for Nt � 1=.2L/, the mapping T is a contraction mapping from B	. 
0/ to

itself. Taking t� D min.
=C; 1=.2L//, the fixed point theorem then ensures the ex-
istence and uniqueness of a solution z.t/, t 2 Œ�t�; t��, satisfying T z D z which
means that z is a mild solution of (III.28). The properties of z.t/ DW 't

H .z
0/ are then

easily verified by using Proposition III.6.

Remark III.8. Note that a mild solution in `1
s is also a mild solution in `2

s D H s.Td /,
owing to (III.12). However the converse is not true: a mild solution in `2

s is a mild
solution in `1

s0 only if s � s0 > d=2.

With this definition of the flow, we get the following:

Corollary III.9. Assume that z0 2 `1
1 is real, and that 't

H .z
0/ is well defined for

t 2 Œ0; t��. Then we have

H
�
't

H

�
z0
�� D H

�
z0
�
; for t 2 Œ0; t�� : (III.33)

Proof. Using Theorem III.7, the flow 't
H .z0/ is well defined for sufficiently small t in

the space `1
1. Let K 2 N. We define the projection operator˘K W `1

1 7! `1
1 such that

8j 2 Z; .˘Kz/j D
(
zj if jj j � K;

0 if jj j > K:
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It is clear that for all z 2 `1
1, we have k˘Kzk`1

1
� kzk

`1
1

and k˘Kz � zk
`1

1
! 0 when

K ! C1. Let us consider the HamiltonianHK WD T CP ı˘K , and z.K/ D ˘Kz
0.

It is clear that for all K, we can define a solution in `1
1 of (III.28) associated with the

Hamiltonian HK and with initial value z.K/. As kP ı˘Kk � kP k , we can always
assume that this solution is well defined for t 2 Œ0; tK � with tK > t�. Moreover, as T
is diagonal in Fourier, we easily see that for all t , ˘K ı 't

H K .z
.K// D 't

H K .z
.K//.

Hence the flow 't
H K is finite dimensional. We deduce that for all t 2 Œ0; tK � we have

HK
�
't

H K

�
z.K/

��
D HK

�
z.K/

�
:

Now this relation holds for all K and all t 2 Œ0; t��. Hence by letting K ! C1, and
as 't

H .z
0/ 2 `1

1 � `2
1, we can prove that the relation (III.33) holds true.

5 Cases of global existence

In the rest of this chapter, we will consider the case where d D 1. The global exis-
tence results given below use in a crucial manner the preservation of energy. Hence
we need to consider solutions in `2

1 D H 1.T/. In the previous section, we have seen
that if the initial data z0 is in `1

1, there exists a local solution in `1
1 and hence in `2

1.
However in Corollary III.9 we used the fact that the flow 't

H K was converging to-
wards 't

H in `1
1, which is a consequence of Proposition III.6. Hence to derive the

energy preservation of a solution in `2
1, we need to make the assumption that the non-

linearity XP acts on `2
1, which will be the case for standard polynomials in dimen-

sion 1.
The first result concerns the case where the nonlinearity has a positive sign. In this

situation the solutions are global in `2
1 D H 1.T/.

Proposition III.10. Let us consider the Hamiltonian system (III.28) with a nonlin-
earity satisfying XP 2 C1.`2

1; `
2
1/. Assume moreover that for all real z 2 `2

1, we
have

jP.z/j � 0:

Let z0 D .�0; 
0/ 2 `2
1 be real. Then the flow 't

H .z
0/ exists in `2

1 for all time t 2 R.

Proof. Let us first note that with the assumption on the nonlinearityXP , we can define
a mild solution 't

H .z
0/ of (III.28) in `2

1 D H 1.T/. Moreover, in this situation, we can
show that (III.33) holds by using the same kind of proof. Now as P � 0 and using
the fact thatH.'t

H .z
0// 2 R because z0 is real, we obtain

	
	't

H

�
z0�		2

`2
1

D 2T
�
't

H

�
z0�� � 2H

�
't

H

�
z0�� D 2H

�
z0� < C1:

By standard arguments, this shows the solution is global in `2
1.
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Remark III.11. If the initial data is in `1
1 and the nonlinearity acts on `2

1, then the
previous result shows that the solution is global in `2

1 and hence in `1 WD `1
0 is the

one-dimensional case.

Note that in dimension 1, the condition that XP 2 C1.`2
1; `

2
1/ will be satisfied for

polynomials in .u; Nu/. This is a consequence of the following:

Lemma III.12. There exists a constant C such that for all u and v 2 H 1.T/ we have

kuvk
H 1.T/

� C kuk
H 1.T/

kvk
H 1.T/

:

Proof. First, we note that if u.x/ D P
a2Z �a e

iax we have that u.x/ 2 C.T;R/ with
the estimate

kuk
L1

� kzk
`1 � c kzk

`2
1

D c kuk
H 1 ;

where z D .�; 
/ and for some constant c given by the inclusions (III.11). Hence we
immediately obtain that kuvk

L2 � 2c kuk
H 1 kvk

H 1 .
Moreover, we have

@x.uv/ D v@xuC u@xv

and hence by integration, k@x.uv/kL2 � kvk
L1

kuk
H 1 C kuk

L1
kvk

H 1 which
yields the result.

Example III.13. On the one-dimensional torus, the defocusing cubic nonlinear
Schrödinger equation

i@tu D ��uC �juj2u

with � > 0 has global solutions in H 1.T/. The nonlinearity is here

P .u; Nu/ D 1

2�

Z

T

�

2
ju.x/j4 dx � 0; 8u 2 `2

1:

We conclude this section by giving another case of global existence: In dimen-
sion 1 and when the initial data is small enough inH 1.T/ D `2

1. In the next statement,
we say that P 2 Pk has a zero of order m at the origin z D 0, with m � 1, if P
involves only monomials zj with j 2 Ir with r � m. In other words, the compo-
nents of order 0; 1; : : : ; m�1 in the decomposition ofP in homogeneous polynomials
vanish.

Proposition III.14. Let us consider the Hamiltonian system (III.28) with a polyno-
mial P 2 Pk having a zero of order at least 3 at the origin z D 0. Then there exists
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" > 0 such that for real z0 2 `2
1 D H 1.T/ with

	
	z0

	
	

`2
1

� ", the flow 't
H .z

0/ exists in

`2
1 D H 1.T/ for all time t 2 R and satisfies

8t 2 R;
	
	't

H

�
z0�		

`2
1

� 2": (III.34)

Proof. The hypothesis on P and equation (III.19) imply that for all z 2 `2
1 with

kzk
`2

1
� 1,

jP.z/j � kP k max
n D 3; :::; k

�
kzkn

`1

�
� C kzk3

`2
1

� CT .z/3=2;

by definition of T .z/ D 1
2 kzk2

`2
1
, and for some constant C . Hence we have for all

z 2 `2
1 with kzk

`2
1

� 1,

T .z/
�

1 � CT .z/1=2
�

� H.z/ � T .z/
�

1 C CT .z/1=2
�
:

Let z.t/ D 't
H .z

0/. For all time t where the flow is well defined in `2
1 and remains of

norm smaller than 1, we can write

T .z.t//
�

1 � CT .z.t//1=2
�

� H .z.t// D H
�
z0
� � T

�
z0
� �

1 C CT
�
z0
�1=2

�
:

Assume that
	
	z0

	
	

`2
1

� ". Then we have T .z0/ � 1
2"

2, and we have

H
�
z0� � T

�
z0�

�
1 C CT

�
z0�1=2

�
� "2

provided Cp
2
" < 1. This shows that for all time t such that kz.t/k

`2
1

� 1,

T .z.t//
�

1 � CT .z.t//1=2
�

� "2:

Now assume that T .z.t// � 2"2 � 1, we can write

T .z.t// � "2 C CT .z.t//3=2 � 2"2;

provided C23=2" < 1. By classical arguments, this shows that for all t , we have
T .z.t// � 2"2 and z.t/ is well defined in `2

1 for all time t 2 R and satisfies (III.34).

Example III.15. The previous theorem holds true for polynomial nonlinearities of
the form

P .u; Nu/ D 1

2�

Z

T

�

� C 1
juj2�C2 dx;

for any � 2 R, and in particular for the cubic nonlinear Schrödinger equation. Note
that the " given by the previous proof is not very small in general (of order 1=� in the
case where � D 1).



56 III Infinite dimensional and semi-discrete flow

6 Semi-discrete flow

Following the example in the introductory chapter, we consider now a space dis-
cretization of the previous class of semi-linear Schrödinger equations. However, we
will restrict the presentation to the cubic case. Similarly, we will only consider the
case where the dimension d D 1. Note however that the results below can be easily
extended to higher dimensions and other polynomial nonlinearities.

Let K be an integer. We define the set (see (I.8))

BK WD
� f�P; : : : ; P � 1g if K D 2P is even,

f�P; : : : ; P g if K D 2P C 1 is odd.
(III.35)

With this set is associated the grid xa D 2�a=K with a 2 BK made ofK equidistant
points in the interval Œ��; ��. Recall that the discrete Fourier transform is defined as
the mapping FK W CK ! C

K such that for all a 2 BK ,

.FKv/a D 1

K

X

b 2 BK

e�2i�ab=Kvb and
�
F �1

K v
�

a
D

X

b 2 BK

e2i�ab=Kvb :

(III.36)
Let us now consider the cubic nonlinear Schrödinger equation

i@tu.t; x/ D ��u.t; x/C �ju.t; x/j2u.t; x/; u.0; x/ D u0.x/;

where � 2 R and x 2 T. We consider the pseudo-spectral collation method defined
as follows: Find a trigonometric polynomial

UK.t; x/ D
X

a 2 BK

eixa�K
a .t/

such that for all b 2 BK , the equation

i@tU
K .t; xb/ D ��UK .t; xb/C �

ˇ
ˇ
ˇUK .t; xb/

ˇ
ˇ
ˇ
2
UK .t; xb/ ;

UK .0; xb/ D u0 .xb/ ; (III.37)

is satisfied for all time t . For a fixed b 2 BK , we calculate that
ˇ
ˇ
ˇUK .t; xb/

ˇ
ˇ
ˇ
2
UK .t; xb/ D

X

a1;a2;a3 2 BK

�K
a1
.t/
K

a2
.t/�K

a3
.t/eixb.a1 � a2 C a3/;

where 
K
a D N�K

a . In particular, we get for a 2 BK ,
�

FK

�ˇ
ˇ
ˇUK .t; xb/

ˇ
ˇ
ˇ
2
UK .t; xb/

��

a

D 1

K

X

b 2 BK

X

a1;a2;a3 2 BK

�K
a1
.t/
K

a2
.t/�K

a3
.t/eixb.a1 � a2 C a3 � a/:
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But for a fixed d 2 BK , we calculate that for even and oddK,

1

K

X

b 2 BK

eidxb D 1

K

X

b 2 BK

exp

�
2�ibd

K

�

D
(

1 if d D mK; m 2 Z;

0 if d ¤ mK; m 2 Z:

(III.38)
Hence we have
�

FK

�ˇ
ˇ
ˇUK .t; xb/

ˇ
ˇ
ˇ
2
UK .t; xb/

��

a

D
X

m 2Z

X

a1�a2 C a3 � a D mK

�K
a1
.t/
K

a2
.t/�K

a3
.t/:

Using this formula, and taking the discrete Fourier transform of the expression
(III.37), we get the following equation for the Fourier coefficients �K

a .t/:

8a 2 BK ; i P�K
a D a2�K

a C �
X

m 2Z

X

a D a1 � a2 C a3 C mK

�K
a1

K

a2
�K

a3
: (III.39)

Note that in the last sum, we have .a1; a2; a3/ 2 .BK/3 and hence as a 2 BK , we
verify that we cannot have jmj � 2. We recognize here a Hamiltonian PDE of the
form studied above, with a Hamiltonian of the form

HK.�; 
/ D TK C PK WD
X

a 2 BK

a2�a
a C �

2

X

a1 C a2 � a3 � a4 D mK

ai 2 BK ; jmj � 1

�a1�a2
a3
a4 :

(III.40)
We thus see that the only difference with the continuous case, is that the zero momen-
tum condition is not satisfied, but is replaced by a zero momentum modulo K. This
is a typical problem of aliasing. Fortunately in the case where P is a polynomial, the
possible values for m in the equation above will always be bounded. This defines the
class of discretized polynomials below.

Of course, the local existence of the solution of equation (III.39) is guaranteed by
the finite dimensional Cauchy–Lipschitz Theorem, but we can also view this equa-
tion as posed on a finite dimensional subspace (of dimensionK) of the Banach spaces
`1

s or `2
s . The following results extend Proposition III.6 to the case of a polynomial

Hamiltonian of the form above. It will be used later to prove the existence of a modi-
fied energy for fully discrete splitting schemes applied to NLS.

We define the set of signed indices

BK D ˚
j D .a; ı/ 2 BK � f˙1g� � Z: (III.41)

For r 2 N and m 2 Z we define the following set of indices (compare (III.14))

IK
r;m WD

n
j 2 �BK

�r ˇˇM.j / D mK
o
:

We extend now the notion of polynomial given by Definition III.3:
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Definition III.16. LetK 2 N,K � 1. We say that a discrete polynomial Hamiltonian
PK 2 P K

k;p
if PK is of degree k, has a zero of order at least 3 in z D 0, and if

• PK is written

PK.z/ D
kX

` D 2

X

jmj � p

X

j 2 IK
`;m

am
j zj (III.42)

with the relation amNj D Na�m
j

.

• The coefficients am
j

are bounded, i.e. satisfy

8` D 2; : : : ; k; 8jmj � p; 8j D .j1; : : : ; j`/ 2 IK
`;m; jam

j j � C:

The norm
	
	PK

	
	 is defined as

	
	
	PK

	
	
	 D

kX

` D 2

pX

m D �p

sup
j 2 IK

`;m

jam
j j: (III.43)

Echoing Definition III.4, we define:

Definition III.17. We say that P 2 SP K
k;p

if P 2 P K
k;p

has coefficients aj such that
aj ¤ 0 implies that j contains the same numbers of positive and negative indices,
i.e. satisfies (III.17).

The next proposition corresponds to the extension of Proposition III.6 for s D 0:

Proposition III.18. Let k � 2, p 2 N and K 2 N, K � 1 and let PK 2 P K
k;p

. Then

we have PK 2 C1.`1;C/ and XP K 2 C1.`1; `1/. Moreover we have the estimates

jPK.z/j �
	
	
	PK

	
	
	

�

max
n D 2; :::; k

kzkn

`1

�

(III.44)

and

8z 2 `1; kXP K .z/k
`1 � 2k

	
	
	PK

	
	
	 kzk

`1

�

max
n D 1; :::; k � 2

kzkn

`1

�

: (III.45)

Moreover, for z and y in `1, we have

kXP K .z/ � XP K .y/k
`1 � 4k

	
	
	PK

	
	
	

�

max
n D 1; :::; k � 2

�
kykn

`1 ; kzkn

`1

��

kz � yk
`1 :

(III.46)
Eventually, for PK 2 P K

k;p
and QK 2 P K

`;q
, then fPK ;QKg 2 P K

kC`�2;pCq
and we

have the estimate
	
	
	fPK ;QKg

	
	
	 � 2.p C q/k`

	
	
	PK

	
	
	
	
	
	QK

	
	
	 : (III.47)
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Proof. As in the proof of Proposition III.6, we denote by PK
i;m the homogeneous com-

ponent of degree i of PK , and involving only coefficients of momentummK, i.e.,

PK
i;m.z/ D

X

j 2 IK
i;m

am
j zj ; i D 2; : : : ; k:

The first inequality (III.19) is then a consequence of the definition of the norm of	
	PK

	
	 by using similar arguments as in the proof of Proposition III.6.

Now let j D .a; �/ 2 BK � f˙1g � Z be fixed. As for (III.24), we have
ˇ
ˇ
ˇ
ˇ
ˇ

@PK
i;m

@zj

ˇ
ˇ
ˇ
ˇ
ˇ

� i
	
	
	PK

i;m

	
	
	

X

j 2 Zi � 1

M.j / D ��a C mK

ˇ
ˇzj1 � � � zji � 1

ˇ
ˇ : (III.48)

Therefore, after summing in a and � we get
	
	
	XP K

i;m
.z/
	
	
	

`1 � 2i
	
	
	PK

i;m

	
	
	

X

j 2 Zi � 1

ˇ
ˇzj1

ˇ
ˇ � � � ˇˇzji � 1

ˇ
ˇ � 2i

	
	
	PK

i;m

	
	
	 kzki � 1

`1 (III.49)

which yields (III.45) after summing in i D 2; : : : ; k and m. Note that a similar esti-
mate in the Banach space `1

s would involve terms of orderKs: the equation (III.25) is
true only when the zero momentum condition is fulfilled.
The equations (III.46) and (III.47) can be proved similarly and are left to the reader.

Hence the collocation space discretization of a nonlinear Schrödinger equation
with polynomial nonlinearity leads to consider discrete Hamiltonian functions of the
form

HK D TK C PK (III.50)

where TK D P
a2BK a2�a
a and PK 2 P K

k;p
for some constants k and p, and

hence satisfying the bounds independent on K given by the above proposition. Note
the the discretization of the cubic nonlinear Schrödinger equation described above
can be written in the previous form, with k D 4 and p D 1. Note moreover that such
a Hamiltonian leaves the space

AK WD ˚
za D .�a; 
a/

ˇ
ˇ �a D 
a D 0 if a … BK

� ' C
K � C

K (III.51)

invariant by the flow, and that TK is the restriction of T on the subspace AK .
Using the previous proposition, we thus see that if the norms of the polynomi-

als PK are uniformly bounded, we can prove the existence of a mild solution to the
system (III.50) viewed as a finite dynamical system embedded in `1, for times inde-
pendent ofK. In the next chapter, we will use this fact to prove the convergence of the
semi-discrete flow towards the exact flow, over finite time intervals and for smooth
solutions.
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In this chapter, we still consider semi-linear Schrödinger equations of the form

i@tu D ��uCQ.u; Nu/ (IV.1)

with polynomial Hamiltonian nonlinearityQ. We prove that under the hypothesis that
the exact solution remains smooth on a finite interval, then the splitting methods are
convergent. Such a result can be found in [31] for the cubic NLS. We then extend
this result to more general splitting methods where the linear operator is smoothed in
high frequencies either with the help of an implicit integrator, or directly using more
general filter functions as in (I.11).

In Section 4, we consider the case where the equation (IV.1) is discretized in space
by a pseudo-spectral collocation method as described in the end of the previous chap-
ter. We conclude in Section 5 with the case of fully discrete systems discretized both
in space and time, and show the convergence of the fully discrete splitting method
over finite time, under the assumption that the exact solution is smooth. Though rel-
atively standard from the point of view of numerical analysis, such results for fully
discrete schemes are difficult to find in the existing literature (see however in [19] in
the case of the Gross–Pitaevskii equation, and [29] in the linear case).

1 Splitting methods and Lie derivatives

As in the previous chapter, we associate with (IV.1) an infinite dimensional Hamil-
tonian system in the variable z D .�; 
/ made of the Fourier coefficients of u DP

a 2Zd �ae
ia � x and Nu D P

a 2Zd 
ae
�ia�x . With the notation of the previous chap-

ter, we consider a Hamiltonian system associated with a Hamiltonian function of the
form

H.z/ D T .z/C P.z/;

where T .z/ D P
a 2Zd jaj2�a
a is the Hamiltonian associated with the Laplace op-

erator, and P 2 Pk , k � 3 is a polynomial Hamiltonian. Note that we could also
consider a quadratic Hamiltonian of the form T .z/ D P

a 2Zd !a�a
a with frequen-
cies !a satisfying the bound !a � C jaj2. This would allow us to consider a more
general splitting scheme based on a decomposition between the linear and nonlinear
parts of the Hamiltonian PDE.

The splitting methods we consider are based on the following approximation, for
a small time step � :

'�
H ' '�

T ı '�
P (IV.2)
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known as the Lie splitting method. The higher order symmetric approximation

'�
H ' '

�=2
T ı '�

P ı '�=2
T (IV.3)

is known as the Strang splitting approximation. Note that we can also consider the
same methods where we exchange the role of T and P . This does not affect the
results of this chapter.

As in the finite dimensional case, we define the Lie derivative as follows (for the
notations, see the previous chapter):

Definition IV.1. Let g 2 C1.`1
s;C/ andH a Hamiltonian; we define the Lie deriva-

tive LH Œg� by the formula

LH Œg� D
X

j 2 Z

.XH /j
@g

@zj

D i
X

a 2Zd

@H

@�a

@g

@
a

� @H

@
a

@g

@�a

D fH;gg:

Let Y 2 C1.`1
s; `

1
s/ with Y D .Yj /j 2 Z, then we set

.LH ŒY �/j D ˚
H;Yj

�
; j 2 Z:

As in the finite dimensional case we have, for two Hamiltonians functions H
and G

ŒLH ;LG � WD LH ı LG � LG ı LH D LfH;Gg:

The following result will be used to define the asymptotic expansion of the solution
of (IV.1), provided it fulfills some regularity assumptions.

Proposition IV.2. Let s; s0 � 0 with s0 � s. Assume that Y 2 C1.`1
s0 ; `

1
s/. Then

LT ŒY � 2 C1 �
`1

s0 C 2; `
1
s

�
and LP ŒY � 2 C1 �

`1
s0 ; `

1
s

�
:

Proof. Recall that P 2 Pk and assume that Y D .Yj /j 2 Z 2 C1.`1
s0; `

1
s/. For all

z 2 `1
s0 , we have rY.z/ 2 C.`1

s0; `
1
s/, and the Lie derivative can be written

LP ŒY �.z/ D rY.z/ �XP .z/:

Hence the fact that XP .z/ 2 `1
s0 for z 2 `1

s0 (see (III.20)) shows that LP ŒY �.z/ 2 `1
s .

Now for the Hamiltonian T , to obtain that XT .z/ 2 `1
s0 , we need that z 2 `1

s0C2 as T
acts as the multiplication by jaj2 in each component.
The result follows by a similar argument repeated on the successive derivatives of
LP ŒY � and LT ŒY �.

Let us consider the flow 't
H .z/ which is defined as the solution in `1

s of the equa-
tion

z.t/ D 't
T .z/C

Z t

0
't � �

T ıXP .z.�// d�: (IV.4)
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It is easy to verify that if z.t/ 2 `1
s C 2 for t 2 Œ0; t��, then z.t/ satisfies the equation

z0.t/ D XT .z.t//CXP .z.t// in `1
s;

for t 2 Œ0; t��. Now if z.t/ 2 `1
s for all s � 0, we can consider the Taylor expansion

around t D 0 as in the finite dimensional situation:

't
H .z/ D

X

k � 0

tk

kŠ

dk't
H .z/

dtk

ˇ
ˇ
ˇ
ˇ
ˇ
t D 0

;

and we can write at least formally

't
H D

X

k � 0

tk

kŠ
Lk

H ŒId� D exp .tLH / ŒId�:

With these calculations and the previous proposition, we get the following (compare
Proposition II.5).

Proposition IV.3. Let M be fixed, and let z.t/ D 't
H .z/ be a mild solution of (IV.4)

in `1
s . Assume that z 2 Bs C 2N C 2

M . Then there exists t0 such that for all N 2 N, there
exists a constant CN such that for all t 2 Œ0; t0�, we have

	
	
	
	
	
	
't

H .z/ �
NX

k � 0

tk

kŠ
Lk

H ŒId�.z/

	
	
	
	
	
	

`1
s

� CN t
N C 1:

Proof. Recall that Bs
M is defined in (III.32) as the ball of radiusM in `1

s . By assump-
tion, and using the results of the previous chapter, there exists t0 such that for all
t 2 Œ0; t0�, 't

H .z/ 2 Bs C 2N C 2
2M . Now using Proposition IV.2, we have by induction

that

8k � 0; Lk
H ŒId� 2 C1 �

`1
s C 2k; `

1
s

�
:

The result is then obtained as in the finite dimensional case, using a Taylor expansion.

The previous proposition shows that if the solution is smooth enough, the repre-
sentation of the flow as an exponential makes sense. If such an assumption is relevant
over a small time interval for smooth initial value, this is in general not fair over long
time intervals.

2 Convergence of the Lie splitting methods

Let us begin with the following

Lemma IV.4. Let s � 0, and M be given. Then there exist constants L and �0 such
that for all � � �0, and all z and y in Bs

M , we have
	
	'�

T ı '�
P .z/ � '�

T ı '�
P .y/

	
	

`1
s

� eL� kz � yk
`1

s
: (IV.5)
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Proof. For y 2 Bs
M and t 2 .0; �/, we have

't
P .y/ D y C

Z t

0
XP

�
'�

P .y/
�

d�:

As P is a polynomial of degree k, equation (III.20) of Proposition III.6 shows that
for y 2 Bs

M ,

	
	't

P .y/
	
	

`1
s

� M C 2k.k � 1/s kP k
Z t

0

	
	'�

P .y/
	
	

`1
s

�

max
n D 0; :::; k � 2

	
	'�

P .y/
	
	n

`1
s

�

d�:

Hence as long as
	
	'�

P .y/
	
	1

`s
� 2M for � 2 .0; t / we have the estimate

	
	't

P .y/
	
	

`1
s

� M C 2tMk.k � 1/s kP k max
�

1; .2M/k � 2
�
: (IV.6)

This shows that for � � �0 where �0 is small enough (depending on M , k and s), we
have '�

P .y/ 2 Bs
2M .

As '�
T is a linear isometry, we have

	
	'�

T ı '�
P .z/ � '�

T ı '�
P .y/

	
	

`1
s

D 	
	'�

P .z/ � '�
P .y/

	
	

`1
s
:

Hence using Proposition III.6 and the fact that '�
P .z/ and '�

P .y/ are bounded by 2M
in `1

s , we obtain

	
	't

P .y/ � 't
P .z/

	
	

`1
s

� ky � zk
`1

s
C L

Z t

0

	
	'�

P .y/� '�
P .z/

	
	

`1
s

d�;

where L is the Lipschitz constant of P over Bs
2M given by Proposition III.6, see

equation (III.21). We conclude by using the Gronwall Lemma.

We now give the following local error result:

Proposition IV.5. Let s � 0, and assume that z 2 Bs C 2
M for some M > 0. Then

there exist �0 and a constant C such that for all � < �0, we have
	
	'�

H .z/ � '�
T ı '�

P .z/
	
	

`1
s

� C� 2: (IV.7)

Before proving this result, let us show how the argument used in the finite di-
mensional case studied in Chapter II can easily be adapted to the present situation,
provided the a priori regularity of z is `1

s C 4 and not `1
s C 2 as stated in the result above.

Indeed, under the hypothesis z 2 `1
s C 4, then for all � � � � �0 where �0 is

sufficiently small, we can assume that '�
H .z/ and '�

P .z/ are in Bs C 4
2M . Using Propo-

sition IV.3, we can write

'�
H .z/ D z C �LH ŒId�.z/C

Z �

0
.� � �/L2

H ŒId�
�
'�

H .z/
�

d�

D z C � .LT ŒId�C LP ŒId�/ .z/C Os

�
� 2� ;
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where the rest is bounded by C� 2 in `1
s because '�

H .z/ 2 `s C 4 for all � . Similarly,
we have

'�
T .z/ D z C �LT ŒId�.z/C

Z �

0
.� � �/L2

T ŒId�
�
'�

T .z/
�

d�;

and hence

'�
T ı '�

P .z/ D '�
P .z/C �LT ŒId�

�
'�

P .z/
�C Os

�
� 2
�
:

Now we have

'�
P .z/ D z C �LP ŒId�.z/C Os

�
� 2� ;

and by definition of the Lie derivative

LT ŒId�
�
'�

P .z/
� D LT ŒId�.z/C

Z �

0
LP LT ŒId�

�
'�

P .z/
�

d�:

Hence

'�
T ı '�

P .z/ D z C � .LT ŒId�.z/C LP ŒId�.z//C Os

�
� 2� ;

which proves the result, but under the assumption that z 2 `1
s C 4. The goal is now to

show that the result still holds when z 2 `1
s C 2 only.

Proof of Proposition IV.5. As z 2 Bs C 2
M , and as '�

P is well defined on `1
s C 2, the

same argument as before based on the estimate (IV.6) shows that there exists �0 such
that for all z 2 Bs C 2

M and all � � �0, we have '�
P .z/ 2 Bs C 2

2M . As '�
T is an isometry,

the same holds for '�
T ı '�

P .z/ with � � �0.
Let us start with the formula defining the mild solution '�

H .z/:

'�
H .z/ D '�

T .z/C
Z �

0
'� � t

T XP

�
't

H .z/
�

dt:

By definition of the flow '�
P .z/, we have

'�
P .z/ D z C

Z �

0
XP

�
't

P .z/
�

dt:

As '�
T is linear, we thus have

'�
T ı '�

P .z/ D '�
T .z/C

Z �

0
'�

TXP

�
't

P .z/
�

dt:

We define

d� .z/ D '�
H .z/ � '�

T ı '�
P .z/:
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As '�
T is inversible, the previous calculations show that

'��
T d� .z/ D

Z �

0
'�t

T XP

�
't

H .z/
� �XP

�
't

P .z/
�

dt

D
Z �

0

�
'�t

T ıXP � XP ı '�t
T

� �
't

H .z/
�

dt

C
Z �

0
XP

�
'�t

T 't
H .z/

�� XP

�
't

P .z/
�

dt

DW r1
� .z/C r2

� .z/:

As 't
H .z/ and 't

P .z/ remain in the ball Bs
2M , we have using Proposition III.6 of the

previous chapter,
	
	XP

�
'�t

T 't
H .z/

��XP

�
't

P .z/
�	
	

`1
s

� C
	
	'�t

T 't
H .z/ � 't

P .z/
	
	

`1
s
;

for some constant C depending on M . But we have

'�t
T 't

H .z/ � 't
P .z/ D '�t

T ı �'t
H � 't

T '
t
P

�
.z/ D '�t

T dt .z/:

As 't
T is an isometry, we get

	
	r2

� .z/
	
	

`1
s

� C

Z �

0
kdt .z/k`1

s
dt:

Let us consider now y 2 `1
s C 2, and define

f .t; y/ D '�t
T ıXP .y/� XP ı '�t

T .y/:

We have f .0; y/ D 0, and

@f

@t
.t; y/ D �'�t

T ıXT ıXP .y/C LT ŒXP �
�
'�t

T .y/
�
: (IV.8)

Note that we calculate

@f

@t
.0; y/ D �XT ıXP .y/C LT LP ŒId�.y/

D �LP LT ŒId�.y/C LT LP ŒId�.y/

D LfT;P gŒId�.y/;

which means that the error term is driven by the commutator betweenH and P .
Now it is clear that we have

kXT .y/k`1
s

� kyk
`1

s C 2
:
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Hence using (III.20) we get that for all y 2 Bs C 2
2M and all t 2 Œ0; �0�, we have

	
	
	
	
@f

@t
.t; y/

	
	
	
	`1

s
� C

�

kyk
`1

s C 2

�

;

for some constant C depending on M . But we have

r1
� .z/ D

Z �

0
f
�
t; 't

H .z/
�

dt D
Z �

0

Z t

0

@f

@�

�
�; 't

H .z/
�

d�dt:

Hence we get for all z 2 Bs C 2
M ,

	
	r1

�

	
	

`1
s

� c� 2;

for some constant c depending onM . Gathering the estimates on r1
� .z/ and r2

� .z/, we
thus get for all � � �0,

kd� .z/k`1
s

� c� 2 C C

Z �

0
kdt .z/k`1

s
dt;

and the Gronwall Lemma then yields the result.

Proposition IV.6. Let z0 2 `1
s C 2, M > 0 and t� > 0. Assume that for all t 2

.0; t�/, 't
H .z

0/ is well defined in `1
s C 2 and remains in the ball Bs C 2

M . Then there
exist constants C and �0 such that for 0 � � � �0, if zn is the sequence defined by
induction:

znC1 D '�
T ı '�

P .z
n/; n � 0;

then we have

8t D n� � t�;
	
	't

H .z
0/ � zn

	
	

`1
s

� C�:

Proof. Setting z.t/ D 't
H .z

0/ and tn D n� , we have for n � 0,

	
	z .tn C 1/ � zn C 1

	
	

`1
s

� 	
	'�

H .z.tn//� '�
T ı '�

P .z.tn//
	
	

`1
s

C 	
	'�

T ı '�
P .z.tn// � '�

T ı '�
P .z

n/
	
	

`1
s
:

By assumption, for all n such that n� � t�, z.tn/ is in a ballBs C 2
M . Hence Proposition

IV.5 shows that

	
	'�

H .z .tn//� '�
T ı '�

P .z .tn//
	
	

`1
s

� C� 2
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for some constant C depending only on M and s. Using (IV.5), we see that there
exists a constant L such that

	
	'�

T ı '�
P .z .tn// � '�

T ı '�
P .z

n/
	
	

`1
s

� eL� kz .tn/ � znk
`1

s

as long as zn 2 Bs
2M (while z.tn/ 2 Bs C 2

M � Bs
2M ).

Using the fact that z.t0/ D z0, then as long as n� � t� and zn 2 Bs
2M , we have

kz .tn/ � znk
`1

s
� CneLn�� 2 � �

Ct�eLt�
�
�:

This shows that for �0 sufficiently small, we have zn 2 Bs
2M – and hence the previous

estimate – for n� � t�. This concludes the proof.

Remark IV.7. A similar result holds for the Strang splitting method (IV.3). Indeed
we can show the local error estimate

	
	
	'�

H .z/ � '
�=2
T ı '�

P ı '�=2
T .z/

	
	
	

`1
s

� C� 3

when z remains bounded in Bs C 4
M . This shows that the Strang splitting is of (global)

order 2 for smooth functions. We do not give the details here.

3 Filtered splitting schemes

The standard Lie–Trotter splitting methods for PDEs associated with the Hamiltonian
T C P consists in replacing the flow generated by H D T C P during the time �
(the small time step) by the composition of the flows generated by T and P during
the same time, namely

'�
T ı '�

P D exp .�LP / ı exp .�LT / ŒId�:

As explained in the introduction, it turns out that it is convenient to consider more
general splitting methods that induce smoothing effects to the high frequencies of the
linear part. Thus we replace the linear operator �LT by a more general Hamiltonian
operator associated with a Hamiltonian A0.
More precisely let ˇ.x/ be a real function, possibly depending on the step size � and
satisfying ˇ.0/ D 0 and ˇ.x/ ' x for small x. We define the diagonal operator XA0

by the relation

8j D .a; ı/ 2 Z; .XA0.z//j D ıˇ
�
� jaj2� zj : (IV.9)

In other words, the system Pz D XA0.z/ can be written for a 2 Z
d (compare (III.28))

P�a D �iˇ �� jaj2� �a; and P
a D iˇ
�
� jaj2� 
a;
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and for real z D .�; N�/ associated with a function u.x/ D P
a2Zd �a e

ia�x , we can
rewrite this equation in shorter form,

i@tu D ˇ.���/u:
For a 2 Z

d , we set �a D ˇ.� jaj2/. The Hamiltonian associated with XA0 is given by

A0.z/ D A0.�; 
/ D
X

a 2Zd

�a�a
a: (IV.10)

In the following, we consider the splitting methods

'�
P ı '1

A0
and '1

A0
ı '�

P ; (IV.11)

where '�
P is the exact flow associated with the Hamiltonian P , and where '1

A0
is

defined by the relation

8j D .a; ı/ 2 Z;
�
'1

A0
.z/
�

j
D exp .�iı�a/ zj

which is the flow of the Hamiltonian A0 given by (IV.10) at time 1 (recall that the
step size � is included in the definition of the eigenvalues �a of A0). Note that '1

A0

can also be viewed as the time � flow of the equation

i@tu D 1

�
ˇ.���/u; (IV.12)

that can be viewed as a regularization of the linear free Schrödinger equation i@tu D
��u. Hence '1

A0
is a regularization of the exact flow '�

T .
In these notes, we will mainly consider two cases:

(i) The case where ˇ.x/ D x which corresponds to the case A0 D �T , i.e. '1
A0

D
'�

T and the spitting method (IV.11) coincides with (IV.2).

(ii) The case where ˇ.x/ D 2 arctan.x=2/ corresponding to the implicit-explicit
integrator introduced in the introduction (see also [1], [35]).

The second case corresponds to the approximation of the system

P�a D �i jaj2�a; and P
a D i jaj2
a; a 2 Z
d ;

by the midpoint rule. Starting from a given point .�0
a; 


0
a/, the midpoint rule applied

to the first equation of the previous system is defined by the implicit relation

�1
a D �0

a � i� jaj2
�
�1

a C �0
a

2

�

:

Owing to the classical relation

8x 2 R;
1 C ix

1 � ix D exp .2i arctan.x// ;
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we can write

�1
a D

�
1 � i� jaj2=2

1 C i� jaj2=2

�

�0
a D exp

��2i arctan.� jaj2=2/
�
�0

a:

We easily see that a similar relation holds for 
1
a, and we eventually observe that we

can interpret the numerical approximation .�1
a; 


1
a/ as the exact flow at time t D 1, of

the Hamiltonian A0 defined by (see formula (IV.10))

A0.z/ D A0.�; 
/ WD
X

a2Zd

2 arctan.� jaj2=2/ �a
a: (IV.13)

Remarkably, the previous calculations show the following: We can do backward error
analysis for the midpoint rule applied to the free-linear Schrödinger equation, which
can be interpreted at the flow at time � of the modified system (IV.12) with ˇ.x/ D
2 arctan.x=2/.

Finally, we allow the possibility of making a cut-off in high frequencies, that is to
consider

ˇ.x/ D x1x � c0.x/; or ˇ.x/ D 2 arctan.x=2/1x � c0.x/

where c0 is a given number (the CFL number). In the case of a fully discrete system,
this number will be naturally determined by the highest mode in the space discretized
system, but we will also consider such a high frequency cut-off in the abstract formu-
lation. This will make possible the construction of the modified energy of Chapter VI
in an abstract framework.

To analyze the convergence of the filtered splitting methods (IV.11), we only have
to evaluate the difference between '�

T and '1
A0

, and combine it with the estimate of
the previous section. For the implicit-explicit integrator based on the midpoint rule,
we have the following result:

Proposition IV.8. Let s � 0, and assume that z 2 Bs C 4
M for some M > 0. Let A0

be defined by (IV.13) the quadratic Hamiltonian associated with the filter function
ˇ.x/ D 2 arctan.x=2/. Then there exist �0 and a constant C such that for all � � �0,
we have 	

	'�
H .z/ � '1

A0
ı '�

P .z/
	
	

`1
s

� C� 2: (IV.14)

Proof. For all x 2 R, we have

arctan.x/ � x D �
Z x

0

y2

1 C y2
dy:

For a 2 Z
d , this yields

2 arctan

�
� jaj2

2

�

� � jaj2 D �2
Z � jaj2=2

0

y2

1 C y2
dy:
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Let 
 2 Œ0; 2�; it is clear that for all y 2 R,

y2

1 C y2
� y
 :

Hence we have for all a 2 Z
d ,

ˇ
ˇ
ˇ
ˇ2 arctan

�
� jaj2

2

�

� � jaj2
ˇ
ˇ
ˇ
ˇ � 2

Z � jaj2=2

0
y
dy � C�
C1jaj2
C2; (IV.15)

for some constant C independent of a. Hence, owing to the fact that jeix � eiy j �
jx � yj for real x and y,

ˇ
ˇexp

��i� jaj2� � exp
��2i arctan.� jaj2=2/

�ˇ
ˇ � C�
C1jaj2
C2:

Hence we get for all z,

	
	'�

T .z/ � '1
A0
.z/
	
	

`1
s

� C�
C1 kzk
`1

sC2�C2
: (IV.16)

Combining the results of the previous Section, we get: There exists �0 such that for
� � �0, '�

P .z/ 2 Bs C 4
2M . Using thus (IV.16) with 
 D 1, we obtain

	
	'�

T ı '�
P .z/ � '1

A0
ı '�

P .z/
	
	

`1
s

� C� 2:

The equation (IV.7) then yields the result.

In [15], different other choices for the filter function ˇ.x/ are studied. In particular
the cases where

ˇ.x/ D �� arctan .���x/ ; and ˇ.x/ D x C x2=��

1 C x=�� C x2=� 2�

for 1 > � � 0. These functions induce a slightly stronger smoothing in the high
frequencies which helps the construction of the modified energy made in Chapter VI,
but requires more regularity of the initial solution to obtain convergence results over
finite time. We refer to [15] for an extensive discussion of these generalized cases. In
the rest of this book, we will only focus on the two cases (i) and (ii) described above.

Remark IV.9. The previous proposition, in combination with the proof of Proposi-
tion IV.6, show the convergence of the implicit-explicit splitting scheme associated
with the filter function ˇ.x/ D 2 arctan.x=2/. Note that the smoothness required for
the exact solution is higher than for the exact splitting scheme: sC 4 for the implicit-
explicit integrator instead of s C 2 for the exact splitting, to obtain the convergence
in `1

s .



4 Space approximation 71

4 Space approximation

With the same kind of technics as the ones used in Section 2, we would like to prove
now the convergence of the semi-discrete flow – as defined in the last section of
Chapter III – towards the exact solution 't

H .z/. As for the splitting methods studied
above, we need some smoothness assumption for the exact solution to obtain the
convergence estimates. As in the end of Chapter III, we only consider the case where
the dimension d D 1.

Let P 2 Pk for some k � 3, and let PK a family of discrete Hamiltonian in the
space P K

k;p
(see Definition III.16). Here p is a fixed integer. We recall that for a fixed

K, PK acts on the finite dimensional space AK defined in (III.51) and made of
sequences zj with j 2 BK (see (III.41)) the finite set of indices .a; ı/ 2 BK � f˙1g
where BK depends on the parity of K, and is defined in (III.35). Of course we have
AK � `1

s for all s. We make the following assumptions:

Hypothesis IV.10. There exists a constant C0 such that

8K 2 N;
	
	
	PK

	
	
	 � C0 kP k (IV.17)

where the first norm is defined in (III.43) and the second is the norm (III.16). More-
over, if we denote by

P.z/ D
kX

` D 2

X

j 2 Z`

M.j / D 0

aj zj ; and PK.z/ D
kX

` D 2

X

jmj � p

X

j 2 .BK /`

M.j / D mK

am
j zj (IV.18)

the expressions of P.z/ and PK.z/ in terms of their coefficients (see (III.42)), then
we have

8` D 2; : : : ; k; j 2 �BK
�` H) a0

j D aj : (IV.19)

In other words, the coefficients of PK corresponding to the indices with zero momen-
tum coincide with the coefficients of P .

Example IV.11. In the case of the semi-discrete equation (III.39) obtained after space
discretization of the cubic nonlinear Schrödinger equation, and with the definition of
the norm, the previous estimate (IV.17) holds with the constant C0 D 3 in dimension
1. We also easily see that the second condition (IV.19) is satisfied.

Lemma IV.12. Assume that the polynomial P and the family PK , K 2 N satisfy the
hypothesis IV.10, and let s > 0. Assume that kzk

`1
s

� M , then we have

kXP .z/ �XP K .z/k
`1 � CK�s; (IV.20)

where the constant C only depends on M , k, p and s.
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Proof. Let PK
`;m

denote the component of degree ` associated with the index m ¤ 0
in the decomposition (IV.18). We thus can write

P.z/ � PK.z/ D QK
1 .z/ �QK

2 .z/

D
kX

` D 2

X

j 2 Z`n.BK/`

M.j / D 0

aj zj �
kX

` D 2

X

jmj � p
m ¤ 0

PK
`;m.z/: (IV.21)

Using the same calculation as for equation (III.48) we have for j D .a; �/ 2 BK ,

ˇ
ˇ
ˇ
ˇ
ˇ

@PK
`;m

@zj

ˇ
ˇ
ˇ
ˇ
ˇ

� `
	
	
	PK

`;m

	
	
	

X

j 2 .BK /` � 1

M.j / D ��a C mK

ˇ
ˇzj1 � � � zj` � 1

ˇ
ˇ ;

but now in the decomposition, we have m ¤ 0 and hence by definition of BK , we
have j � a� CmKj � K=2. Thus we easily see that there is always an index ji such
that jji j � K

4`
. The previous equation thus yields

ˇ
ˇ
ˇ
ˇ
ˇ

@PK
`;m

@zj

ˇ
ˇ
ˇ
ˇ
ˇ

� `
	
	
	PK

`;m

	
	
	

X

j 2 .BK/` � 1

M.j / D ��a C mK

1

jj1js � � � jj` � 1js jj1jsjzj1 j � � � jj` � 1jsjzj` � 1 j

� 4sK�s`s C 1
	
	
	PK

`;m

	
	
	

X

j 2 .BK /` � 1

M.j / D ��a C mK

jj1jsjzj1 j � � � jj` � 1jsjzj` � 1 j:

Therefore, after summing in a and � we get (compare (III.49))

	
	
	XP K

`;m
.z/
	
	
	

`1 � .4`/s C 1K�s
	
	
	PK

`;m

	
	
	 kzk` � 1

`1
s
;

and this shows with the notation (IV.21) that
	
	
	XQK

2
.z/
	
	
	

`1 � CK�s under the as-

sumption z 2 Bs
M , and with a constant C depending on `, p, s and M .

Considering now QK
1 .z/, we observe that for a multi-index j 2 Z`n.BK/`, there

exists at least one index ji such that jji j � K=4. We conclude as before that	
	
	XQK

1
.z/
	
	
	

`1 � CK�s , which finishes the proof.

Let us now consider an initial data function u0.x/ D P
a2Z �0

ae
iax . We denote by

�K;0 D .�K
a /a2BK 2 C

K the complex number defined by

�K;0 D F �1
K ı diag

�
u0.xb/

�
;
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which represent the initial data after discrete Fourier transform. Using the aliasing
formula (III.38), we have

�K;0
a D 1

K

X

b 2 BK

e�iaxbu0.xb/

D 1

K

X

b 2 BK

X

c 2Z

ei.c�a/xb�0
c D

X

m 2Z

�0
a C mK : (IV.22)

Denoting by zK;0 the vector zK;0 D .�K;0; N�K;0/ 2 C
K � C

K , the equation above
shows that zK;0 2 `1 satisfies

	
	zK;0

	
	

`1 � 	
	z0

	
	

`1 where z0 D .�0; N�0/ 2 C
Z � C

Z is

associated with the function u0.

Lemma IV.13. With the previous notation, then if z0 2 `1
s we have

	
	
	z0 � zK;0

	
	
	

`1 � CK�s
	
	z0

	
	

`1
s
: (IV.23)

Proof. Recall that �K;0
a is a finite dimensional vector with indices in BK . We have

	
	
	z0 � z0;K

	
	
	

`1 � 2
X

a … BK

j�0
aj C 2

X

a 2 BK

X

m 2Z

m ¤ 0

j�0
a C mK j:

In the first term of the right-hand side of the previous equation, we have for the first
jaj � jK=2 � 1j and hence there exists a constant C such that

X

a … BK

j�0
aj � C

K�s

X

a … BK

jajsj�0
aj � CK�s

	
	z0

	
	

`1
s
:

For the second term, we observe that the indices aCmK with jmj � 1 and a 2 BK

satisfy jaCmKj � K=2 and we conclude with a similar estimate.

We are now ready to prove the following

Proposition IV.14. Let s and M be fixed, and z0 2 `1
s . Assume that z.t/ D 't

H .z
0/

is well defined for t 2 .0; t�/ and remains in a ball Bs
M . Let zK;0 the discrete initial

data defined by (IV.22), and let zK.t/ WD 't
H K .z

K;0/ be the solution of the (finite

dimensional) Hamiltonian system associated with the discrete Hamiltonian HK D
TK CPK where TK D P

a 2 BK jaj2�a
a and where the family PK ,K 2 N satisfies
the Hypothesis IV.10. Then there exist constants C andK0 depending onM , s and t�
such that for K � K0,

8t 2 .0; t�/;
	
	
	z.t/ � zK.t/

	
	
	

`1 � CK�s: (IV.24)
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Proof. By definition, the exact flow z.t/ D 't
H .z/ satisfies, for t 2 .0; t�/,

z.t/ D 't
T

�
z0�C

Z t

0
't � �

T ıXP .z.�// d�:

Using the fact that for z 2 AK (see (III.51)) we have T K.z/ D T .z/, the flow 't
H K

satisfies

zK .t/ D 't
T

�
zK;0�C

Z t

0
't � �

T ıXP K

�
zK .�/

�
d�:

Hence we obtain, using the fact that 't
T is a linear isometry of `1,

	
	
	z.t/ � zK.t/

	
	
	

`1 �
	
	
	z0 � zK;0

	
	
	

`1
C
Z t

0
kXP .z.�//�XP K .z.�//k

`1 d�

C
Z t

0

	
	
	XP K .z.�//� XP K .zK.�//

	
	
	

`1 d�:

Now using (III.46), we see that as long as zK.t/ 2 B0
2M the ball of radius 2M in `1,

then we can write with (IV.20) and the previous lemma

8t 2 .0; t�/;
	
	
	z.t/ � zK.t/

	
	
	

`1 � C1K
�s C

Z t

0
C2

	
	
	z.�/� zK.�/

	
	
	

`1 d�

where C1 depends on t� and M and C2 on
	
	PK

	
	 which is bounded independently

of K. Using Gronwall’s lemma, we get

8t 2 .0; t�/;
	
	
	z.t/ � zK.t/

	
	
	

`1 � C1K
�seC2t�

and we conclude using the same bootstrap argument as before: As long as zK.t/ 2
B0

2M the previous estimate holds, and hence if K � K0 is sufficiently large, we have	
	zK.t/

	
	

`1 � 2M for t 2 .0; t�/. This shows (IV.24).

5 Fully discrete splitting method

We consider now a full discretization of a Hamiltonian PDE associated with a Hamil-
tonian of the form H.z/ D T .z/ C P.z/ as studied before. The numerical solution
is obtained using a time discretization of the semi-discrete flow 't

H K by a splitting
method, whereHK D T K CPK is a discrete approximation ofH , as in the previous
section.

We prove the convergence in `1 of the fully discrete numerical solution towards
the exact solution, provided the exact solution remains bounded in `1

s with s � 2 (i.e.
at least 2 derivatives in the Wiener algebra). The goal will be here to obtain explicit
bounds in term of the discretization parameter � and K.
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Lemma IV.15. Let z0 2 `1
s C 2, M > 0 and t� > 0. Assume that for all t 2 .0; t�/,

't
H .z

0/ is well defined in `1
s C 2 and remains in the ball Bs C 2

M . Then there exist con-
stants C and �0 such that for � � �0, if zn is the sequence defined by

zn C 1 D '�
T ı '�

P .z
n/; n D 0; : : : ; t�=�; (IV.25)

then we have

8n� � t�; kznk
`1

s
� 2M:

Proof. This is a straightforward Corollary of Proposition IV.6.

Lemma IV.16. Let k 2 N, s � 0, P 2 Pk and PK , K > 0 a collection of Hamil-
tonians satisfying Hypothesis IV.10. Let M > 0 and z 2 `1

s such that z 2 Bs
M . Then

there exists constants C and �0 such that for � � �0 we have
	
	'�

P .z/ � '�
P K .z/

	
	

`1 � C�K�s:

Proof. For t 2 .0; �/, we set z.t/ D 't
P .z/ and zK.t/ D 't

P K .z/. We have by
definition

z.t/ D z C
Z t

0
XP .z.�// d�

and a similar formula for zK.t/. Hence we can write
	
	
	z.t/ � zK .t/

	
	
	

`1 �
Z t

0

	
	
	XP .z.�//�XP K .zK.�//

	
	
	

`1 d�

�
Z t

0
kXP .z.�//�XP K .z.�//k

`1 d�

C
Z t

0

	
	
	XP K .z.�//� XP K .zK.�//

	
	
	

`1 d�: (IV.26)

Now we can assume that �0 is small enough to have z.�/ 2 Bs
2M for � 2 .0; �0/.

Using (IV.20), this shows that

kXP .z.�//�XP K .z.�//k
`1 � CK�s

with a constant C uniform in � 2 .0; �0/.
To deal with the term (IV.26), we observe that the relation (III.46) ensures that XP K

is Lipschitz on bounded sets of `1 with a constant independent of K. This implies
that we can assume that zK.�/ 2 B0

M for � 2 .0; �0/, and that there exists a constant
L such that for all t 2 .0; �/,

	
	
	z.t/ � zK.t/

	
	
	

`1 � C�K�s C
Z t

0
L
	
	
	z.�/ � zK.�/

	
	
	

`1 d�:

This shows the result.
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Theorem IV.17. Let k 2 N, s � 0, P 2 Pk and PK , K > 0 a collection of
Hamiltonians satisfying Hypothesis IV.10.

Let z0 2 `1
s C 2, M > 0 and t� > 0. Assume that for all t 2 .0; t�/, 't

H .z
0/ is well

defined in `1
s C 2 and remains in the ball Bs C 2

M . Then there exist constants C , K0 and
�0 such that for all � � �0 and K � K0, the sequence zK;n defined by induction:

zK;n C 1 D '�
T K ı '�

P K

�
zK;n

�
; n D 0; : : : ; t�=�;

with initial value zK;0 defined as in (IV.22) satisfies

8t D n� � t�;
	
	
	z.t/ � zK;n

	
	
	

`1 � C .� CK�s/ :

Proof. Let zn be the sequence defined by (IV.25). Using Lemma IV.15, we have zn 2
Bs

2M for all n � t�=� .
As T leaves invariant the space AK , we have that for all n, zK;n C 1 D '�

T ı
'�

P K .z
K;n/, while zn C 1 D '�

T ı '�
P .z

n/. Hence we calculate that

	
	
	zn C 1 � zK;n C 1

	
	
	

`1 D
	
	
	'�

P .z
n/ � '�

P K .z
K;n/

	
	
	

`1

� 	
	'�

P .z
n/ � '�

P K .z
n/
	
	

`1 C
	
	
	'�

P K .z
n/ � '�

P K .z
K;n/

	
	
	

`1 :

Using Lemma IV.16 the first term in this equation is bounded by C�K�s .
To deal with the second term, we observe that as long as

	
	zK;n

	
	

`1 � 2M , we have

	
	
	'�

P K .z
n/ � '�

P K .z
K;n/

	
	
	

`1 � eL�
	
	
	zn � zK;n

	
	
	

`1

where L is the Lipschitz constant of PK over the ball of radius 2M in `1. Note that
L is actually independent of K using (III.46).
Hence as long as

	
	zK;n

	
	

`1 � 2M we can write

	
	
	zn C 1 � zK;n C 1

	
	
	

`1 � C�K�s C eL�
	
	
	zn � zK;n

	
	
	

`1 :

By induction we obtain
	
	
	zn � zK;n

	
	
	

`1 � Ct�eLt�.K�s C
	
	
	z0 � zK;0

	
	
	

`1/ � C�K�s

where C� depends on t�, C and L. For K � K0 sufficiently large, this shows that the
previous relation holds for n� � t�. We conclude by gathering this estimate with the
result of Proposition IV.6.



V Modified energy in the linear case

In this chapter, we consider the linear Schrödinger equation

i@tu.t; x/ D ��u.t; x/C V.x/u.t; x/; u.0; x/ D u0.x/; (V.1)

set on the d -dimensional torus T
d , with initial condition u0 and smooth potential

function V.x/ 2 R. We consider splitting methods induced by the natural decom-
position between the kinetic energy represented by the Laplace operator �� and the
potential energy associated with V.x/. Such schemes are convergent in the sense of
the previous chapter: they yield convergent approximations over finite time intervals
if the exact solution is smooth. We will not give the details here, as the analysis is
similar to the one performed in Chapter IV, but we refer to [29] for a complete anal-
ysis.

In this chapter, we prove backward error analysis results in the sense of Chapter II:
we construct a modified energy for the numerical scheme and prove that the numerical
flow can be interpreted as the exact flow of this modified energy. Such a result holds
true without any further assumption in the case of implicit-explicit integrators where
the solution of the free Schrödinger equation is approximated by the midpoint rule.
For the classical splitting scheme, the existence of a modified energy relies on the use
of a CFL condition. The presentation here roughly follows the lines of [12].

We then consider the case of fully discrete splitting schemes and show the ex-
istence of a modified energy under a CFL condition. Using the preservation of this
modified energy, we then give some long time control of the regularity of the numer-
ical solution.

1 Operators, flow and splitting methods

In this section, we would like to introduce a specific framework to perform the anal-
ysis of the linear case. In contrast to the nonlinear case, the Hamiltonian functions
associated with linear equations are always quadratic in .u; Nu/. But as the poten-
tial depends on x, the zero momentum condition is not satisfied. To deal with these
quadratic Hamiltonians and the associated operators, we introduce here some opera-
tor spaces in which we will be able to construct the modified energy.

1.1 Operators. In the linear situation, the Hamiltonian function associated with the
previous equation is quadratic in .u; Nu/ : The Hamiltonian function H D T C P is
written

H.u; Nu/ D 1

.2�/d

Z

Td

jru.x/j2 C V.x/ju.x/j2 dx:
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As in the previous chapters, we decompose u and Nu in Fourier series with the notation

u.x/ D
X

a 2Zd

�a e
ia � x and Nu.x/ D

X

a 2Zd


a e
�ia � x :

Then if V.x/ D P
a 2Zd Va e

ia � x , we have

H.u; Nu/ D
X

a 2Zd

jaj2�a
a C
X

a1 � a2 C a3 D 0

Va3�a1
a2

D
X

a 2Zd

jaj2�a
a C
X

a;b 2Zd

Va�b�b
a;

where we recall that jaj2 D .a1/2 C � � � C .ad /2 if a D .a1; : : : ; ad / 2 Z
d . In Fourier

variables, the linear equation (V.1) can be written using the formalism of the previous
chapters

i P�a D jaj2�a C
X

b 2Zd

Va�b�b D @H

@
a

.�; 
/:

We observe here that in the equation above, the term depending on the potential
does not satisfy the zero momentum condition as in the nonlinear case (see (III.14)).
Hence in our framework, we cannot see the linear situation as a particular case of
the nonlinear PDEs studied above, where the nonlinearity does not depend on x.
However, if V is smooth, the term Va�b decays with respect to the momentum a� b.
A similar property holds for nonlinear Hamiltonians depending smoothly on x. Note
that we could have considered a very general situation encompassing both the linear
and nonlinear cases, but this would have led to many more technical difficulties (see
Proposition III.6 where only the zero momentum case is studied).

To measure the decay of the operators with respect to the diagonal level jb � aj,
we introduce the following operator norm:

Definition V.1. An operator A is an element A D .Aab/a;b 2Zd acting as a linear

map in the Fourier space CZ
d

. For ˛ > 1 we define the norm

kAk
˛

D sup
a;b

jAabj .1 C ja � bj˛/ :

We say that A is symmetric if Aab D Aba, and we write

L˛ D fA D .Aab/a;b 2Zd symmetric j kAk
˛
< 1 g:

With a real function W.x/ we associate the operator W D .Wab/a;b 2Zd with
componentsWab D Wa�b whereWa denotes the Fourier coefficient of W associated
with a 2 Z

d . Thus the operator .Wab/a;b 2Zd acting in the Fourier space corresponds
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to multiplication by W and we see that if the function W belongs to the Sobolev
space H s for some s � 0, then the operator W 2 Ls . Note moreover that with this
identification, kW k

˛
< 1 with ˛ > d implies that kW k

L1
< 1.

Let A 2 L˛ be a (symmetric) operator. Then we set

hujAjui D
X

a;b 2Zd

N�a Aab�b 2 R:

We thus see that the Hamiltonian energy H.u; Nu/ can be written

H.u; Nu/ D huj �� � V jui:
Finally, for two operators A and B , we set

adA.B/ D AB � BA;

where the product of two operators is defined by the formula

8a; b 2 Z
d ; .AB/ab D

X

c 2Zd

AacBcb :

Lemma V.2. Assume that ˛ > d . There exists a constant C˛ such that for all opera-
tors A and B ,

kABk
˛

� C˛ kAk
˛

kBk
˛
:

Proof. We have for a; b 2 Z
d ,

j.AB/abj.1 C ja � bj˛/ � .1 C ja � bj˛/
X

c 2Zd

jAac jjBcbj

� kAk
˛

kBk
˛

X

c 2Zd

1 C ja � bj˛
.1 C ja � cj˛/.1 C jc � bj˛/ :

As the function x ! x˛ is convex for x > 0, we have

1 C ja � bj˛ � 1 C .ja � cj C jc � bj/˛ � 2˛�1 .1 C ja � cj˛ C 1 C jc � bj˛/ :
Hence we have

j.AB/abj.1 C ja � bj˛/ � 2˛�1 kAk
˛

kBk
˛

X

c 2Zd

�
1

1 C jc � bj˛ C 1

1 C ja � cj˛
�

and this shows the result, the condition ˛ > d ensuring the convergence of the series.
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Lemma V.3. Let ˛ > d . There exists a constant M˛ such that for all symmetric
operators B and for all u 2 L2, we have

jhujBjuij � M˛ kBk
˛

kuk2

L2 :

Proof. We have

jhujBjuij �
X

a;b

jBab jj�ajj�bj;

� kBk
˛

X

a;b

1

1 C ja � bj˛ j�ajj�bj;

� kBk
˛

X

a;b

1

1 C ja � bj˛ j�aj2;

after using the formula j�ajj�bj � 1
2.j�aj2 C j�bj2/. This yields the result.

1.2 Linear flow. When V D 0, we can define the solution of the free Schrödinger
equation as the flow 't

T of the previous chapter. Here we denote this flow as exp.i t�/
defined in Fourier series by the formula

8a 2 Z
d ; �a.t/ D exp.�i t jaj2/�a.0/

if u.t/ D P
a2Zd �a.t/e

ia�x D exp.i t�/u.0/. Equipped with the previous lemmas,
we can prove the existence and uniqueness of global mild solutions to the linear
equation (V.1).

Theorem V.4. Assume that V 2 L˛ with ˛ > d , and assume that u0 2 L2. Then
there exists a unique solution u.t; x/ in L2 satisfying for all t 2 R,

u.t; x/ D ei t�u0.x/C
Z t

0
ei.t��/�V.x/u.�; x/ d�:

Proof. The argument is the same as in the proof of Theorem III.7. The key here is that
the mapping

u.x/ 7! V.x/u.x/

is globally Lipschitz from L2 to itself, which is a consequence of the fact that for
˛ > d , V 2 L1.

In the following, we denote this solution by

u.t; x/ D exp.i t.�� V //u0.x/:
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1.3 Splitting methods. Note that as V is real, the solution of the potential equation

i@tu.t; x/ D V.x/u.t; x/; u.0; x/ D u0.x/;

is directly given by the formula

8x 2 T
d ; u.t; x/ D exp.�i tV .x//u0.x/:

The splitting methods studied in the previous chapter can be written, for a small time
step � > 0,

exp.i�.�� V // ' exp.�i�V / exp.�iA0/ D '�
V ı '1

A0
; (V.2)

where A0 D ˇ.���/ is the operator associated with a filter function ˇ (see (IV.9)
and (IV.11)). In terms of Fourier coefficients, we have for all a 2 Z

d , �1
a D

exp.�iˇ.� jaj2//�0
a. As in the previous chapter we will mainly consider the cases

where

ˇ.x/ D 2 arctan.x=2/1x�c0 and ˇ.x/ D x1x�c0

where c0 is a given CFL number (possibly infinite).
Note that we have A0 2 L˛ for all ˛ > 0 without restriction on c0 in the case

of the implicit-explicit integrator, and as soon as c0 < 1 in the case of the classical
splitting.

2 Formal series

Following the principle of backward error analysis, we try to find an operator Z.�/
in some L˛ space such that

exp.�i�V / exp.�iA0/ D exp.�iZ.�//:
To do this, the standard method inspired by the finite dimensional case consists in
expanding this expression in powers of � and determining Z.�/ by solving a differ-
ential equation obtained by the use of BCH-like formulas (see (II.19)). However the
successive derivatives of A0 D �ˇ.��/with respect to � yield unbounded operators,
which makes such an equation ill-posed on L˛.

To remedy this difficulty, the strategy is the following: we consider the operatorA0

as fixed, and we search for a function t ! Z.t/ taking values in some L˛ space, such
that Z.0/ D A0 and

8t 2 Œ0; � �; exp.�i tV / exp.�iA0/ D exp.�iZ.t//: (V.3)

If such an operator can be found, then setting t D � in the previous equation will
yield the result.
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Taking the derivative of the expression (V.3) with respect to t , we obtain using
(II.15),

�iV exp.�i tV / exp.�iA0/ D �i
" 

exp
�
ad�iZ.t/

�� 1

ad�iZ.t/

!
dZ.t/

dt

#

exp.�iZ.t//:

Hence using (II.17), Z.t/ has to satisfy the differential equation

Z0.t/ D
X

k � 0

Bk

kŠ
.�1/kadk

iZ.t/.V /: (V.4)

Recall that here, the Bk are the Bernoulli numbers defined by the relation (II.16).
We define the formal series

Z.t/ D
X

` � 0

t`Z`;

where

Z0 WD A0 D �ˇ.��/
is the diagonal operator with coefficients

�a D .A0/aa D ˇ.� jaj2/; (V.5)

and where Z`, ` � 1, are unknown operators.
Plugging this expression into (V.4) we find

X

` � 1

`t`�1Z` D
X

k � 0

Bk

kŠ

0

@�i
X

` � 0

t`adZ`

1

A

k

.V /

D
X

` � 0

t`
X

k � 0

Bk

kŠ
.�i /k

X

`1 C ��� C `k D `

adZ`1
� � � adZ`k

.V /:

Identifying the coefficients in the formal series in powers of t , we find the induction
formula:

8` � 1; .`C 1/Z` C 1 D
X

k � 0

Bk

kŠ
.�i /k

X

`1 C ��� C `k D `

adZ`1
� � � adZ`k

.V /: (V.6)

Note that we easily show by induction that if they are defined, then for all `, Z` is
symmetric. For ` D 1, this equation yields

Z1 D
X

k � 0

Bk

kŠ
.�i /kadk

A0
.V /: (V.7)

Note that the main difference with the finite dimensional situation is that the “first”
term in the expansion is given by an infinite series and that it depends on the small
parameter � through the operator Z0 D A0. The key to controlling this term is to
estimate the norm of the operator adA0 .
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3 Analytic estimates

Lemma V.5. Let A0 be the diagonal operator with eigenvalues �a D ˇ.� jaj2/, and
assume that

8a 2 Z
d ; 0 � �a � �: (V.8)

Let W D .Wab/a;b 2Zd be an operator in L˛ for some ˛ > 1. Then we have

kadA0W k
˛

� � kW k
˛
: (V.9)

Proof. For a; b 2 Z
d we have, as A0 is diagonal,

.adA0W /ab D .�a � �b/Wab :

Hence we have for all a; b 2 Z
d ,
ˇ
ˇ.adA0W /ab

ˇ
ˇ � �jWab j

and this shows the result.

Remark V.6. The condition (V.8) will be fulfilled as soon as

8x > 0; 0 � ˇ.x/ � �:

In the case where A0 is associated with the filter function ˇ.x/ D 2 arctan.x=2/,
this condition is automatically satisfied. In the case where ˇ is of the form ˇ.x/ D
x1x � c0 with a CFL number c0, then this condition will be fulfilled as soon as c0 � � .

We are now ready to prove the main result of this chapter:

Theorem V.7. Let ˛ > d , and assume that kV k
˛
< 1. Assume that the eigenval-

ues �a of the operator A0 satisfy the hypothesis (V.8). Then there exist �0 > 0 and
a constantC such that for all � 2 .0; �0/, there exists a symmetric operator S.�/ such
that

exp.i�V / exp.�iA0/ D exp.�i�S.�//:
Moreover we have

S.�/ D �1

�
ˇ.��/C V.�/C �W.�/

where V.�/ andW.�/ satisfy,

kV.�/k
˛

� C kV k
˛

and kW.�/k
˛

� C kV k2

˛
; (V.10)
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and where moreover V.�/ is given by the convergent series in L˛

V.�/ D V C
X

k � 1

Bk

kŠ
.�i /kadk

A0
.V /; (V.11)

where the Bk are the Bernoulli numbers.

Proof. Recall that the power series (II.16) defining the Bernoulli numbers has a radius
of convergence equal to 2� .
Let us consider the equation (V.7). Using (V.9), we see that

kZ1k˛
� kV k

˛

X

k � 0

jBk j
kŠ

�k � C kV k
˛

(V.12)

is bounded. In terms of the components of the operator Z1, we calculate using the
expression of adA0 that

.Z1/ab D Vab

i.�a � �b/

exp.i.�a � �b// � 1
: (V.13)

Note that for any bounded operator A and B , we always have

kadA.B/k˛
� 2C˛ kAk

˛
kBk

˛

where C˛ is given by Lemma V.2. We define now the following numbers:

�0 D � and �` D 2C˛ kZ`k
˛
; for ` � 1:

Using (V.6) and Lemma V.5, we see that we have the estimates

8` � 1;
1

2C˛

.`C 1/�` C 1 � kV k
˛

X

k � 0

jBkj
kŠ

X

`1 C ��� C `k D `

�`1 � � � �`k
:

Now for any � such that � < � < 2� , using Cauchy estimates, there exists a con-
stant M such that for all k, jBkj � kŠM��k . Hence we can write

8` � 1;
1

2C˛

.`C 1/�` C 1 � M kV k
˛

X

k � 0

��k
X

`1 C ��� C `k D `

�`1 � � � �`k
:

Let �.t/ be the formal series �.t/ D P
` � 0 t

`�`. Multiplying the previous equation
by t` and summing over ` � 0, we find

1

2C˛

�0.t/ � M kV k
˛

X

k � 0

��k�.t/k D M kV k
˛

1

1 � �.t/=� :
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Let 
.t/ be the solution of the differential equation:


0.t/ D 2MC˛ kV k
˛

1

1 � 
.t/=� ; 
.0/ D �:

Taking � D 3�=2, we see that for t � �

48MC˛kV k
˛

, the solution can be written


.t/ D 3�

2

 

1 �
r

1

9
� 8

3�
MC˛ kV k

˛
t

!

;

and defines an analytic function of t . Expanding 
.t/ D P
` � 0 t

`
`, we see that the
coefficients satisfy the relations 
0 D � and

8` � 1;
1

2C˛

.`C 1/
` C 1 D M kV k
˛

X

k � 0

��k
X

`1 C ��� C `k D `


`1 � � � 
`k

with � D 3�
2 . By induction, this shows that �` � 
`. Moreover, for all z 2 C with

jzj � �

48MC˛kV k
˛

, we have that the coefficients �` are positive,

j�.z/j D
ˇ
ˇ
ˇ
ˇ
ˇ

1X

` D 0

�`z
`

ˇ
ˇ
ˇ
ˇ
ˇ

�
1X

` D 0

�`jzj` D �.jzj/ � 
.jzj/ � 3�

2
:

Using Cauchy estimates, we see that

8` � 1; kZ`k D 1

2C˛

�` D 1

2C˛

�.`/.0/

`Š
� 3�

4C˛

 
48MC˛ kV k

˛

�

!`

: (V.14)

The theorem is now proved by setting

V.�/ D Z1; and W.�/ D �
X

` � 2

�` � 2Z`

which defines a convergent power series for j� j < �0 D �

48MC˛kV k
˛

. The esti-

mate (V.10) on V.�/ is then an easy consequence of (V.12). The estimate (V.10) on
W.�/ is obtained from (V.14).

4 Properties of the modified equation

The following result shows that S.�/ given by the previous result defines a “modified”
energy when applied to smooth functions.

Proposition V.8. Let � 2 Œ0; 1�, and suppose that A0 is associated with the filter
function ˇ.x/ D 2 arctan.x=2/. Assume that u 2 H 1C�.Td /, then we have for � 2
.0; �0/,

jhujS.�/jui � huj ��C V juij � C�� kuk2

H 1 C � (V.15)

where C depends on � and V .
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Proof. Using (IV.15), we have for all a 2 Z
d ,

ˇ
ˇ
ˇ
ˇ
2

�
arctan

�
� jaj2

2

�

� jaj2
ˇ
ˇ
ˇ
ˇ � 2

�

Z � jaj2=2

0
y
 dy � C�
 jaj2
 C 2:

This shows that for all v,
ˇ
ˇ
ˇ
ˇhvj � 2

�
arctan

�
��

2

�

jvi � hvj ��jvi
ˇ
ˇ
ˇ
ˇ � C�
 kvk2

H 1 C � : (V.16)

Now we have

hvjV.�/jvi � hvjV jvi D
X

k � 1

Bk

kŠ
hvj.�i /kadk

A0
.V /jvi:

Recall that A0 D �2 arctan
�

��
2

�
is a positive operator. As � 2 Œ0; 1�, the operators

A�
0 and A1��

0 are hence well defined, and for an operator W we have in terms of the
coefficients of the operators

�
A1��

0 W
�

ab
D
�

2 arctan

�
� jaj2

2

��1��

Wab :

Hence we have for all ˛ > 1,
	
	A1��

0 W
	
	

˛
� �1�� kW k

˛
and

	
	WA1��

0

	
	

˛
� �1�� kW k

˛
:

Now using Lemma V.3 and the fact that A0 is symmetric, we have for all v and all
operatorsW ,

jhvjadA0.W /jvij �
�	
	A1��

0 W
	
	

˛
C 	
	WA1��

0

	
	

˛

� 	
	A�

0v
	
	

L2 kvk
L2

� 2�1�� kW k
˛

	
	A�

0v
	
	

L2 kvk
L2 :

Hence we have

jhvjV.�/jvi � hvjV jvij � 2
X

k � 1

jBk j
kŠ

�k�� kV k
˛

	
	A�

0v
	
	

L2 kvk
L2

� C kV k
˛

	
	A�

0v
	
	

L2 kvk
L2 :

As for all y � 0 the relation arctan.y/ � y holds, we have
	
	A�

0v
	
	

L2 � 2��� kvk
H 2�

and hence

jhvjV.�/jvi � hvjV jvij � C kV k
˛
�� kvk

H 2� kvk
L2 :

Finally, we have using (V.10) that

jhvjW.�/jvij � C kV k2

˛
� kvk2

L2 :
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Summing the previous inequalities with 
 D � in (V.16) we have that

jh vjS.�/jvi � h vj ��C V jvij � C��
�
kvk2

H 1C� C kvk
H 2� kvk

L2

�

for a constant C depending on V and �. As kvk
H 2�

� kvk
H 1C�

for � 2 Œ0; 1� this
yields the result.

The next result shows the conservation of the modified energy S.�/ along the
(semi-discrete) numerical solution associated with the splitting propagator. As a con-
sequence, we give a regularity bound for the numerical solution over arbitrary long
time periods.

Corollary V.9. Assume that u0 2 L2.Td / and � 2 .0; �0/ given in Theorem V.7. For
all n � 1, we define

un D .exp.�i�V / exp.�iA0//
n u0:

Then for all n � 0 we have the preservation of the modified energy:

hunjS.�/juni D hu0jS.�/ju0i: (V.17)

If moreover u0 2 H 1 and A0 is associated with ˇ.x/ D 2 arctan.x=2/, then there
exists a constant C0 depending on V and ˛ such that for all n 2 N,

X

jaj � 1=
p

�

jaj2j�n
a j2 C 1

�

X

jaj > 1=
p

�

j�n
a j2 � C0

	
	u0

	
	2

H 1 ; (V.18)

where �n
a ; a 2 Z

d are the Fourier coefficients of the function un.

Proof. Let us first note that as S.�/ commutes with exp.�i�S.�// we have for all v,

hexp.�i�S.�//vjS.�/j exp.�i�S.�//vi D hvj exp.i�S.�//S.�/ exp.�i�S.�//jvi
D hvjS.�/jvi;

and this shows (V.17) by induction.
Using the fact that V is symmetric, we have for all n, kunk

L2 D 	
	u0

	
	

L2 . Hence,

using Lemma V.3, we can write for all v 2 L2,

hvjS.�/jvi D 1

�
hvj � 2 arctan

�
��

2

�

jvi C hvjV.�/C �W.�/jvi;

whence using (V.10), Lemma V.3 and the fact that A0 is a positive operator,

jhvjS.�/jvij � 1

�
hvj � 2 arctan

�
��

2

�

jvi � C kV k
˛

kvk2

L2 :
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Hence using (V.17) we have that for all n,

1

�
hunj � 2 arctan

�
��

2

�

juni � hunjS.�/juni C C kV k
˛

kunk2

L2

� hu0jS.�/ju0i C C kV k
˛

	
	u0

	
	2

L2 :

Using (V.15) with � D 0, we find that there exists a constant such that for all n,

1

�
hunj � 2 arctan

�
��

2

�

juni � C0

	
	u0

	
	2

H 1 : (V.19)

Now we have for all x > 0,

x >
1

2
H) arctanx > arctan

�
1

2

�

and x � 1

2
H) arctanx >

2x

3
: (V.20)

Applying this inequality to (V.19) by considering the set of frequencies � jaj2 � 1 and
� jaj2 > 1 then yields the result.

This last result shows that H 1 estimates are preserved over arbitrary long time
periods only for “low” modes jaj < 1=

p
� whereas the remaining high frequencies

part is small in L2.

Remark V.10. The previous results extend to the splitting scheme

exp.�i�A0/ exp.�i�V /

and to the Strang splitting

exp.�i�V=2/ exp.�iA0/ exp.�i�V=2/: (V.21)

Note that in this last situation, the fact that the method is of order 2 allows us to take
� 2 Œ0; 2� in (V.15).

The previous result shows long time bounds for the regularity of the solution,
measured in the norm (V.18), and in the case of the implicit-explicit integrator. In the
case where the high frequencies are cut by the use of a CFL restriction with number
c0, the L2 norm of the high modes cannot be controlled as the operator A0 is not
positive anymore in the high modes. However, in the case of a fully discrete system,
where c0 is naturally defined by the number of modes in the discretization, no high
modes are present, and we do not need to control them. In this case, we can prove the
preservation of theH 1 norm of the fully discrete solution. This is the goal of the next
section.
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5 Fully discrete splitting method

We now consider a full discretization of the previous splitting schemes, using the
pseudo-spectral method described in the previous chapters. For simplicity of notation,
we consider only the case where the dimension d D 1.

Let K be an integer. As in Section 6 of Chapter III, we define the grid xa D
2�a=K made of K equidistant points in the interval Œ��; ��, with a 2 BK defined
in (III.35). With this grid is associated the discrete Fourier transform (III.36).

As in the nonlinear case (see Section 6 of Chapter III), we search for a trigono-
metric polynomial

UK.t; x/ D
X

a 2 BK

eiax�K
a .t/

such that for all b 2 BK , the equation

i@tU
K.t; xb/ D ��UK.t; xb/C V.xb/U

K.t; xb/; UK.0; xb/ D u0.xb/;

is satisfied for all time t (compare (III.37) for the nonlinear case).
In terms of the vector �K.t/ WD .�K

a .t//a 2 BK constructed with the coefficients
of the polynomial UK , we see that we can write the previous equation as

iF �1
K

P�K.t/ D F �1
K DK�K.t/C V KF �1

K �K.t/;

whereDK and V K are the K-dimensional diagonal matrices given by:

DK D diag.a2/; and V K D diag.V .xa//; a 2 BK :

Hence after taking the inverse of the Fourier transform, we see that the vector �K.t/

satisfies the linear system of differential equation (of dimensionK)

i P�K.t/ D DK�K.t/CW K�K.t/; (V.22)

where

W K D FKV
KF �1

K ;

and with initial condition �K.0/ D FK ıdiag.u0.xb//. Note that as
p
KFK is unitary,

the matrix W K is symmetric.
Let us consider a standard splitting method applied to this equation. It can be

written as the numerical scheme

�K;n C 1 D exp.�i�DK/ ı exp.�i�W K/�K;n

D exp.�i�DK/ ı FK ı exp.�i�V K/ ı F �1
K �K;n

acting on C
K , which corresponds to the numerical scheme defined in Chapter I.
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Note that the computational cost of this method is relatively low: As the matri-
ces DK and V K are diagonal, the evaluation of the exponentials is cheap, while the
evaluation of the Fourier transforms FK and F �1

K can be easily made using the Fast
Fourier Transform (FFT) algorithm.

To obtain backward error analysis as in the previous section with bounds inde-
pendent of the spectral parameter K, we consider DK and W K as operators acting
on C

Z and leaving invariant the space f�a 2 C
Zj�a D 0 if a … BKg. To apply the

previous result, we need two ingredients:

• We can consider that �DK D AK
0 D �ˇ.��/ where ˇ.x/ D x1x�c0 with the

CFL number c0 naturally defined as c0 D �K2=4. We can also consider the case of
implicit-explicit integrator, i.e., ˇ.x/ D 2 arctan.x=2/1x�c0 .

• The operatorW K is a finite dimensional matrix operator satisfying

W K
ab D 0; if a … BK or b … BK :

Hence it is clear that W K belongs to all the space L˛, ˛ > 0, but with a norm
depending a priori on K.

The key to applying Theorem V.7 is to estimate the norm of W K .

Proposition V.11. Assume that V.x/ defines an operator Vab 2 L˛ for ˛ > 1. For
all K � 1, let W K D .W K

ab
/a;b2Z be the operator defined by

W K D FK ı .diag.V .xb/// ı F �1
K :

Then for all K and for all � > 0, we have that W K 2 L� , and satisfies

	
	
	W K

	
	
	

�
� c˛K

� kV k
˛

(V.23)

for some constant depending on ˛ only.

Proof. We calculate directly that for a; b 2 BK , we have

W K
ab D 1

K

X

j 2 BK

V.xj /e
�i.a � b/xj :

With this (finite dimensional) operator, we can naturally associate an operator acting
on C

Z, by setting W K
ab

D 0 when a … BK or b … BK . By decomposing the function
V in the Fourier basis, we obtain for a; b 2 BK ,

W K
ab D 1

K

X

j 2 BK

X

c 2Z

OVce
�i.a � b � c/xj D

X

d 2Z

OVd C a � b

1

K

X

j 2 BK

eidxj :
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Using formula (III.38), we obtain

W K
ab D

X

m 2Z

OVa � b C mK :

Assuming that V 2 L˛, we thus have

jW K
ab j � kV k

˛

X

m 2Z

1

1 C ja � b CmKj˛ :

We thus obtain as ja � bj � K � 1,

.1 C ja � bj�/ jW K
ab j D kV k

˛

X

m 2Z

1 C ja � bj�
1 C ja � b CmKj˛

� kV k
˛

X

m 2Z

1 C jKj�
1 C ja � b CmKj˛

� kV k
˛

X

p2Z

1 CK�

1 C jpj˛ ;

which yields the result.

Remark V.12. The bound (V.23) is sharp in the sense that we cannot obtain a bound
independent of K for � > 0. This is due to the aliasing problem. To see this, take K
even,m D �1, a D K=2 � 1 and b D �K=2 in the previous sum.

With this result, we are now ready to prove the following result for the fully dis-
crete splitting method applied to the linear Schrödinger equation.

Theorem V.13. Consider the linear equation (V.1) on the one-dimensional torus T1.
Let ˛ > 1, and assume that kV k

˛
< 1. Let K be a given number, and consider the

approximation (V.22) of (V.1) by collocation method in the Fourier basis.
Let AK

0 be the diagonal operator with eigenvalues �K
a D �a2 or �K

a D
2 arctan.�a2=2/, a 2 BK . Assume that the two following conditions are satisfied:

0 � �K
a � � and �c˛K

� � �0 (V.24)

for some � > 1, where �0, given by Theorem V.7, depends only on V , and where c˛ is
the constant appearing in (V.23).

Then there exists a symmetric matrix SK.�/ such that

exp � �i�W K
� ı exp

��iAK
0

� D exp
��i�SK.�/

�
;
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satisfying for all � 2 .0; �0/,

SK.�/ D AK
0 C V K.�/

where V K.�/ satisfy,
	
	
	V K.�/

	
	
	

�
� C

for some constant C depending on kV k
˛

but not on K.

Proof. Let A0 be the diagonal operator associated with the eigenvalues �a defined by

�a D
�
�K

a if a 2 BK ;

0 if a … BK :

The bound on the eigenvalues �K
a ensures that A0 satisfies the condition of Theo-

rem V.7.
As W K satisfy the bound (V.23), the same arguments as in the proof of Theorem V.7
show that the coefficients of the formal series

P
t`ZK

`
constructed from the potential

W K satisfy the bounds (compare (V.14)),

	
	
	ZK

`

	
	
	

�
� 3�

4C˛

 
48MC˛c˛K

� kV k
˛

�

!`

:

This shows that the series
P
t`ZK

`
is convergent in L� under the condition �c˛K

� �
�0 defined in the proof of Theorem V.7. The result is then obtained using the same
arguments.
Note that by construction the operators ZK

`
are matrix operators acting on the sub-

space spanned by the indices a 2 BK . This can be verified from the fact that the
bracket of two operators acting on the same subspace defines an operator on this
subspace.

Let us comment on the condition (V.24). In the case of the standard splitting
method, it can be written (using the fact that all the frequencies in BK are smaller
than K2=4),

�K2 � 4� and �K� � C

for some constant C depending on kV k
˛

. As the condition on � is only � > 1, we
thus see that the second condition will be automatically satisfied for K sufficiently
large.

In the case of the implicit-explicit midpoint rule, the first condition �a � � is
always satisfied. Concerning the second condition, as � can be arbitrarily close to 1
(of course with a possible deterioration of the constant) it can be viewed as a softer
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CFL condition than the one expected from the asymptotic eigenvalues of the operator.
Roughly speaking, we can say that the use of an implicit-explicit scheme thus allows
us to replace a CFL condition of the form �K2 � c by a milder one �K � c to obtain
a modified energy.

Using the modified energy constructed in the previous theorem, we can prove
a long time H 1 bound for the fully discrete solution:

Corollary V.14. With the notation of the previous Theorem, let u0 2 `1
1 � H 1.T/,

and let .�K;0
a /a 2 BK DFKıdiag.u0.xb// be the vector defined by the Formula (IV.22).

Let �K;n.t/ D .�
K;n
a /a 2 BK be the sequence in C

BK
defined by the formula

�K;n C 1 D exp
��i�W K

� ı exp
��iAK

0

�
�K;n; n � 0:

Assume that � andK satisfy the condition �K2 � 4� . Then there exists a constant C
independent ofK such that

8n � 0;
X

a 2 BK

jaj2
ˇ
ˇ
ˇ�K;n

a

ˇ
ˇ
ˇ
2 � C

	
	
	�K;0

	
	
	

2

H 1 � C
	
	u0

	
	2

`1
1
: (V.25)

Proof. The condition �K2 � 4� ensures that the condition (V.24) is always satisfied
(both in the case of the standard and implicit-explicit scheme). Moreover, the preser-
vation of the modified energy SK.�/ given by the previous theorem combined with
the proof of (V.18) easily show that

8n � 0;
X

a 2 BK

jaj2
ˇ
ˇ
ˇ�K;n

a

ˇ
ˇ
ˇ
2 � C

	
	
	�K;0

	
	
	

2

H 1

for some constant C independent on K and �K;0: this is due to the fact that no high
modes are present in the fully discrete version of (V.18) (as �K2 � 4�).
To prove the last estimate, we use (IV.22) and obtain for all a 2 BK ,

jaj
ˇ
ˇ
ˇ�K;0

a

ˇ
ˇ
ˇ �

X

m 2Z

jaj ˇˇ�0
a C mK

ˇ
ˇ � 	

	u0
	
	

`1
1

D
X

a 2Z

jaj ˇˇ�0
a

ˇ
ˇ :

Hence
	
	
	�K;0

	
	
	

2

H 1 WD
X

a 2 BK

jaj2
ˇ
ˇ
ˇ�K;0

a

ˇ
ˇ
ˇ
2 � 	

	u0
	
	

`1
1

X

a 2 BK

jaj
ˇ
ˇ
ˇ�K;0

a

ˇ
ˇ
ˇ

� 	
	u0

	
	

`1
1

X

a 2 BK

X

m 2Z

jaj ˇˇ�0
a C mK

ˇ
ˇ

� 	
	u0

	
	

`1
1

X

b 2Z

jbj ˇˇ�0
b

ˇ
ˇ D 	

	u0
	
	2

`1
1
;

and this concludes the proof.
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6 Resonance analysis

In the construction made in the above sections, the first term of the modified energy
is given by (see (V.13))

.Z1/ab D Vab

i.�a � �b/

exp.i.�a � �b//� 1
;

where a; b 2 Z
d , and �a D ˇ.� jaj2/. The hypothesis �a � � implies that for all a

and b in Z
d , the term �a � �b belongs to the interval Œ��; �� and hence avoids the

poles ˙2� .
In the case of the implicit-explicit integrator with ˇ.x/ D 2 arctan.x=2/, we al-

ways have �a � � , and thus we can observe that the function � 7! Z.�/ is continuous
in � . This explains the absence of numerical resonances, as shown on the bottom of
Figure I.6.

Now in the case of the standard splitting scheme with ˇ.x/ D x, we see that
resonances appear for some values of the time step � such that there exist a; b and k
such that

�.jaj2 � jbj2/ ' 2�k; (V.26)

in which case the term Z1 above is not well defined. This makes the function
� 7! Z.�/ not well defined beyond the CFL regime � jaj2 < 2� . However, as shown
in Figure I.6, these singularities seem to appear for very specific values of � . Such
a phenomenon is called resonance effect, and a step-size � satisfying (V.26) is called
resonant. When the step-size is not resonant, we remark that the modified energy Z1

is still well defined, and hence we expect that the numerical scheme is stable.
As we will see below, such resonance relation is not generic, in the sense that very

few step-sizes � are resonant, and satisfy (V.26). Said differently, a step-size � chosen
randomly in an interval Œ0; �0� has many chances to be non resonant, and hence to
yield a stable long time integration of the equation.

The goal of this last section is to quantify this fact. To do this, let us consider the
following non resonance condition:

8n 2 Z; n ¤ 0;

ˇ
ˇ
ˇ
ˇ
1 � ei� n

�

ˇ
ˇ
ˇ
ˇ � 


jnj� : (V.27)

If such a diophantine relation is satisfied, long time results can be obtained for classi-
cal splitting methods applied to the linear Schrödinger equation with small potential,
see [13].

Here we will not give details about this result, but show that such a relation is
generic. As the method is standard in resonance analysis, we give here a complete
proof of the following proposition (see also [26]):

Proposition V.15. Let 
 > 0 and � > 1 be fixed, and let

Z.�0I 
; �/ D f � 2 .0; �0/j� does not satisfy (V.27) g:
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Then we have

measZ.�0/ � C
� 2
0

for some constant C independent of 
 and �. As a consequence for a fixed � > 1, the
set of � 2 .0; �0/ for which there exists 
 such that (V.27) is of full measure in .0; �0/.

Proof. Assume that � does not satisfy (V.27). Then there exists k 2 Znf0g such that
ˇ
ˇ
ˇ1 � ei�k

ˇ
ˇ
ˇ � 
�

jkj� :

Now for this k, there exists ` such that jk� � 2�`j < � , and hence as for x 2 Œ��; ��
we have j1 � eixj � 2

�
jxj, we get

ˇ
ˇ
ˇ1 � ei�k

ˇ
ˇ
ˇ � 2

�
jk� � 2�`j � 2jkj

�

ˇ
ˇ
ˇ
ˇ� � 2�`

k

ˇ
ˇ
ˇ
ˇ :

But as jk� � 2�`j < � , we have for this ` the bound

2�j`j � � C jkj�0:

Hence � is in the set Z.�0/ if there exists k ¤ 0 and ` such that

2jkj
�

ˇ
ˇ
ˇ
ˇ� � 2�`

k

ˇ
ˇ
ˇ
ˇ � 
�

jkj�
or

ˇ
ˇ
ˇ
ˇ� � 2�`

k

ˇ
ˇ
ˇ
ˇ � �
�

2jkj� C 1
:

Note that if ` D 0 in the previous inequality, we must have

1 � �


2jkj� C 1
� �


2

which contradicts 
 < 2=� . Hence ` is submitted to the restriction

` ¤ 0; and j`j � 1

2
C jkj�0

2�
;

and we note that there are at most jkj�0
�

such ` for a given k. Hence we have

measZ.�0I 
; �/ �
X

k ¤ 0

X

j`j � 1
2 C jkj�0

2�

` ¤ 0

�
�0

2jkj� C 1

�
X

k ¤ 0

jkj�0

�

�
�0

2jkj� C 1

� 


2
� 2

0

X

k ¤ 0

1

jkj� � C
� 2
0 :
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The last statement follows from the fact that

meas
\


 > 0

Z.�0I 
; �/ D 0:

This result partly explains the top Figure I.6: the set of resonant step-sizes is very
small and generically, we can hope that the energy is well preserved. However, the
complete analysis has only be performed for small potential, see [13].
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In this chapter, we go back to the nonlinear case. For simplicity, we will only consider
the case of the cubic nonlinear Schrödinger equation

i@tu D ��uC �juj2u; (VI.1)

set on the one-dimensional torus T1, but the results are valid in more general cases,
where the nonlinearity is polynomial and the equation set is on a torus of arbitrary
dimension d . We refer to [15] for a more general analysis.

Following the idea of Chapter V concerning the linear case, we consider splitting
methods of the form

'1
A0

ı '�
P ' '�

H ;

where A0 is a filtered Laplace operator smoothed in the high frequencies, and where
P is the nonlinear part of (VI.1). We have proved in Chapter IV that such schemes
are convergent over finite time intervals, provided the exact solution is smooth. Here,
we prove the existence of a modified HamiltonianH� such that

'1
A0

ı '�
P D '�

H�
C O.�N /; (VI.2)

where the degree of precision N depends on a bound for the operator A0. Note that
in our situation, the operator A0 is bounded but not small (as would be the case in
the finite dimensional case): typically its norm behaves like ˇ.�K2=4/ where ˇ is
the filter function, andK the number of grid points in the underlying pseudo-spectral
collocation method, as described in previous chapters. Hence we see that the precision
levelN can be viewed as depending on the CFL number.

Such a backward error analysis result is valid in the Wiener algebra `1: the rela-
tion (VI.2) is valid in `1, and the constant error depends on a priori bounds of the
numerical solution in the same Banach algebra. Hence as long as the numerical so-
lution remains in `1, the energy H� is preserved along the numerical solution. Using
this property in the case of fully discretized numerical schemes, we prove by a boot-
strap argument an almost global existence result for small discrete initial data, which
constitutes a fully discrete version of the global existence result stated in Chapter III
(Proposition III.14).

Such a result extends to more general situations where the Hamiltonian function
is of the form (with the notation of the previous chapters)

H.z/ D T .z/C P.z/

where T .z/ D P
a 2Zd !a�a
a and P 2 Pr0 with r0 � 3, and where the frequencies

satisfy the bound !a � C jaj2. We refer to [15] for detailed proofs.
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1 Recursive equations

In this section we explain the mechanism of construction of the modified energy. As
we will see, the formalism turns out to be the same as in the previous chapter, except
that the bracket of two operators has to be replaced by the Poisson bracket between
two polynomial Hamiltonians. For simplicity, we consider only the splitting method
'�

P ı '1
A0

. The splitting method '1
A0

ı '�
P can be treated similarly. Note that the long

time behavior of these two methods are the same, as we have for all n � 1,

�
'1

A0
ı '�

P

�n D '1
A0

ı �'�
P ı '1

A0

�n � 1 ı '�
P :

Here, recall that A0 is a diagonal operator obtained by smoothing the frequencies
with a filter function ˇ: The operator A0 is written (see (IV.9))

A0 D
X

a 2Z

�a�a
a; with �a D ˇ.�a2/; a 2 Z:

As before, we will mainly consider the cases where ˇ.x/ D x, ˇ.x/ D 2 arctan.x=2/,
possibly in combination with the use of a CFL condition.

With the notation of the previous chapters, the Hamiltonian P is given by

P.�; 
/ D �

4�

Z

T

ju.x/j4dx D �

2

X

a C b � c � d D 0

�a�b
c
d ; (VI.3)

with the usual notation u.x/ D P
a 2Z

�a e
iax and 
a D N�a. This is the polynomial

Hamiltonian associated with the cubic nonlinearity (VI.1).
Following the strategy developed in the previous chapter in the linear case, we

look for a real Hamiltonian polynomial function Z.t/ WD Z.t I �; 
/ such that for all
t � � we have

't
P ı '1

A0
D '1

Z.t/; (VI.4)

and such that Z.0/ D A0. With the notation of Chapter III, we can write for a given
Hamiltonian K,

'1
K D exp.LK/ŒId�: (VI.5)

Differentiating the exponential map we calculate, as in Chapter II, that

d

dt
'1

Z.t/ D XQ.t/ ı '1
Z.t/;

where (at least formally) the differential operator associated with Q.t/ is given by

LQ.t/ D
X

k � 0

1

.k C 1/Š
Adk

LZ.t/

�
LZ.t/

�
;
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with

AdLA
.LH / D ŒLA;LH �

the commutator of two vector fields. As the vector fields are Hamiltonian, we have
for two Hamiltonian functions A andH ,

ŒLA;LH � D LfA;Hg:

Hence we obtain the formal series equation for Q:

Q.t/ D
X

k � 0

1

.k C 1/Š
adk

Z.t/Z
0.t/; (VI.6)

whereZ0.t/ denotes the derivative with respect to t of the Hamiltonian functionZ.t/,
and where for two Hamiltonian functionsK and G,

adK.G/ D fK;Gg:
Therefore taking the derivative of (VI.4), we obtain

XP ı 't
P ı '1

A0
D XQ.t/ ı '1

Z.t/

and hence the equation to be satisfied by Z.t/ reads:

X

k � 0

1

.k C 1/Š
adk

Z.t/Z
0.t/ D P: (VI.7)

So formally, using the results in Chapter II, equation (VI.7) is equivalent to the formal
series equation

Z0.t/ D
X

k � 0

Bk

kŠ
adk

Z.t/P: (VI.8)

Remark VI.1. Equation (VI.8) is formally the same as equation (V.4) in the previous
chapter. Note that in the case of quadratic Hamiltonians, then the Poisson bracket of
two Hamiltonian is again a quadratic Hamiltonian associated with an operator given
by the bracket of two linear operators. In this situation, (VI.8) and (V.4) are equivalent.

Plugging an Ansatz expansion Z.t/ D P
`�0 t

`Z` into this equation, we get
Z0 D A0 and for n � 0

.nC 1/ZnC1 D
X

k � 0

Bk

kŠ

X

`1 C ��� C `k D n

adZ`1
� � � adZ`k

P: (VI.9)

In the following, we will show that this formula allows us to construct the terms Zn

up to a level N depending in general on a CFL condition imposed on the system.
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2 Construction of the modified energy

2.1 First terms. Let us write down the formula (VI.9) for n D 0. We obtain

Z1 D
X

k � 0

Bk

kŠ
adk

A0
P: (VI.10)

Recall that here we consider a class of polynomials of the form (III.15), where for
a given `, I` is the set of multi-indices in Z D Z

d � f˙1g with zero momentum
(see (III.14)). To calculate the first termZ1 defined above (and further the other terms
in the development), we use the following result:

Lemma VI.2. Let r � 2 and assume that

Q.z/ D
X

j 2 Ir

aj zj ;

is a homogeneous polynomial of degree r , and let A0.z/ D P
a 2Z

�a�a
a for z D
.�; 
/, then we have

adA0.Q/ D
X

j 2 Ir

i�.j /aj zj

where for a multi-index j D .j1; : : : ; jr/ with ji D .ai ; ıi / 2 Z
d � f˙1g, for

i D 1; : : : ; r , we set

�.j / D ı1�a1 C � � � C ır�ar
:

In particular, we have

X

k � 0

Bk

kŠ
adk

A0
Q D

X

j 2 Zr

i�.j /

exp.i�.j //� 1
aj zj :

Proof. This is just a calculation made from the expression of the Poisson bracket of
two Hamiltonians.

Remark VI.3. According to the definition III.4 of polynomials containing the same
number of �’s and 
’s, we see that if Q 2 SPr , then we also have adA0.Q/ 2 SPr .

With the expression (VI.3) of the polynomialP associated with the NLS equation
(VI.1), we obtain using (VI.10) that the first term of the modified equation is given
by

Z1 D �

2

X

a C b � c � d D 0

i�abcd

exp .i�abcd / � 1
�a�b
c
d ; (VI.11)

with �abcd D �a C �b � �c � �d :
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We see that to be well defined, we need to avoid configurations such that �abcd '
2�m for some m 2 Z, m ¤ 0. Let us examine this condition in the two main cases
of applications: First when ˇ.x/ D x, we have

�abcd D �
�
a2 C b2 � c2 � d 2� :

Note that in the example of the introduction, we have precisely made a simulation
with a resonant step-size � such that �abcd D 2� , see equation (I.20). More pre-
cisely, we have taken a D 0, b D 12, c D 5 and d D 7. Figure I.8 shows the instabil-
ities observed for the numerical solution in this case. It corresponds to a singularity
in the first term Z1 defined above. To avoid such a situation, we have to impose the
fact that �abcd is never a multiple of 2� . This condition can be interpreted as a non
resonance condition on the step size � .

Let us assume that a CFL condition is imposed, i.e. that

ˇ.x/ D x1x<c0.x/;

where c0 is the CFL number. In this situation, we have �a D 0 if �a2 � c0. Hence
taking into account the positivity of the eigenvalues, we have for all a; b; c and d
in Z,

j�abcd j � 2c0:

This shows that the term Z1 is well defined as soon as c0 < � . Now if we consider
the case where ˇ.x/ D 2 arctan.x=2/, we can perform a similar analysis, and the
previous condition yields

j�abcd j � 4 arctan
�
c2

0=2
�
< 2�;

for all c0. Hence we see that for all c0, we can construct the first term of the modified
energy. In other words, there is no restriction on the CFL number when using the
implicit-explicit scheme (at least to construct the first term).

Let us now write down the formula (VI.9) for n D 1. The second termZ2 satisfies

Z2 D 1

2

X

k � 0

Bk

kŠ

k � 1X

m D 0

adm
A0

adZ1adk � 1 � m
A0

P:

Using Proposition III.6, the first thing to note is thatZ2 is a homogeneous polynomial
of degree 6, and made of monomials of the form

�a1�a2�a3
b1
b2
b3 ;

in other words,Z2 2 SP6. In order to give a meaning to Z2, we will see that we need
now a condition on the form j�.j /j < 2� for multi-indices j of degree 6 satisfying
the symmetry condition (III.17). As expected, this requires a stronger CFL condition,
even in the case of the implicit-explicit integrator.



102 VI Modified energy in the semi-linear case

2.2 Iterative construction. The following proposition gives a condition to con-
struct the terms Zn defined by (VI.9) up to some fixed level n D N .

Proposition VI.4. Let N > 0 be fixed, and let P be the Hamiltonian (VI.3). Assume
that the eigenvalues �a of the operator A0 satisfy

�a D
�
ˇ.�a2/ if �a2 � c0;

0 if �a2 > c0;
(VI.12)

where ˇ.x/ D x or ˇ.x/ D 2 arctan.x=2/ and c0 > 0.
Assume that c0 satisfies the condition

c0 < ˇ
�1
�

2�

N C 1

�

: (VI.13)

Then for n � N we can define homogeneous symmetric polynomials Zn 2 SP2nC2

satisfying the equations (VI.9) up to the order n, and such that kZnk < C1.

Proof. Let SIn be the set of multi-indices j D .j1; : : : ; jn/ satisfying the symmetry
condition (III.17). In other words, for all j 2 SIn, the number of �a and 
a is the
same in the monomial zj . Using the definition of�.j / and the condition (VI.13), we
see that there exists ı > 0 such that

8n � 2N C 2 8j 2 SIn; j�.j /j � 2� � ı: (VI.14)

Using Lemma VI.2, this condition implies that for any homogeneous polynomial
Q 2 SPr with r � 2N C 2, we have the estimate

kadZ0Qk � .2� � ı/ kQk : (VI.15)

Under this assumption, we easily see that Z1 satisfies kZ1k � cı kP k for some
constant cı .
Assume now that the Zk are constructed for 0 � k � n, n � 1 and are such that Zk

is a homogeneous symmetric polynomial of degree 2kC 2. FormallyZnC1 is defined
as a series

ZnC1 D 1

nC 1

X

k � 0

Bk

kŠ
Ak ;

where

Ak D
X

`1 C ��� C `k D n

adZ`1
� � � adZ`k

P:

Let us prove that this series converges absolutely. In the previous sum, we separate
the number of indices j for which `j D 0. For them, we can use (VI.15). Only for
the other indices, we will use the estimates of Proposition III.6 by taking into account
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that the right-hand side is a sum of terms that are all real polynomials of degree
.`1 C � � � C `k/2 C 4 D 2.nC 1/C 2 and hence the inequality of Proposition III.6 is
only used with polynomials of order less than 4.nC 1/. Thus we write for k � n,

kAkk WD
	
	
	
	
	
	

X

`1 C ��� C `k D n

adZ`1
� � � adZ`k

P

	
	
	
	
	
	

�
nX

i D 1

kŠ .2� � ı/k�i

.k � i /Š i Š

X

`1 C ��� C `i D n
`j > 0

.nC 1/i�1.32/i`1

	
	Z`1

	
	 � � �`i

	
	Z`i

	
	kP k

� .2� � ı/k � nkn

nX

i D 1

X

`1 C ��� C `i D n
`j > 0

.nC 1/i � 1.32/i`1

	
	Z`1

	
	 � � �`i

	
	Z`i

	
	kP k;

and thus
P

k � 0
Bk

kŠ
Ak converges and ZnC1 is well defined up to n C 1 � N . This

shows the result.

3 Backward error analysis result

For s � 0, we recall that

Bs
M D

n
z 2 `1

sj kzk
`1

s
� M

o

and we will use the notation BM D B0
M .

Theorem VI.5. Let N � 1, s � 0 and M0 � 1 be fixed. Then there exist constants
�0 and CN depending on s, kP k , M0 and N such that the following holds: For all
� � �0 such that the eigenvalues �a of the operator A0 defined by (VI.12) with c0

satisfying (VI.13), there exists a real Hamiltonian polynomial H� 2 SP2N C2 such
that for all M < M0 and z 2 Bs

M , we have
	
	'�

P ı '1
A0
.z/ � '�

H�
.z/
	
	

`1
s

� CNM
2N C 1�N C 1: (VI.16)

Moreover, for z 2 Bs
M we have

ˇ
ˇ
ˇH� .z/ �H .1/

� .z/
ˇ
ˇ
ˇ � CN �M

6 (VI.17)

where

H .1/
� .z/ D

X

a 2Z

1

�
�a�a
a C �

2

X

a C b � c � d D 0

i�abcd

exp .i�abcd /� 1
�a�b
c
d (VI.18)

with the notation (VI.11).
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Proof. We define the real HamiltonianH� D ZN .�/
�

, where

ZN .t/ D
NX

j D 0

tjZj ;

and where, for j D 0; � � � ; N , the polynomials Zj are defined in Proposition VI.4.
By definition, ZN .t/.z/ is a polynomial of order 2N C 2 and using Proposition VI.4
we get

kZN .t/k �
NX

j D 0

	
	Zj

	
	 < 1:

Thus ZN 2 SP2N C2.
Now, as for all j , Zj is a homogeneous polynomial of order 2j C 2, we have, using
Proposition III.6 and Proposition VI.4 that for z 2 Bs

M with M < M0 and j � 1,

	
	XZj

.z/
	
	

`1
s

� Cj

	
	Zj

	
	

 

sup
k D 2; :::; 2j C 1

kzkk

`1
s

!

;� Dj

	
	Zj

	
	MM 2j

0 � M.C1/
j

where the constants Dj are given by Proposition III.6. Note that the constant C1 de-
pends on P , s,N andM0. On the other hand we have using Lemma VI.2 and (VI.14),

kXZ0.z/k`1
s

� 2� kzk
`1

s
� 2�M:

Hence, for t � .2C1/
�1 we have

	
	XZN .t/.z/

	
	

`1
s

� 2�M CM

NX

j D 1

.tC1/
j < .2� C 1/M < 8M: (VI.19)

Therefore by a classical bootstrap argument, the time 1 flow ˚1
ZN .t/

maps Bs
M into

Bs
9M provided that t � .2C1/

�1.
On the other hand, '1

A0
is an isometry of `1

s and hence maps Bs
M into itself, while

using again Proposition III.6, we see that 't
P mapsBs

M into Bs
9M as long as t � C�1

2 ,
where C2 depends on kP k , M0 and s. We then define

T WD min
˚
.2C1/

�1; C�1
2

�
(VI.20)

and we assume in the sequel that 0 � t � T in such a way that all the flows remain
in the ball B9M .
Let u.t/ D 't

P ı '1
A0
.z/ � '1

ZN .t/
.z/ and denote by QN .t/ the Hamiltonian defined

by

QN .t/ D
X

k � 0

1

.k C 1/Š
adk

ZN .t/Z
0
N .t/:
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By construction (see (VI.6)), the following relation holds: For t � T given in (VI.20),
the Hamiltonian QN .t/ 2 C1.`1

s;C/ satisfies for z 2 Bs
M ,

d

dt
'1

ZN .t/.z/ D XQN .t/ ı '1
ZN .t/.z/: (VI.21)

Using this result, we have

d

dt
u.t/ D XP ı 't

P ı '1
A0
.z/ � XQN .t/ ı '1

ZN .t/.z/:

As u.0/ D 0, we get for t � T given in (VI.20),

ku.t/k
`1

s
�
Z t

0

	
	
	XP ı '�

P ı '1
A0
.z/ �XQN .�/ ı '1

ZN .�/.z/
	
	
	

`1
s

d�

and hence

ku.t/k
`1

s
�
Z t

0

	
	
	XP ı '1

ZN .�/.z/ � XQN .�/ ı '1
ZN .�/.z/

	
	
	

`1
s

d�

C
Z t

0

	
	
	XP ı '�

P ı '1
A0
.z/ �XP ı '1

ZN .�/.z/
	
	
	

`1
s

d�:

Therefore for t � T ,

ku.t/k
`1

s
�
Z t

0
sup

z 2 B9M

	
	XP .z/ �XQN .�/.z/

	
	

`1
s

d� C LP

Z t

0
ku.�/k

`1
s

d�

(VI.22)
where using equation (III.21) in Proposition III.6, we can take

LP D 4sC2 kP k .9M0/
2:

So it remains to estimate supz2B9M

	
	XP .z/ �XQN .t/.z/

	
	

`1
s

for z 2 B9M and t � T .

Now by definition of QN .t/ we have

Z0
N .t/ D

1X

k D 0

Bk

kŠ
adk

ZN .t/QN .t/;

where the right-hand side actually defines a convergent series by the argument used
in the proof of Proposition VI.4. By construction (cf. Section 3), we have

1X

k D 0

Bk

kŠ
adk

ZN .t/.QN .t/� P / D O.tN /

in the sense of real Hamiltonians in the space C1.`1
s;C/. Taking the inverse of the

series, we see
QN .t/� P D

X

n � N

tnKn (VI.23)
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where we have the explicit expressions

Kn D
X

` C m D n
m < N

.mC 1/
X

k � 0

1

.k C 1/Š

X

`1 C ��� C `k D `
`j � N

adZ`1
� � � adZ`k

Zm C 1: (VI.24)

Estimates similar to the one in the proof of Proposition VI.4 lead to

kKnk �
X

` C m D n
m < N

.mC 1/
X̀

i D 0

.32/i.nC 1/i
X

k � i

.2� � ı/.k�i/

i Š .k � i /Š

�
X

`1 C ��� C `i D `
0 < `j � N

`1

	
	Z`1

	
	 � � � `i�1

	
	Z`i � 1

	
	 `i

	
	Z`i

	
	 kZm C 1k ;

where ı is given by (VI.15). Hence, after summing in k,

kKnk � C1

X

` C m D n
m < N

.mC 1/
X̀

i D 0

.32/i.nC 1/i

i Š

�
X

`1 C ��� C `i D `
0 < `j � N

`1

	
	Z`1

	
	 � � � `i � 1

	
	Z`i � 1

	
	 `i

	
	Z`i

	
	 kZm C 1k ;

for some constantC1 depending on ı. Using the estimates in Proposition VI.4, we see
that there exist a constant C3 depending on N such that

kKnk � C n C 1
3 :

As Kn is a polynomial of order 2nC 2 � 4n, we deduce from the previous estimate
and Proposition III.6 that, for z 2 Bs

9M ,

kXKn
.z/k

`1
s

� 2.4n/s C 1C n C 1
3 .9M/2n C 1:

Using (VI.23) and the previous bound, we get

	
	XQN .t/.z/ � XP .z/

	
	

`1
s

�
X

n � N

tn kXKn
.z/k

`1
s

�
X

n � N

tn2.4n/s C 1C n C 1
3 .9M/2n C 1

� C5M
2N C 1tN ;

for t � C4 and for some constant C5, with C4 and C5 depending on kP k , s, ı, M0

and N .
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Let us set

�0 D �0.M0; N; ı; s; kP k/ WD min
n
.2C1/

�1 ; C�1
2 .9M0/

�4 ; C�1
4

o
:

For t � �0, inserting the last estimate in (VI.22) we get

ku.t/k
`1

s
� tN C1M 2N C 1C5 C LP

Z t

0
ku.s/k

`1
s

ds

and this leads to

ku.t/k
`1

s
� tN C 1M 2N C 1C6

for some constant C6 depending on ı, s kP k , M0 and N . This implies (VI.16) defin-
ing H� D Z� .�/=� for � � �0.
The second assertion of the theorem is just a calculus defining

H .1/
� D 1

�
Z0 CZ1:

Using the previous bounds and the first inequality in Proposition III.6, we then calcu-
late that for z 2 Bs

M ,

jH� .z/ �H .1/
� .z/j �

NX

j D 2

� j �1
	
	Zj .z/

	
	

`1
s

which yields the result.

We conclude this section by giving explicitly the CFL condition (VI.13) required
to obtain a given precision �N C1 in the previous theorem. The numbers given in
Table VI.1 are given by the function ˇ�1. 2�

N C1 /.

�N C1 ˇ.x/ D x ˇ.x/ D 2 arctan.x=2/

� 2 3:14 1
� 3 2:10 3:46

� 4 1:57 2:00

� 5 1:27 1:45

� 6 1:05 1:15

� 7 0:90 0:96

� 8 0:80 0:83

� 9 0:70 0:73

� 10 0:63 0:65

Table VI.1. CFL conditions for cubic NLS
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Note that in the case of a general polynomial nonlinear term in (VI.1), the previous
theorem remains true, but the CFL condition depends on the degree of the polynomial.
We refer to [15] for a complete analysis.

The previous construction allows us to prove the preservation of the modified
energy over a long time depending on N :

Corollary VI.6. Under the hypothesis of the previous theorem, let z0 D .�0; N�0/ 2 `1

and the sequence zn defined by

znC1 D '�
P ı '1

A0
.zn/; n � 0; (VI.25)

for � � �0. Assume that for all n, the numerical solution zn remains in a ball BM of
`1 for a given M < M0. Then there exists a constant c such that,

H� .z
n/ D H� .z

0/C O
�
M 2N C 1

�
; for n� � c��N :

Proof. As all the Hamiltonian functions considered are real (and in fact homogeneous
symmetric polynomials), we have for all n, zn D .�n; N�n/, i.e. zn is real. Hence for
all n, H� .z

n/ 2 R.
We use the notation of the previous theorem and we notice that H�.z/ is a conserved
quantity by the flow generated by H� . Therefore we have

H�

�
zn C 1

� �H� .z
n/ D H�

�
'�

P ı '1
A0
.zn/

��H�

�
'�

H�
.zn/

�

and hence

ˇ
ˇH�

�
znC1

��H� .z
n/
ˇ
ˇ �

 

sup
z 2 B2M0

krH� .z/k`1

!
	
	'�

P ı '1
A0
.zn/ � '�

H�
.zn/

	
	

`1 :

Now using (VI.19) and the fact that zn 2 BM , we obtain for all n,
ˇ
ˇH�

�
zn C 1��H� .z

n/
ˇ
ˇ � 4�CNM

2N C 1�N C 1;

and hence ˇ
ˇH� .z

n/ �H�

�
z0�ˇˇ � .n�/c�1M 2N C 1�N ; (VI.26)

for some constant c. This implies the result.

4 Fully discrete scheme

In this section, we consider the case of fully discrete approximations of the solution
u.t; x/ of the cubic NLS equation (VI.1), obtained by splitting methods. Let us re-
call that the discrete Hamiltonian associated with the cubic nonlinear Schrödinger
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equation is given by (see (III.40))

HK.�; 
/ D T K C PK WD
X

a 2 BK

a2�a
a C �

2

X

a1 C a2 � a3 � a4 D mK

ai 2 BK ; jmj � 1

�a1�a2
a3
a4 ;

(VI.27)
where we recall that BK is the finite set of indices defined in (III.35).

Note that with the notation of Chapter III, we have (see Definition III.16),

PK 2 P K
4;1; and

	
	
	PK

	
	
	 D 3:

Moreover, PK is homogeneous of degree 4, and symmetric in .�; 
/: with the defi-
nition (III.17) we have PK 2 SP K

4;1. In particular the condition (IV.17) is satisfied
(with C0 D 3).

Recall moreover that the exact flows of PK , T K andHK preserve the space (see
(III.51))

AK WD ˚
za D .�a; 
a/ j �a D 
a D 0 if a … BK

� � `1:

In this section, we consider the fully discrete splitting method

'�
P K ı '1

AK
0

' '�
H K

where A0 is a diagonal operator

A0 D
X

a 2 BK

�a�a
a; with �a D ˇ.�a2/; a 2 Z;

with ˇ.x/ D x or ˇ.x/ D 2 arctan.x=2/. Note that here the natural CFL number is
given by c0 D �K2=4, as all the frequencies of the linear operator are smaller than
K=2.

We see that we can follow the same strategy as in Section 1: We seek a modified
Hamiltonian ZK.�/ D AK

0 C �ZK
1 C � 2ZK

2 C � � � such that for all t < � , we have

't
P K ı '1

AK
0

D '1
ZK .t/

:

As before, the equations for the Hamiltonian functions ZK
n are given by (compare

(VI.28)).

.nC 1/ZK
n C 1 D

X

k � 0

Bk

kŠ

X

`1 C ��� C `k D n

adZK
`1

� � � adZK
`k

PK : (VI.28)
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The following proposition is the extension of Proposition VI.4 to this fully discrete
case:

Proposition VI.7. Let N > 0 be fixed, and let PK be the Hamiltonian (VI.27).
Assume that � and K satisfy the condition

�K2 < 4ˇ�1

�
2�

N C 1

�

: (VI.29)

Then for n � N we can define homogeneous symmetric polynomialsZK
n 2 SP L

2nC2;3n

satisfying the equations (VI.9) up to the order n, and such that there exist constants
Cn < 1 independent of K, and such that

	
	ZK

n

	
	 < Cn.

Proof. The proof is very similar to the proof of Proposition VI.4. The condition
(VI.29) corresponds to the CFL regime (VI.13). The fact that the norms of the poly-
nomials ZK

n are independent ofK is a consequence of the estimate (III.47) of Propo-
sition III.18.

The following result is the fully discrete version of the backward error analysis
Theorem VI.5. Recall that we have AK � `1, and that BM denotes the ball of ra-
dius M in `1.

Theorem VI.8. Let N � 1 and M0 � 1 be fixed, and PK the family of Hamilto-
nian functions (VI.27) depending on K. Then there exist constants �0 and CN de-
pending on M0 and N such that the following holds: For all � � �0 and K � 1
satisfying the CFL condition (VI.29), there exists a real Hamiltonian polynomial
HK

� 2 SP2N C2;3N such that for all M < M0 and zK 2 AK \ BM , we have
	
	
	'�

P K ı '1
AK

0

�
zK
�� '�

H K
�

�
zK
�		
	

`1 � CNM
2N C 1�N C 1: (VI.30)

Moreover, for zK 2 AK \ BM we have
ˇ
ˇ
ˇHK

�

�
zK
� �HK;.1/

�

�
zK
�ˇˇ
ˇ � CN �M

6 (VI.31)

where

HK;.1/
� .z/ D

X

a 2 BK

1

�
ˇ
�
�a2

�
�a
a C �

2

X

a C b � c � d D mK

.a;b;c;d/ 2 .BK/
4
; jmj � 1

i�abcd

exp .i�abcd / � 1
�a�b
c
d ;

(VI.32)

where we recall that�abcd D �a C �b � �c � �d with �a D ˇ.�a2/, a 2 BK .

Proof. The proof of this theorem is straightforward using the proof developed in the
previous Section. The key argument is that the constants appearing in the control of
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the Hamiltonian polynomialsZj , j D 1; : : : ; N , do not depend onK by the result of
Proposition III.18.

As in the linear case, the specificity of the fully discrete case with CFL is that the
Hamiltonian

X

a 2 BK

1

�
ˇ.�!a/�a
a

controls the H 1 norm of zK 2 AK . In particular, we get the following result:

Proposition VI.9. Under the hypothesis of the previous theorem, there exists a con-
stant c depending on N , M0 and �0 such that the following holds: Let zK;n D
.�K;n; N�K;n/ be the sequence defined by

zK;n C 1 D '�
P K ı '1

AK
0

�
zK;n

�

with initial value zK;0 2 AK , and where � � �0 and K satisfy the CFL condi-
tion (VI.29). Assume that for all K and all n, we have zK;n 2 BM with M �
min.M0; 1/. Then for all n� � c��N , we have

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

X

a 2 BK

1

�
ˇ
�
� jaj2� j.�K;n/aj2 �

X

a 2 BK

1

�
ˇ.� jaj2/j.�K;0/aj2

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� CM 4; (VI.33)

for some constant C independent of K.

Proof. The proof is the same as the proof of Corollary VI.6: we first can prove (com-
pare (VI.26)) that for all n,

ˇ
ˇ
ˇHK

� .zn/ �HK
�

�
z0�
ˇ
ˇ
ˇ � .n�/c�1M 2N C 1�N ;

whereHK
� is defined in Theorem VI.8, and for some constant c independent ofM , �

and n. But this shows that
ˇ
ˇ
ˇHK

� .z
n/ �HK

� .z
0/
ˇ
ˇ
ˇ � M 2N C 1;

for n� � c��N . Using estimates on the homogeneous polynomials Zj of degree
2j C 2, we obtain that (VI.33) holds with an error of the form

O
�
M 4 CM 6 C � � � CM 2N C 1� D O.M 4/

provided that M � 1 (and N � 2).
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In particular, we get the following corollary, which is the fully discrete version of
the global existence result of Proposition III.14:

Corollary VI.10. Under the assumption of Theorem VI.8, there exist "0 such that the
following holds: For all " � "0, K � 1 and � � �0 satisfying (VI.29), let UK;0.x/ D
P

a2BK �
K;0
a eia x and assume that

	
	
	UK;0

	
	
	

H 1 D
	
	
	�K;0

a

	
	
	

`2
1

D ":

Then if UK;n.x/ D P
a2BK �

K;n
a eia x is the function obtained after n iterations of

the splitting method '1
AK

0
ı '�

P K , we have

8n� � c��N ;
	
	
	UK;n

	
	
	

H 1 � A"

for some constants c and A independent ofK.

Proof. We set for all n � 0, zK;n D .�K;n; N�K;n/ 2 AK . Recall that there exists
a constant C such that for all z 2 AK , we have (see (III.12))

kzk
`1 � C kzk

`2
1
: (VI.34)

Hence we have that zK;0 2 BC ". Let us set M D A", where the constant A will be
defined later. We can always assume that M � 1 � M0 in Theorem VI.8, and that
A � C .
As long as zK;n 2 BM and n� � c��N the preservation relation (VI.33) implies that

X

a 2 BK

1

�
ˇ
�
� jaj2�

ˇ
ˇ
ˇ
�
�K;n

�
a

ˇ
ˇ
ˇ
2 � C1M

4 C
X

a 2 BK

1

�
ˇ
�
� jaj2�

ˇ
ˇ
ˇ
�
�K;0

�
a

ˇ
ˇ
ˇ
2

� C1A
4"4 C "2; (VI.35)

for some constants C1 independent ofK. Here, we used the fact that ˇ.x/ � x for all

x � 0, and that
	
	
	�

K;0
a

	
	
	

`2
1

D ".

Now for all a 2 BK , using equation (VI.29), we have �a2 � 4ˇ�1.2�=N C 1/, and
hence there exists ˇ0 � 1 such that, using the fact that for all a 2 BK , ˇ.�a2/ �
ˇ0�a

2. Using (VI.35), we get the following: as long as zK;n 2 BM and n� � c��N ,
we have

	
	
	UK;n

	
	
	

2

H 1 � 1

ˇ0

X

a 2 BK

1

�
ˇ
�
� jaj2�

ˇ
ˇ
ˇ
�
�K;n

�
a

ˇ
ˇ
ˇ
2 � 1

ˇ0
C1A

4"4 C 1

ˇ0
"2

and hence using (VI.34),

	
	
	zK;n

	
	
	

2

`1 � C 2

ˇ0
C1A

4"4 C C 2

ˇ0
"2:
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Taking A such that A2 D 2C 2

ˇ0
� C 2, there exists "0 such that for " � "0, the previous

relation yields
	
	
	zK;n

	
	
	

2

`1 � A2"2 D M 2:

This implies that for all n� � CN �
�N ,

	
	zK;n

	
	

`1 � M , and the relation (VI.35)
yields (as we have C � 1 in (VI.34))

	
	
	UK;n

	
	
	

2

H 1 � A2"2

and this finishes the proof.
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In this chapter, we still consider the cubic nonlinear Schrödinger equation

i@tu D ��uC �juj2u; (VII.1)

on the torus Td with d D 1 or d D 2, and we will assume that the initial condition is
small, i.e. that u.0; x/ is of order ı > 0 in `1, with ı ! 0 a small parameter. We are
interested in the behavior of the solution with respect to ı. By making the change of
unknown u 7! u=ı, and by setting " D ı2, we see that it is equivalent to consider the
family of equations

i@tu D ��uC "�juj2u; u.0; x/ D u0.x/ ' 1; (VII.2)

where " ! 0 is a small parameter and u0 is fixed and independent of ". Here we will
assume that � 2 f˙1g.

As we shall see below, this equation is resonant because all the frequencies of
the linear operator �� are integers. In contrast, when the linear operator is slightly
perturbed, and of the form u 7! �� C V ? u for some potential V , then for a large
class of potential V , the frequencies become non resonant, and many results exist
concerning the long time behavior of the corresponding solution u.t; x/. Note that
the fact that V acts as a convolution and not as a multiplication allows us to calculate
explicitly the spectrum of the operator �� C V ? which turns out to be diagonal in
the Fourier basis. Such a model has become popular to analyze resonances effects
and the long time behavior of (VI.1), see for instance [6], [11], [16], [22] and the
references therein. Typically, for a generic potential V making the frequencies non
resonant, it can be shown that the preservation of the action – see (I.19) – holds for
a very long time or order cr"

�r for all r (with a constant cr depending on r) or even
exponentially large when the solution is analytic.

Here, we will only consider the case where V D 0, and show that the situation
differs significantly between the dimension 1 or 2. In the sequel, we will not give
results for very long times (of order "�r for any r), but only for times of order "�1.
We will then discuss the behaviors of fully discrete numerical solutions over this time
scale.

In a first step, we will consider the case of the dimension 1, and we will prove
that no significant energy exchanges between the modes �a, a 2 Z can be observed:
the actions j�aj2 of the solution are almost preserved, see (I.19), over a long time
t � "�1. The situation is very different in dimension 2, where it can be proved that
there is an energy cascade transferring energy from the low modes to arbitrary high
modes (see Figure I.12 and [7]). In these two situations, we will then analyze the long
time behavior of the fully discrete solutions obtained by the splitting schemes studied
in the previous chapters. The main tool will be the modified energy constructed above.
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1 Resonant system

The goal of this Section is to show that the understanding of the qualitative behavior
of the solution of (VII.2) relies on the analysis of a resonant system driving the energy
exchanges between the modes, at least in the time scale t � "�1.

1.1 An approximation result. With the notation of Chapter III, equation (VII.2)
can be written

P�a D �i jaj2�a � i"�
X

a D b � c C d

�b
c�d ; (VII.3)

P
a D i jaj2
a C i"�
X

a D b � c C d


b�c
d :

The next result shows that over the time scale O."�1/ the solution of the previous
system is well represented by the superposition of the solution of the linear flow and
the solution of a resonant system. This is a relatively standard result. We refer to [7]
for a discussion on more general approaches and references.

Proposition VII.1. Let z0 D .�0; N�0/ 2 `1. There exist constants "0, C and T > 0
such that for all " < "0 and for t 2 Œ0; T="�, there exists z.t/ D .�.t/; N�.t// a solution
to (VII.3) with z.0/ D z0. Moreover, we have

X

a 2Zd

ˇ
ˇ
ˇ�a.t/� e�i t jaj2ya."t/

ˇ
ˇ
ˇ � C"; (VII.4)

where y.t/ D .ya.t//a2Zd is the solution of the system

Pya D �i�
X

a D b � c C d
jaj2 D jbj2 � jcj2 C jd j2

yb Nycyd ; (VII.5)

with initial value y.0/ D �0, and for t 2 Œ0; T �.
Proof. We define Y.t/ by

Ya.t/ D ei t jaj2�a.t/:

We calculate that Y.t/ satisfies the equation

PYa D �i"�
X

a D b � c C d

Yb
NYcYde

�i t˝acbd

where˝acbd D jaj2 C jcj2 � jbj2 � jd j2, or equivalently

Ya.t/ D �0
a � i"�

X

a D b � c C d

Z t

0
Yb

NYcYde
�is˝acbd ds:
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By making a change of time � D "t , we define y.�/ D Y.�="/ D Y.t/. This function
satisfies

ya.�/ D �0 � i�
X

a D b � c C d

Z �

0
yb.s/ Nyc.s/yd.s/e

�i s
"

˝acbd ds

D �0 � i�
X

a D b � c C d
jaj2 D jbj2 � jcj2 C jd j2

Z �

0
yb.s/ Nyc.s/yd .s/ds CRa.y; "/

where

Ra.y; "/ D �i�
X

a D b � c C d
˝acbd ¤ 0

Z �

0
yb.s/ Nyc.s/yd .s/e

�i s
"

˝acbd ds:

Assume that ky.�/k
`1 � M for � 2 Œ0; T �. Then we have from the previous equation

that
	
	 d

d�
y.�/

	
	

`1 � TM 3 for � 2 Œ0; T �. Using an integration by parts, we thus see
that

Ra.y; "/ D "�
X

a D b � c C d
˝acbd ¤ 0

 Z �

0

e�i s
" ˝acbd

˝acbd

d

ds
.yb.s/ Nyc.s/yd.s// ds

�
"
e�i s

"
˝acbd

˝acbd

yb.s/ Nyc.s/yd.s/

#�

0

!

and hence as ˝acbd ¤ 0 implies j˝acbd j � 1, we see that

kR.y; "/k
`1 � "C.M/ (VII.6)

where the constant C depends on M .
Now let T be such that there exists a solution y.�/ to the equation (VII.5) on the
time interval � 2 Œ0; T �. Such a time is given by Proposition III.6. In particular, there
exists M such that ky.�/k

`1 � M=2 for � 2 Œ0; T �.
We define the vector field F by the relation

Fa.�/ D �i�
X

a D b � c C d
jaj2 D jbj2 � jcj2 C jd j2

�b
N�c�d : (VII.7)

We have by definition

ya.�/ D �0 C
Z �

0
Fa.y.s// ds
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for � 2 Œ0; T �, and moreover

ya.�/ D �0 C
Z �

0
Fa.y.s// dsC R.y; "/:

Using the fact that F is Lipschitz on the bounded sets of `1, we see that there exists
a constant L such that as long as ky.�/k

`1 � M , we can write using (VII.6)

ky.�/� y.�/k
`1 � L

Z �

0
ky.s/� y.s/k

`1 ds C "C.M/:

Using the Gronwall Lemma, we first see that if " < "0 is small enough, we have
ky.�/k

`1 � M for all times � 2 Œ0; T � and moreover,

ky.�/� y.�/k
`1 � C"

where C depends on T and M . Going back to the original time t D �=" then yields
the result.

1.2 The resonance modulus. We consider the resonant system (VII.5) associated
with the vector field Fa defined in (VII.7). First, we note that this equation is again
a Hamiltonian equation associated with the Hamiltonian

Z.�; 
/ D �

2

X

a C b D c C d
jaj2 C jbj2 D jcj2 C jd j2

�a�b
c
d : (VII.8)

To understand the qualitative behavior of y.t/, we are led to study the resonant set

K D fa; b; c; d 2 Z
d j aCb�c�d D 0; and jaj2Cjbj2�jcj2�jd j2 D 0g; (VII.9)

which drives the energy exchanges between the frequencies in the dynamical sys-
tem (VII.5). The following lemma describes the geometric structure of this set of
frequencies:

Lemma VII.2. A quadruplet .a; b; c; d/ 2 Z
d is in K precisely when the endpoints

of the vectors a; b; c; d form four corners of a non-degenerate rectangle with a and b
opposing each other, or when this quadruplet corresponds to one of the two following
degenerate cases: .a D c; b D d/, or .a D d; b D c/.

Proof. Using the first relation, we obtain jaC bj2 D jcCd j2, and hence a � b D c �d .
Then we calculate that

.a � d/ � .b � d/ D a � b � d � .aC b � d/

D �d � .aC b � c � d/ D 0;

which implies the statement.

Note that in dimension 1, only the second part of this lemma is applicable. We will
first study this situation for the continuous, semi-discrete and fully discrete solutions.
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2 The one-dimensional case

2.1 Long time preservation of the actions. As seen from Lemma VII.2, the reso-
nant Hamiltonian Z defined by (VII.8) does not contain many terms in dimension 1:
only monomials �a�b
c
d such that .a D c; b D d/, or .a D d; b D c/. We thus
have explicitly

Z D �

2

0

B
B
@

X

a 2Z

I 2
a C 2

X

a;b 2Z

a ¤ b

IaIb

1

C
C
A (VII.10)

which means that it depends only on the actions

Ia.z/ WD �a
a; a 2 Z
d : (VII.11)

Note that for real z D .�; N�/ and in any dimension d , we have that Ia.z/ D j�aj2.
Thus this term represents the energy of the mode corresponding to a 2 Z

d in the
function u.x/ D P

a 2Zd �ae
ia�x .

In view of (VII.10), we have for d D 1,

8a 2 Z; fIa; Zg D 0;

which means that for all a 2 Z the actions Ia.y.t// are constant along the solution
ya.t/ of (VII.5). As a consequence, we get the following result, which is valid only
in dimension 1.

Theorem VII.3. Let z0 D .�0; N�0/ 2 `1. There exist constants "0, C and T > 0
such that for all " < "0 and t 2 Œ0; T="�, there exists z.t/ D .�.t/; N�.t// a solution
to (VII.3) with z.0/ D z0. Moreover, we have for all t � T=",

X

a 2Z

jIa.z.t//� Ia.z.0//j � C": (VII.12)

Proof. Using (VII.4) and (VII.5), there existsM such that for all " � "0 and t � T=",
we have kz.t/k

`1 � M . For a 2 Z, we can write

jIa.z.t//� Ia.z.0//j
� jIa.z.t//� Ia.y.t//j C jIa.y.t//� Ia.y.0//j C jIa.y.0//� Ia.z.0//j:

In the right-hand side of this equation, we have used the previous remarks that
Ia.y.t// D Ia.y.0// for all t � T=", so the second term cancels. Moreover, the
third term vanishes, as y.0/ D z.0/. For the first term, we first note that for all a 2 Z,
Ia.y.t// D Ia. Qy.t// where Qy.t/ is defined by Qya.t/ D e�i t jaj2ya.t/, a 2 Z. Hence
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as z.t/ and Qy.t/ remain bounded by M in `1, we easily obtain

X

a 2Z

jIa.z.t//� Ia.y.t//j �
X

a 2Z

2M jya.t/ � Qya.t/j � 2MC"

using (VII.4). This yields the result up to a slight modification of the constant C .

The previous result shows the almost preservation of the actions over a time of or-
der "�1. Note that this time is larger than the one given by standard a priori estimates
applied to (VII.2).

This result holds in the very specific case of the resonant cubic nonlinear Schröd-
inger equation in dimension 1. We will see later that this result is no longer true in
dimension 2. Moreover, it is important to mention that the preservation result (VII.12)
holds true for much longer times using the integrability of NLS in dimension 1
(see [37]) and the existence of a global change of variable putting the system into
an integrable form preserving some modified actions (see [23]).

We will not give more details, but will rather discuss the ability of numeri-
cal schemes to reproduce the qualitative behavior described by the preservation re-
sult (VII.12).

2.2 Aliasing and numerical resonances in dimension one. As we have seen in
Chapter III, the semi-discrete Hamiltonian obtained by Fourier pseudo-spectral
method applied to (VII.2) is given by (see (III.40))

HK.�; 
/ D
X

a 2 BK

jaj2�a
a C �

2

X

a C b � c �d D mK
ai 2 BK ; jmj � 1

�a�b
c
d :

where BK is the discrete set of frequencies defined by (III.35). The solution zK.t/ D
.�K.t/; 
K.t// to the corresponding Hamiltonian system satisfies the equation (com-
pare (VII.3)), for all a 2 BK ,

P�K
a D �i jaj2�K

a � i"�
X

a D b � c C d C mK
m D �1;0;1

�K
b 


K
c �

K
d ; (VII.13)

P
K
a D i jaj2
K

a C i"�
X

a D b � c C d C mK
m D �1;0;1


K
b �

K
c 


K
d :

We see that we can perform the same analysis as before, using the method of Propo-
sition VII.1. We get the following semi-discrete approximation result:

Proposition VII.4. Let C0 > 0 be a constant. There exist constants "0, C and T > 0
such that for all " < "0 all K � 1 and all zK;0 D .�K;0; N�K;0/ such that

	
	zK;0

	
	

`1 �
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C0, there exists for t 2 Œ0; T="� a solution zK.t/ D .�K.t/; N�K.t// to (VII.13) with
z.0/ D zK;0. Moreover, we have

X

a 2 BK

ˇ
ˇ
ˇ�K

a .t/� e�i t jaj2yK
a ."t/

ˇ
ˇ
ˇ � C"; (VII.14)

where yK.t/ D .yK
a .t//a2Zd is the solution of the semi-discrete resonant system

PyK
a D �i�

X

a D b � c C d C mK
m D �1;0;1

jaj2 D jbj2 � jcj2 C jd j2

yK
b NyK

c y
K
d ; (VII.15)

with initial value yK.0/ D �K;0, and for t 2 Œ0; T �.
The proof of this proposition is actually exactly the same as the proof of Proposi-

tion VII.1, using the fact that `1 estimates are the same with or without the aliasing
relation between the frequencies.

We see that the main difference with the continuous problem studied in the previ-
ous section is that we have to consider the discrete resonant set defined by

KK D ˚
.a; b; c; d/ 2 .BK/4jjaj2 C jbj2 � jcj2 � jd j2 D 0 and

aC b � c � d D mK; m 2 f0;˙1g�:
As we will see in the lemma below, this discrete resonant set is more complicated

than for the continuous case, and depends on the arithmetic nature of the integer K.

Lemma VII.5. The following holds:

(i) Assume that K � 3 is a prime number. Then KK contains only terms such that
a D d and b D c, or b D d and a D c.

(ii) Assume that K=2 � 3 is a prime number. Then KK contains only terms such
that a D d and b D c, or b D d and a D c, and the terms such that a D �d
and b D �c, or a D �c and b D �d , under the constraint a C b D mK=2,
m D ˙1.

Proof. Calculating moduloK, we see from the first relation that

jaC bj2 D jc C d j2 moduloK;

and hence 2ab D 2cd modulo K. Using the same calculation as in the proof of
Lemma VII.2, we see that we must have

2.a � d/.b � d/ D 0 moduloK: (VII.16)

(i) Assume thatK is prime, then the previous relation implies that a D d or b D d

modulo K. But as the indices are in BK D f�P; : : : ; P g where K D 2P C 1,
we must have a D d or b D d . This shows the first part of the lemma.
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(ii) To prove the second, let us write K D 2P with P prime. In this situation, we
have BK D f�P; : : : ; P � 1g. The relation (VII.16) implies now that a D d

or b D d modulo P . Hence we can have for instance a D d C ıP with ı 2
f0;˙1g. In this situation, we have aC b � c � d D 2mP D b� cC ıP , which
implies b D cC .2m� ı/P . If ı D 0, we have a D d and b D cC 2mP which
is possible only for m D 0 (as b and c are in BK ).

When ı D ˙1, we must have for the same reason m D ı, and b D c C mP and
a D d CmP .
This implies that a2 D d 2 C 2ma P � P 2 and b2 D c2 C 2mcP C P 2 and hence

a2 C b2 � c2 � d 2 D 2mP.aC c/ D 0:

But this shows that a C c D 0, and hence a D �c. From this relation, we easily
deduce that a C b D mP , and b D �a C mP D �d . The other cases are treated
similarly.
Conversely, we easily verify that all the points a D �c and b D �d or a D �d and
b D �c under the constraint aC b D mP are all in KK .

The following result constitutes a semi-discrete version of Theorem VII.3. It is
a consequence of the previous lemma and of the approximation result given by Propo-
sition VII.4:

Theorem VII.6. Let C0 > 0 be a constant. There exist constants "0, C and T > 0
such that for all " < "0, all K � 1 and all zK;0 D .�K;0; N�K;0/ such that

	
	zK;0

	
	

`1 �
C0, there exists zK.t/ D .�K.t/; N�K.t// a solution to (VII.13) for t 2 Œ0; T="� with
zK.0/ D zK;0. Moreover, we have the following preservation properties: for all t �
T=",

(i) If K is a prime number, then

X

a 2 BK

ˇ
ˇ
ˇIa

�
zK.t/

�� Ia

�
zK.0/

�ˇˇ
ˇ � C": (VII.17)

(ii) If K D 2P and P is a prime number, then

PX

a D 0

ˇ
ˇ
ˇJa

�
zK.t/

�� Ja

�
zK.0/

�ˇˇ
ˇ � C"; (VII.18)

where for all a D 0; : : : ; P , Ja.z/ D Ia.z/C I�a.z/.

Proof. The first part is a consequence of Lemma VII.5 and Proposition VII.4, using
the same technique as in the proof of Proposition VII.3.
To prove the second part, we note that the Hamiltonian associated with the semi-
discrete resonant system (VII.15) in the case K D 2P and P is prime is written,
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using the previous lemma,

ZK.�; 
/ D �

2

0

@
X

a 2Z

I 2
a C 2

X

a ¤ b

Ia Ib

1

AC �
X

a;b 2 BK ; m 2 f˙1g
a C b D mK=2

�a
�a�b
�b:

(VII.19)
Hence, we see that the semi-discrete resonant Hamiltonian does not commute with
the actions. However, it commutes with the super actions Ja D Ia C I�a, for a 2
f0; : : : ; K=2g. To see this, we calculate

fJa; �a
�ag D fIa; �a
�ag C fI�a; �a
�ag
D ��a
�a C 
�a�a D 0:

The equation (VII.18) is then easily shown using the fact that Ja is constant along the
flow of (VII.15).

Note that the preservation of the super actions Ja yields the preservation of the
actions in the case where the initial data u0.x/ is odd or even, i.e. satisfy u0.�x/ D
u0.x/ or u0.�x/ D �u0.x/. Actually such a property is carried to the exact solution
u.t; x/ for all time, as well as for the semi-discrete solution, as can be easily verified.
But in such a situation, we have jua.x/j2 D Ia D ju�a.x/j2 D I�a.

In more general situations, nonlinear instabilities can be observed. The example
given in the introduction (see equation (I.21)) is constructed by noticing that when
K D 30 D 2 � 3 � 5, we have .�5; 14;�10;�11/ belonging to KK (for m D 1).

2.3 Fully discrete schemes. We now consider the case of fully discrete solutions
obtained by splitting schemes. Actually, the results of the previous chapter show that
the discrete dynamics obtained by a fully discrete splitting method can be interpreted
as the exact flow of the modified Hamiltonian HK

� given by Theorem VI.8, up to an
error of order O.�N C1/ where N depends on the CFL number.

In the following, we will only consider the case of the “standard” splitting, for
which the filter function ˇ is the identity. In this case, the modified Hamiltonian can
be written (see equation (VI.32) with �abcd D �.a2 C b2 � c2 � d 2/)

HK
� .�; 
/ D

X

a 2 BK

jaj2�a
a C "�

2
(VII.20)

�
X

a C b � c � d D mK
.a;b;c;d/ 2 .BK/4; jmj � 1

i�˝abcd

exp.i�˝abcd / � 1
�a�b
c
d C O

�
"2z6�

where we recall that˝abcd D a2 C b2 � c2 � d 2. Note that in the construction of the
modified energy, as the polynomial P is of order kP k ' ", we easily see that for all
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n, kZnk ' "n. Hence, the estimate (VI.30) is written here as

	
	
	'�

P K ı '1
AK

0

�
zK
�� '�

H K
�

�
zK
�		
	

`1 � CNM
2N C 1"N C 1�N C 1 (VII.21)

if
	
	zK

	
	

`1 � M and " is smaller than some fixed "0. Using the expression of the
Hamiltonian (VII.20), we see that we can perform a similar analysis as before for the
exact flow '�

H K
�

. In particular, as the difference between the first two termsHK;1
� (see

(VI.31)) of HK
� and the full Hamiltonian HK

� is of order "2 for bounded z, a result
similar to Proposition VII.4 and Theorem VII.6 can be derived. However, the proof
is more complicated than in the semi-discrete case, and requires some preliminary
results.

Lemma VII.7. Let M be a fixed number. Then there exists a constant C depending
onM such that for all " the following holds: Assume thatK is prime, and for a 2 BK ,
let us define

Ga.�; 
/ WD ��
2

Re

2

6
6
6
6
4

X

a D �b C c C d C mKjmj � 1
˝abcd ¤ 0

i�

exp.i�˝abcd / � 1
�a�b
c
d

3

7
7
7
7
5
; (VII.22)

where˝abcd D a2Cb2�c2�d 2, and let zK;0 D .�K;0; 
K;0/ be such that
	
	zK;0

	
	

`1 �
M . Let us define zK;1 D '�

H K
�

.zK;0/. Then we have

X

a 2 BK

ˇ
ˇ
ˇI "

a

�
zK;1� � I "

a

�
zK;0�

ˇ
ˇ
ˇ � C"2�

where for all " and all a 2 BK ,

I "
a.z/ D Ia.z/C "Ga.z/: (VII.23)

Proof. For t 2 .0; �/, let zK.t/ D 't

H K
�

.zK;0/ D .�K.t/; N�K.t// be the solution of

the modified Hamiltonian system (VII.20). We can write for all a 2 BK ,

P�K
a D �i jaj2�K

a � i"�
�

X

a D �b C c C d C mKjmj � 1

i�˝abcd

exp.i�˝abcd / � 1
N�K
b �

K
c �

K
d C "2XK

a

�
�K ; N�K

�

where XK
a .z/ is a Hamiltonian vector field that is bounded for bounded z 2 `1. With

the notation of the previous chapter, the Hamiltonian function associated with the
vector field XK is .Z2 C � � � CZN /="

2.
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Following the proof of Proposition VII.1, we define Y K.t/ by

Y K
a .t/ D ei t jaj2�K

a .t/; a 2 BK :

Using the same method as in the proof of Proposition VII.4, we calculate that
IK

a .t/ WD Ia.Y
K.t// satisfies the equation

PIK
a .t/ D � Re

2

6
6
4i"�

X

a D �b C c C d C mKjmj � 1

i�˝abcd

exp.i�˝abcd / � 1
NY K
a

NY K
b Y

K
c Y Y

d e
�i t˝abcd

3

7
7
5

C "2 QXK
a

�
Y K

�

where QXK is a polynomial vector field in Y K , bounded in `1 if Y K is in `1.
Hence, if we assume that

	
	Y K

a .t/
	
	

`1 � M , then there exists a constant C.M/ such
that for t 2 Œ0; � �,

IK
a .t/ D IK

a .0/� Re

2

6
6
4i"�

X

a D �b C c C d D mKjmj � 1

i�˝abcd

exp .i�˝abcd / � 1

�
Z t

0

NY K
a

NY K
b Y

K
c Y K

d e�is˝abcd ds

3

7
7
5CRK

a

�
t; Y K

�

where 	
	
	RK

a .t; Y
K/
	
	
	

`1 � C.M/"2�: (VII.24)

Now let us define

GK
a .t/ D Ga

�
�K.t/

� D �Re

2

6
6
6
6
4
�

X

a D �b C c C d D mKjmj � 1
˝abcd ¤ 0

i�

exp .i�˝abcd / � 1
N�K
a

N�K
b �

K
c �

K
d

3

7
7
7
7
5
:

The previous estimate combined with an integration by parts, and the fact that K is
prime (see Lemma VII.5) shows that

IK
a .�/C "GK

a .�/ D IK
a .0/C "GK

a .0/C QRK
a

�
�; Y K

�

where
	
	 QRa.t; Y

K/
	
	

`1 � C"2� if �K.0/ 2 BM . This shows the result.
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Theorem VII.8. Let N andM > 0 be fixed. There exists a constant C , T , �0 and "0

such that for all " � "0, the following holds: For all prime integer K and all � such
that the CFL condition

�K2 <
8�

N C 1

holds (compare (VI.29)), let zK;0 D .�K;0; N�K;0/ be such that
	
	zK;0

	
	

`1 � M=4, and
for all n 2 N, let

zK;n C 1 WD '�
P K ı '1

AK
0

�
zK;n

�

be the fully discrete numerical solution obtained by the splitting methods applied to
the semi-discretized Hamiltonian

PK.�; 
/ D "�

2

X

a C b � c � d D mKjmj � 1

�a�b
c
d and AK.�; 
/ D
X

a 2 BK

��a
a:

Then we have
X

a 2 BK

ˇ
ˇ
ˇIa

�
zK;n

�� Ia

�
zK;0�

ˇ
ˇ
ˇ � C"; for n� � T

"
:

If K D 2P with P prime, the same results hold true for the super actions Ja D
Ia C I�a.

Proof. Using the previous result, combined with (VII.21), we easily see that as long
as zK;n is in BM , we have the estimate

X

a 2 BK

ˇ
ˇ
ˇ
�
Ia.z

K;nC1/C "Ga.z
K;nC1/

�� �
Ia

�
zK;n

�C "Ga

�
zK;n

��ˇˇ
ˇ

� C"2� C "
X

a 2 BK

ˇ
ˇ
ˇGa

�
zK;nC1��Ga

�
'�

H K
�

�
zK;n

��ˇˇ
ˇ

� C
�
"2� C C"N C 2�N C 1

�
;

where the constant C depends on M . Hence if we assume that
	
	zK;0

	
	

`1 � M=4, we

obtain that
P

a2Z I "
a.z

K;0/ � M=2 if " � "0 sufficiently small (see (VII.23)). Now
using the previous estimate, we have that as long as

	
	zK;n

	
	

`1 � M ,

X

a 2 BK

ˇ
ˇ
ˇI "

a .z
K;n/ � I "

a.z
K;0/

ˇ
ˇ
ˇ � .n�/C

�
"2 C "N C 2�N

�
:

But this shows that for

n� � T";� WD 1

C
min

�
"�1; "�N �1��N

�
;
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and
	
	zK;n

	
	

`1 � M , we have

X

a 2 BK

ˇ
ˇ
ˇI "

a

�
zK;n

�� I "
a

�
zK;0�

ˇ
ˇ
ˇ � ":

But this shows that there exists a constant C depending on M such that as long as
zK;n is in BM and n� � T";� ,

X

a 2 BK

ˇ
ˇ
ˇIa

�
zK;n

�� Ia

�
zK;0

�ˇˇ
ˇ � C":

But for " sufficiently small, this proves that zK;n is in BM for all n such that n� �
T";� . This proves the result, as N � 1 and � � �0, so that T";� D C�1"�1 for "0

sufficiently small.

Note that this result explains the behavior observed in Figures I.9, I.10 and I.11 in
the introduction.

3 The case of dimension two

3.1 Energy cascades. We consider now the case of the Schrödinger equation (VII.1)
set on a two-dimensional torus T

2. In this situation, Proposition VII.1 applies, and
the analysis of the long time qualitative behavior of the solution u.t/ of (VII.1)
can be made through analysis of the resonant system (VII.5). The main difference
with the one-dimensional case is that the frequencies can now interact in this reso-
nant system, provided they are geometrically distributed on corners of rectangles (see
Lemma VII.2). Using this, we can prove the following result (see [7]):

Theorem VII.9. Let d > 2, and u0 2 C1.T2/ given by

u0.x/ D 1 C 2 cosx1 C 2 cosx2:

For � 2 f˙1g, the following holds. There exist "0; T; C0; C > 0 and a family
.ca/a2N�

, with ca ¤ 0 for all a, such that for 0 < " 6 "0, (VI.1) has a unique
solution u.t; x/ D P

a 2Zd �a.t/e
ia�x 2 C.Œ0; T="�I `1/, and:

8a 2 N�; 8t 2 Œ0; T="�;
ˇ
ˇ
ˇ�a .t/ � ca."t/

jaj2 � 1
ˇ
ˇ
ˇ 6 .C0"t/

jaj2 C C";

where the set N� is given by

N� D f.0;˙2p/; .˙2p; 0/; .˙2p;˙2p/; .�2p;˙2p/; p 2 Ng : (VII.25)



3 The case of dimension two 127

Arbitrarily high modes appear with equal intensity along a cascade of time layers:

8
 2�0; 1Œ; 8	 < 1

4
; 8˛ > 0; 9"1 2�0; "0�; 8" 2�0; "1�;

8a 2 N�; jaj < ˛
�

log
1

"

��

;

ˇ
ˇ
ˇ
ˇ�a

�
2

"1 � 
=.jaj2 � 1/

�ˇ
ˇ
ˇ
ˇ > "


4
:

This theorem shows that for some high modes a 2 N� satisfying jaj < ˛ �log 1
"

��
,

the action Ia.t/ of the solution of (VII.1) with initial data u0.x1; x2/ D 1C2 cosx1 C
2 cosx2 satisfies

Ia.ta/ � c"2
 ;

for some time ta increasing with jaj. This is very different from (VII.12), and shows
the possibility of energy transfer from low to high modes

In the following, we will not give a complete prove of this theorem, and refer
to [7] for the details. However, we would like to give a hint and explain the reason
making this initial data produce an energy cascade.

To do this, we now turn to the analysis of the resonant system (VII.5). The main
remark for the forthcoming analysis is that new modes can be generated by nonlinear
interaction: we may have ya 6D 0 even though �0

a D 0 in the system (VII.5).
Recall that nonlinear interactions in the resonant system are created from frequen-

cies lying on rectangles, according to VII.2. Let us introduce the set of initial modes:

J0 D ˚
a 2 Z

2 j �0
a 6D 0

�
:

In view of (VII.5), modes which appear after one iteration of Lemma VII.2 are given
by:

J1 D ˚
a 2 Z

2 n J0 j Pya.0/ 6D 0
�
:

One may also think of J1 in terms of Picard iteration. Plugging the initial modes (from
J0) into the nonlinear Duhamel’s term and passing to the limit " ! 0, J1 corresponds
to the new modes resulting from this manipulation. More generally, modes appearing
after k iterations exactly are characterized by:

Jk D
(

a 2 Z
2 n

k�1[

`D0

J` j dk

dtk
ya.0/ 6D 0

)

:

We now consider the initial datum

u0.x/ D 1 C 2 cosx1 C 2 cosx2 D 1 C eix1 C e�ix1 C eix2 C e�ix2 : (VII.26)

The corresponding set of initial modes is given by

J0 D f.0; 0/; .1; 0/; .�1; 0/; .0; 1/; .0;�1/g :
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It is represented on the following figure:

�

�

�

�

�

�

�

After one iteration of Lemma VII.2, four points appear:

J1 D f.1; 1/; .1;�1/; .�1;�1/; .�1; 1/g;
as plotted below.

�

�
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�

�

�

�

� �

� �

The next two steps are described geometrically:

�

�

�

�

�

�

�

� �
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�
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�
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� �

�
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�
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� �

�

�

��

�

As suggested by these illustrations, we can prove by induction:

Lemma VII.10. Let p 2 N.
• The set of relevant modes after 2p iterations is the square of length 2p whose

diagonals are parallel to the axes:

N .2p/ WD
2p[

` D 0

J` D f.a1; a2/ j ja1j C ja2j 6 2pg :
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• The set of relevant modes after 2pC1 iterations is the square of length 2pC1 whose
sides are parallel to the axes:

N .2pC1/ WD
2p C 1[

` D 0

J` D f.a1; a2/ j max.ja1j; ja2j/ 6 2pg :

After an infinite number of iterations, the whole lattice Z
2 is generated:

[

k > 0

N .k/ D Z
2:

Among these sets, our interest will focus on extremal modes: for p 2 N,

N .2p/� WD f.a1; a2/ 2 f.0;˙2p/; .˙2p; 0/gg ;
N .2p C 1/� WD f.a1; a2/ 2 f.˙2p;˙2p/; .�2p;˙2p/gg :

These sets correspond to the edges of the squares obtained successively by iteration
of Lemma VII.2 on J0. The set N� defined in Theorem VII.9 corresponds to

N� D
[

k > 0

N .k/� :

The important property associated to these extremal points is that they are generated
in a unique fashion:

Lemma VII.11. Let n > 1, and a 2 N
.n/� . There exists a unique pair .b; c/ 2

N .n�1/ � N .n�1/ such that a is generated by the interaction of the modes 0, b and
c, up to the permutation of b and c. More precisely, b and c are extremal points
generated at the previous step: b; c 2 N

.n�1/� .

Note however that points in N
.n/� are generated in a non-unique fashion by the

interaction of modes in Z
d . For instance, .1; 1/ 2 J1 is generated after one step only

by the interaction of .0; 0/, .1; 0/ and .0; 1/. On the other hand, we see that after
two iterations, .1; 1/ is fed also by the interaction of the other three points in N

.1/� ,
.�1; 1/, .�1;�1/ and .1;�1/. After three iterations, there are even more three-wave
interactions affecting .1; 1/.

The method to prove Theorem VII.9 is to show that we can compute the first non-
zero term in the Taylor expansion of solution ym.t/ of (VII.5) at t D 0, for m 2 N�.

Let n > 1 and a 2 N
.n/� . Note that since we have considered initial coefficients

which are all equal to 1 – see (VII.26) – and because of the symmetry in (VII.5), the
coefficients ya.t/ do not depend on a 2 N

.n/� but only on n.
Hence we have

ya.t/ D t˛.n/

˛.n/Š

d˛.n/ya

dt˛.n/
.0/C t˛.n/ C 1

˛.n/Š

Z 1

0
.1 � 	/˛.n/ d˛.n/ C 1ya

dt˛.n/ C 1
.	 t/d	;

for some ˛.n/ 2 N still to be determined.
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The second term can be controlled, and is order t˛.n/C1. In fact, by analyticity of
the function t 7! ya.t/, we can show that there exists C0 > 0 independent of a and n
such that

ra.t/ D t˛.n/ C 1

˛.n/Š

Z 1

0
.1 � 	/˛.n/ d˛.n/ C 1ya

dt˛.n/ C 1
.	 t/d	

satisfies

jra.t/j 6 .C0t/
˛.n/ C 1: (VII.27)

We refer to [7] for the details. Next, we write

ya.t/ D c.n/t˛.n/ C ra.t/; (VII.28)

and we determine c.n/ and ˛.n/ thanks to the iterative approach analyzed in the
previous paragraph. In view of Lemma VII.11, we have

i Pya D 2�c.n� 1/2t2˛.n�1/ C O
�
t2˛.n�1/C1

�
;

where the factor 2 accounts for the fact that the vectors b and c can be exchanged in
Lemma VII.11. We infer the relations:

˛.n/ D 2˛.n � 1/C 1 I ˛.0/ D 0:

c.n/ D �2i�
c.n� 1/2

2˛.n � 1/C 1
I c.0/ D 1:

We first derive

˛.n/ D 2n � 1:

We can then compute, c.1/ D �2i�, and for n > 1:

c.nC 1/ D i
.2�/

Pn
k D 0 2k

Qn C 1
k D 1

�
2k � 1

�2n C 1 � k
D i

.2�/2
nC 1�1

Qn C 1
k D 1

�
2k � 1

�2nC 1 � k
:

We can then infer the first estimate of Theorem VII.9: by Proposition VII.1, there
exists C independent of a and " such that for 0 < " 6 "0,

j�a.t/� ya."t/j 6 C"; 0 6 t 6 T

"
:

We notice that since for a 2 N
.n/� , jaj D 2n=2, regardless of the parity of n, we have

˛.n/ D jj j2 � 1. For j 2 N�, we then use (VII.28) and (VII.27), and the estimate
follows, with cj D c.n/.
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To prove the last estimate of Theorem VII.9, we must examine more closely the
behavior of c.n/. In [7], it is proved that for all n � 1, we have

jc.n/j > 2�2n

:

We can now gather all the estimates together:

j�a.t/j >
ˇ
ˇ
ˇc.n/ ."t/˛.n/

ˇ
ˇ
ˇ� .C0"t/

˛.n/ C 1 � C"

> 1

2

�
"t

2

�2n�1

� .C0"t/
2n � C"

> 1

2

�
"t

2

�2n�1 �
1 � .2C0/

2n

"t
�

� C": (VII.29)

To conclude, we simply consider t such that
�
"t

2

�2n � 1

D "
 ; that is t D 2

"1 � 
=˛.n/
: (VII.30)

Hence for the time t given in (VII.30), since ˛.n/ D jaj2 � 1, we have

.2C0/
2n

"t D .2C0/
jaj2 "
=.jaj2 � 1/

D exp

�

jaj2 log.2C0/ � 


jaj2 � 1
log

�
1

"

��

:

Assuming the spectral localization

jaj 6 ˛

�

log
1

"

��

;

we get for " small enough

.2C0/
2n

"t 6 exp

 

˛2

�

log
1

"

�2�

log.2C0/ � 


˛2

�

log
1

"

�1 � 2�
!

:

The argument of the exponential goes to �1 as " ! 0 provided that


 > 0 and 	 <
1

4
;

in which case we have 1 � .2C0/
2n
"t > 3=4 for " sufficiently small. Inequal-

ity (VII.29) then yields the result, owing to the fact that C"2 is negligible compared
to "
 when 0 6 
 < 1.

Finally, we note that the choice (VII.30) is consistent with "t 2 Œ0; T � for " 6 "0,
for some "0 > 0 uniform in a satisfying the above spectral localization, since

"
=˛.n/ D e� �
˛.n/

log 1
" 6 exp

 

� 


˛2

�

log
1

"

�1 � 2�
!

�!
"!0

0:
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3.2 Simulating energy cascades. The energy cascade described above can be seen
in Figure I.12 where the step-size � is very small, and the number of modes K suf-
ficiently large. However, as seen in Figure I.13 and I.14, the correct reproduction of
the energy exchanges is not guaranteed in the case of implicit schemes.

Actually, the results of Chapter VI remain valid in the two-dimensional case. Con-
sidering the numerical fully discrete solution obtained from a scheme of the form
'�

P K ı '1
AK where

AK.�; 
/ D
X

a 2 BK

�a�a
a

where BK is a (two-dimensional) finite subset of indices, and where �a D ˇ.� jaj2/,
it can be shown that a result similar to Theorem VI.8 can be proven, with a modified
Hamiltonian of the form

HK
� .�; 
/ D

X

a 2 BK

1

�
ˇ.� jaj2/�a
a C "�

2

�
X

a C b � c � d D mK
m 2Z

2; jmj � 1

i�abcd

ei
abcd � 1
�a�b
c
d C O."2z/

where �abcd D �a C �b � �c � �d .
Hence we see that we can perform a similar analysis as in Proposition VII.1 for

instance, but the corresponding resonance modulus will be
˚
.a; b; c; d/ 2 Z

2 j aC b � c � d D mK; m 2 Z
2

and �a C �b � �c � �d D 0
�
:

We thus see that except the case where ˇ.x/ D x, this resonance modulus does
not satisfy Lemma VII.2 in general, and the numerical solution will be unable to
reproduce correctly the energy exchanges. This is particularly the case for implicit-
explicit schemes based on the filter function ˇ.x/ D 2 arctan.x=2/. Note however
that if � is sufficiently small, then we have �a D � jaj2 C O.� 2/ at least for the low
frequencies, and we thus expect that, at least for them, the energy exchanges will be
correctly reproduced.

By using similar technics as developed in the previous section, it is possible to
prove that Theorem VII.9 can be extended to the situation where ˇ.x/ D x. We do
not give the details here. Note that as the phenomena is a propagation of energy to
high frequencies, there is no aliasing problem until the frequencies of order K=2 are
reached by the cascade.
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