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Preface 

From the beginning of the XX th century, physicists were faced 
with the outbreak of new languages in the mathematical description 
of physical space. This book is aimed to give a short and elementary 
contribution to elucidate the connection of some geometrical topics 
taken from Manifold Theory with the more familiar calculus on Eu­
clidean space. The pretext is to make accessible the relationship of 
the wedge product of covariant vectors (1-forms) with the familiar 
cross product of contravariant vectors. 

It is appropriate to say a word about the organization of the book. 
Chapters 1, 2 and 3 contain some basic topics on topological 

spaces, metric structure and differentiable manifolds. The manifold 
is made up of patches by smoothly pasting together open subsets of 
a topological space which are homeomorphic to open subsets of R". 
The notion of tangent vector to a differentiable manifold, at a point, 
is viewed as a directional derivative operator acting on functions. 
The existence of a moving frame on a manifold is discussed. Chapter 
4 is mostly about the metric dual operation, induced by the met­
ric, which establishes a 1-to-l correspondence between vectors and 
1-forms (covectors). Chapter 5 is concerned with the basic proper­
ties of tensors, particularly covariant tensors. In Chapter 6 r-forms, 
i.e., the antisymmetric covariant tensors, are treated in some detail. 
In Chapter 7 the property of orientability of manifolds is dealt with. 

v 



vi Geometrical Properties of Vectors and Covectors 

In Chapter 8 given a metric and an orientation, we introduce the 
Hodge star operator which defines a canonical isomorphism between 
r-forms and (n —r)-forms. Finally in Chapter 9 we clarify, in terms of 
the Hodge star operator compounded with the metric dual operator, 
the conditions under which the wedge product of covectors (1-forms) 
produces the cross product of vector algebra. 

In the course of writing this work a great deal was owed to the 
books listed in the Bibliography. 

Joaquim M. Domingos 
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Chapter 1 

Topological Spaces 

Topology is qualitative mathematics" 
M.J. Mansfield 

Let X be an arbitrary set whose elements will be referred to as 
"points". If we wish to express the degree of nearness of these points, 
we must introduce a metric on X, 

d:XxX^R, (1.1) 

assigning to each pair of points x,y £ X a number d(x,y). This 
number is called the distance between x and y, and any set X en­
dowed with a metric is called a metric space. The number d(x,y) 
has to satisfy, for all x,y,z € X, the properties 

• d(x,y) > 0; d(x,y) = 0 if and only if x = y 

• d(x,y) = d(y,x) 

• d(x,z) < d(x,y) + d(y,z). 

The differentiation of a function at a point x is a local operation, 
requiring values of the function in the neighborhood of the point at 
which the derivative is taken. To support concepts such as continuity 
and differentiability we need to impose a decomposition of the space 
into a collection of neighborhoods. A neighborhood of a point x of a 
metric space X is considered to contain all the points of X sufficiently 
close to x. The concept of open ball enables us to give a more precise 
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2 Geometrical Properties of Vectors and Covectors 

definition of neighborhood of a point. Let x be any point of a metric 
space X and let e be a positive number. The subset B(x, e) C X, 
consisting of all points y in X whose distance from x is less than e 

B(x,e) = {yeX\d(x,y) < e} (1.2) 

is called an open ball about x. 
A subset (not necessarily open) of a metric space X is a neighbor­

hood of a point x in X if it contains an open ball containing x. The 
subset U of a metric space X is open in X, if for every x E U there 
is e(x) > 0 such that the open ball B(x, e) is entirely contained in U; 
that is, if U is a neighborhood of everyone of its points. 

The metric space X is open in X, in view of the fact that we 
cannot go further away from it. That is, the whole metric space 
X is a neighborhood of each of its points. A point x is said to be 
an interior point of a subset A of X if A is a neighborhood of i . 
Therefore, A contains entirely an open ball about x. The interior A 
of A is the set of all interior points of A and being the union of open 
sets, is an open set in X. Hence, the subset A is open if A = A. As 

o 

the empty set 0 has no interior point, 0= 0 and 0 is open. So, for a 
metric space X, 0 and X are both open in X. 

Given two subsets A c X and B C X with B C A, the set 

A - B = {p 6 X\p E A and p $ B} (1.3) 

is called the complement of B in. A. A set is said to be closed if its 
complement is open. As 

X - X = 0 

X-$ = X (1.4) 

the two sets 0 and X, which are both open in the metric space X, 
have complements X and 0 which are both closed. That is, X and 0 
are simultaneously open and closed. 

A mapping of the set X into the set Y, f : X —> Y, is a rule 
which associates to each element of X an unique element of Y. Let 
A be a subset of Y. Then, the subset of X denoted by the symbol 
f~l(A) — {x € X\f(x) G ^4} is called the inverse image of A under / . 
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One might say that it is the union of the sets composed of all x G X 
for which f(x) € A. We should notice that the symbol f~l(A) does 
not define a mapping of the subset A under / _ 1 unless / is injective. 
We recall that if no two elements of X are mapped into the same el­
ement of y , then / is called one-to-one or injective. If every element 
of Y is the image of at least one element of X, then / is called onto or 
surjective. A mapping which is both injective and surjective is called 
bijective. Then, / _ 1 is defined at all points of Y and there exists a 
mapping f~l : Y —> X called the inverse of / . When / is bijective 
/ _ 1 is also bijective. All things considered, a bijective mapping be­
tween two finite sets is a one-to-one correspondence, with both sets 
having the same number of elements. The bijective mappings / and 
f~l satisfy fof~l = Idy and / _ 1 o / = Idx where Id is the identity 
mapping which takes every element to itself [Mar 91, Sch 80]. 

A mapping / : X —> Y, between metric spaces, is continuous at 
x G X if for every neighborhood N C Y of f(x) there is a neighbor­
hood M of x such that / (M) C N. A mapping is continuous on X 
if it is continuous at each x G X. 

Theorem. The mapping / : X —* Y is continuous iff for every 
open set V of Y, the inverse image of V, U = / - 1 ( ^ ) = {x G 
X\f(x) G V"}, is an open set of X. 

Proof: First suppose that / is continuous and let V be open in 
Y. Let x G /_1(V"). As V is a neighborhood of f(x), we must 
have a neighborhood M of x such that f(M) C V. Consequently, 
M C / - 1 0 0 and any x G / - 1 ( V ) has a neighborhood contained in 
/ _ 1 ( V ) . So, U — f~liy) is a neighborhood of everyone of its points 
and as a result U = / _ 1 ( ^ ) is open in X. That is, if / is continuous 
the inverse image of an open set of Y is an open set of X. Conversely, 
suppose that / satisfies the property that for any open set V of Y, 
U = /_1(V r) is an open set of X. We must now show that / is 
continuous at any arbitrary point x in X. Let N be a neighborhood 
of f(x) which contains an open set V containing f(x). So, f~l(N) is 
a neighborhood containing the assumed open set U = / - 1 ( V ^ which 
is a neighborhood of x such that the image of any point in it lies in 
N. This shows that / is continuous. • 
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Note . There are situations in which, under a continuous map­
ping, the image of an open set in X is not open in Y. Let / : R —> R 
be a mapping denned by a; H-> x2. Then / is continuous but the 
image under / of an open set of R is not necessarily open in R. For 
example, an interval such as (—1, +1), open in R, is mapped to [0,1) 
which is not an open interval of R. This is so because 0 is not an 
interior point, i.e., any open ball about 0 contains points of R which 
are not in [0,1). And neither is it closed, because it does not contain 
all its limit points. Given a subset A of X, x € X is a limit point of 
A if every neighborhood of x contains at least some other point in 
A. M 

In order to preserve the open set structure under "stretching and 
bending" of the space, and to extend the concept of open set to 
more general spaces than metric spaces, we need to establish a more 
general definition, without recourse to the notion of nearness. In this 
way, open sets appear as members of conveniently defined families 
called the topologies. A topology on a space X is a collection T of 
subsets of X satisfying: 

• X and the empty set 0 are in T 

• The union of any number of open sets is in T 

• The intersection of a finite number of open sets is in T. 

If T is a topology for X, the members of T are called open sets. 
Generalizing the notion of metric space, a topological space (X, T) 
consists of a set X for which a topology T has been specified. 

Suppose that T and T ' are two topologies for the same set X. If 
T c f , with unions of open sets in T being open sets in T, one 
says that T is finer than T. 

Example . Let X be a set containing just two points a and 
b. There are four topologies on X, which are {X, 0}, {X, 0, {a}}, 
{X,0,{6}} and {X,0, {a}, {&}}.• 

Every metric space can be thought of as a topological space, re­
garding the topology as the set of all open sets of the metric space 
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defined in the sense of open balls (1.2). Whenever E n , the set of all 
ordered n-tuples of real numbers, is referred to as a metric space, the 
usual topology of open balls, defined by the Euclidean metric, will be 
assumed. Clearly, a single point set in W1 such as {p} is not an open 
set in this topology; regardless of how small an open ball centered at 
p is, it contains points of W1 not contained in {p}. 

The notion of continuity was introduced to express the possibil­
ity of deforming one space into another continuously, i.e., without 
tearing. In the framework of metric spaces we started by formu­
lating continuity at a point in terms of nearness. In a more general 
context, continuity is formulated with respect to specified topologies, 
with theorems in a metric space becoming definitions in a topological 
space. The mapping 

/ : (X,T)^(Y,T') (1.5) 

is said to be continuous if the inverse image of each open set of (Y, T') 
is an open set of (X, T). 

A homeomorphism of topological spaces is a bijective mapping 
such that / and f"1 are both continuous. Prom the continuity of 
/ and f"1, a homeomorphism sets up a one-to-one correspondence 
between open sets of (X, T) and open sets of (Y, T ') . 

For many applications of topological spaces it is convenient to 
impose a separability condition. A topological space satisfies the 
Hausdorff condition if given any two distinct points x\,X2 € X, one 
may find in T open sets U\ and Ui such that U\ fl U2 = 0, with 
x\ 6 U\ and £2 6 U%. 

Example. Any metric space is a Hausdorff space; the reason 
being that if x,y e X and e = ^d(x, y), B(x,e) and B(y,e) are 
disjoint open sets. • 





Chapter 2 

Metric Tensor 

A vector space V is a set of objects (vectors) {vi} with the fol­
lowing properties: 

1. Addition (which is commutative and associative). 
The set V contains the zero vector 0 and for every vector v € V 

there exists a vector — v such that v + (—v) = 0. These are conditions 
satisfied by an additive group. 

2. Multiplication by scalars (which is associative and distributive 
with respect to vector addition and scalar addition). 

The multiplication by the scalar 1 leaves the vectors unchanged. 
The vector space V is called a real vector space or a complex vector 
space in accordance with the scalars being real or complex numbers. 

An affine space is a set V of points, all with equal status, neither 
having properties of addition and multiplication by scalars nor met­
ric, but on which an n-dimensional real vector space V acts simply 
transitively as a map V x V —> V. This means that for each pair of 
points p and q in V, there is associated an unique vector v in V which 
maps p on q. The operation on individual elements is described by 
(v,p) I—> p + v, with the point to which p is mapped being denoted 
by q = p + v. Since an additive expression such as q = p + v makes 
sense in affine spaces, it is also meaningful to speak for every pair of 
ordered points (p, q) of an associated vector in V. As we shall point 
out in Chapter 3.2, there is nothing analogous in arbitrary manifolds 
M [CP86, GS87], where p and q are the locations for completely 
independent vector spaces TpM and TqM. These vector spaces are 
separately isomorphic to Kn and therefore to each other. But the 

7 



8 Geometrical Properties of Vectors and Covectors 

isomorphism, depending on the choice of bases, is not canonical and 
they cannot be viewed as the "same" in the light of vector spaces. 
On the other hand, we can consider identical realizations of the as­
sociated vector space at different points of an affine space. 

A set of linearly independent vectors e i , . . . , en is called a basis of 
the vector space V if every vector v € V can be written as a linear 
combination 

v = xlei-\ \-xnen. (2.1) 

As by assumption the ej are linearly independent, the set of scalars 
xl is unique. The vector space V is n-dimensional if it contains a set 
of n linearly independent vectors, but every set of n + 1 vectors is 
linearly dependent. 

Choosing an arbitrary point p in V to play the role of origin O 
and a basis {e,} for the vector space V, a point q, in V, may be 
written as 

q = 0 + v = x1ei + --- + xtlen. (2.2) 

The affine coordinates of q, with respect to the basis {ej}, are defined 
as the components x1,... ,xn of the vector v 6 V associated with 
the pair of points O and q. The assignment of affine coordinates 
x1,..., xn to each point in V can be described as a bijective mapping 
between V and the space of all n-tuples of real numbers R™. What is 
lacking is the possibility of comparing the lengths of the basis vectors 
e i , . . . , en along different axes. This implies that we cannot ascertain 
a common measure to the the components x 1 , . . . ,xn. An example, 
taken from thermodynamics, is the (P, V, T) diagram for a gas, where 
we can represent points, curves, and surfaces, but where the distance 
between two points is meaningless. In order to introduce a metric 
property such as length, we need to ascribe a meaning to the norm 
||i>|| of vectors in different directions. This requires a metric structure 
to be given to the vector space V. 

Previously, metric was defined for an arbitrary set (Chapter 1), 
but here is defined specifically on a vector space. Let V be an 



Metric Tensor 9 

n-dimensional real vector space. A bilinear map 

g: V x V -» R (2.3) 

which is a covariant tensor of degree 2, symmetric and non-
degenerate, is called a metric tensor. The metric tensor makes any 
pair of vectors u,v EV correspond to a real number called the inner 
product (scalar product) 

g : (u, v) ^ g(u, v) = (u\v). (2.4) 

The norm of a vector u is defined as ||u|| = g(u,u) = (tt|u). 
The symmetry requirement means that g(u,v) = g(v,u) for all 

u,v E V. The non-degeneracy requirement means that g(u, v) — 0, 
for all v E V, implies u — 0, that is, if g{u\,v) = g{u2,v) for all 
v EV, then u\ = U2-

Once a basis e i , . . . , en has been chosen, the components 

9ij = g(ei,ej) (2.5) 

form an n x n symmetric matrix (g^) and the inner product can be 
represented by 

g(u,v) = gijUlvJ. (2.6) 

Note. By a convenient choice of the Cartesian basis in 3-
dimensional Euclidean space, we easily find that the inner product 
("dot product") can be represented by the product of the lengths 
of the two vectors by cos#, with 0 being the angle between u 
and v. • 

With these remarks in hand it can be shown that the matrix (g^) 
besides being symmetric has non-vanishing determinant 

de t (0y)^O. (2.7) 

In fact, the non-degeneracy requirement means that 

g(u}ej) = J2uig(ei,ej) = 0 (2.8) 
i 
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for all ej(j = 1 , . . . ,n), implies u1 = • • • = un = 0. Letting j take 
values from 1 to n, this condition is equivalent to a homogeneous 
system of n linear equations in the n unknowns u% with only the 
trivial solution u1 = • • • = un = 0. Therefore det(gij) / 0. Thus, 
(gij) has an inverse denoted by (gt:>) (Chapter 4). 

If the vector space associated with V is given a metric structure, 
the affine space is called an inner product affine space. 

A metric is called positive definitive if ||u|| = g(u,u) > 0 for 
all u, and ||u|| = g(u,u) = 0 if and only if u = 0. An inner product 
affine space whose associated vector space has defined on it a positive 
definitive metric is called an Euclidean space. 

Being a hermitian matrix, (gij) can be diagonalized and the diag­
onal elements can be reduced to the form ±1 by convenient introduc­
tion of scale factors on the basis vectors. So, given a metric tensor g 
on a vector space, there is a basis e i , . . . , en such that g(ej, ej) = 0 for 
i ^ j and g(ei,ei) = ±1 for Vi. Such a basis is said to be orthonormal 
with respect to g. 

Although Euclidean space does not favor a specific coordinate 
system, a choice of an orthonormal coordinate basis leads to compu­
tational simplicity. A model of n-dimensional Euclidean space is an 
inner product affine space whose associated vector space is M™ plus 
the Euclidean metric 5 = d iag(1,1 , . . . ,1). An orthonormal coordi­
nate basis (Chapter 3.2) in Euclidean space is called Cartesian. 

The usual procedure of persistently considering Rn as the vec­
tor space of all ordered n-tuples of real numbers (x1,... ,xn), con­
veniently associated with a basis (1,0, . . . , 0 ) , . . . , (0 , . . . ,0 ,1) and 
endowed with inner product, gives rise to the habitual practice of 
denoting the Euclidean space by Kn. 

As a topological space, Rn is referred to as the set of all ordered 
n-tuples (x1,...,xn) of real numbers with the Euclidean distance 
between x = (x1,..., xn) and y = (y1,..., yn) defined by 

n 

X>< - t)2 • (2-9) d(x,y) = 
\ 

The topology is defined in the sense of open balls. This is no more 
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than the result obtained from the norm g(x — y,x — y) = \\x — y\\ of 
the vector x — y, as we find from 

n 

g(x -y,x-y)=J2 Sijtf ~ vW ~ Vj) • (2-10) 

On the other hand, Minkowski space is a 4-dimensional inner 
product affine space whose associated vector space M4 has coordi­
nates xQ,xl,x2 ,x^ and Minkowski metric r\ = diag(l, —1, —1, —1). 
A topology for Minkowski space cannot come from the Minkowski 
metric, which is not definite positive and therefore does not define a 
distance function [AP95] (Chapter 1). The Minkowski metric allows 
null separations between distinct points on the path of a light signal 
and even imaginary values for spacelike separations. 





Chapter 3 

Differentiable Manifolds 

3.1 Basic definitions 

An n-dimensional manifold M is a Hausdorff topological space 
locally homeomorphic to Rn. This means that M can be described 
locally by coordinates attributed by means of a chart around each 
point [AM78, AMR 88, AP95, BT87, B0086, CBDMDB91, CP86, 
CM85, Fra04, GS87, Ish89, Mar91, Nak90, NS83, Sch80, von W81]. 

b Tf 

f(x\...,xn) 

Fig. 3.1 Presentation of curves and functions. 

13 



14 Geometrical Properties of Vectors and Covectors 

A chart (U, ip) on M comprises an open set U of M and a home-
omorphism </? of U into an open subset of Mn. 

Coordinates are assigned to the image (p(p) on Mn by means of 
the coordinate functions TT1 : M.n —> R, such that (Fig. 3.2) irloip(p) = 
xl{p). The so-called coordinate systems (Cartesian, polar etc.) are 
actually systems of coordinate functions. 

AP) 

Fig. 3.2 Coordinate functions and local coordinates. 

The real-valued functions xl = ivlo(p map U into R and their val­
ues at p € U C M, defined by p i—> xJ(p), represent a set of n ordered 
numbers ( x 1 ^ ) , . . . ,xn(p)) that are called the local coordinates of p 
with respect to the chart (U,<p). We should distinguish the two al­
ternatives of x x (p) , . . . ,xn(p) as coordinates assigned to <p(p) in Kn 

and as coordinates of p on J7 c M [GS87]. 
In W1 we may use Cartesian coordinates or any other basis. In 

addition, the assumption of a metric on Kn does not demand any 
metric on M. 

Locally, the manifold brings to mind an afrine space but there 
is nothing relating a point p with another point q by means of 
a displacement vector represented on an underlying vector space 
(Chapter 3.2). 

Let / : U —> M be a real-valued function defined on an open 
set U of M as in Fig. 3.1. With / defined by /o</?_1, a coordinate 
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value / ( x 1 , . . . ,xn), at <p(p), can be made to correspond to f(p). The 
function / is said to be smooth, i.e., infinitely differentiable (C°°) at 
p € U, if / is C°° at ip(p) G Rn . Basically, we use the differential 
structure of Rn to define the differential structure of the manifold. 
We recall that a function / : U —> R is said to be Cfc-differentiable 
on U if the partial derivatives of all orders, less than or equal to 
k, of / : <p(U) —> R exist and are continuous. C° means simply 
continuous. 

Fig. 3.3 Change of coordinates from ipa(Ua n Up) to ipp(Ua (~1 Up). 

In general, it is not possible to find a single chart covering the 
whole of the manifold. That is, the manifold is not globally homeo-
morphic to Rn . In this case it is necessary to introduce a collection 
of charts which give rise to a collection of local coordinate systems. 
Thus, in the overlap of two charts we have to establish a criterion 
of compatibility of coordinates. The idea is to introduce additional 
structure so that the change of coordinates is given by differentiable 
functions. Suppose that (Ua,<pa) and (Up,tpp) are two overlapping 
charts on M. Since the maps ipa and ipp are homeomorphisms, and 
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therefore invertible, we can define a composite homeomorphism 

wo?-1 -. ipa(ua n Up) -• <pp(ua n Up) (3.1) 

which describes how distinct charts are to be pasted together. To 
each p € UaC\Up we associate, in the charts (Ua,<pa) and (Up,<pp) 
around p, two sets of coordinates xl(p) and yt(p), and (fpoip'1 cor­
responds to a change of coordinates 

yt = yi(x1,...,xn) (j = l,...,n). (3.2) 

Identically, for the inverse map 

(Paoipp1 : (pp(Ua n Up) -* <pa(Ua n Up). (3.3) 

The charts (Ua,ipa) and (Up,ipp) are said to be C°°-related if the 
homeomorphisms (ppoip^1 and (pao(p^ are C°° (i.e., smooth). If 
the charts comply with this differentiable structure the coordinate 
transformation functions have partial derivatives for all orders. 

An atlas on a manifold M is a family of charts {(Ua,ipa)} of M 
selected in such a way that UUa = M and every pair of charts is 
C°°-related. 

A differentiable manifold is a manifold with an atlas defined over 
it. Essentially, differentiable manifolds are mathematical objects that 
globally might not look like R", but it makes sense to consider them 
as being covered by patches that "resemble" Rn and generate several 
local coordinate systems. Furthermore, if two coordinate systems are 
patched together, it is essential that they are related to each other, 
in the overlapping domain, in a smooth manner. This differentiable 
structure ensures that the meaning of a differentiable function or 
map in one coordinate system is consistent when referred to the 
other. A trivial example of differentiable manifold is Rn , covered 
by a globally defined single chart (Rn,<p) corresponding to a single 
coordinate system. Here if is the identity map I : R" —> Rn. Any 
open subset U of Rn inherits this property. 

A bijective C°° mapping between two differentiable manifolds, 
F : M —> Af', with a C°° inverse F~l, is a diffeomorphism. A diffeo-
morphism is obviously a homeomorphism (C°). 
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Diffeomorphisms perform the same role in relation to differen­
tiable manifolds as homeomorphisms perform in relation to topolog­
ical spaces and isomorphisms in relation to vector spaces or groups 
in general. 

3.2 Tangent vectors and spaces 

On an arbitrary manifold M, the idea of vector associated with 
a pair of points is replaced by the concept of vector referred to some 
point p e M where it is located. 

As we shall comment later on, vector spaces at distinct points are 
in general independent of each other, even if the points belong to the 
same chart. 

All the n-dimensional vector spaces are isomorphic to each other, 
i.e., there exists a bijective correspondence between elements of one 
vector space and elements of another, in such a way that the vec­
tor space structure under addition and multiplication by scalars of 
corresponding elements, is preserved. For example, although C and 
M2 differ in the nature of their elements, in terms of their proper­
ties as vector spaces C and M2 are isomorphic. This results from 
the identification of the set of all complex numbers C with points in 
the complex plane. An isomorphism whose realization does not de­
pend on a choice of basis for its description is said to be a canonical 
(uniquely defined) isomorphism. For example, any two n-dimensional 
vector spaces are isomorphic. But, this isomorphism, depending in 
general on the particular choice of bases, is not canonical [AP95, 
B0086]. We shall comment in Chap. 4, the consequences of the pres­
ence of a metric when considering the mapping between TpM and 
T*M. Likewise, there is no canonical isomorphism of tangent spaces 
on all of the two-sphere S2. Due to well known coordinate singulari­
ties [BT87, Nak90, Sch80] no single chart may be used everywhere on 
S2. At least two charts are needed and more than one atlas of charts 
can be used to cover all of S2. No uniquely defined isomorphism can 
be fixed between tangent spaces everywhere on S2 and M2. 

An arbitrary manifold M is not an affine space with associated 
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vector space endowed with metric (Chapter 2). So, we cannot, as in 
Euclidean space, rely on the limit of the ratio of chord to arc length 
to define a tangent vector, 

i= lim -? (3.4) 
8s-+o 8s v ' 

to the curve at p. Nevertheless, this notion associating a vector with 
a rate of change along a curve is open to generalization in the case 
of manifolds. 

We recall that a curve a on a manifold M is a C°° map from 
an interval (a, b) G R (containing t = 0) into M, such that the 
image under a of t G (a, b) corresponds to a(t) in M. The map 
a : (a, b) -> M, by t G (a, 6) H-> CT(£) G M, is said to be C°° if for 
every chart (U, <p) on M, <£>ocr is a C°° map. 

On a manifold M every vector can be defined to be a tangent 
vector to a curve in M. Restricting a smooth function / to the 
neighboring points of p = <r(0) that lie on cr(t), the composite func­
tion foa, from (a, b) C K to R, is a smooth function on R whose value 
at t is given by (foa)(t) = f(a(t)). The derivative ^(/oo")(*)| t=0 

measures the t rate of change of / along a(t) at t = 0 and depends 
on the curve via the direction of a{t) at p = cr(0). Considering two 
curves a\ and CT2 such that <TI(0) = o"2(0) = p, we say that the two 
curves have the same tangent at p if for any function / 

! « " " » 
(3.5) 

t=o 

Therefore, one way to view the tangent vector vp to a curve on a 
manifold M at p, is as a directional derivative operating on / along 
a(t) at t = 0 

V := |/(*(*)) G R (3.6) 
t=o 

independently of the choice of coordinates. The derivative is taken 
not in relation to distance between nearby points (which is not de­
fined on the manifold) but with respect to the parameter t, being 
(3.6) a generalization to a manifold oi a directional derivative in Rn . 
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What is relevant is not the particular function / chosen, but what 
the directional derivative operator tells us about how the curve causes 
the function to change from p = <r(0). 

The set of all tangent vectors at p forms a real vector space de­
noted by TPM. 

The property (3.5) establishes an equivalence relation among tan­
gent curves at p, and it is possible to identify vp with an equivalence 
class [a] of curves tangent at p. 

Once selected a representative a of the equivalence class [a], if a(t) 
passes through a chart (U, if) the points on it are represented para-
metrically (Fig. 3.2) by n real-valued functions xl(a(t)) = (xloa)(t). 

So, using local coordinates, we can write for all differentiable func­
tions / at p = o-(O) 

v=!/(*(*» 
t=0 

dl 
dxl 

dx'iaft)) 
dt 

(3.7) 
t=o 

With / = foip~l (Chapter 3.1) we define | 4 by 

a/ 
dxl 

dl 
dxl 

<p(p) 

(3.8) 

and the components vl of the tangent vector vp to c(t), at p = <r(0), 
can be written, in the usual sense, in terms of the local coordinates 

"' - f **M<» (3.9) 
t=0 

To all curves in the equivalence class [a] of curves tangent at p cor­
respond the same set of values for v%. 

Then, for all smooth functions at p 

v = ^ (3.10) 

If vp is applied to the coordinate functions x3 
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In other words, since (3.10) holds for all smooth functions at p — 
cr(0), any tangent vector to M along a(i) at p = cr(0) can be viewed 
as a derivation, on the set of all smooth functions, into R 

Vr, = V 
dx1 (3.11) 

x 

In a coordinate system (U,ip), the map tp assigns coordinates 
, . . . , xn to a point p in U and every mapping -Jj^j | is defined by 

the action on smooth functions by way of -£-* \ : f 9L 
dx* W)' This 

definition characterizes a directional derivative along the coordinate 
line on which x% changes with all the other coordinates remaining 
fixed. In terms of local coordinates (depending on the choice of a 
particular chart) the set of vectors 

d 
dx1 

d 
' dx" 

(3.12) 

spans the vector space TpM and is linearly independent. In fact, if 
there exist vl € M such that vp = vl^\ = 0 , then vpx

3 — v] — 0 
8 for all j . The set {^r| } is called a coordinate basis or natural basis 

and defines a frame on U. In general, this frame cannot be extended 
to the whole of M (Chapter 3.3). 

Let the point p vary over some open set U. A vector field v on U 
is a smooth assignment of a tangent vector vp of TPU to each point 
p of U. A vector field is called smooth if operating on every smooth 
function / produces another smooth real-valued funcion vf whose 
value at p is given by 

(vf){p) :=vpf. 

From (3.11) we have, in the frame of local coordinates, 

d 

(3.13) 

vp = v\p) 
dx1 for p EU 

with the vector vp being defined by its n components. Hence, a 
collection of these vectors, with smoothly varying components in the 
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domain U of the chart, is called a vector field on U [GS87, Ish89] 

— ' < * • ( 3 - 1 4 ) 

A vector field on M is a set of vector fields on every chart of an 
atlas {(Ua,(pa)} such that, if (U,ip) and (£/',<//) are charts with the 
property U HU' 7̂  0 and coordinates x and x' 

v = v i ^ = v,j^~. (3.15) 
dx% dx'i v ' 

As the associated frames are related by 

d dxi d 

dx'i dx'i dx% 

we have, by linear independence of the set of basis vectors, 

(3.16) 

We are now in the position to carry a little further the previous 
remark that tangent spaces TpM and TqM at distinct points p and 
q on M are independent of each other, even if these points lie in the 
same chart. To clarify this point, let us consider two tangent vectors 
Vp 6 TpM and vq G TqM such that p and q are both in the domain 
U of a chart ([/, cp). A relationship between their components, in the 
coordinate system associated with the chart, would not be invariant 
under a change of chart. This is so because of the transformation 
properties of the components under a change of chart. If (U',(p') is 
another chart, with U D U' ^ 0, we would get from (3.17) 

with the transformation coefficients varying, in general, from point to 
point. In particular, two vectors at distinct points p and q cannot be 
added one to the other or be considered equivalent. The two tangent 
spaces are isomorphic to each other but there is no canonical isomor­
phism between TPM and TgM. All n-dimensional tangent spaces 
TpM are isomorphic to M", and to every other, but these isomor­
phisms are not canonical. Their realization depends on the choice of 



22 Geometrical Properties of Vectors and Covectors 

the chart, distinct charts corresponding to separate isomorphisms to 
W1. 

Let {x1} be coordinates on some open set U of M and {e,} = 
{ ^ T } a basis associated with those coordinates. Bases directly in­
duced by coordinates are known as coordinate, natural, or holonomic 
bases. Because partial derivatives commute [Cou59], we have, for all 
ej and ej in any coordinate basis, 

fo>ej]/ = 
_d_ _d_ 
dxl' dxi 

/ = 0. (3.18) 

To decide if to a given basis {ej} there corresponds a coordinate 
system such that {ej} = {-£-;}, we have to ensure that [ej,ej] = 0 
for all ej and ej [MTW73]. Most often, bases are anholonomic, or 
non-coordinate bases, with which no coordinates can be associated. 

Example. In Euclidean 3-space described by Cartesian coordi­
nates xx,x2,x3, the metric tensor is given by (4.40) 

3 

g = ^jdxi®dxi. (3.19) 
i=i 

The basis (dx1, dx2, dx3) of 1-forms or covariant vectors (Chapter 4) 
such that 

_d_ 
dxi 

dxi[~)=5) (3.20) 

is the dual (Eq. (4.5)) to the orthonormal, holonomic, natural basis 

(af1' 8a?' 9x3') °f contravariant vectors. 
When conveniently restricted, other admissible coordinates in Eu­

clidean 3-space are the spherical polar coordinates r,6,<p 

0 < r < oo 

0 < # < 7 T 

0 < tp < 2TT 

x1 = r sin 9 cos <p 

x2 = r sin 9 sin ip 

x3 = rcos9. (3.21) 
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The spherical polar coordinates do not cover M3 completely. The 
ranges assumed reflect the well-known singularities along the z-axis 
(Chapter 7). 

The related holonomic, orthogonal but not normalized basis is 

( J r ' ffli ~§Z>) w ^ n corresponding dual basis (dr,d9,d<p). The change 

in coordinates from (xl,x2,x3) to {ql-,q2,q3) induces a change of 

cobasis (Chapter 4) 

dx* = ^dtf (q1 =r,q2 = 9, q3 = <p). (3.22) 

In Chapter 4 we shall point out that the differentials in (3.22) are 
not to be regarded as infinitesimal increments of the coordinates but 
as covectors constituting bases for the cotangent space T*M. 

Now we shall express the metric tensor in spherical polar 
coordinates 

Y^ dx* ® dxi = J2 -rfj~^kdqj ®dqk = Yl9jkdqj ® dqk (3.23) 
i i,j,k j,k 

with 

This gives 

with 

E dx1 dxl /„„.s 

. ww (3-24) 

g = dr®dr + r2d6 ®d6 + r2 sin2 9dtp <8> dip (3.25) 

dr' Or J 

d d\ 2 
9ee = 9[d9>de)=r 

gjk = 0 if j + k. (3.26) 
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A non-coordinate basis, anholonomic but orthonormal everywhere, 
is (er = Jfp,eg = l^g,ev = f i ^ ? ^ ) which do not all commute 
with each other. The dual basis (4.5), such that el(ej) — <5*-, is 
(er = dr, ee = rdQ,^ = rsinOdip) giving rise to the metric tensor 

g = e
r ® er + e9 <g> ee + e^ <g> ev . • (3.27) 

3.3 Parallelization 

An n-dimensional manifold M is parallelizable if there exists on 
it a set of n linearly independent vector fields e i , . . . , en such that, 
at each point p £ M, the tangent vectors e\(p),... ,en(p) form a 
basis of TPM. In general no coordinates can be associated with this 
frame. The set of vector fields is called a parallelization of M and 
the assignment 

p H - > ( e i ( p ) , . . . , e n ( p ) ) (3.28) 

of a basis set to the various tangent spaces TpM, depending smoothly 
on p, is called a moving frame. 

If M admits a parallelization e i , . . . , en and {a\) is a non-singular 
(invertible) real valued differentiable matrix, another set of linearly 
independent vector fields of M,e[,... ,e'n, is provided in the usual 
fashion by 

< = 4^3 • (3-29) 

Considering a parallelization e\,..., en of M, the vectors vp € TpM 
and vq 6 TqM are said to be parallel with respect to that paralleliza­
tion, if the components c1 in vp — c'ej(p) are equal to those in 
vq = ciej{q). 

Given a manifold M, a moving frame defined on the whole of M 
will often not exist. On a chart (U,(p) with coordinates xl,... ,x n , 
the natural basis {g-t} determines a parallelization on U. But, in 
general, this cannot be extended throughout M. 

The existence of a moving frame on all of M is an intrinsic prop­
erty of the manifold. For example W1 is parallelizable but S2 is not. 
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If M has only a single chart covering the whole of the manifold, it 
is clearly parallelizable. This is the case of Kn where it is possible 
to choose {-§-j} as a set of globally denned linearly independent vec­
tor fields. However, on the two-sphere S2 every smooth vector field 
must vanish at some point [MunOO] and two vector fields cannot be 
linearly independent there. 

As parallelism is defined with respect to a given parallelization 
[Nak90] and the two-sphere S2 is not parallelizable, there is no global 
definition of parallelism on 5 2 . Note that we are speaking of paral­
lelism independently of particular paths from one point to the other. 
Parallel-transported vectors would depend on the chosen path and 
therefore we cannot speak of distant parallelism. 





Chapter 4 

Metric Dual 

Let TpM be the tangent space of an n-dimensional manifold M 
at p. The elements of TpM are called contravariant vectors as well 
as just vectors. The vector space of the linear mappings 

u : TPM -* R (4.1) 

is called the dual vector space T*M or cotangent space at p. The 
dual space T*M is a vector space of dimension n and its elements, 
which map vectors to scalars, are called covariant vectors, covectors, 
or, in the framework of forms (Chapter 6), 1-forms. The action of 
u G T*M on v G TPM is denoted by u(v). 

We are now ready to introduce a basis for T*M dual to the natural 
basis { ^ T } for TpM. With a differentiable real-valued function / on 
M and a point p G M we may associate a map 

d/ : TPM -» R (4.2) 

defined, independently of a basis, by 

df:v^vf (4.3) 

for all v G TpM. The real number is vf (Eq. (3.6)) and the covector 
(1-form) df G T^M defined in this way, is called the differential of / 
at p [CP86]. 

So, it is as if the 1-form df holds information with respect to the 

rates of change ^; of / along any curve in the equivalence 

class represented by the tangent vector v at p — cr(0). 

27 
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Prom Eqs. (3.10) and (4.3) the action of the covector df on v can 
be expressed in local coordinates as 

df 
df(v) = v1 

dxl (4.4) 

Hence, if we choose / to be the coordinate function xl and v = A-
we obtain 

dxl 

dxi) 
Bx1 

dx^ °o 
(4.5) 

Thus, it is logical to establish the differentials of the coordinates 
{dxl(p)} as defining a natural basis of T*M, dual of the natural basis 
{dxf\ } °^ TPM. In fact, in terms of Eq. (4.5) and by expressing 
u = Uidxi 6 T*M and v = vj-£j E TpM we will be able to write the 
action of LO on v as an inner product 

L0(v) = UliV% . 

The aforementioned expression 

together with the expression of v E TpM as 

,• d 
v = vJ 

dxi 

(4.6) 

(4.7) 

(4.8) 

imply that df can be written in the dual basis as 

df = dxl dx1 (4.9) 

Note . This result suggests a parallel with the familiar expression 
of the "differential" of a function on Rn, encountered in elementary 
calculus [B0086, CP86, MTW73]. But the elementary concept of 
"differential" is dominated by the notion of principal part of the 
increment 5f = / (x 1 +SX1,... ,xn + 5xn) - / ( x 1 , . . . ,xn) as a num­
ber associated to that displacement near (a;1,... ,xn). To show the 
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"parallel" between the concept of df as a 1-form and the notion of 
"differential", let us consider a differentiable function on Rn . Upon 
insertion of v in Eq. (4.9) we may write 

df 
* < " > = <W 

dx\v). (4.10) 

If we now interpreted v as a displacement <5xJ -$-$ on Rn, from p — 
(x1,. •. ,xn) to p' = (x1 + Sx1,... ,xn + 5xn), we would obtain 

*e-»>-!& <5x*. (4.11) 
p 

This represents the "differential" at p, corresponding to that dis­
placement, which may be interpreted as being associated to a first 
order change in / . However, the recognition that the differential df 
is a 1-form at p, which evaluated on a tangent vector to some curve, 
at p, is capable of assigning the rate of change of / along the curve, 
is a more exact treatment. • 

As pointed out before, TPM and T*M being vector spaces of 
the same dimension, are isomorphic. But this isomorphism is, in 
general, not unique, depending on the chosen bases. Different bases 
determine different isomorphisms and which covector corresponds to 
a particular vector cannot be anticipated. However, when a metric 
is present, a canonical isomorphism can be set up between TpM and 
T*M. To develop this point we shall next review the metric structure 
of the space TPM and the induced metric on the vector space T*M. 

As we shall see in Chapter 5, the tensor product T*M®T*M 
is the vector space of bilinear mappings from the Cartesian product 
space TpM x TpM (which is the set of ordered pairs (u, v) with 
u, v € TpM) into the real numbers E 

T : TpM x TpM -* R. (4.12) 

Indeed, the tensor product T*M ® T*M is a vector space, with ad­
dition and multiplication by scalars defined by 

(T1+T2)(u,v)=T1(u,v)+T2(u,v) 

(aT)(u,v) = a(T(u,v)) (4.13) 
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where u,v G TpM and a G R. An element of the vector space 
T*M ® T*M is called a tensor T of covariant order two (Chapter 5). 

In Chapter 2 we introduced metric on an affine space, in terms of 
the bilinear map 

g: V x V -» R (4.14) 

constructed on the associated real vector space V. The metric could 
equally have been associated to the collection of tangent spaces TpM, 
considered as identical realizations of the vector space V. This tan­
gent space metric exhibits the constant nature of the metric over the 
whole of the affine space. This constancy has to be abandoned when 
generalizing metric to arbitrary manifolds [CP86]. A manifold M 
is said to possess a metric structure if a non-degenerate, symmetric 
tensor gp of covariant order two, is assigned on each tangent space 
TpM, varying smoothly with p. 

The metric tensor [MTW73] can be seen as a device in which there 
is room for the introduction of elements of the Cartesian product 
space TpM x TPM 

S ( v ) : TpM x TpM - > R . (4.15) 

This can be visualized as being comprised of a vector space isomor­
phism 

g(-, •) : TpM -» T;M (4.16) 

described by the effect on individual elements u G TPM as 

p ( v ) : u^ g(u,-) 

and a linear map 

g{u,-): TpM^R. (4.18) 

For a given 11 € TpM we can regard g(u, •) as an element of T*M 
associated with u, such that we may expound the inner product of 
two vectors u, v G TPM by 

(4.17) 

g{u,-) : D H ^ U ) (4.19) 
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without reference being made to a basis. The geometric structure 
determined by the metric is an intrinsic feature of the vector space 
and does not depend on the choice of a basis. Prom Eq. (4.17) to 
Eq. (4.19), as the metric is non-degenerate (Chapter 2) the mapping 
between TpM and its dual T*M is a bijection, independent of a 
particular choice of basis, giving rise to a canonical isomorphism 
between TpM and T*M. 

Therefore, by means of the metric tensor g we associate with 
every element u € TpM a particular metric dual with respect to g 
[BT87.CBDMDB91, Sch80] denoted by 

u* := g(u, •) (4.20) 

image of u in T*M under the canonical isomorphism. The superscript 
* is referred to as the metric dual operation. 

In short, the assignment of a metric tensor g to M endows each 
tangent space TpM with an inner product (scalar product) 

g(u,v) = u*(v) = (u\v) = (v\u) = v*(u) (4.21) 

and defines a canonical isomorphism between TpM and T*M. 

Note. We shall now recall briefly the way in which inner product 
appears in quantum theory. In quantum theory the state of a system 
is represented mathematically by a state vector, denoted by a ket 
\ip > belonging to a complex inner product vector space £. To this 
vector space is associated a dual vector space S* which is the space of 
the mappings of £ into the field of complex numbers. The vectors of 
the dual vector space £* are denoted by < (f>\ and are called bras. The 
bras < (f>\ stand in a one-to-one correspondence with the kets \<p >. 
To any ordered pair of kets \4> > and \if> > we associate a complex 
number < (f>\ip > which is the inner product resulting from the action 
of the bra < <f>\ on the ket \tp >. Contrary to the definition of inner 
product in real vector space, < (f>\ip > and < ip\(p > are complex 
conjugate of each other. • 
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The tensor product space T*M ®T*M contains elements of the 
form T <g> Q, where T,QeT*M, such that 

T®Q: TpM x TpM -* R. (4.22) 

An element of T*M ® T*M that can be written in this form, T®Q, 
is called decomposable. The action of the real valued map T ® Q on 
the elements (u,v) of the Cartesian product space TpM x TPM is 
defined by the formula 

T®Q(u,v)=T(u)Q(v) (4.23) 

with u, v G TpM. The tensor product is not commutative. 

Once we choose a coordinate basis {-£^} as basis vectors, the dual 
basis is {dx1}. In terms of the basis {dx1} for T*M we can construct 
[CBDMDB91], for the tensor product space T*M®T*M, a basis set 
dxk (8) dx1 denned by Eqs. (4.5) and (4.23) 

dxk <g> dxl(u, v) = dxk(u)dxl(v) = ukvl. (4.24) 

The dimension olT*M ®T*M is n2 and the metric tensor g can be 
written as a linear combination of n2 terms (Chapter 5) 

g = 9fe/dxfc ® dx' . (4-25) 

In fact 

g(u,v) = ulyigkidxk <g> dx' 

= uivjgk$5l
j = giju

ivj 

as expected (Chapter 2). 
As g is a non-degenerate symmetric bilinear map g : TpM x 

TPM —> E we can write 

'(^sO-^GsMs?)-" (426) 

with the numbers gij satisfying gij = gji and det(g^) ^ 0. 

5x l ' dxi 
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Once we know the components gij of g, the norm ||u|| of a vector 
v € TpM is given by 

\\v\\=g(v,v)=gijv
ivj. (4.27) 

Note. Perhaps it is appropriate, at this time, to make a brief 
comment [MTW73] on the expression for the line element (interval) 
usually found is special relativity books. Considering two neighbor­
ing points xl and x% + 6xl(i = 0,1, 2,3), the four increments Sxl may 
be understood as components of the displacement vector on the basis 
Zia?' af1' af7 > afs • The norm of the vector associated with the pair of 
neighboring points \\6s\\ = 5s2, corresponds to the insertion of Sx1-^ 
in Eq. (4.27) resulting in 

Ss2 = g (Sx^, Sx* ^ - \ = gijdx'Sx^ . • (4.28) 

With {^j} a s a natural basis of TpM and {dx1} the dual basis 
for T*M, we can write 

u = tf— (4.29) 
dx1 v ' 

and denoting the components of u* by U{ 

u* = Uidx*. (4.30) 

For arbitrary v = yi -£^ in TpM 

g(u,v) — u*{v) = UiVjdxz I —-^ j = UjiP. (4.31) 

On the other hand 

g(u, v) = uVg (J-,JL^= gijUiyJ . (4.33) 

And since this must hold for all v^ 

Uj = gjiU1 with gij = gjt (4.33) 
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where u% are the contravariant components of u with respect to the 
basis { T^- } and Uj are the covariant components of the metric dual 
u* with respect to the basis {oteJ}. 

Denoting by (<?lJ) the inverse of the matrix (gij) 

9ij9jk = 4 (4-34) 

it follows that 

uk = gkj
Uj with gkj=gjk. (4.35) 

Note. As a consequence of the so-called quotient law of ten­
sors [Sok64], if Uj are the components of an arbitrary covector and 
gk;>Uj is known to be the component uk of a contravariant vector, 
then gki are the components of a symmetric tensor of contravariant 
order 2. • 

With the metric dual J ^ , associated with ^ , denoted by 

8' .(£,.) (4-36) dxl \dxl ' 

we obtain for arbitrary v = i>J -^ in TVM 

L{v) =9 {•£?>») =VJg (^' w)= 9ijVJ = Vi • (4-37) 
On the other hand 

dx\v) = vldxj (^-\ = vj (4.38) 

and we may write 

dxl -^3 = gijdxJ 

dxi = g i j ^ . (4.39) 
y dxJ v ' 

In Euclidean space described by Cartesian coordinates, -^ is iden­
tified with dx%. 
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Once introduced an orthonormal basis in Euclidean space gij = 5ij 

g = Sijdx* <g> dxj = ^2 dxi ® dxi (4.40) 
i 

and the contravariant components ul of u become equal (Eq. (4.33)) 
to the covariant components U{ of u*. For example, as grad / is the 
metric dual of df (see example at the end of this Chapter), using a 
Cartesian basis in Euclidean 3-space 

df=i^1+¥-2dx2+14^3 

ox1 oxz ox6 

dx1 dx1 dx2 dx2 dx3 dx3 

In the non-coordinate, orthonormal, spherical basis (Chapter 3.2) 
we write 

dr r 88 r sin 8 d(p 

grad/ = % r + -%ee + - ^ ^ . (4.42) 
or r o8 r sin & dip 

In the same way that the symmetric tensor of covariant order 2, 
expressed by g : TpM x TVM —> R, accounts for the map TpM —> 
T*M, we can define a metric g* on T*M, expressed by 

g* : T*M x T*M -» K (4.43) 

which accounts for the inverse map T*M —•> TpM. The metric g* 
is a symmetric tensor of contravariant order 2 (Chapter 5). The 
canonical isomorphism induces the definition of an inner product of 
two 1-forms on T*M by [BT87, CBDMDB91] 

g*(u*,v*) = g(u,v). (4.44) 

By means of the metric g we associated with every element u E 
TpM a unique 1-form u* G T*M, the metric dual of u with respect 
to g. Now, by means of the metric g* we invert the map, associating 
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with every 1-form u* G T*M an unique metric dual with respect to 
g*, denoted by 

u~g*(u*,-) (4.45) 

image of u* in TpM. 
Here, we regard the map 

g*(u*,-):T;M^R (4.46) 

as an element of TpM described by the effect on individual elements 
v* 6 T*M by 

g*(u*,-):v*^g*(u*,v*) = u(v*). (4.47) 

According to Eqs. (4.21) and (4.47) we can write Eq. (4.44) in 
the form 

u(v*) = u*(v) = v*(u). (4.48) 

From (4.39) we obtain in terms of coordinate bases 

\dxi J dxk \dxi 

The expansion of the contravariant metric 

*ki d d 
9 ••=9 a ? ® a ? ( 4 5 0 ) 

follows naturally, with the components g*%:> of the metric g*, with 
respect to the associated dual basis {dx1}, given by 

g*ij =g*(dxi,dxj). (4.51) 

Furthermore, the components g*y of the metric g* correspond 
to the components gli of the inverse of the matrix (gij). In fact, 
recalling Eq. (4.44) we may write 

9 [dx-^dxir9^^ (452) 
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and taking into account Eq. (4.39) we obtain 

9ik9*kl9ji = 9ij (4.53) 

that is, the g*kl are the elements of the inverse of the matrix (gki)-
Thus, we can write Eq. (4.50) as 

JM d 

dxk dxl 

with 

(4.54) 

gij =g*(dx\dxj). (4.55) 

With Eq. (4.52) in mind, in Euclidean space described by Cartesian 
coordinates, the orthonormal basis g |x , . . . , -^ naturally induces or-
thonormality for the corresponding basis of the dual space 

gij = g*(dx\dxj) = Sij . (4.56) 

In Minkowski space described by coordinates (x° = c ^ x ^ x ^ x 3 ) , 
related orthonormal basis (gfs, gfr, gjy, gfr) and metric rj = 
diag(l, —1, —1, —1), <SlJ could be replaced by rf3'. 

Example. In the presence of a metric, the vector gradient [BT87] 
of a function / is the metric dual of df (Eq. (4.9)) 

grad/ = d/* 

^^^h- (4-57) 
For Euclidean 3-space in polar coordinates r, 6, tp, orthogonal but not 
normalized, 

«=%*+Ud>+%*> (4-58) 
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and with 

rr 9 
1 

1 g<P<P _ 

r2 sin2 6 

gV = 0 if i + j (4.59) 

then 

g I j ~ dr Or + r2 90 ,90 + r2 sin2 0 dip d<p' { W) 

Note that, in polar coordinates, •*£, -gfo, -^- are not components 
of grad/. However, in terms of the non-coordinate (anholonomic) 
orthonormal spherical basis 

df=dler+ldlee + ^_dle, 
dr r 86 r sin 9 dip 

l f 9 / 1 df I df 
grad/ = — e r + --^ee + — — 5 ^ - e ^ 

ar r w r sin 8 dip 

and for Euclidean 3-space in Cartesian coordinates (xl,x2,xs) 

df , i df 2 df 3 df = -^-rdx + -K-^dx + -^dx 
dx1 ox1 ox6 

, , df d df d df d _ 
g r a d / = ^ T ^ Z T + ^T27JZ2 + dx1 dxl dx2 8x2 dx3 dx3 



Chapter 5 

Tensors 

A tensor T of type (q, r) and of order q + r, at a point p on a 
differentiable manifold M, is a multilinear map from the Cartesian 
product of q cotangent spaces at p and r tangent spaces at p, to a 
real number [AM78, AMR88, CBDMDB91, Mar91] 

T : T*M x • • • x T*M x TpM x • • • x TpM -> R. (5.1) 
v ' * v ' 

q factors rfactors 

Each element of the Cartesian product is an ordered multiplet 
of covectors and vectors (CJ1, . . . ,u9,vi,... ,vr) with ul € T*M and 
Vi G TpM. Multilinear means linear in each factor. 

The tensor product space at p 

T^rt (M) - TPM ® • • • <g> TPM ® Tp*M ® • • • ® Tp*M (5.2) 
V v ' > v ' 

q factors T- factors 

is the vector space (Chapter 4) of dimension nq+r of those multilinear 
mappings. An element of this space is called a tensor of type (q, r) 
(q times contravariant and r times covariant). 

Properties. The tensor product of a tensor T of type (k,l) and 
a tensor Q of type (r, s) is a tensor T(g> Q of type (k + r,l + s) defined 
by 

T®Q (u\...,LUk+r,Vl,...,vl+s) 

= T(u\ ...,Luk,Vl,..., vi)Q(uk+1,..., uk+r,vi+i,..., vl+s). 

(5.3) 

39 
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This is a generalization of Eq. (4.23). It can be easily verified from 
the definition that, for any tensors T, Q, S, the tensor product is 
associative 

(T <g> Q) <g> S = T ® (Q ® S). (5.4) 

Therefore, we simply write T ® Q <g» S. The tensor product is also 
distributive over addition. For tensors Q\ and Q2 of the same type 

T®(Ql+Q2) = T®Q1+T®Q2. (5.5) 

However, the tensor product is not commutative, T®Q^Q®T.W 

A tensor of type (0,0) is defined to be a scalar, so Tf'0' (M) = R. 
In particular, T^l){M) = T*M, TP

(1,0)(M) = TpM, and Tp
(0'r)(M) is 

the space of covariant tensors of order r. 

Because the symmetries of tensors of type (0,r) are of special 
importance to applications, let us start by examining their symmetry 
properties. A tensor T of type (0,r) is a map which takes in the set 
of vectors (vi,... ,vr), where Vi € TpM, and produces a real number 
T(v\,... ,vr). Under a permutation Pjk of two indices, the symmetry 
operation is defined by 

PjkT(vi ,...,Vj,...,vk,...,vr) = T(vi ,...,vk,...,Vj,...,vr). 
(5.6) 

A covariant tensor is said to be symmetric if by interchanging any 
two of the indices it satisfies 

T(vi,...,vk,...,Vj,...,vr) = T(vi,...,Vj,...,vk,...,vr). (5.7) 

A covariant tensor is antisymmetric if it changes sign under an in­
terchange of any two of the indices 

T(vi,...,vk,...,Vj,...,vr) = -T(y1,...,vj,...,vk,...,vr). (5.8) 

Symmetric and antisymmetric contravariant tensors are defined sim­
ilarly. 

Next we shall see how to express these symmetries in terms of a 
basis. Taking for definiteness a coordinate basis, we shall show first 
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that the set 

d d 
<8> dxjl <g> • • • <S> daA; h, • • •, iq, j \ , • • •, j r = l ) •• • ,n 

dx11 dxli 

(5.9) 

is a basis of Tp'r (M) with respect to a local coordinate system. 
We say that the set (5.9) defines a basis of Tp'(M) if its elements 
span Tp'(M) and are linearly independent. Choosing any collection 
(OJ1,... ,ujq,v\,... ,vr) of covector and vector arguments, any tensor 
T G Tp'r'(M), of contravariant order q and covariant order r, is a 
multilinear mapping 

T (u)\...,uq,vi,...,vr) 

= 4 . . . < ^ . . . ^ r ( ^ , . . . I d x S ^ r > . . . > ^ : ) 

= 3 j 1 v: . J S 1 i -<^ 1 -^- (5-1Q) 
The sum runs over ii, • • • ,iq,ji, • • • ,jr = 1 , . . . , n and 

jfc£-r (**,...,.feS^,...,^). (5.11) 

To the element ^ t - (8) • • • ® ^ <8> dx-7'1 <g> • • • ® dx> of T^r){M) 

corresponds a mapping 

® dx J 1 <g> • • • <8> dx J r (CJ1 , . . . , uq, v\,..., vr) 
<9xn <9xl« 

= 4 - - - ^ . . • < • • • < . (5.12) 

Therefore, we can write (5.10), for any (ux,..., uq, vi,..., v r), in the 
form 

<g) dx J 1® • • • <g> dxJT (u1,. ..,uq,vi,.. 

(5.13) 
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So, any tensor T of type (q,r) can be written as 

T = T j : ; ; 9 — J - ® . . . ® _ _ ® tfaJi <g>... 0 dxJV (5-14) 

with Tjl" j given by (5.11). This proves that (5.9) spans Tp
("'r)(M). 

By showing that the assignment of the value zero to (5.14) implies 
all 71-* -r* = 0, we shall show next that the elements of (5.9) are 
linearly independent. First of all, the attribution of the value zero 
to (5.14) is taken to mean that the result of evaluating it on any set 
(u1,... ,uq, v\,... ,vr) is zero. Accordingly, a particular collection 
(dxkl,..., dxk", ^ , . . . , •£l7) should produce 

Th"A? ITT ® • • • ® ITT- ® dxh ® • • • 
3l-3r Qxn Qxlq 

d 

V dx'1 ' <9x* 

= 0. (5.15) 

Using the result dxi (-£j) = ^ ( d x * ) = <5j (4.49) it follows that 

7ri7 ® " ' ® ^ - r ® ^ j l ® • • • ® ^ (rfx*1.• • • ,<*cfc«, «-r-,• • •. o - r ) 
ox11 oxli \ ox11 oxlr J 

which shows that -^7 ® • • • ® ^ - <g> da^1 <8> • • • <8> eta:-71" is non-zero. 

Therefore, T = T^.'.jv a?r <8> • • • ® ^ <g> ote-?'1 ® • • • <g> cfo> can only 

be zero if all the T^','^ are zero. This proves that the set (5.9) 

is linearly independent. So, (5.9) defines a basis of Tp'{M) which 

has dimension nq+r. The numbers T^J* (5.11) can be rightly called 

components, for the given basis, in the space Tp (M). 
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Let T be an antisymmetric covariant tensor. The components of 
T can be written as 

d d 

dxi1' ' dxiT = Tjl...jr. (5.17) 

The symmetry of a tensor is an intrinsic property which can be ex­
pressed with respect to an arbitrary basis. Taking the coordinate 
basis, for any permutation of the indices j \ • • • j r we have 

PT(-*- d \ T( d d V-r 
V ^ 1 ' " " " ' dxJr ) ~ \dxP^) ' " ' ' dxPUr) J ~ 1PUl)-P(3r) 

(5.18) 

where P can be expressed as the product of interchange permutations 
Pjijk °f *w o indices. Therefore, the antisymmetry can be expressed 

by 

T(s^y• • • • a ^ y ) = S8n<p»T(sir-• • • s i r ) <5-19> 
or 

TP{h)-P{3r)=^{P)Th-3r- (5-20) 

If the permutation P can be accomplished by the product of an even 
(odd) number of interchange permutations Pjxjk of pairs, we say that 
sgn(P) = +l(sgn(P) = - l ) . 





Chapter 6 

r-Forms 

In this chapter we shall give particular attention to the process 
of antisymmetrization of a tensor. For this purpose we define the 
antisymmetrization operator by 

. 4 = i ^ s g n ( P ) P . (6.1) 
p 

In the case of a covariant tensor T € Tp ,r'(M) the components of 
an antisymmetrized covariant tensor can be defined by 

AT{dxn,---,dxir)-{AT)j^ 

= i£sgn(P)r( d d 

dxp(n)'' • ' ' dxp^r) 

= 3 E s S n ( P ) 3 > 0 - i ) - P 0 V ) (6-2) 
p 

where the sum is over all permutations. 
An r-form r is an antisymmetric covariant tensor of order r. The 

antisymmetric tensors in Tp 'r (M) form a subspace WJM) which is 
the space of r-forms at p. 

Our next task is to find out what we can learn from the antisym­
metrization, which maps Tp 'r (M) onto fi£(M), to construct a basis 
for Q.p(M) out of the basis 

{dxjl 0 • • • ® dxjr ;ji = l,...,n} (6.3) 

45 
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for Tp 'r'(M). To start with, an expression such as 

- J2 s § n (p)TP(ji)-P(Jr)dxJ1 ® • • • ® dxjr (6.4) ri 
p 

is not an appropriate expansion of an r-form. In fact, as the inter­
change of any pair of indices should change the sign of the above 
expression, there should be provision for that expression to vanish 
if j \ • • • jr are not all distinct. To account for this the Levi-Civita 
antisymmetric symbol e • _..'" • c a n ^ e introduced. This symbol 
coincides with sgn (P) if the indices are all distinct and is zero if there 
are repeated indices. Therefore, an improvement on that expression 
would be to write 

T = 
1 

r \ 3\---3 
e i l" '£T*i- ^ ^ ® • ' • ® dx> (6-5) 

where s)\l)r
r is +1(—1) according to i\ • • • iT is an even (odd) 

permutation of j \ • • -jT, being all indices distinct and otherwise zero, 
and Tiv..ir = T {g^;,. • •, Q^J-

We shall next see how to extract an antisymmetric covariant ten­
sor of order k + r from the tensor product of a fc-form and an r-form. 
We first remember that the tensor product to <g> r of a fc-form u by 
an r-form r, although it is a (k + r)-covariant tensor 

U) 
d d d d 

= u> 
8 d \ ( 8 

dxh ' ' " ' Qxjk J \dxii°+i dx^+r 

(1 < ji, • • -,jk,jk+i, • • • Jk+r < n) (6.6) 

it is not a (k + r)-form. This is because the expression is no longer 
antisymmetric with respect to permutations exchanging indices in 
the range j \ • • • jk into the range jk+\ • • -jk+r- That is, the tensor 
product <g> does not make the set of all forms into an algebra. What 
we have to do is to extract the antisymmetric part of u ® r . We are 
thus led to define an antisymmetrized product called wedge product 
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and denoted by A 

u A r = ( f c , t r ) !*4(u; ® r) (6.7) 

which defines a (A;+r)-form, w A r £ Qp+r(M). The numerical factors 
are introduced for later convenience. As previously in Eq. (6.2), the 
components of A(u <8> r) are determined by 

= (fcTT)! S s g n {P){U ® r )(^^''' •' ^ w ) , 

d 

d • (6.8) 
" ' ' dXP(Jk+r) 

where Yip denotes the sum over all permutations of j \ , . . . ,jk+r- In 
particular, if us and r are 1-forms 

( r\ r\ \ 

P N 5xp0'i) ' dxp&) 

1 ( ( d \ ( d 
= - \0J\ ^~— T T T ^ -UJ 

2 V \dxhj \dxxj \dxKj \dxK 

= l ( w < 8 r - T ® w ) ( ^ , J * - ) . (6.9) 

This being true for the coordinate basis or any other basis, when u 
and r are 1-forms we have 

A{U®T) = -(u> ® T - T ® u>). (6.10) 

file:///dxhj
file:///dxxj
file:///dxKj
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Consequently, we obtain for the antisymmetrized wedge product 
of 1-forms 

LO /\T ~U®T - T ®UJ . (6-11) 

Obviously, the wedge product of 1-forms is anticommutative 

W A T = - T A W (6.12) 

and the wedge product of a 1-form with itself vanishes, wAw = 0. 

Example . Now we show that, given UJ 6 fi*(Af) and r G ft£(M) 

uAr = {-)krTAuj. (6.13) 

In fact, we have for the coordinate basis or any other basis 

w d d d d 
(cu<g> T) 

= ( T <g) CJ) 
d d d d 

dx^+i' ' dx^+r' dxh dxik 

= ^ f c ^ r ® ^ ( ^ ' - - - ' ^ ' ^ ' - - - ' ^ ) ( 6 ' 1 4 ) 

where the factor (—)kr arises because the permutation is obtained 
by k transpositions r times. So, u> A r = (—)krr A u as asserted in 
Eq. (6.13). In particular, the wedge product of odd forms is anti-
commutative and the wedge product of an odd form for itself van­
ishes. This result is a generalization of expression (6.12). • 

Proper t ies . We next discuss some properties of the wedge 
product. From the definition, it is manifest that the wedge prod­
uct is distributive 

CJ A ( n + T2) = UJ A T\ + LJ A T2 . (6.15) 

Before showing that the wedge product is associative we first prove 
[CM85, Mar91] that given two covariant tensors UJ and r of order k 
and r, respectively, 

A(A(LU) (8) r) = A{LO ® AT) = A(u> <g> r ) . (6.16) 
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Let Y^p denote the sum over all permutations of (1 ,2 , . . . , k + r) and 
let ^2n be the sum over permutations acting on (1 ,2 , . . . , k) as 
P does, whilst leaving (k + 1 , . . . , k + r) unaffected. We can then 
write 

(AUJ)®T= — J ^ s g n ( n ) n ( u ; ® T ) . (6.17) 
k- n 

Then 

A ((Au) <g> r) = ^ - ^ y y ] £ sgn (P)P I £ sgn (II)II(u; 0 r) 

^ ^ E ^ ^ P ^ ® ^ (618) 

n p 

For eac/i permutation II, PEE runs through all permutations of 
(1 ,2 , . . . , k + r), as P does, and Eq. (6.18) becomes 

— rj ^ sgn (Pn)Pn(cj ® r) = A(u; <g> T) (6.19) 

where sgn (PIT) = sgn (P)sgn (II). By acting with r̂ J^n o n the 
above expression we obtain 

h E TfcTTv E ssn ( p n ) p n ( w ® )̂ = h E ^ w ®r) • (6-2°) 
• n ^ '' P n 

As the sum over II reduces to k\A(u <g> r) we arrive at 

A((AU/)<8>T) = A(w<g>r). (6.21) 

Similar calculations lead to 

A(u> <g> ^ r ) = A(UJ <g> r ) . (6.22) 

Therefore .A ((-Aw) <8> r) and A(o> <g> Ar) are both equal to A(w ® r) 
and this proves Eq. (6.16). 

Let UJ,T and a be forms of order k, r and s, respectively. From 
Eq. (6.16) and the associativity of the tensor product (Chapter 5) it 
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follows that [CM85] 

/ . \ (k + r + s)\ ... . , 
(w A r) A a = x

 lu | ^ ^ A{{u> AT)® a) (k + r)\s 

(k + r + s)\ (k + r)\ 
(A: + r)!s! k\r\ 

(k + r + s)\ 

A(A(u <g> r) <g> a) 

k\r\s\ 
A(u> ® T ® a ) . (6.23) 

Similarly, 

w A ( T A a ) = ~!V, • '-4(^ ® r ® a). (6.24) 
fc!r!s! 

These results, Eqs. (6.23) and (6.24), show that the wedge product 
is associative 

wA(rA(j ) = (wAr)A(7 = wATA(T 

(k + r + s)\ 

k\r\s\ 
A(u <g> r <g> cr). (6.25) 

In particular, out the natural cobasis {dx1} for T*M — fip(M) 
we obtain 

dxh A dxh A • • • A dxiT = r!^(dx ix <g> drr*2 ® • • • ® dxir). • (6.26) 

Baring in mind the endeavour to construct a first approach to a 
basis for fi£(M), and recalling the comments made after Eq. (6.4), 
it is worthwhile to write (6.26) in the format 

dxh A • • • A dxir = e!1"? dx?1 ® • • • ® dxir (6.27) 

where e!-*'.'.'.£ is +1(—1) according to j \ • • • j r is an even (odd) permu­
tation of i\ . . . v , being all distinct, and otherwise zero. Consequently 
the only non-zero contributions are those for which r < n, otherwise 
some of the indices are necessarily repeated. 
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Example. For i\ — 1,22 = 2,23 = 3, it follows that 

dx1 A dx2 A dx3 

= dx1 <g> dx2 ® dx3 + dx3 <g> dx1 <g> dx2 + dx2 <g> dx3 <g> dx1 

- d x 2 <g> dx1 <g> dx3 - dx1 <g> dx3 <g> dx2 - dx3 <g> dx2 ® dx1. • 

From (6.5) an r-form can be written as 

r = -Th...i dxh A--- Adx i r (6.28) 
r! 

where, since r is antisymmetric, the coefficients r^...^ = T ( ^ 4 T ) 

. . . , »^-) change sign under the interchange of any pair of indices 
and the sum runs over all distinct values of i\,..., ir in the ranges 1 
to n. Nevertheless, the set 

{dxh A • • • A dxir ;ik = l,...,n} (6.29) 

is not a basis in the space Qr
p(M) because its elements are not inde­

pendent, as can be seen from the consideration of expressions like 

dxh A dxi2 A • • • A dxir = -dx*2 A dxh A • • • A dxir. (6.30) 

Therefore, ^r^.. .^ are not components of r. 

Next we shall prove that the set 

{dxh A • • • A dxIr ; 1 < h < • • • < Ir < n) (6.31) 

defines a basis of flp(M). To do so we must show that every r-form 
r may be expressed as a linear combination of the proposed wedge 
products (6.31) and the elements in (6.31) are linearly independent. 

First we show that (6.31) spans £lp(M). To start with, note 
that to each specific set of values taken by the indices ii,i2,...,ir 
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corresponds in (6.28) r! identical expressions 

-:n1i2...irdxtl A dxi2 A • • • A dxir 

r! 

= — Ti2iv..irdxi2 A dxh A • • • A dxir 

= ^TP{il)P{i2)...P{ir)dxpM A dxp^ A • • • A dxp^ 

since under permutation both T^...^ and dx11 A dx12 A • • • A dx v 

change by sgn(P). Changing the order of the factors in the wedge 
product we can extract (") independent products dxn A dx12 A • • • A 
dxtr with 1 < i\ < ii < • • • < ir < n. To each of these products 
corresponds in (6.28) the sum of r! identical expressions 

- f a i i a - i r ~ r i a i i- ir + • • • ) d x h A dxh A • • • A dxir . (6.32) 

Henceforth [CBDMDB91] capital letters will be used to label the 
set of (") ordered r-forms {dxh A • • • A dxIr; 1 < h < • • • < Ir < 
n}. Once the factor ^ has been eliminated, an arbitrary r-form 
r € flp(M) can be written as 

r = rh...Irdxh A • • • A da/1" (6.33) 

where the sum over all 1 < I\ < • • • < Ir < n is understood. This 
shows that (6.31) spans fi£(M). 

In second place, we show that the set {dx11 A ••• A dxIr;l < 
I\ < • • • < Ir < n) is linearly independent. To start with, the 
assignment of the value zero to an r-form r = Ti1...irdxl1 A ••• A 
dxIr is taken to mean that the result of evaluating it on any set 
of vector arguments (vi,... ,vr) is zero [CP86]. Consequently, if we 
consider any particular set of natural numbers K\,..., Kr such that 
1 < K\ < • • • < Kr < n, the assignment of the value zero to 
Tjl...jTdxl1 A • • • A dxIr should produce 

r W r ^ A . . - A ^ ( ^ , . . . , ^ ) = 0 . (6.34) 
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However, the evaluation of dxh A- • -AdxIr(-^^-,..., 3^7) produces 
a non-zero value for Ji = K\,...,Ir = KT. This is so because, 
recalling (6.27), 

^ ® - - . ® ^ ( ^ , . . . , ^ ) = l . (6.35) 

It follows that r = Ti1...jrdxl1 A • • • A dxIr can only be zero if all the 
rix...ir are zero. This proves that the set of r-forms dx!l A • • • A dxIr 

is linearly independent. 
So, (6.31) defines a basis of Wp{M) with dimension (") which is 

the number of distinct combinations of r natural numbers I\ < I2 < 
• • • < Ir chosen from a total of n 

" * • * < " > - ( ; ) - ( ^ ) R - (6-36) 

The equality (?) = (n%) implies 

dim %{M) = dim fiJJ-r (M). (6.37) 

In particular, dimf2°(M) = d i m ^ ( M ) = 1 and dimf^(M) = n. 
It is also convenient to define fi°(M) = R. So, a real valued C°° 
function on M is regarded as a 0-form. As fip(M) = T*M, covectors 
are called 1-forms. 

As (6.31) is a basis of fi£(M), the coefficients TIV..JT, with ordered 
indices, can be rightly called components in the space $7p(M) and are 
known as strict components. 

Example. Let u> and r be two 1-forms, u = co^dx11 and r = 
Ti2dx12, in R3. Find the strict components of w A r in the basis 
{dxh A dxh; 1 < h < h < 3}. 
First we write 

u A r = wilr^ete*1 A dxh. (6.38) 

As {dxl1 A da;*2; i i , ^ = 1,2,3} is not a basis in the space fi2(R3), 
we cannot call UJ^T^ a component. But then, by changing the or­
der of some factors in the wedge product in (6.38) we can extract 
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(2) = 3 independent products dx11 A dx%2 with 1 < i\ < ii < 3. This 
corresponds to 

u> A r = (UI1TI2 — u>i2Tj^)dxIx A da/2. (6.39) 

Here, {dxh Adxh; 1 < h < I2 < 3} is our proposed basis for fi2(E3) 
and we can write in detail 

U A T = (W1T2 — LU2Ti)dxl A c£r2 

+ (V1T3 — o^r^dx1 A dx3 

+ (w2r3 - w3r2)rfa;2 A dx3 . • (6.40) 



Chapter 7 

Orientation of a Manifold 

Let us consider a system of coordinates (y 1 , . . . , yn) in Rn . Let us 
write down 

xl = x\y\...,yn) (7.1) 

supposed to be single-valued, continuous, differentiable functions of 
y 1 , . . . , yn . The non-vanishing, at any point, of the Jacobian 

'—(£ (7.2) 

occurs in the problem of the reversibility of (7.1) in terms of an 
n-tuple of independent coordinates (x 1 , . . . ,xn) 

y>=V>{x\...,xn) (7.3) 

Indeed, the functions xl — xl(yx,... ,yn) are non-independent if a 
differentiable function F(x1,..., xn) — 0 exists and is satisfied what­
ever the values of y 1 , . . . ,yn . If this happens, F is independent of 
y 1 , . . . , yn and it follows that | p j - , . . . , J ^ are all zero. Therefore, 

( dF dx1 dF dxn
 n 

+ •••+ ^ - „ , = 0 dx1 dyl 

dF dx1 

k dx1 dyn + ••• + 

dxn dy1 

OF dxn 

dxn dyn 

(7.4) 

= 0. 
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So, if the Jacobian determinant 

dx1 

dxn 

dx1 

dyn 

dxn 

dy1 dyn 

(7.5) 

does not vanish, the only solution of (7.4) is the trivial solution 
JxT = • • • = §§fi — 0 and there can be no functional dependence 
F(x1,... ,xn) = 0 of the functions x^y 1 , . . . ,yn) [Nic61]. 

Note . Recalling the example in section 3.2, the transformation 
between spherical polar coordinates and Cartesian coordinates, in 
Euclidean 3-space, was only admissible once the restrictions 

r > 0 

0 < 0 < T T 

0 < (p < 2TT (7.6) 

have been imposed. This guarantees that the Jacobian J = r2 sin 9 
of the transformation (3.21) does not vanish. • 

Considering an open subset U of Rn , two coordinate systems with 
coordinates {x1} and {y-7}, determining the associated ordered frames 
{ A } and {^7} on U, are said to define the same orientation if the 

Jacobian determinant J = det (^j) is positive at all points of the 
subset. An orientation on U is the equivalence class of these ordered 
frames. 

In 3-dimensional Euclidean space we distinguish between right-
handed and left-handed orthogonal sets of vectors [CP 86] and a 
transformation is orientation preserving if the Jacobian is positive. 
This requirement is satisfied, in particular, by the transformation 
(3.21) which relates suitably restricted spherical polar coordinates 
with Cartesian coordinates. 

Let us now extend the concept of orientation to an n-dimensional 
manifold M. Given any two charts (Ua,^fa) and {Up,<pp) with 
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Ua CiU/3 ^ 0, local coordinates {x1} and {yJ} will correspond to 
a point p € UaC\Up. The tangent space TpM is spanned by either 

:£} <* { the ordered basis {A-} or {^j}- The two bases are inter-related by 

3 3rl 3 

dyi dyi dxl v ' 

where | £ depends on p. If the Jacobian determinant J = det( |^-) 

> 0 at all points p E Ua r\Up, {-J^} and {-^j} are said to define the 

same orientation on Ua D Up. On the other hand, if J = det (f^j) < 

0, { ^ T } and {^j} define opposite orientations. 

A manifold M is connected if it is "in one piece", i.e., if it cannot 
be written as M = Mi U M2 with Mx n M2 = 0. Let M be a con­
nected manifold covered by an atlas of charts {(C/7,</?7)}. If in the 
intersection of any two charts, there exist coordinates {x1} and {yJ} 
such that J — det (|^j) > 0, M is said to be orientable. This makes 
it possible to choose a consistent orientation in each pair of inter­
secting charts, patched together to define an orientation throughout 
the manifold M. An atlas with these properties is called an oriented 
atlas and then all coordinate transformations have positive Jacobian. 

If M is covered globally by a single chart, like Rn , it must be 
orientable. 

An example of a non-orientable manifold is the Mobius strip 
[Nak90, NS83]. As a matter of fact, if one moves a basis frame 
along a path around the Mobius strip, it returns to the starting point 
with opposite orientation. Any parallelizable manifold is orientable. 
On the other hand, the 2-sphere S2 although not parallelizable is 
orientable. 

Now we want to show that the choice of a nowhere vanishing, 
smooth, n-form u corresponds to another way of specifying an ori­
entation of an n-dimensional manifold M [Mar91]. 

An r-form defined over M is a smooth assignment u G Vtr{M) 
to each p e M. Let p lie in the domain Ua of a chart (Ua,tpa) 
corresponding to a coordinate system x1, ...,xn. To a non-
vanishing n-form u> € Qp(Ua) corresponds just one strict component 
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(dimC%(Ua) = {») = 1) 

w = Xa{p)dx1 A • • • A dxn (7.8) 

where AQ is a smooth non-zero function which depends on the chart. 
An u) defined over M is said to be smooth if the components are C°° 
for all charts. 

A strictly positive Xa for all p € Ua can always be obtained by 
assuming a convenient choice of the coordinates. For example if 
Xa(p) < 0, permuting two consecutive coordinates makes Xa(p) > 0. 
Let (Up,tpp) be any other chart, with coordinates yl,...,yn, such 
that Uar\Up^$. We can write for peUaC\Up 

u, = Xa^dx1 A---Adxn = Xp(p)dyl A---Adyn (7.9) 

and adopt coordinates such that Xa(p) > 0 and Xp(p) > 0. As the 
change in coordinates induces a cobasis change (3.22) 

^ = ™dy* (7.10) 

we can write for p eUanUp 

dx1 A • • • A dxn = T^dyjl A -^dyh A • • • A -^dyin 

dy^ dyK y dy^ 

= &t,.. &C- d'Tdy1 A---Adyn 

dyn dy^ 1 " n y 

= det ( ^ ] dy1 A • • • A dyn . (7.11) 

Therefore, for p e Ua D Up it follows that 

ui = Xa(p)dxl A • • • A dxn 

= Xa(p) det IQ-J) dy1 A • • • A dyn 

= Xp(p)dy1 A---Adyn (7.12) 
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where 

A/9(p) = A Q ( p ) d e t ^ J . (7.13) 

So, once we have chosen coordinates such that Xa(p) > 0 and 
•\a(p) > 0) it follows that for any pair of overlapping charts there 
exist coordinates so that J = det (§&) > 0, with the two domains 
being coherently oriented. If M is orientable then it possesses an 
atlas of coherently oriented charts. Then, we can employ a nowhere 
vanishing, smooth, n-form u> on M, to define a consistent orientation 
throughout M. It can be said that the specification of the n-form 
dx1 A • • • A dxn expresses an orientation on M. 

In fact, an orientation corresponds to an equivalence class of n-
forms; two n-forms differing from one another by an everywhere pos­
itive factor, expressing the same orientation. 

Once an orientation has been specified in terms of an orient­
ing n-form u>, an ordered frame -^ • • • g|s-, associated with a chart 
(Ua,ipa), is said to be positively or negatively oriented according to 
whether OJP (^y |p , . . . , -^ |p) is positive or negative for all p € Ua. 
If M is an orientable manifold, there exists a selection of coherently 
oriented tangent spaces TpM, for all p € M. 





Chapter 8 

Hodge Star Operator 

Let us consider the space of antisymmetric covariant tensors over 
a flat affine space modelled on an oriented n-dimensional vector space 
V endowed with a flat metric g, i.e., diagonal with the diagonal 
elements taking on the values +1 or — 1. 

Since 

dimfr(V.s) = (") = (n_)=dimnn-r(V,g) (8.1) 

the vector space Qr(V,g) is isomorphic to Q,n~r(V,g). 
Given an orientation and a metric we can set up an isomorphism 

* : ST(V,g)^nn-r(y,g) (8.2) 

which is called the Hodge star operator [GS87]. 

Let {dxz} be an orthonormal basis (4.56) of V* = fi1(V,5f) dual 
of V. Then we can build an orienting n-form dx1 A dx2 A • • • A dxn 

as mentioned in Chapter 7. The Hodge star operator can be defined 
by specifying the action on the basis elements dx11 A • • • A dxIr(l < 
I\ < • • • < Ir < n) of Qr (V, g) as a (n — r)-form 

*(dxh A • • • A dxIr) := ghh • • • g^^e^^dx1^1 A • • • A dxIn (8.3) 

where (I\,..., Ir) and (Ir+i, • • •, In) &re sets complementary to each 
other in the set (1, 2 , . . . , n). In Eq. (8.3) it is assumed that 

1 < h < • • • < Ir < n and 1 < Ir+1 <••• <In<n. (8.4) 
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Note that the definition of the Levi-Civita antisymmetric symbol 
£iV.'.n

n is tied up to the specification of an orienting form dx1A- • -Acta™ 
(Chapter 7). 

It can be shown [BG80.GS87] that the definition of the operation 
* is independent of the choice of the oriented orthonormal basis and 
Eq. (8.2) defines the Hodge star operator as a canonical isomorphism. 

Example . In 3-dimensional Euclidean space with Euclidean met­
ric S = diag(l, 1,1), Cartesian coordinates (xl,x2,x3) and orienting 
form dx1 A dx2 A dx3, the Hodge star of a 2-form is a 1-form 

*:Q2(R3,S)^Q1(R3,S). (8.5) 

For the basis (dx1 A dx2, dx1 A dx3, dx2 A dx3) on fi2(]R3,6) we obtain 

*(dxl A dx2) = e\23dx3 = dx3 

*(dx* A dx3) - e\ljdx2 = -dx2 

*(dx2 A dx3) = efUdx1 = dx1. • (8.6) 

Example . Let us now apply to Minkowski space with metric 
r\ = diag (1, —1, —1, —1), orthonormal coordinates (a;0 = ct,^1, 
x2,x3) and orientation expressed by dx° A dx1 A dx2 A dx3. 
Considering 

* :0 1 (M 4 ,7 ? )^n 3 (E 4 , r ? ) (8.7) 

we readily calculate, for example, 

*dx° = r]00el\lldxl A dx2 A dx3 

- dx1 A dx2 A dx3 

*dx2 = n22el^dxQ A dx1 A dx3 

= -dx° A dx1 A dx3 
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while taking 

*:ft2(R4,77)^£l2(R4,77) (8.8) 

we obtain, for example, 

*(dxl A dx3) = riurj33Ell0
2ldx0 A dx2 

= -dx° A dx2 . • 





Chapter 9 

Wedge Product and Cross Product 

In this chapter we will be working in the 3-dimensional Euclidean 
space which is a trivial example of differentiable manifold. 

Cartesian coordinates determine an associated natural moving 
frame in E3 . At each point p, the set of tangent vectors to the 
coordinate lines ( - ^ I , -£-? | , -^ I ), associated with the Cartesian 

coordinates, form a natural basis of TpR3, orthogonal and with norm 
1, in the usual correspondence with (i,j,k). Let us now consider 
the operation which inverts all the coordinate axes, transforming a 
right-handed coordinate system into a left-handed one. Under this 
operation, known as inversion, polar vectors remain unchanged with 
their components changing sign at the same time as the axes are in­
verted. Polar vectors are therefore independent of the handedness of 
the coordinate system. However, under a change of handedness not 
all vectors transform in this manner. Let us consider, for example, 
the cross product of two vectors u = u% -J^ and v = v^ g | j in Cartesian 
coordinates of the 3-dimensional Euclidean space 

ux v = (u2v3 - uzv2)-^-.r ox1 

+ ( u V - u V ) ^ . (9.1) 

These components make sense when compared with the components 
of the action of the Hodge star operator on the 2-form u* A v* (9.6). 
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Note . By a convenient choice of the Cartesian basis in 3-
dimensional Euclidean space, we easily find the magnitude of the 
cross product as the product of the lengths of the two vectors by 
sin#. • 

The components of the vector (9.1) do not change sign under 
inversion. Vectors with this property are called axial vectors or 
pseudovectors. Thus, if we change the handedness of the coordi­
nate system, axial vectors change into the opposite vectors. That is, 
the "arrow" can only be specified once we specify the handedness of 
the coordinate system. They are tied up to a twisting choice. 

In the particular case of the 3-dimensional Euclidean space, the 
wedge product of two 1-forms, compounded with the Hodge star 
operation, yields a 1-form whose associated vector reproduces the 
properties of the familiar cross product of the 3-dimensional Eu­
clidean vector algebra [CP86, Mar91, Sch80]. Since the Hodge star 
operation is defined with respect to a given orientation, its effect on 
a 2-form is to produce a 1-form associated to an axial vector in the 
assumed orientation. Besides, it is only for n = 3 that fip(Rn) 
and fi*(Rn) have the same dimension, (") = Q), making it possi­
ble to establish, by means of the Hodge star operator, the canonical 
isomorphism 

* : n2
p(R

3) -> n j (R3) = T* R3. (9.2) 

Furthermore, as seen in Chapter 4, by the metric dual operation 
which correlates, in an unique way, elements of TpR3 and T£R3 = 
f2p(R3), we can associate to the vectors u = u1-^ and v = uJ'-£ ĵ 
the 1-forms u* = Uidx1 and v* = VjdxK Considering the wedge 
product of the two 1-forms we obtain a 2-form in !Qp(R3) that can 
be expressed in terms of the strict components (Eq. (6.40)) in the 
basis (dx2 A dx3,dx1 A dx3, dx1 A dx2) as 

u* Av* = (U2V3 — usV2)dx2 A dx3 

+ (^1^3 — uzV\)dxl A dx3 

+ (^1^2 — U2V\)dxl A dx2 . (9.3) 
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But, since we are working in Cartesian coordinates (a;1 ,^2 ,^3), the 
matrix (g^) is regarded as the identity matrix and we can write as 
in Chapter 4 

Ui = u% and Vj = v3 . (9-4) 

As a result, by acting on the wedge product u* A v* with the Hodge 
star operator 

* : fiJ(R3) -> fii(R3) (9.5) 

we obtain by Eqs. (8.6) 

*(u* A v*) = (u2v3 - v^v^dx1 

+ ( u V - uV)dx2 

+ (u V - u2vl)dxz . (9.6) 

This is a 1-form whose components are equal to the components of 
the cross product u x v (Eq. (9.1)) in the basis (gfr, ^fy, gfr)-

Summing up, it is only when n = 3 and once specified an orien­
tation, that *(u* A v*) defines a 1-form which is the metric dual of 
the cross product t i x u a s mentioned in (9.1). 

*(M* A v*) = (u x v)*. (9.7) 

The object of this exercise is to present a comprehensive review of 
the geometrical properties of vectors and covectors (1-forms). The 
relation between the wedge product of two 1-forms and the cross 
product of the associated vectors, in 3-dimensional Euclidean vector 
algebra, emphasizes the interpretation of the wedge product as a 
more general concept than that of cross product. It becomes clear 
that the cross product corresponds to an axial vector and why it is 
not generalizable to spaces other than the 3-dimensional Euclidean 
space. 
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homeomorphism, 5, 16 

independent coordinates, 55 
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