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Foreword

The present book consists of a fairly literal translation of a course in
French which I gave in Sao Paulo in 1954, and which has been available
since then in only a mimeographed form. For particulars of the material
covered in this course, the reader should consult the Introduction
(page 1) as well as the -Contents (page vii). The author has not revised
this account of the theory of topological vector spaces, first given
fourteen years ago, mainly because he has not been directly involved
with the subject for nearly as many years, and because other tasks
(including some of a similar nature) have kept him rather too busy.
This, the author feels, 'is of not too serious consequence, since the
material covered in his Sao Paulo course has remained practically
unchanged since that time, so that the revision would have resulted in
scarcely more than minor stylistical changes, which any esthetically
minded reader would be able to provide by himself. Generally speaking,
it seems that the theory of locally convex spaces has not significantly
progressed since that time, most probably because no such progress was
necessary in related fields.

Bibliographical data are not included in this book, since the reader
will be able to find such information in any of the various books on the
same subject which have recently appeared, among which are the books
by Bourbaki, and by Koethe (Topologische Lineare Raame I, Springer­
Verlag 1960), the latter also containing numerous results not given in
the present work.

Finally, I am glad to extend my warmest thanks to O. Chaljub for
his careful translation of the original French into English, and also for
his help in proofreading. Equal thanks are due to Mr E. Thomas for
reading the whole manuscript critically, correcting various mistakes,
and making several valuable terminological suggestions for the English
translation.

A. GROTHENDIECK





Contents

Foreword
CHAPTER 0 Topological introduction

I. Least upper bound of a family of topologies 1
2. Least upper bound of a family of uniform structures 3
3. Precompact spaces 4
4. G)-Convergence 4
5. G)-Convergence in the spaces of continuous mappings 8
6. Equicontinuous and uniformly equicontinuous sets 8
7. Relatively compact and precompact sets of continuous

functions 12

v
I

CHAPTER 1 General properties 14

I. General definition of a topological vector space 14
2. Products, subspaces, quotients 15
3. Continuous linear mappings, homomorphisms 16
4. Uniform structure of a TVS 17
5. Topology defined by a semi-norm 18
6. Generalities concerning spaces defined by families of semi-

norms 22
7. Bounded sets: general criteria 23
8. Bounded sets: their use for G)-convergences 25
9. Examples of TVS: spaces of continuous functions 27

10. Other examples: the spaces cf(m) and 8 ofL. Schwartz 31
11. Topological direct sums 34
12. Vector subspaces of finite dimension or codimension 37
13. Locally precompact TVS 38
14. Theorem of homomorphisms, closed graph theorem 39
15. The Banach-Steinhaus theorem 42

CHAPTER 2 The general duality theorems on locally convex spaces 46

I. Introduction 46
2. Convex sets, disked sets 47
3. Convex cones and ordered vector spaces 49



...
Vin CONTENTS

4. Correspondence between semi-norms and absorbing disks.
Characterization of locally convex spaces 50

5. Convex sets in TVS 52
6. The Hahn-Banach theorem 53
7. Separation of convex sets. Characterization of the closure

of a convex set 56
8. Dual system, weak topology 58
9. Polarity 61

10. The G;-topologies on a dual 64
II. The LCTVS as duals having G;-topologies 66
12. Mackey's theorem: general formulation. Bidual of an

LCTVS 68
13. Topologies compatible with a duality, The Mackey

topology 70 ,
14. The completion of an LCTVS 73
15. Duality for subspaces, quotients, products,' projective

limits 76
16. The transpose of a linear mapping; characterization of

homomorphisms' 80
17. Summary and complementary results for normed

spaces 86
18. Elementary properties of compactness and, weak

compactness 89
, '

CHAPTER 3 Spaces of Iinear mappings 99

I. Generalities on the spaces of linear rnappings 99
2. Bounded sets in the spaces of linear mappings 102
3. Relationship between bounded sets "and equicontinuous

sets. Barrelled spaces 106' ,
4. Bornological spaces 110
5. Bilinear functions: types of continuity. Continuity and

separate continuity 114
6. Spaces of bilinear mappings. Definitions 'and notations 122
7. Linear mappings from ail'LCTVS into certain function

spaces. Mappings into a space of continuous functions 126'
8. Differentiable vectorial functions 131

CHAPTER 4 Study of some special classes of spa,ces . 137



CONTENTS

Part 1 Inductive limits, ise ~) spaces

1. Generalities 136
2. Examples 139
3. Strict inductive limits 140
4. Direct sums 142
5. (2~) spaces 146
6. Products and direct sums of lines 150

Part 2 Metrisable LCTV~

1. Preliminaries 154
2. Bounded subsets of a metrisable LCTVS 156
3. 'I', Topology on the dual 158

Part 3 (5)>~) Spaces

1. Generalities 164
2. Bilinear mappings on the product of two (5)> ~) spaces 167
3. Stability properties 170
4. Complementary results 173

Part 4 Quasi-normable spaces and Schwartz spaces

1. Definition of quasi-normable spaces 176
2. Lifting of strongly convergent sequences of linear forms on

a subspace 178
3. Quasi-normability and compactness 179
4. Schwartz spaces 182

IX

CHAPTER 5 Compactness in locally convex topological vector
spaces (LCTVS) 186

Part 1 The Krein-Milman theorem

1. Extreme points 186
2. Extreme generators 188

Part 2 Theory of compact operators

1. Generalities 193
2. General theorems for finite dimension 193
3. Generalities on the spectrum of an operator 196
4. The Riesz theory of compact operators 201



x CONTENTS

Part 3 General criteria of compactness

1. Smulian's theorem 206
2. Eberlein's theorem 207
3. Krein's theorem 211

Supplementary exercises 213

Part 4 Weak compactness in t»

1. The Dunford-Pettis criterion and its first consequences 216
2. Application of the Dunford-Pettis criterion 231

Supplementary exercises 240



CHAPTER 0

Topological introduction

As A PREREQUISITE for this course, the reader should know some
general topology as given in Topologie Generale by Bourbaki, particu­
larly Chapters I, II, IV and IX, Chapter VI, Sections 1 and 2 (topo­
logical properties of Rn), Chapter VIII (complex numbers) and, in
particular, Chapter III (topological groups). Non-abelian topological
groups will not be used. From the book Algebra by Bourbaki, we shall
use Chapters I and II; notice that we shall always suppose that the
underlying field is the real field R or the complex field C.

We wish to recall here some points of general topology which will be
ofparticular interest to us and, still more particularly, a part of Chapter
X of Bourbaki's Topologie Generale.

Most proofs, requiring only simple verifications, are left to the
reader.

1 Least upper bound of a famlly of topologies

Consider a non-empty family (Ti)ieI of topologies on a set E. We know
that a least upper bound topology of the topologies T i exists, i.e. the
coarsest topology on E, finer than each Tio If "f""i is the set of open sets
for the topology 'I', (i E I), the least upper bound topology is generated
by the union of the "f""io

Let E be any set and (Edi€I a non-empty family of topological spaces
and, for each i E 1,/; a mapping of E into E i (i E I). There is a topology
called the initial topology of the E; by the mappings Ii, which is the
coarsest topology for which all the mappingsIi are continuous: it is the
least upper bound of those topologies which are inverse images of the
topologies of the space E i, by the mappings Ii.
Separation condition In order that the space E, equipped with the
initial topology of the E i induced by theli' be Hausdorff, it is necessary,
and also sufficient, if the E i are Hausdorff, that for x :;z!: y in E there
exists an Ii such that li(x) :;z!:li(Y).

Transitivity 01 the initial topology If the topology of E is the initial
topology of the E i by the Ii and if the topology of each E i is also the
initial topology of spaces E ik induced by mappings epik of E i into E ik

1



2 TOPOLOGICAL VECTOR SPACES

(k E At), then the topology of E is the initial topology of the 'Ei k by the
mappings epik 0 Ii (i E I, k E Ai)'

In particular, ifF is a subset of E, the topology induced on F by the
topology of E is the initial topology of the E i by the restrictions of the
t. to F. Another particular case: the initial topology of the E i by the Ii
is the inverse image of the topology of the product space U E i by the

, ' ~EI,

mapping' .
x ~ I(x) = (Ii(x) )iEI

from E into Un., if for any x, y,E E, x ~ y, there exists an i E I such

thatli(x) ~/i(Y)' then I is an isomorphism of E onto a subspace of
the product IT E i • (Notice that by definition, the topology of IT E i is

, td id

the initial topology of the E i by the natural projections E ~ E i . )

PRoPOSITION I Let E be a topological space with the initial topology of
spaces E t by mappings It.

I) Let ep be a mapping of a topological space F into E. The mapping ep
is continuous il and only if for every i the mappings t, 0 ep from' F into E t

~~~oow. .

2) A filter f/J on E converges to x E E if and only iflor every i" the filter
base fi(f/J) on E i converges to fi(x). ' ' -'

If E is a set, (Ei)iEl a non-empty family of topological spaces, and
fi(i E I) mappings from E i into E, we can consider the finesttopology
on E for which the Ii are continuous. The open (or closed) sets in this
topology are the subsets U of E such that the fi 1(U ) are open (or
closed) in E i for every i E I. This topology is called the final topology of
the E i induced by the Ii' Let I be a mapping from E into a topological
space F, then I is continuous if and only if each 10t. is continuous,

- .
A particular case Given ,a family (Ai)ieI of subsets of E, each Ai with
a topology T i. Then, there exists on E a topology T, the finest among
those which induce a topology coarser than the 'I', on the sets Ai' The
open (or closed) subsets for T are those whose intersection with each
A i is open (or closed) for T t. A' mapping f from E into a topological
space is continuous if and only if its restriction to every Ai is continuous
for 1'i' If we can find on E a topology T ' that induces on every A,i
exactly T i , then T ;> T i, therefore T'induces Pi On every Ai Themost
important case of the situation just described will be seen in Chapter '4,
Part 2, Section 3, Theorem 2.
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2 Least upper hound of a family of uniform structures

Consider on a set E a non-empty family (021i)ieI of uniform structures.
We know there exists a l.u.b, uniform structure for the O2Ii , i.e., the
coarsest uniform structure on E among those which are finer than each
O2Ig• The entourage filter of this uniform structure in the filter generated
by the union of the entourage filters of the O2Ii • The set of intersections
of a finite number of entourages Wi in O2Ii(I <; i <; n) is a fundamental
system of entourages of 021. The topology associated with 021 is the l.ub,
topology for the topologies associated with the O2Ii .

If E is a set, (Ei)ieI a non-empty family of uniform spaces, and if for
each i E I, fi is a mapping from E into E t , then there exists on E 'a
uniform structure called the initial uniform structure of the E i induced
by the mappings fi' which is the coarsest for which the t, are uniformly
continuous. It is the Lu.b, of the uniform structures which are the
inverse images by the fi of the uniform structures on E i. The topology
deduced from this uniform structure is the finest on E for which the
t. are continuous. Conversely, the uniform structure 021, l.u.b. of a family
(tfli)ie I of uniform structures, can be considered as the" coarsest for
which the identity mappings E ~Ei are uniformly continuous (E i

stands for E equipped with the uniform structure O2Ii ) .

Separati,on condition The space E which has the initial uniform struc­
ture of the E i induced by the fi is Hausdorff if and only if for x, y E E,
x =1= y, there exists an index i and an entourage Vi of E i such that
(fi(x), fi(y» rt Vi· Furthermore, if the E i are Hausdorff uniform spaces,
it is necessary and sufficient that for x, y E E, x ~ y, there exists an
index i such that fi(x) ~fi(Y).

Transitivity of the initial uniform structure If we substitute "uniform
structure" for "topology" and "uniform space" for "topological"space" ,
we can, word for word, repeat the section on transitivity of the initial
~p~o~. .

PROPOSITION 2 Let E be a uniform space with" the initial uniform
structure of the E i by the fi.

I) A filter iP on E is a Gwuchy filter if and Ortly if for every i E I,
ft(iP) is the base of a Gauchy filter on Eio

2) Let ep be a mapping from a uniform space F into E. The mapping ep
is uniformly continuou» if and only if for every ~ E I, the mapping fi 0 ep
from F into E i is uniformly continuous.
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3 Precompact spaces

A uniform space E is called precompac; if the completion of the
Ha'U8dorfj space associated with E is compact. (Contrary to Bourbaki,
a precompact space is not necessarily Hausdorff.) A subset A of E is
precompact if the uniform subspace A is precompact. The closure of
A in E is then also precompact.

PRoPoSITION 3
I) A uniform space E is precompact if and only if, for every entourage

V of E, there exist8 a finite covering of E by V-small sets.

2) Let f be a uniformly continuous mapping from a precompact space
E into a uniform space F ,. then f(E) is a precompact subset ofF.

3) Let E be a space equipped with the coarsest uniform structure for
which the mappings fi into the uniform spaces E i are uniformly continuous.
Then E is precompad if and only if for every i fi(E) is precompact.

From 3) we conclude also that a subset A of E is precompact if and
only if for every i E I, fi(A) is a preoompact subset of Ei.

EXERCISE A space E is precompact if and only if every ultrafilter on
E is a Cauchy filter.

4 (i)-convergence

Let E be any set and let F be a uniform space. Write §'(E, F) for the
space of all mappings from E into F. Let A be a subset of E, U an
entourage ofF and W(A, U) the set of pairs (u, v) of mappings ofE into
F such that (u(x), v(x» E U for every x E A. If we keep A fixed and let
U run through the entourage filter of F (or a fundamental system of
entourages of F), the sets W(A, U) form a fundamental system of
entourages for a uniform structure on §'(E, F), called the uniformity of
uniform convergence on A or the A-convergence uniform structure.
A filter (J> converging towards U o for the topology deduced from this
uniform structure is said to be uniformly convergent to U o in A.

Let (i) be a set ofsubsets ofE. The l.u.b. ofthe A-convergence uniform
structures (A E (i) is called the (5)-convergence uniform structure. We
denote by :F(f)(E, F) the set :F(E, F) with this uniform structure. We
have a fundamental system of entourages if we choose for each
entourage U of the entourage filter ofF (or of a fundamental entourage
system ofF) and for eachfinue sequence (Aih<i<n of elements of (5), the
entourage

w(l1 A;, U) = lJ W(A;, U).
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It is immediate that the G)-convergence uniform structure is the
coarsest uniform structure on §'"(E, F} for which every mapping
PA(A E G)} from §'"(E, F} into the §'"(A, F) equipped with A-convergence
is continuous, pA(U)(U E §'"(E, F» being the restriction of u to A.

The G)-convergence uniform structure does not change if G) is replaced
by the set G)' ofjinite unions of sets of G), or by the set G)" of all subsets
of members of G)'. If G) = G)' we have a fundamental entourage system
by choosing the sets W(A, U) for every A E G) and for every U of
the entourage filter of F (or of a fundamental entourage system of F).

EXAMPLES

1) Choose G) to be the set of one-point subsets of E, or, what is
equivalent, the set of finite subsets of E. The G)-convergence uniform
structure we obtain on §'"(E, F} is called the uniform structure of simple
(or pointwise) convergence; we denote by §'"s(E, F) the set §'"(E, F) with
this uniform structure. If for every x E E we denote by x the mapping
from §'"(E, F) into F which to each u E §'"(E, F) assigns u(x) (that is,
x(u) = u(x}), then the simple convergence uniform structure is the
coarsest uniform structure for which the x are uniformly continuous;
equivalently, !F(E, F) is the product space FE.

If a filter rp on !F(E, F) converges to Uo for the associated topology
we say that rp converges simply towards Uo' If Eo c E, we shall call
G)-convergent uniform structure on !F(E, F), where G) is the set of
finite subsets of Eo, the uniformity of simple convergence in Eo.

2) If G) = {E}, the uniform structure we obtain is called the uni­
formity of uniform convergence. We will call the set !F(E, F) with this
structure F 'U(E, F). If a filter rp converges towards U o for the corres­
ponding topology we say that rp converges uniformly towards Uo in E.

3) Let E be a topological space, let G) be the set of all compact subsets
ofE. The corresponding uniform structure is called the uniform structure
of compact convergence; we will call the set !F(E, F) with this uniform
structure §'"c(E, F). If a filter f]J converges towards U o for the corres­
ponding topology then we say that it converges uniformly towards 'Uo
in every compact set.

E being a topological space, the simple convergence uniform structure
is coarser than the compact convergence uniform structure which is
coarser than the uniformly convergence uniform structure.

PROPOSITION 4 Let G) be a set of subsets of E, F a uniform space.
1) Ajilter rp on!FfS(E, F) converges to Uoif and only iffor every A E G),

f]J converges to Uo uniformly in A
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2) lP is a Oauchy filter if and only if for every A E G'>, lP is a Oauchy
filter for A -convergence.

3) M c :F(f)(E, F) is precompact if and only if for every A E G'>, M is
precompact for A -conoerqence.

4) A mapping f from a topological (or uniform) space H into:F(f)(E, F)
is continuous (or uniformly continuous) if and only iffor every A E G'>, f is
continuous (or uniformly continuous) for A -convergence.

The proof follows immediately from the definition of G'>-convergence
. and from Propositions 1, 2, 3.

REMARK If we consider G'>-convergence as the coarsest uniform struc­
ture on Sl'(E, F) for which the restrictions pA(A E G'» from :F(E, F) into
the Sl'u(A, F) are uniformly continuous, then, by Propositions 1, 2 and
3 we obtain variants for the criteria of Proposition 4. Thus we can
rewrite 1): a filter lP on :F(f)(E, F) converges towards U o if and only if
for every A E ~ the filter base lPA = pA(lP) (formed by the restrictions
of the u E lP to A) converges uniformly to PA(Uo) (the restriction of Uo to
A). Similar variants can be given for Criteria 2, 3 and 4 of Proposition 4.

PROPOSITION 5 The uniform space :F(f)(E, F) is Hausdorff if and only if
F is Hausdorff and E = U A .

.Ae(f)

In order to see that Sl'<fJ(E, F) Hausdorff implies F Hausdorff we
notice that F is isomorphic to the subspace of Sl'<fJ formed of constant
mappings from E into F.

THEOREM 1 Sl'<fJ(E, F) is complete if and only if F is complete.

The necessity follows if we consider F as the subspace of constant
mappings from E into F. The sufficiency follows from

PROPOSITION 6 Let lP be a filter on Sl'<fJ(E, F). Then lP converges to U o
if and only if lP is a Oauchy filter for <!J-convergence and lP converges to
U o for the uniformity of simple convergence in Eo = U A (that is, for

.Ae(f)

every x E Eo, cP(x) converges to uo(x) in F).

The verification is immediate. We conclude:

COROLLARY Let G'>1 and G'>2 be sets of subsets of E such that G'>1 c G'>2 and

U A = I I B;
Ae(f)l B~2.

let H be a subset of g;;(E, F). .
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1) If H is complete for C»cconvergence then H is complete for C»2­
convergence.

2) If His precompactfor C»2-convergence, then on H, the C»l-convergence
and the C» 2convergence uniform etruaures coincide.

1) follows from Proposition 6. In order to show 2) we shall suppose
U B = E and F Hausdorff for the sake of simplicity. We can suppose
Be~t

F complete (if not, use the completion) and H closed in !F(f)3E, F).
Since this space is Hausdorff, H is even compact, therefore its uniform
structure is identical to every coarser Hausdorff uniform structure, in
particular to the At-COnvergence structure. In fact, it is not necessary
that E = U Band F be Hausdorff, as we shall see from Exercise 1 below.

. Be(f)t

PROPOSITION 6' The set of u E g;(f)(E, F) which transform the A E C»
into precompact subsets of F is closed.

This is a simple consequence of the usual criteria of precompactness
(Proposition 3, 1).

COROLLARY If F is Hausdorff and complete, the space of mappings from
E into F which transform the A E C» into relatively compact subsets is
complete for c»-convergence.

6) X ~ - convergence on a product

PROPOSITION 6" Let E, F be sets, C» a set of subsets of E, ~ a set of sub­
sets of F, C» x ~ the set of subsets of E x F of the form A X B (A E C»,
B E ~), G a uniform space.

Then the uniform spaces: g;(f)xx(E X F, G) and :F'®(E, :Fx(F, G)) are
isomorphic (by the canonical mapping [rom. the first onto the second
defined in set theory).

This follows from the definitions of the respective entourages.

EXERCISES

1) The Hausdorff space associated with :#(f)(E, F) can be identified
with g;(f)(Eo,Fo) where Eo = U A and F o is the Hausdorff space

AE&

associated with F.

2) If C»l and C»2 are two sets of subsets of E such that on $"(E, F) the
6)1-convergent uniform structure coincides with the C»2-convergent
uniform structure, then C»l" = C»2".

B
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5 6>-convergence in the spaces of continuous mappings

In general, we should consider several important subsets of the space of
all mappings from E into F. Let E be a topological space and F a uniform
space; we denote by ~(E,F) the subset of g;(E, F) formed by the
continuous mappings. If we have 6>-convergence on !F(E, F) we write
~cs(E, F) for ~(E, F) with the induced uniform structure. We shall
write ~s(E, F), ~u(E, F) and ~c(E,F) for the set ~(E, F) with the
simply, uniformly and compact convergence uniform structures
respectively.

Since the u E ~(E, F) are continuous we can easily see that if we re­
place 6> by the set of closures of the A E 6>, then ~cs(E, F) does not
change.

PROPOSITION 7 For the space ~s(E, F) to be Hausdorff it is necessary
that F be Hausdorff and this condition is sufficient if Eo = U A is dense

AeS
inE.

THEOREM 2 The set ~(E, F) is closed in 9'u(E, F).
That is: every un,form limit of continuous functions is continuous.

COROLLARY 1 ~u(E, F) is complete if and only if F is complete.

In order to show the sufficiency use Theorems I and 2; for the
necessity proceed as for Theorem 1.

COROLLARY 2 The space ~ffi(E, F) is closed in 9'ffi(E, F) whenever each
mapping from E into F whose restrictions to the A E 6> are continuous, is
already continuous. In this case ~cs(E, F) is complete if and only ifF is
complete.

The hypothesis of the corollary is satisfied, for example, when E is
locally compact or metrisable, and 6> is the set of compact subsets of E.

PROPOSITION 8 The m.apping (u, x) ~ u(x) from ~u(E, F) X E into F
is continuous.

6 Equicontinuous and uniformly equicontinuous sets

Let E be a topological space, F a uniform space and H a subset of
9'(E, F). We say that H is equiconiinuous at the point X oof E if for every
entourage U of F there exists a neighbourhood V of X o in E such that
(u(x), u(xo)) E U for every x E V and every u E H. The set H is equi-
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continuous in E if His equicontinuous at each point of E. Then clearly
each u E H is continuous at X o (or continuous in E). In the case where
E is a uniform space we say that H is uniformly equicontinuous if for
every entourage U in F there exists an entourage V in E such that
(u(x), u(y» E U for every (z, y) E V and every u E H. Then every
u E H is uniformly continuous. Furthermore, uniform equicontinuity
implies equicontinuity.

EXAMPLES

1) Every finite set of continuous (resp. uniformly continuous) func­
tions is equicontinuous (resp. uniformly equicontinuous); every finite
union of equicontinuous (resp. uniformly equicontinuous) sets is
equicontinuous (resp. uniformlyequicontinuous).

2) If E and F are metric spaces, the set of all isometries from E into
F is uniformly equicontinuous.

3) If H is a non-empty subset of 5"(E, F) we consider for every
x E E the mapping u ~ u(x) from H into F that we write x; it is an
element of 5"(H, F). If we put on H c 5"(E, F) the topology of the
simple convergence or a finer topology, the mapping u~ u(x) is con­
tinuous (Section 4, Example I), therefore x belongs to ~(H, F).

PROPOSITION 9
1) Let E be a topological space and H c 5"(E, F). The subset H is

equicontinuous at X o of E (or equicontinuous in E) if and only if the
mapping x~ xfrom E into ~u(H, F) is continuous at X o (or continuous
in E).

2) Let E be a uniform space and H c 5"(E, F). Then H is uniformly
equieoniinuou« if and only if the 1napping x f---+ xfrom E into ~u(H, F) is
uniformlyequicontinuous.

3) More generally, let f be a mapping continuous in each variable from
a product H x E of two topoloqical spaces into a uniform space F. If we
denote by fu, the mapping x t--+ f(u, x) from E into F and by f.,x the map­
ping u ~f(~t, x) from H into F, then the following assertions are equiva­
lent:

a) The set of fu,.(u E H) is an equicontinuous (resp. uniformly
continuous) subset of ~(E, F).

b) The mapping x~ j.,x from E into 7Ju(H, F) is continuous (resp.
uniformly continuous).

The proof follows directly from the definitions.
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COROLLARY 1 Let H be a set of mappings from a compact set E into a
uniform space F. There is equivalence between H being equicontinuous or
uniformly equicontinuous.

This follows from the fact that a continuous mapping from a compact
space E into a uniform space ct'u(H, F) is uniformly continuous.

COROLLARY 2 Let M be a topological (resp. uniform) space, G) a set of
subsets of E. A mapping f from Minto §"(f)(E, F) is continuous (resp.
uniformly continuous if and only if for every A E G) the set of mappings

t~ f(t)(x),

where x E A is an equicontinuous (resp. uniformly equicontinuous) set of
mappings from Minto F.

THEOREM 3 Let E and F be topological spaces, G a uniform space and f
a mapping from E X F into G.

1) If f is continuous, then

a) for every y E F, f. tV is consinuou»:

b) the mapping y~ f"vfrom F into ct'c{E, G) is continuous.
b) is equivalent to

b') the set of fx
t

• where x runs through a compact set of E is an equi­
continuous subset of ct'(F, 0).

2) If E is locally compact, conditions a) and b) are also sufficient for
the continuity off.

The equivalence of b) and b') is a particular case of Proposition 9, 3).
Iffis continuous so are thef.tv. We prove b): Let y E F, K be a compact
set in E and U a symmetric entourage in G. For every x E K there
exists an open neighborhood Va: of x and a neighborhood Wa: of Y
such that for every x' E Vll: and y' E Wa: we have (f(x', y'), f(x, y» E U.
Since K is compact there exists a finite number of points Xi E K
(1 -< i -< n) such that the Va:, form a covering of K. Indicating by W
the intersection of neighborhoods W:r, of y we have: for every x' E K
there exists an Xi E K such that x' E V:r" then (f(x', y'),f(xi , y» E U
for every y' E Wand in particular (f(x', y),f(xi' y» E U. We conclude
then that (f(x', y'),f(x', y» E U for any x' E K, which ends the proof
of 1).

In order to show 2) we can reduce to the case where E is compact
and consider f to be composed of the mapping (x, u) ~ u(x) from
E X ct'u(E, G) into 0, which is continuous (Proposition 7) and the
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mapping (x, y) ~ (x, f .. 1/) from E X F into E X ~u(E, G) which is
also continuous by hypothesis.

THEOREM 4 Let E be a topological (resp. uniform) space and H an
equiconiinuoue (resp. uniformly equicontinuous) subset of~(E, F). On H,
the uniformity of simple convergence in E, of simple convergence in a dense
subset Eo of E and of compact (resp. precompact) convergence, are identical.

It suffices to show that on H, simple convergence in Eo and compact
(resp. precompact) convergence are identical. Suppose E is a topological
space; we must show that if U is an entourage in F and K a compact
subset in E, there exists a finite subset A of Eo and an entourage U' in F
such that W(A, U') c W(K, U). We choose for U' a symmetric
entourage such that U' c U. Since His equicontinuous there exists for
every Xo E K an open neighborhood V of Xo in E such that for every
x E V and U E H, (u(x), u(xo)) E U'. Let (Vi)l<~<n be a finite sequence of
such neighborhoods covering K, we choose in each Vi an element
Xi E Eo and consider the set A union of the Xi (I -< i -< n). Let u, v E H
with u, v E W(A, U'), i.e.

(U(Xi)' v(xi)) E U'

for any Xi E A, then we conclude that

(u(x), v(x)) E U' c U

for any X E K which proves the first part. In the case where E is a uni­
form space and H uniformly continuous let K be a precompact subset of
E, U an entourage in E and U' as above. There exists an entourage V
in E such that for every x, y E K, (x, y) E V and u E H we have

(u(x), u(y)) E U'.

We now use Proposition 3. I) and construct A as above.

THEOREM 5 If H is an equicontinuous (resp. uniformlyequicontinuous)
subset of :F(E, F) then its closure in :Fs(E, F) is equicontinuous (resp.
uniformly equicontinuous).

The verification is immediate. Taking into consideration Theorem 4
we obtain:

COROLLARY This closure is identical to the closure for the compact (resp.
precompact) convergence.

PROPOSITION 10 Every precompact subset H of rt'u(E, F) is equicon­
tinuous,. if furthermore E is a uniform space and if the elements of Hare
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uniformly continuous functions, then H is- uniformly equicontinuous. On
H the uniform structures of simple convergence in a dense subset Eo of E
and of uniform convergence are identical.

We must show that the mapping x 1-+ X from E into CCu(H, F) is
continuous (resp. uniformly continuous). Now the image 2 of E in
~u(H, F) is uniformly equicontinuous (Proposition 8, Corollary 2),
therefore, H being precompact, on 2 the uniformly convergence uniform
structure is identical to the simple convergence uniform structure
(Theorem 4). It suffices then to verify that x 1-+ x is continuous (resp.
uniformly continuous) for simple convergence in ~(H,F) which means
precisely that the mappings x 1-+ x(u) = u(x) are continuous (or uni­
formly continuous) on E. Finally, in the last assertion of Proposition 10
we can replace Eo by E using Theorem 4, and it is then sufficient to
apply Proposition 6, Corollary 2).

7 Relatively compact and precompact sets of continuous functions

THEOREM 6 (ASCOLI) Let E be a compact treep, precompact) set, F a
uniform space, H a set of continuous (reap. uniformly continuous) map­
pings from E into F.

1) H is precompact in CCu(E, F) if and only if H is equiconiinuous
iresp, uniformly equicontinuous) and H(x) is precompact for every x E E.

2) Suppose F to be Hausdorff; H is relatively compact in CCu(E, F) if
and only if H is equicontinuous (or uniformly equicontinuous) and H (x)
is relatively compact for every x E E.

In the first statement the necessity follows from the preceding propo­
sition and the uniform continuity of the x; the sufficiency follows from
the fact that on H the uniform convergence and simple convergence
uniformities are identical and from Proposition 3, 3). In the second
statement we can suppose H closed. This is necessary as seen above. For
the sufficiency we can suppose F complete (if not, we complete it and H
will also be closed in ~u(E,F)), whence ~u(E, F) is complete. Thus H
will be precompact by 1), hence compact because it is complete.

COROLLARY 1 Let E be a locally compact or meirisable space, F a
Hausdorff uniform space and H a subset of ~(E, F). Then H is relatively
compact (resp. precompact) in CCc(E, F) if and only if His equicontinuous
and H(x) is relatively compact iresp, precompact) for every x E E.



TOPOLOGICAL INTRODUCTION 13

These conditions are sufficient with no restriction on the space E:
we consider for every compact K in E the set H K of restrictions of all
elements u of H to K and we use the remark following Proposition 4.
To show the necessity we reconsider Theorem 6, and notice that a set H
of mappings from E into F is equicontinuous if and only if for every
compact K c E the set H K of restrictions to K of the u E H is equi­
continuous.

COROLLARY 2 Let E be a topological (resp. uniform) space, ~ a set of
subsets of E, F a uniform space and H a set of continuous (resp. uniformly
continuous) mappings from E into F. For A E ~ let H A be the set of restric­
tions to A of the U E H. Then His precompact in ~(F)(E, F) if and only if
HA is equicontinuous (resp. uniformly equicontinuous) for every A E ~ and
H(x) is precompact for every x E Eo = U A. If the A E ~ are pre-

AE(F)

compact these conditions are also 8ufficient.

The first part follows immediately from Proposition 9 and the second
part from Theorem 6. 1), as it is sufficient to verify that the H A are pre­
compact for the uniform convergence.

REMARK vVe often wish to consider subspace» M of a space ~(F)(E, F)
instead of CC(F)(E, F). The preceding chapter allows us to give criteria
for relative compactness of subsets H of M. In fact, H is relatively
compact in M if and only if it is relatively compact in ~(F)(E, F) and
its closure in this space is contained in M.



CHAPTER 1

General properties

EXCEPT FOR Section 10 and part of Section 9, the particular structure
of the fields of real or complex numbers plays no role in this chapter;
these fields can be replaced by a valued field, provided certain obvious
adaptations are made. For simplicity, however, we will suppose that
the base field K is either the real field R or the complex field C. We will
assume a good knowledge of linear algebra over a field K (see Bourbaki,
Algebra, Chapter 2) and general topology (see Bourbaki, Topologie
Generale).

We omit the proofs of assertions that follow easily from former
results.

1 General definition of a topological vector space

DEFINITION 1 A topological vector space (henceforward abbreviated to
TVS) E is a vector space E endowed with a topology such that the mappings

(x, y) f-+ X + y and (A, x) r-+ AX

from E X E into E and from K X E into E are continuous (E 0 E and
K X E having product topologies). Such a topology on a vector space is
said to be compatible with the vector structure.

A TVS is in particular an abelian topological group, the related
general results (incidentally, trivial) could be used in what follows. Let
E be a TVS. Translations on E are homomorphisms and so are the non­
zero homothetic transformations (which are also automorphisms of E).
It follows from the former that if A and B are subsets of E where either
is open, then A + B is open, for it is the union of translations of an
open set. If M is a topological space, and if f, g, A, p are continuous
mappings from Minto E, E, K and K respectively, then f(t) + g(t),
A(t)f(t) and more generally A(t)f(t) + f-l(t)g(t), are continuous mappings
of Minto E.

PROPOSITION 1 For a TVS, E to be Hausdorff, it is necessary and suffi­
cient that the set reduced to the origin {O} be closed.

The necessity is evident; for the sufficiency we observe that the
14
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diagonal of E X E is the pre-image of {O} induced by the continuous
mapping (x, y) 1-+ X - y, therefore E is closed if {O} is closed.

The topology of a TVS is known once the neighborhood filter of the
origin is known, as the neighborhood filter of any point x is obtained
by the translation x. More precisely:

PROPOSITION 2 For a filter "Y over a TVS E to be the neighborhood filter
of the origin for a topology compatible with the vector structure, it is neces­
sary and sufficient that it satisfies the following conditions:

1) "Y admits a base of balanced sets (V is balanced if AV C V for all
scalars A of norm < 1).

2) "f/' is closed under non-zero homothetic transformations.

3) For all U E "Y, there exists V E "f/' such that V + V CU.

4) The V E "f/' are absorbing (i.e. for every x E E, AX E V for A suffi­
ciently small).

2 Products, suhspaees, quotients

Let E be a vector space, (E i ) a family of TVS, for all i, fi a linear
mapping from E into E i • Then, the coarsest topology on E for which
the fi are continuous is compatible with the vector structure, that is, it
makes E into a TVS. Thus, the pre-image of a linear mapping f from E
into a TVSF, is a TVS topology on E; in particular, a vector subspace
E of a TVS F is a TVS for the induced topology (E will be called a topo­
logical vector subspace of F). In a similar way, the product of a family
(E i ) of TVS, having a vector product structure and a product topology,
is a TVS called the topological vector product of the E i •

The essential facts concerning quotient spaces are condensed in

THEOREM 1
1) Let E be a TVS, F a vector subspace, ~ the canonical mapping of E

into ElF. Then the quotient topology of the topology of E makes ElF a
TVS. ~ is an open mapping of E into ElF. A fundamental system of
neighborhoods of the origin in ElF is formed by the canonical imaqes of
the neighborhoods of the origin in E running through a fundamental
system of neighborhoods. The space ElF is Hausdorff if and only if F is
closed.

2) Let G be a vector subspace of E containing F,. consider GIF as a
vector subspace of ElF. Then the topology induced by ElF on GIF is
identical to the quotient topology of G by F. The canonical isomorphism
of (E IF)/(GIF) with E IG defined as in algebra is also a TVS isomorphiem.
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Proof
1) First, it is transparent that ep is an open mapping (that means that

if U c: E is open, then U + F is open, as pointed out in Section 1).
Therefore, (ElF) X (ElF) is identified with (E X E) I(F X F) and
K + (ElF) with (K X E)/({O} X F) (as topological spaces), which
proves immediately the TVS axioms with respect to ElF. The charac­
terization of the neighborhoods of the origin in ElF follows readily
from the fact that ep is open; the criteria for ElF to be Hausdorff is a
particular case of Proposition 1.

2) From the above, the sets ep( U () G), where U runs through the
open sets of E are open sets of the quotient topology on GIF; the sets
cP(U) () (GIF) are open sets of the topology induced by ElF on GIF.
It follows immediately that cP( U () G) = cP( U) () (G IF). The second
part of 2) can be seen in a similar way or as a particular case of a result
of general topology 011 quotient spaces.

Notice also that since the canonical mapping of a TVS onto a quotient
space is open, the classical algebraic isomorphism of (E1/F1) X (E2IF2)
with (E1 X E 2)/(F1 X F 2 ) is a TVS isomorphism (E1 and E 2 being
TVS, F 1 and F 2 vector subspaces).

Care should be taken if ep is the canonical mapping of a TVS E onto
a quotient space ElF, and G a vector subspace of E not containing F,
as then the canonical mapping of G1(0 () F) onto the subspace ep(G) of
E IF is not in general a TVS isomorphism (even in the case of an
algebraic isomorphism and a continuous mapping). This means also
that if ep is a homomorphism of E onto a space H (see Section 3), the
mapping induced on a subspace G of E may well not be a homo­
morphism. This follows from the remark that every continuous linear
mapping u from G into H can be induced by a homomorphism from
G X H onto H, namely the mapping

(g, h)~ u(g) + h

3 Continuous linear mappings, homomorphisms

Let E, F be TVS, u a linear mapping from E into F. u is continuous if
and only if it is continuous at the origin. In that case, if N is the kernel,
u defines an injective continuous linear mapping from E IN into F.
This mapping will not be in general an isomorphism from E IN onto
u(E) for the TVS structures, i.e. the inverse mapping is not always
continuous.

DEFINITION 2 A linear mapping u [rom. a TVS E into a TVS F is a
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homomorphism, if the mapping from E IN (N, the kernel of u) onto u(E)
defined by u, is a TVS isomorphism.

PROPOSITION 3 Let u be a continuous linear mapping from a TVS E
into a TVS F. The following conditions are equivalent:

a) u is a homomorphism.

b) u transforms the open subsets of E into open subsets of u(E).

c) u transforms the neighborhoods of the origin of E into neighbor­
hoods of the origin of u(E).

It follows immediately that a) implies b), b) implies c) and c) im­
plies a).

The continuous linear mappings from E into F form a vector space,
written L(E, F).

4 Uniform structure of a TVS

Let E be a TVS. For every neighborhood U of the origin, let tJ be the
set of couples (x, y) E E X E such that x - y E U. When U varies, the
V form the basis of an entourage filter for a uniform structure on E
compatible with the topology of E. Because of this uniform structure,
E will implicitly be considered to be a uniform space.

The translations, the non-zero homothetics, are automorphisms of E
considered as a uniform space.

If E and Fare TVS, every linear mapping from E into F is already
uniformly continuous. More generally, if a set A of linear mappings of
E into F is equicontinuous at the origin, A is uniformly equicontinuous.

Let E be a TVS whose topology is the coarsest for which the linear
mappings fi from E into the TVS E i are continuous (Section 1). Then
the uniform structure of E is the coarsest for which the fi are uniformly
continuous; in particular, the uniform structure of a topological vector
subspace of a TVS is the induced structure, and the uniform structure
of the product of a family of TVS is the product ofthe uniform structures
of the factor spaces. Thus, a subset of E is precompact if and only if
the images by the fi are precompaet subsets of E i •

The Hausdorff uniform space associated with a TVS E in the space
E IN, where N is the closure of the origin.

The very definition of the uniform structure of a TVS E shows the
following:

PROPOSITION 4 The uniform structure of a TVS is metrisable if and
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only if E is Hausdorff and there exists a countable fundamental system of
neighborhoods of the origin.

{There will be, in fact, a countable fundamental entourage system.)
Since a TVS is also a uniform space, the meaning of a complete TVS

is clear. For the spaces which are not complete, we have

PROPOSITION 5 Let E be a Hausdorff TVS and 2 its uniform com­
pletion. Then the mapping (x, y) f-->- X + y from E X E into E can by
continuity be extended to a continuous mapping from 2 x 2 into 2, and
the mapping (A, x) f---+ AX from K x E into E can by continuity be ex­
tended to a continuous mapping from K X 2 into 2. The laws thus defined
in 2 make 2 a vector space and the topology of 2 is compatible with this
vector structure. Finally, the uniform structure of the completion of E is
merely the uniform structure associated with the TVS 2, which we have
just defined.

The proof is standard. We notice that (x, y) f-->- X + Y is uniformly
continuous in E X E and (A, x) ~ AX uniformly continuous on the
product of a bounded subset of K and E. From this we obtain the
desired extension. The latter assertion is verified by calling F the TVS
2 and by using uniform continuity extending the identity isomorphism
of E onto F to an isomorphism of the uniform space 2 onto the uniform
space F; this last mapping must be the identity mapping.

PROPOSITION 6 Let E be a metrisable complete TVS and F a closed
vector subspace. Then ElF is metrisable and complete.

This is a particular case of Bourbaki, Topologie Generale, Chapter 9,
Section 3, Proposition 4. We note that there exist complete locally
convex spaces (not metrisable) not at all pathological, which admit
non-complete quotient spaces. The validity of Proposition 6 is one
reason for the importance of metrisable TVS.

5 Topology defined by a semi-norm

DEFINITION 3 A semi-norm on a vector space E is a positive function p
on E satisfying the conditions:

p(x + y) <: p(x) + p(y) for x, y EE
p(AX) = I A Ip(x) for x EE, A EK.

The semi-norm p is a norm if additionally p(x) = 0 implies x = o.
A semi-normed iresp. normed) space is a vector space which has a semi­

norm (reap. a norm).
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Very often, if E is a semi-normed space, its semi-norm. is written
x ~ II x 1[. The unit ball of E is the set of elements of E such that
II x II <: 1. If V is this set, the set of x E E such that II x II -< A (where
A. > 0) is AV. The set V is clearly balanced and absorbing from the
second axiom of semi-norms, and we have V + V c: 2V from the first
axiom. From Section 1 Proposition 1 we find:

PROPOSITION 6' Let E be a semi-normed space, V its unit ball. Then the
non-zero homothetics AV of V are a basis for the neighborhood filter of a
TVS topology on E. The function II x - y lIon E X E is a pseudo-metric
which defines the uniform structure of the TVS E (which is therefore
Hausdorff if and only if E is normed).

A semi-normed space will therefore be considered as a TVS.

Subspace», quotient spaces and product spaces of semi-normed spaces.

Let E be a semi-normed space, F a vector subspace. Then the semi­
norm of E induces a semi-norm on F and the corresponding topology
is the topology induced by E. Furthermore,

PROPOSITION 7 Consider on ElF the function X 1--+ II X 11 which to
every X E E IF (i.e. a certain subset of E, translation of F) assigns the
distance from the origin to X (relative to the pseudo-metric II x - y ID

I[ X II = inf II x II
a:eX

This function is a semi-norm on E /F, and the corresponding topology is
the quotient topology of E by F.

From now on, a vector subspace or a quotient space of a semi­
normed space will always be considered as a semi-normed space. In
particular, the Hausdorff space E IN associated with a semi-normed
space E (see Section 5) (where N is the closure of the origin, i.e. the set
of x E E such that II x II = 0) can be considered to be a normed space,
called the normed space associated with the semi-normal space E. This
leads to the idea of a metric homomorphism of one semi-normed space
into another: it is a continuous linear mapping of E into F such that the
mapping of E IN onto the subspace u(E) of F thereby obtained (where
N is now the kernel of the mapping) is an isomorphism (for the struc­
tures of semi-normed spaces). A fortiori u will be a homomorphism in
the sense of Section 3.

Let (Pi) be a family ofsemi-norms ona vector space. Ifp(x) ~ sup Pi(X)
i
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is finite for every x E X, then p(x) is a semi-norm on E. The following
is a more general way of constructing semi-norms from Pi' Consider the.
mapping

x~ ep(x) = (Pi(X»

of E into RI; let H be a vector subspace of RI containing ep(E) and
finally let oc be a semi-norm on H which is increasing for the structure
of natural order induced on H by RI. Then

lX(Pi(X)

is a semi-norm on E. For instance, if the family (Pi) is finite, the
functions

~ Pi(X) and (~Pi(X)2)1/2
i i

are semi-norms, since it is readily verifiable that the expressions

~ I ~i I and (~~i2)112
i i

on Rn are norms. Notice finally that if P is a semi-normed space, and
u a linear mapping from the vector space E into F, then II u(x) II is a
semi-norm on E, and the topology associated with it is the inverse
image topology of E by u, These considerations lead to

PROPOSITION 8 Let E be a vector space, (E i) a finite family of semi­
normed spaces and for every i, fi a linear mapping of E into B; Then the
coarsest topology on E for which the t. are continuous may be defined by a
semi-norm. We can use, for instance, any of the following semi-norms
(where Pi(X) = II fi(x) I[):

sup Pi(X), :L Pi(X), (~(Pi(X»2)1/2.
iii

But a priori there should be no preferences, the choice being deter­
mined by convenience in each particular case. We see that in particular
the topology of the product of a finite number of semi-normed (resp,
normed) spaces may be defined by a semi-norm (resp. a norm).

The completion of a normed space A complete normed space is called a
Banach space. Let E be a normed space, II x II (distance to the origin) is
known to be uniformly continuous and by the continuity extendable
to the completed vector space 2 (Section 4, Proposition 5) to a function,
also written II x II, which is still a semi-norm. On the other hand, the
function II x - y lion 2 X 2, which by continuity extends the func­
tion II x - y lion E X E, is a distance on the completion of the metric
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space E, the topology of 2 is therefore the topology defined by its
norm. Thus, the completion of a normed epace may be considered as a
normed space.

Oontinuous linear mappings between semi-normed spaces

THEOREM 2 Let E, F be semi-normed spaces.

1) Let u be a linear mapping of E into F. Then u is continuous if and
only if there exists an M > 0 such that

II u(x) II <: M II x II for every x E E,

which is equivalent to

sup II u(x) II <M
[Ixll";;;;l

or to u(V) c: MW

where V and Ware the unit balls of E and F.

2) For every u E L(E, F) let

II u 11 = sup II u(x) 11·
Ilxll<1

The function thus defined on L(E, F) is a semi-norm, and a norm ifF is
Hausdorff. With this norm, L(E, F) is complete if F is complete.

If E and Fare semi-normal spaces, L(E, F) is always considered as a
semi-normed space as indicated above. In any case, II u II will be called
(by abuse of the term) the norm of u,

Proof
1) It is evident that the first formula implies the others and that the

last ones are equivalent. On the other hand

u(V) c MW

implies U(8 V) c 8MW for every 8 > 0, thus u is continuous at the
origin and therefore continuous (Section 3). Conversely, if u is con­
tinuous, we will have u( 8 V) c: W for 8 sufficiently small and then
u( V) c MW with M = 1/8. Finally, it is easy to see, by considering
homogeneity, that the second formula in 1) implies the first.

2) For every x E E, u ~ 111{'(X) II is a semi-norm on L(E, F), since it
is the inverse image of the semi-norm on F by the linear mapping
u f--+ u(x). On the other hand, we have stated that every least upper
bound of semi-norms is a semi-norm and therefore 11 u II is a semi-norm
on L(E, F). The rest of the proof is left to the reader.
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COROLLARY Two semi-norms P and q on the same vector space E define
the same topology if and only if there exist two numbers m and M such that

O<m:<M<+co
mp(x) < q(x) < Mp(x) for x E E.

We must express that the identity mapping of E with ponto E with
q, as well as the inverse mapping, is continuous, and we apply the
criterion of the preceding theorem.

6 Generalities concerning spaces defined hy families of semi-norms

Let E be a vector space, (Pi) a family of semi-norms on E. Consider on
E the least upper bound of the topologies associated with the Pi'
which makes E a TVS (Section 2). The uniform structure of E is the
least upper bound of the uniform structure associated with the Pi
(Section 4), and therefore is defined by the families of pseudo-metrics
Pi(X - y). A fundamental family of neighborhoods of the origin in E is
obtained by taking for eachfinite subset J of the set of indices I and for
each e > 0, the set of those x such that PJ(x) :< e where we have set

PJ(x) = sup Pi(X).
ieJ

In consequence, the topology defined by the family (Pi)iel of semi­
norms remains unchanged when the least upper bound PJ of a finite
number of such semi-norms is added. We can add the semi-norms on E
which are bounded by a multiple of such a PJ; we verify that we have
then obtained all the semi-norms on E which are continuous (the addi­
tion of other semi-norms would make the topology of E strictly finer).

DEFINITION 4 A locally convex space is a TVS whose topology can be
defined by a family of semi-norms (Pi) on E as described above (i.e. it is
the least upper bound of the semi-normed topologies associated with the Pi).
The family (Pi) is said to be a family of definition for the topology of E.
Such a family is said to be fundamental if the unit balls associated with the
Pi form a fundamental system of neighborhoods of the origin.

(This means also that for each finite subset J of I and for each M > 0,
there exists a Pi ;> MpJ.)

Nearly all TVS used in analysis are locally convex since they are the
only spaces for which we have a sufficient number of important results.
They are largely sufficient, since they are a family of spaces closed under
the usual operations, as we will now see.

Let E be a TVS whose topology is defined as the coarsest for which
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the j', from E into locally convex spaces E i are continuous. Then E is
locally convex; more precisely, its topology is defined by the family of
semi-norms pfi' where for all i, p runs through a family of definition for
the topology of E, (this follows from an obvious transitivity property,
valid in general topology, for the method of definition of a topology as
the coarsest which ...).

Thus, a topological vector subspace of a locally convex space, and the
topological vector product of a family of locally convex spaces, are locally
convex. Let E be a locally convex space with a fundamental family of
semi-norms, let F be a vector subspace and consider on ElF the
quotient semi-norms Pi of the Pi (Section 5, Proposition 7). From
Proposition 7, it follows that these semi-norms define precisely the
quotient topology of ElF; therefore, a quotient space of a locally convex
space is locally convex. In particular, the Hausdorff space associated
with a locally convex space (Section 4) is locally convex. The completion
of a locally convex space is locally convex. For, if (Pi) is a family of semi­
norms on E defining the topology of E, the (Pi) can, by uniform con­
tinuity, be extended into semi-norms Pi on the completion, and the
corresponding pseudo-metrics on ~, extensions by continuity of the
pseudo-metrics Pi(X - y) on E, define the uniform structure of ~
(Topologie Generale); the topology of ~ is therefore defined by the Pi'

The following is a useful characterization of locally convex spaces:

PROPOSITION 9 The topology of a locally convex space E can be defined
as the coarsest for which certain linear mappings fi from E into Banach
spaces E i are continuous, If in particular E is Hausdorff, E is isomorphic
to a topological vector subspace of a topological vector produd. of Banach
spaces.

For, if (Pi) is a family of definition of the topology of E, it suffices to
call E i the Banach space completion of the normed space associated with
the semi-norm Pi (Section 5), and j', the canonical mapping of E into E i •

7 Bounded sets: General criteria

DEFINITION 5 Let E be a TVS. A subset A of E is bounded if for every
neighborhood V of the origin there exists a scalar A ~ 0 such that AA c V.

If A is bounded, we will have also AA c V provided Ais small enough
(choose V balanced). A subset of a bounded set is bounded. Every sub­
set of E reduced to a point is bounded (since the neighborhoods of the
origin are absorbing); therefore, every finite subset of E is bounded as

c
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the union, and the sum. of a finite number of bounded sets are bounded
(using Proposition 2. 3)). In particular, the translations of a bounded
set are bounded; clearly the homothetics of a bounded set are also
bounded. The closure of a bounded set is bounded (use the fact that E,
being uniformizable, admits a fundamental system of closed neighbor­
hoods of the origin).

PROPOSITION lOA precompact subset A of a TVS is bounded.

For, if V is a balanced neighborhood of the origin, there exists a
finite subset B of E such that A c B + V (this is a statement of the
precompactness of A). There exists also a scalar A of norm <; 1 such
that ).B c V, from which

A.A c AB + AV c V + V.

Since V is arbitrary, A is bounded.

PROPOSITION 11 Let E be a TVS whose topology is the coarsest for which
certain linear mappings fi from E into TVS E i are continuous. Then a set
A is bounded in E if and only if for every i, fi(A) is bounded in E i'

The necessity is a particular case of the (immediate) fact: the image
of a bounded set by a continuous linear mapping is bounded. For the
sufficiency we use the characterization of the neighborhoods of the
origin in E. Particular cases to be made explicit are subspace and
product space.

Let E be a semi-normed space, V its unit ball. AcE is bounded if
there exists A~ 0 such that A.A c V; the condition is also sufficient
since we have EAA c EV for every E > O. Since AA c V can be written
A c MV where M = I/A or II x II < M for every x E A, we see that:

PROPOSITION 12 If E is a semi-normed space, the bounded subsets of E
are the bounded subsets in the sense of the metric (more exactly in the sense
of the pseudo-metric 11 x - y II), i.e., the subsets A such that

sup lj z j] < 00.
:tEA

In particular, the unit ball of a semi-normed space is a bounded neigh­
borhood of the origin. Oonversely:

COROLLARY 1 The topology of a TVS E may be defined by a semi-norm,
or a norm respectively (we say that E is semi-normable, or normable), if
and only if E is locally convex (resp. locally convex and Hausdorff), and
admits a bounded neighborJwod of the origin.

For if V is a bounded neighborhood of the origin, and if p is a con-
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tinuous semi-norm on E such that the corresponding unit ball U be
contained in V, the topology of E is that defined by p. If W is any given
neighborhood of the origin, we will have AV c W for some A ;c 0, and
a fortiori AU c W.

COROLLARY 2 Let u be a linear mapping of a semi-normed space E into
a TVS F. Then u is continuous if and only if u transforms the unit ball of
E into a bounded subset of F.

The necessity follows from the fact that V is bounded. Conversely, if
u( V) is bounded and W a neighborhood of the origin in F, we will have

AU(V) c W
for some A ;z: 0, from which U(AV) c W. Since AV is a neighborhood
of the origin in E, it follows that 'U is continuous at the origin, therefore
continuous.

Now let E be a locally convex space, whose topology is defined by a
family (Pi) of semi-norms. Combining Propositions 11 and 12 we ~PA

that a subset A is bounded if and only if for every i, we have

sup Pi(X) < + 00.
XEA

We therefore easily conclude:

PROPOSITION 13 Let E be a locally convex space. Then the disked hull of
a bounded subset of E is bounded. (The disked hull of A is the set of
finite sums ~ AiXi, where the Xi E A and ~ I Ai I < 1).

Consequently, the closed disked hull of a bounded set (i.e. the closure
of the disked hull) is a bounded set.

DEFINITION A TVS is quasi-complete if its closed and bounded subsets
are complete.

EXERCISE Let E be a TVS. Show the following: a line of E is bounded
if and only if it is contained in the closure of the origin. Therefore E is
Hausdorff if and only if E does not contain bounded lines.

8 Bounded sets: Their use in ~.convergences

The need for bounded sets appears in

THEOREM 3 Let M be a set, ~ a set of subsets of M, E a TVS, H a vector
subspace of the space of all mappings of Minto E with the ~-convergence

topology. This topology is compatible with the vector structure if and only
if every u E H transforms the A E ~ into bounded subsets of E. Then the
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unifor'ln structure of the TVS H is identical to the (f)-convergent uniform
structure. If the topology of E is defined by a family (Pi)ieI of semi-norms,
the topology of H is defined by the semi-norms

Pi,A(U) = sup Pi(U(t)),
teA

where i run« through I and .A. through (f) (therefore H is locally convex if
E i8). In particular, if (f) i8 reduced to the unique element M (in the case
of uniform convergence), and if E is semi-normed (or normed) , then the
topology of H i8 defined by the semi-norm (or the norm)

II u II = sup II u(t) II
teM

(called the uniform rwrm).

The proof follows immediately by using for example Proposition 1
(Section 1). The four conditions on the neighborhood filter of the
origin in H are clearly always satisfied, except for the last one, which
demands that the u(A) (u E H, A E (f) be bounded subsets of E.

Theorem 3 leads to the consideration of the space of all mappings u
of Minto E which transform the A E (f) into bounded sets. With the
(f)-convergent topology, it is a TVS denoted by B($)(M, E). The TVS
such as H are therefore the topological vector subspaces of B(f)(M, E).
If in particular M is a topological space, we call G(f)(M, E) the topo­
logical vector subspace of B(f)(M, E) formed by the continuous map­
pings (bounded on the A E (f). When in particular (f) is the set of
compact subsets of M, we obtain the space of all continuous mappings
of Minto E (since the precompact subsets of E are bounded) (Proposi­
tion 10), with the compact convergence topology: this space is written
O(M, E). When (f) is reduced to the single element M (in the case of
uniform convergence), we denote the corresponding space by GOO (M, E),
i.e. the space of continuous and bounded mappings of Minto E, with
the topology of uniform convergence. If E is a normed space, Ga:>(M, E)
is always implicitly considered as a space normed by the uniform norm

II u II = sup II u(t) II·
teM

When M is compact, the spaces c-iu. E) and O(M, E) coincide.
Finally, when E is the field of scalars, we omit it from the expression
and write O(f)(M), O(M), Oa:>(M) (the latter is always a Banach space:
see the following proposition).

PROPOSITION 14 U8ing the preceding notation, if E is complete,
B(f)(M, E) and GOO (M, E) are complete. 'I'hie is equally true for G(M, E)
if for example M is locally compact or metrieable.
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We know that if E is complete, the space of all mappings of Minto
E with a (f)-convergence uniformity is complete; it suffices to show that
the spaces mentioned in the proposition are closed subspaces of the
above-mentioned space. This is well known for O(M, E) when M is
metrisable or locally compact. Moreover this can be directly verified
for B($(M, E). Furthermore, GOO(M, E), the intersection of the space
B(f)(M, E) (where ® is reduced to M) and the space (also closed) of all
continuous functions with values in E, is also closed.

If M and E are semi-normed spaces, and if we consider on L(M, E)
the topology of uniform convergence on the unit ball V of M, this
topology is defined by the norm

sup II u(x) II,
IIxll <1

which is simply the norm defined in Section 5, Theorem 2. Since every
limit for simple convergence (and a fortiori for uniform convergence
on V) of linear mappings of Minto E is clearly linear (at least if E is
Hausdorff), Proposition 14 implies that L(M, E) is complete if E is a
Banach space.

PROPOSITION 15 Under the conditions of Theorem 3, a subset P of H is
bounded if and only if for every A E ®, the set P(A) = U u(A) is a

UEP

bounded subset of E.

EXERCISE Show that if M is locally compact but not compact, the
topology of O(M) cannot be defined by a semi-norm (use Proposition
12, Corollary 2).

9 Examples of TVS: Spaces of continuous functions

An isomorphism and a canonical homomorphism Let M be a normal
space, N a closed subspace. The mapping which to every f E GOO(M)
assigns the restriction of f to N is evidently a linear mapping, of
norm < 1, of GOO(M) into OOO(N). Uryson's theorem implies that we
even have a metric homomorphism from GOO(M) onto GOO(N), therefore
identifying the latter space (as a normed space) with the quotient of
COO(M) by the subspace J of functions that are zero on N.

Let K and L be locally compact spaces, E a TVS. Then the spaces
O(K X L, E) and G(K, G(L, E)) are canonically isomorphic as uniform
spaces (this is true whenever E is a uniform space), and this isomorphism
respects the vector structure. Thus, G(K X L, E) is identified with
O(K, O(L, E» as a TVS. This isomorphism respects the norms when E



28 TOPOLOGICAL VECTOR SPACES

is normed. In particular, we have a canonical isomorphism of normed
spaces:

O(K X L) ~ O(K, O(L».

We draw attention to the fact that in general, if L is not compact,
we will have Ooo(K x L) ;c Ooo(K, Ooo(L)); a priori, the second space
is contained in the first but in general strictly contained (the reader will
find examples).'

An approximation property

THEOREM 4 Let M be a compact space, E a locally convex space. Then
the linear combinations of functions cP' a (where cP E O(M), a E E) are
dense in O(M, E).

Proof Let f E O(M, E). We must show that for every continuous
semi-norm p on E, there exists a function g = ~ cPiai such that
p(f(t) - g(t» < 1 for every t E M. Since f is uniformly continuous,
there exists a finite covering (Ui) of M by open sets and a point t;
contained in each Vi such that t E tj, implies

p(f(t) - f(t i» < 1.

Set f(t i) = ai' let (cPi) be a partition of unity subordinated to (Ui) and
choose

We will then have f(t) - g(t) = ~ cPi(t)(f(t) - f(t i » ; where we can
i

restrict the sum to those i such that t E U i and obtain

p(f(t) - g(t)) < 1.

COROLLARY Let K and L be compact spaces. Then the functions which
are linear combinations of functions of type f(s)g(t) (where f E O(K),
g E O(L)), are dense in O(K xL).

It is sufficient to see that

O(K X L) = O(K, O(L».

From Theorem 4 we see that this theorem is valid when M is only
locally compact.

Separability properties

PROPOSITION 16 Let M be a compact space. M is metrisable if and only
ifO(M) isseparabk.
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Sufficiency Let (fi) be dense in O(M). If e, t are two points of M such
that fi(s) = fi(t) for every i, by continuity we will have f(s) = f{t) for
every f E O(M), therefore e = t. The coarsest topology on M for which
the fi are continuous is therefore Hausdorff and consequently identical
to the topology of M since it is coarser, but this topology is metrisable.

Necessity Consider a sequence of finite open coverings of M by sets
whose diameter tends to zero and for each of these coverings a sub­
ordinate partition of unity. The proof of Theorem 4 shows that the
linear combinations of functions cPi corresponding to the unit partitions
are dense in O(M). This is also true for rational linear combinations of
these functions, and the conclusion follows.

Combining Proposition 16 with Theorem 4 we obtain the

COROLLARY Let K be a compact meirisable space, E a separable locally
convex space. Then O(K, E) is separable.

The space Oo(M).

Let M be a locally compact space, E a TVS. A mapping f of Minto E
is said to be zero at infinity if it tends to zero following the filter of the
complements of compact subsets of M. We wrote Oo(M, E) for the
space of continuous mappings of Minto E zero at infinity and having
the uniform convergence topology. This is clearly a TV subspace of
Or.IJ(M, E). Let Sf be the one point compactification of M (supposed
not compact), let ill be the point at infinity of lff (i.e. the only point
of M which does not belong to M). A continuous function from Minto
E is zero at infinity if and only if the extension to Sf obtained when to has
the value zero, is continuous. From this, Oo(M, E) is identified with the
closed subspace of O(lff, E) formed by functions which are zero at w.
This identification respects the topologies. The constant mappings of
Minto E form a natural supplement of Go(M, E).

PROPOSITION 17 Let M be a locally compact space, E a locally convex
space. Then Go(M, E) is the closure in Or.IJ(M, E) of the space of con­
tinuous mappings having a compact support of M in E {the support of a
function having vectorial values is the closed set complementary to the set
of points in whose neighborhood the function is zero}.

EXERCISE 1 Show that under the preceding conditions (M a normal
space, N a closed subspace), if E is a Banach space, the canonical
mapping of GOCJ(M, E) into OOO(N, E) is a metric homomorphism of the
first space onto a closed subspace of the second (use Uryson's theorem
and Proposition 6, Section 4). Conclude from this that it is a metric
homomorphism of GOCJ(M, E) onto GOCJ(N, E) if N is compact (use
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Theorem 4 above). Prove the analogous proposition when E is a locally
convex metrisable and complete space. What can we say when E is any
locally convex space?

EXERCISE 2 Let M be a completely regular space. E a locally convex
space. Show that the functions f E OOO(M, E) belonging to the closed
vector space generated by the functions eP. a (eP E GOO(M), a E E), are
exactly those for which f(M) is precompact. (Proceed as in Theorem 4
or use Theorem 4 introducing the Stone compactijication of M. See
Bourbaki, Topologie GeneraIe, Chapter 9, Section 1, Exercise 6).

EXERCISE 3 Let M be a compact space, E a metrisable and separable
uniform space. Show that G(M, E) is a metrisable and separable space.
(Choose a metric for E and prove first of all the lemma: a separable
metric space E is always isomorphic to a subspace of a separable
Banach space. To see this, take a dense sequence (Xi) in E, a E E arbi­
trary and show that the mapping x 1---+ eP(x) = (d(x, Xi) - d(a, Xi»ieI

into the space GOO(N) of bounded sequences is an isometry; then take
the closed vector space generated by eP(E).)

EXERCISE 4 If M is acornpletely regular non-compact space, then
OOO(M) is not separable. (Otherwise M would be a dense subspace of a
compact metrisable space M (its stone compactification), different from
M, and such that every bounded continuous function on M could be
extended by continuity to all of JJ'f.)

EXERCISE 5 Apply the preceding identification in order to characterize
the relatively compact subsets of Oo(M, E). Case Oo(M). Extend
Theorem 4 to the spaces 0 o(M, E).

EXERCISE 6 Let I be an index set, let II(1) be the space of summabie
families of scalars over the index set 1:

a) Show that the function
II (Ai) 111 = I; I Ai I

over II(1) is a norm, which. makes it a Banach space.

b) Let E be a complete TVS. Show that if (Xi) is a bounded family in
E, then for every A= (Ai) E ll(1), the family (AiXi) is a summable
family in E, and its sum u(A) is a continuous linear function of
A = (Ai) E II(1). Show that we thus obtain exactly all the continuous
linear mappings of II(1) into E.

c) If E is a Banach space, the norm of the linear mapping of II(1)
into E defined by means of the sequence (Xi) is identical to sup II Xi II.

ieI
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EXERCISE 7 Let I be an index set. We denote by lOCJ(I) and co(I} the
spaces 0 00(1) and 0 0(1) built upon I considered as a discrete locally
compact space; they are therefore Banach spaces and co(I} is a normed
subspace of ZOCJ(1). On the other hand, ZI(1) represents the space of
scalar functions i 1---+ Ai on 1 such that ~ I Ai 1 < + 00 with the norm
~ I Ai I (see the preceding exercise). When 1 is implicit or is the set of
positive integers, we write the preceding spaces simply Zoo, Co and l ',
If (j'i) E zoo and CUi) E ZI, set

«Ai), (f-li) = ~ Aif-li'

Show that the dual (i.e. the space of continuous linear mappings having
a natural norm-see Section 5) of Co can be identified with Zl, and the
dual of II can be identified with Zoo (for the dual of ZI see the preceding
exercise).

10 Other examples: The spaces c(m) and C of L. Schwartz

See Theorie des Distributions by L. Schwartz for the notation Dv for
the derivation operators on R», where p = (PI' ..., Pn) is any system of
n integers ;» O. D'P stands for the operator

ai p j

axfl ... ax;:n
where IP I = PI + . . . + P« is the order of this differential operator.
We have DO = identity, DPDa = Dp+q.

Let U be an open non-empty subset of R», call
c(m)(U)

or simply c(m) the space of scalar functions on U which are m times
continuously differentiable, having the coarsest topology for which the
t» (I P I -< m) from this space into O(U) are continuous (O(U) is the
space of continuous functions on U with a compactly convergent
topology). We thus obtain a locally convex and metrisable space
(Section 4, Proposition 4), where a fundamental sequence of semi­
norms is obtained by taking a "fundamental sequence" (Kn ) of compact
subsets of U and by setting

Pn(f) = sup I DPf(t) I·
]pl<m,tEKn

A filter (fi) in C(m) converges towards f E c(m) if and only if for every
p with 1 p I < m, the Dr], converge towards Dv] uniformly on every
compact set. Let (fi) be a Cauchy filter in c(m), then for every p of
order < m, the DP!i form a Cauchy filter in O(U), thus converge in this
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space towards a gp E C(U) (Section 8, Proposition 14). We can show
that go is m times continuously differentiable, that Dpgo = gp and that
if every partial derivative (a/ax)fi tends to a limit h uniformly on every
compact set, go is continuously differentiable and its derivatives are
the ha • To see this we can consider the case of one variable where the
result is classical.

We have thus proved that c!(m) is complete.
We call c!( U) or simply c! the intersection of the spaces c!(m) (U)

having a least upper bound topology with respect to the induced
topologies. This is also the coarsest topology for which the DP from
G(U) into C( U) are continuous (where p now runs through the set of all
indexes of derivation). It is furthermore a locally convex and metrisable
space and the above reasoning shows that it is complete. This can
be shown also from the following useful lemma :

LEMMA Let F be a set, (Em) a decreasingly directed family of subsets with
uniform structures su·ch that for Em C Em the uniform structure of Em is
finer than that induced by En. Let E be the intersection of the Em with the
least upper bound uniform structure of the structures induced by the Em.
If the Em are Hausdorff and complete, so is E.

Suppose now that K is a compact cube of B», We can define as above
the spaces c!(m)(K) , G(K), and the preceding reasoning showe as before
that they are locally convex metrisable and complete spaces. The
essential difference is that the c!(m\K) are normable since C(K) is a
Banach space (Section 5, Proposition 8), while it is easy to see that the
c(m)( U) are not normable (use Proposition 12, Corollary 1); 8( U) and
c!(K) are not normable.

In Section 7, Proposition 11 we have given a criterion for the bounded
subsets of c!(m)( U) or c!( U); a subset A of tff(m)( U) (or of G(U)) is bounded
if and only if for every index of derivation p of order < m (or of any
order) the set Dp(A) is a bounded subset of C(U) (i.e. Section 8, Proposi­
tion I5-a set of continuous functions on U, uniformly bounded on every
compact set in U). Also, a subset A of c!(m)(U) is relatively compact if
and only if it is precompact, therefore if for every p of order < m, the
set DP(A) is a precompact subset of C( U). Applying Ascoli's theorem
we find

PROPOSITION 18 Let A be a subset of c!(m)(U). A is relatively compact if
and only if A is bounded and for every index of derivation p of order m
the set of functions DP(A) is equiconiinuous.
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It suffices to show that for every p of order <:; m the set of functions
Dp(A) is equicontinuous. This follows from:

LEMMA Let B be a set of continuously differentiable functions on U
uniformly bounded on every compact set together with their first order
derivatives. Then B is equiconiinuous. (Mean Value Theorem).

Combining Proposition 18 and the lemma we get

COROLLARY Every bounded subset of tC(m+l)(U) is relatively compact
in tC(m) (U).

A fortiori, every bounded subset of tC( U) is relatively compact in all
of the tC(m)( U), from this we obtain the important

THEOREM 5 In tC( U), bounded subsets and relatively compact subsets
are identical.

All of the preceding can be repeated word for word for the spaces

tC(m)(K) and tC(K),

in particular every bounded subset of tC(K) is relatively compact. Since
tC(m+l)(K) is normable, the Corollary of Proposition 18 shows that the
identity mapping of tC(m+l)(K) into tC(m\K) transforms some neighbor­
hood of the origin into a relatively compact subset of g(m)(K). We say
that it is a compact mapping.

EXERCISE 1 Define the spaces &(m)( U, E), tC( U, E), tC(m)(K, E),
tC(K, E) when E is any TVS. Show that these spaces are complete when
E is locally convex and complete (use Section 6, Proposition 9 for the
case E a Banach space). Show that if V is open in R», L a compact cube
of B», we have a TVS isomorphism

8(m)(U X V) = tC(m)( U, 8(m)( V))
tC(m)(K X L) = tC(m)(K, tC(m)(L»

(similarly for tC(U X V) and tC(K xL».

EXERCISE 2 Characterize the relatively compact subsets of tC(m)( U, E)
and of tC( U, E), when E is locally convex, Hausdorff and complete.
Under what conditions is every bounded subset of tC( U, E) relatively
compact?

EXERCISE 3 If m > m', the identity mapping of tC(m)( U) into tff{m')( U),
is not a TVS isomorphism.
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II Topological direct sums

Recall that two subspaces F, G of a vector space E are supplementary
if the mapping (x, y) ~ x + y of F X G into E is an isomorphism,
which means in particular thatF ('\ G = {O}, F + G = E (Direct sum).
The projection of F X G onto F defines a linear mapping p of E onto
F which considered as an endomorphism of E satisfies

p2 = p, p(E) = F, p-l(O) = G.

The analogous mapping of E onto G is 1 - p. Conversely, if p is an
endomorphism of E such that p2 = p, we see that p can be obtained
as described above and this uniquely, since we will have F = p(E),
G = p-l(O). An endomorphism p of a vector space E such that p2 = P
is called a projector. The projectors of E therefore correspond exactly
to the decompositions of E in direct sums of 2 supplementary subspaoes
F, G.

Suppose now that E is a TVS. If F and G are supplementary sub­
spaces of E, the algebraic isomorphism of F X G onto E is clearly con­
tinuous but not always a TVS isomorphism, i.e. the inverse mapping is
not always continuous. Ifwe have a TVS isomorphism we say that they
are topological supplements.

PROPOSITION 19 Let E be a TVS, F a vector subspace.

1) A projector p of E onto F defines a topological supplement G if and
only if p is continuous. Then 1 - P is a topological homomorphism of E
onto G, i.e. it defines a TVS isomorphism of ElF on G. (To every element
of the quotient ElF there corresponds its unique representative in G, and
to each element of G its canonical image in ElF.)

2) The mapping of ElF onto G considered in 1) is a continuous linear
mapping of ElF into E which assigns to every element in the quotient a
representative element in E. Conversely, every mapping 1JI of ElF into E
having these properties can be obtained in this way (clearly uniquely since
we will have G = lJI(EIF».

The proof is obvious.

COROLLARY 1 Two topological supplements of the same space Fare
canonically isomorphic.

In fact they are both canonically isomorphic to ElF.

COROLLARY 2 If E is a Hausdorff TVS, F and G supplementary topo­
logical vector subepaces, then F and G are closed.

In fact, they are respectively the kernels of the continuous linear
mappings 1 - P or p.
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Care should be taken, however, for, as we shall see later, even a
closed vector subspace of a Banach space does not always admit a
topological supplement; this causes numerous difficulties. Let us point
out that if D is a differential operator with constant coefficients,
elliptic on B», n >: 2, and of strictly positive order, then it is a homo­
morphism of tC(Rn) onto e(Rn) which does not admit a continuous right
inverse (see below), i.e. its kernel has no topological supplement.

Let u be a continuous linear mapping of a TVS E into a TVS F. A con­
tinuous linear mapping v of F into E is a right inverse (resp. left inverse)
of u if u 0 v = 1 (resp. v 0 u = 1).

PROPOSITION 20 Let u be a continuous linear mapping of a TVS E into
a TVS F.

1) u admits a continuous right inverse if and only if it is a homo­
morphism of E onto F whose kernel admits a topological supplement in E.

2) u admits a continuous left inverse if and only if it is a isomorphism
of E into F, whose image admits a topological supplement in F.

The proof is left to the reader.
Let E be a TVS, let E h ••• , En be a finite number of vector subspaoes

of E. E is a topological direct sum of eubspaces E i if the natural con­
tinuous linear mapping

(Xi) 1--+ ~ Xi

of IIE i into E is a topological vector isomorphism of the first onto the
second. Then the projections of IIEi onto the factor spaces define
continuous endomorphisms Pi of E, satisfying the conditions:

2 0 £ . .Pi = Pi Pi 0 p; = or 1- ;;;c J
~ Pi = 1 pi(E) = E i:

Conversely, we verify immediately that if we have a finite sequence
of continuous projectors Pi into E whose products are pairwise zero and
whose sum is the identity, they correspond to the decomposition of E
into a topological direct sum of subspaces E i = pAE).

EXERCISE 1 Let E be a TVS. Every finite dimensional vector subspace
of E admits a topological supplement if and only if for every X ;;;c 0 of E
there exists a continuous linear form on E which does not vanish on x.

EXERCISE 2 Let F be a closed vector subspace of a Banach space E
such that ElF is isomorphic (as TVS) to the space l1 of summable
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sequences (with the norm

II A III = ~ I Ai I).
i

Show that F admits a topological supplement (use Proposition 19. 2)
and Exercise 6 of Section 9).

EXERCISE 3 Let M be a locally compact non-compact space, M its
one point compactification and E a TVS. Show that C(1ff, E) is a topo­
logical direct sum of Oo(M, E) and of the space of constant mappings
of Sf into E.

EXERCISE 4 Let M be a topological space, the topological sum of a
finite sequence of subspaces Mi' Show that O(M) (see definition in
Section 8) is the topological direct sum of a sequence of subspaces iso­
morphic to the spaces O(Mi ) . Describe the corresponding projectors.

EXERCISE 5 Let M be a metrisable space, N a closed non-empty
subspace whose boundary is separable. Show that there exists a
canonical linear mapping of OaJ(N) into CaJ(M), a right inverse of the
canonical linear mapping of COO(M) onto COO(N) (Kakutani). (Let (Xi)
be a sequence dense in the boundary of N, let Vi,n be the set of points
x EM such that d(Xi' x) < lin and d(x, N) > in, let (Va) be the open
covering of CN formed by the V i,n and by eN. Construct a family
(~a.) of continuous functions positive on CN, with support ~a. C V,
uniformly summable in a neighborhood of each point of CNand
having 1 for sum. Take finally, for every f E OaJ(N), the function f on
M identical to f on N and to

~ f(Xi)<Pi,n
i, n

in eN). Extend the result to the case CaJ(N, E):

l) when E is a Banach space;

2) when E is a locally convex complete space.

REMARK Even if M is compact and N a compact subspace, it is not
true in general (if M is not metrisable) that the natural mapping of
O(M) onto C(N) admits a right inverse mapping which is linear and
continuous (it is false, for example, if M is the Stone compactification
of the integers, and N the complement in M of the integers).
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12 Vector subspaces of finite dimension or codimension

PROPOSITION 21 Let E be a TVS, F a vector subspace. Then the closure
of F is a vector subspace.

COROLLARY A hyperplane V in E is either dense or closed (i.e. if the
complement of V has an interior point, V is closed).

THEOREM 6 Let E be a TVS, x' a non-zero linear forrn on E. For x' to
be continuous it is necessary and sufficient that the hyperplane kernel of
x' be closed.

Proof We must show that if the hyperplane Vis closed x' is continuous.
This means that setting F = E IN (F is a Hausdorff TVS of dimension
1), the linear form on F obtained by passing to the quotient is con­
tinuous. But that form is of type

Ae~A,

where e is some element of F, so that we must prove the

LEMMA Let F be a Hausdorff TVS of dimension 1, e a non-zero element
of F. Then the mapping A~ Ae of K onto F is a TVS isomorphism.

Let V be a balanced neighborhood of the origin in F such that e ~ V.
We must show that Ae~ A is continuous at the origin, that is, for
e > 0 there exists a neighborhood W of the origin in F such that
Ae E W implies I A I < e. We may choose W = eV since Ae E W is the
same as e E (efA) V and, since V is balanced we would have (efA) V C V
if we had

il < I,

which would be absurd.

THEOREM 7 Let E be a finite dimensional Hausdorff TVS, let

(e i )l .,;;;; i";;;; n

be a basis of E. Then the mapping

(Ai) ~ L Aiei

of K» onto E is a TVS isomorphism of the first space onto the second
(Kn having the product topology).

This is true if n = 1 (by the preceding lemma); let us proceed by
induction on n supposing the theorem proved for the dimension n - 1.
The hyperplane in E generated by ev ..., en- 1 is isomorphic to Kr :",
therefore complete and thus closed since E is Hausdorff. Consequently
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(Theorem 6) the linear form ~ Aiei 1--+ An on E is continuous. Similarly,
the other Ai will be continuous, and the theorem follows.

COROLLARY 1 Let E be a .finite dimensional Hausdorff TVS. Every
linear mapping of E into a TVS F is continuous. Every vector subspace
of E is closed.

For the first part take E = K», The second part is contained in

COROLLARY 2 Let E be a Hausdorff TVS. Then every finite dimensional
vector subspace of E is closed.

(It is in fact complete, by Theorem 7.)

COROLLARY 3 Let E be a TVS, F a closed vector subspace of finite
codimension: Then every linear mapping of E into a TVS G which vanishes
onF is continuous. Every supplement ofF is also a topological supplement.

For ElF being finite dimensional and Hausdorff, the first assertion
follows from Corollary 1. If H is a supplement of F, the corresponding
projector of E onto F is continuous (since zero on F), therefore H is a
topological supplement.

COROLLARY 4 Let E be a TVS, F a closed vector subspace, G a finite
dimensional subspace. Then F + G is closed.

Let 4> be the canonical mapping of E onto the Hausdorff space ElF,
4>(G) is a closed subspace of ElF (Corollary 2), therefore its pre-image,
by 4> which is F + G, is closed.

13 Locally precompact TVS

THEOREM 8 (BANACH) Let E be a Hausdorff TVS with a precompact
neighborhood of the origin. Then E is finite dimensional.

We first prove the

LEMMA Let E be a TVS, F a vector subspace, V a neighborhood of the
origin such that F + V ~ E (for example, F closed and different from E,
V bounded). Then, for 0 < k < 1 we have V ¢ F + kV.

Let us suppose V c F + k V, i.e. introducing G = ElF and the
canonical image W of V into ElF (which is still a neighborhood of the
origin in G): W c kW, from this we conclude

W c kW C k2W C ... c knW,

therefore W :::> (1Ikn)W for every n. Since the union of the (1Ikn)W is
G (W is absorbing), we have W = G, i.e. F + V = E, which is a contra-
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diction. If, for example, F is closed and different from E, and V bounded,
then W is a bounded subset of a non zero Hausdorff space G, therefore
W ~G.

We will prove Theorem 8 by contradiction: take 0 < k < 1; if E
were infinite dimensional, we could construct by induction (Lemma) a
sequence (Xi) of points of V such that, En being the space generated by
Xl' .•. , Xn, we would have Xn+l ¢= En + k V. We would then have

Xi - Xi ¢= kV
for i *' j, which contradicts the precompactness of V (since kV is a
neighborhood of the origin).

14 Theorem of homomorphisms, closed graph theorem

THEOREM 9 HOMOMORPHISM THEOREM (BANACH) A linear and con­
tinuous mapping u from a metrisable and complete TVS E onto another,
F, is a homomorphism.

If we consider the quotient of E by the kernel of u, a quotient which
is still a complete and metrisable TVS (Section 4, Proposition 6), the
preceding theorem is equivalent to the following particular case
(Theorem of isomorphisms): a continuous and bijective linear mapping u
from a complete and metrisable TVS E onto another one F, is an iso­
morphism of the first onto the second (i.e, the inverse mapping is con­
tinuous), or equivalently, if we have on a vector space two TVS topo­
logies for which the space is metrisable and complete, then these
topologies are either not comparable or they are identical. The proof
will be given in two parts.

1) Under the conditions of Theorem 9, for every neighborhood U
of the origin in E, the closure of u( U) is a neighborhood of the origin
in F (using only the hypothesis on F). Since u(E) = F, the union of the

nu(U) = u(nU)

(n a positive integer) is F and since F is a Baire space, one of the n'lt..(U)
is not rare. Therefore u( U) is not rare, i.e. its closure contains a non­
empty open subset W. Let U' = U - U, then W - W is a neighbor­
hood of the origin in F, contained in the closure of u( U'). Therefore the
closure of the set u( U') is a neighborhood of the origin, from which
follows the assertion.

2) Theorem 9 is now a consequence of

LEMMA Let u be a continuous linear mapping of a TVS E into a TVS F.
We suppose that E is metrisable and complete, and that for every neigh-

D
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borhood V of the origin in E, the closure u(V) of u( U) is a neighborhood
of the origin in F. Then u is a homomorphism. of E onto F.

(This implies therefore that F is metrisable and complete.) Precisely,
let V be a neighborhood of the origin in E. We will show that every
Y E u( V) is of the form ux, where x E V + V, V being an arbitrary
neighborhood of the origin in E (which implies the lemma). Let (Vi)
be a fundamental sequence of neighborhoods of the origin in E, such
that

VI = U U 2 + U 2 C U (l V and ti; + tt; C Un - 1 for n >: 3.

This implies that

if n :> 1 and
U1 + ... + Uk C V + V.

Let us construct by induction a sequence (Yi) of points of F, such that

Yi E u{Ui) and Y - (Yi + ... + Yn) E u(Ufl+1 } ·

(The possibility of induction is obvious.) Let Xi E U i such that
UXi = Yi' The sequence (Xi) in E is summable since E is complete and
the sum of a finite number of Xi for i > n is always in Un' Let X = ~ Xi

be the sum. Passing to the limit we find that X E V + U and that

ux = ~UXi = y.
This proves the lemma.

COROLLARY 1 Let E and F be two Banach spaces, V and V their unit
balls, u a linear mapping of E into F such. that u(V) is dense in V. Then
u is a metric homomorphism of E onto F.

We have already shown that every element of u( V} = V is the image
by u of an element of V + ell = (1 + e)U, where e > 0 is given.

COROLLARY 2 Let E be a metrisable and complete TVS, F and G two
vector eubspacee. For F and G to be topological supplements it is necessary
and sufficient that they be closed and algebraic supplements.

(Apply the isomorphism theorem to F X G and E.)

COROLLARY 3 Let E and F be two TVS, E metrisable and complete, u a
continuous linear mapping of E into F. If u(E) ;;eF, u(E) is meagre.

In fact it follows from the lemma that if u{E) ;;e E, there exists a
neighborhood V of the origin in E such that u(U) has no interior, but,

u(E) = Un u(V).
i
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Another important form of the theorem of homomorphisms is

THEOREM 10, THE CLOSED GRAPH THEOREM Let u be a linear mapping
of a complete and metrieable TVS E into another, F. For u to be continuous
(it is necessary and) it is sufficient that its graph be closed, or equivalently,
that there is no sequence in E tending to zero such that the image sequence
has a non-zero limit.

Let H be the graph of u, i.e, the set of pairs

(x, ux) E E X F,

where x runs through E. If H is closed, it is a metrisable and complete
TVS, and since its projection on E is a bijective continuous linear
mapping of H onto E, it is a TVS isomorphism, a fact that follows from
the theorem of isomorphisms. Therefore the inverse mapping is con­
tinuous, as is u obtained by composing the preceding mapping with the
projection of H onto F. To say that the graph H is closed means that
if (Xi) is a sequence in E converging to X, and if (U(Xi)) converges to y,
then y = u(x). Replacing Xi by Xi - X we see clearly that we can
restrict ourselves to the case x = o.
COROLLARY Let E and F be metrisable and complete TVS, u a linear
mapping of E into F. For u to be continuous it is already 8ufficient that u
be continuous for a H aUSMrff topology on F coarser than the given topology
of F.

REMARKS Theorem 10 practically means that a linear mapping from
a complete and metrisable TVS into another one, F, defined in a
natural way, is always continuous. In fact, we do not know an explicit
example (i.e. not using the axiom of choice) of a non-continuous linear
mapping from a metrisable and complete TVS into another. However,
it is easy to see that if E is a metrisable TVS of infinite dimension,
there exist non-continuous linear forms on E: take a sequence (Xl) in E
converging to 0, the Xi being linearly independent, and take on the
vector space generated by the Xi the linear form equal to 1 on the Xi'

extend this form to all of E in an arbitrary way. We should note that
for the theorem of isomorphisms as in the closed graph theorem, the
fact that the spaces are complete is essential. A counter example when
F is not complete: the identity mapping of tff<m+l)(K) into tC(m)(K)
(Section 10) is a bijective continuous linear mapping from the Banach
space E = tC(m+l)(K) onto the subspace F = u(E) of tff(m)(K), but it is
not a TVS isomorphism of E onto F. A counter example when E is not
complete: Let F be a complete and metrisable TVS of infinite dimen­
sion, v a non-continuous linear form on F (see above), E the space F
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with the coarsest topology for which the identity mapping and v are
continuous (E is then a metrisable TVS), let u be the identity mapping
of E onto F: u is a bijective continuous linear mapping of E onto F
whose inverse is not continuous.

EXERCISE 1 Every separable Banach space E is isomorphic to a
quotient space of the space 11 of summable sequences (isomorphisms
for the normed structure). (Take a dense sequence (Xi) in the unit ball
of E and show that the mapping

(}~i) ~ 1: AiX i
is a metric homomorphism of 11 onto E.) Every Banach space E
(separable or not) is isomorphic to a quotient space of a space 11(1).
(Choose 1 to be a dense subset of the unit ball of E.)

EXERCISE 2 Let M be a compact space, E a locally convex, metrisable
and complete space (or a Banach space), F a closed vector subspace of
E, eP the canonical mapping of E onto ElF. Show that the mapping
f ~ eP 0 f of O(M, E) into O(M, ElF) is a homomorphism (or a metric
homomorphism) of the first space onto the second. (Use the lemma of
Section 14-or Corollary 1 of Theorem 9-and the proof of Theorem 4,
Section 9.) If M is only locally compact and countable to infinity, prove
the analogue for O(M, ElF) and Oo(M, ElF).

EXERCISE 3 Let K be a compact cube of B», let F be a Banach space
whose elements are scalar functions on K, with a topology finer than
that of the simple convergence. If F contains the infinitely differenti­
able functions on K, there exists an integer m > 0 such that F also
contains the m-times continuously differentiable functions on K. (Show
that the identity mapping of the space C(K)-see Section IO-into F is
continuous. )

EXERCISE 4 Let E, F be a metrisable and complete TVS, u a linear
mapping of E into F such that u(E) is of finite codimension. Show that
u is a homomorphism. More generally, two vector subspaces of E that
are the images of metrisable and complete TVS by continuous linear
mappings, which are algebraic supplements, are topological supple­
ments.

15 The Banach-Steinhaus theorem

THEOREM 11 (BANACH-STEINHAUS) Let E be a metrieable and complete
TVS, F any TVS, M a set of continuous linear mappings of E into F.
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For M to be equiconiinuoue it is necessary and sufficient that for every
x E E, the set M(x) of images of x by the u E M be a bounded subset of F
(i.e. that M be a subset of L(E, F) bounded for the topology of pointwise
convergence-see Section 8, Proposition 15).

The necessity is immediate; more generally,

PROPOSITION 22 If M is an equiconiinuou« set of linear mappings of a
TVS E into a TVS F, then for every bounded subset A of E, the set

M(A) = U 'u(A) is a bounded subset of F (i.e. M is a bounded subset of
UEM

L(E, F) for the topology of uniform convergence on the bounded subsets of
E-see Section 8, Theorem 3 and Proposition 15).

Conversely, if under the general conditions of Theorem 11 M(x) is a
bounded subset of F for every x E E, let us show that M is equicon­
tinuous. It suffices to show equicontinuity at the origin, i.e. that for
every neighborhood V of the origin in F, the set

U = M-l(V) = U u-1(V )
UEM

is a neighborhood V of the origin in E. We can assume V closed, there­
fore U is closed, furthermore the hypothesis on M means exactly that
the sets U are absorbing. From Baire's theorem a closed absorbing
subset U of E has a non-empty interior (see the first part of the proof of
Theorem 9) therefore U - U is a neighborhood of the origin in E.
Then M-l(V - V) is a neighborhood of the origin in E, the conclusion
follows since as V varies V - V runs through a fundamental system of
neighborhoods of the origin in F.

COROLLARY OF THE BANACH-STEINHAUS THEOREM Let E be a metrisable
and complete TVS, F any Hausdorff TVS, (Ui) a sequence of con­
tinuous linear mappings of E into F, converging for every x E E towards
a limit u(x). Then (Ui) is an equicontinuous sequence, therefore u is
continuous (clearly, linear) from E into F and (u i ) tends toward u uni­
formly on every compact set.

The analogous statement for a filter with a countable basis in L(E, F)
is still valid since it can be reduced to the case of a sequence.

A particularly important application of the Banach-Steinhaus
theorem is the following theorem, from which the preceding one can be
obtained if F is the field of scalars:

THEOREM 12 Let E and F be metrisable and complete TVS, G any
TVS. For a bilinear mapping u of E X F into G to be continuous, (it is
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necessary and) it is sufficient that it be continuous with respect to each
variable separately. More generally, a set M of bilinear mappings of
E X F into G is equicontinuous, (if and) only if the u E M are separately
continuous, and for every (x, y) E E X F, the set M(x, y) of images
u(x, y) for U EM, is a bounded subset of G.

The necessity is immediate. The sufficiency follows from

LE:MMA Let E be a metrisable and complete TVS, T a metrisable topo­
logical space, G a TVS, M a set of mappings

(x, t) ~ u(x, t)

ofExT into G, linear with respect to x. For M to be equiconiinuoue it is
necessary and sufficient that the following three conditions be satisfied:

1) the u E M are continuous with respect to x ;

2) the set M is equicontinuous with respect to t, i,e. for every X o E E, the
set of mappings t~ u(xo, t) from T into Gis equicontinuou«;

3) M is bounded for the topology of the simple convergence, i.e. for
every (x, t) E ExT, the set M(x, t) of u(x, t) for u EM is a bounded
8ubset of G.

(This lemma was found in a manuscript of N. Bourbaki.)

The lemma implies Theorem 12 since the conditions of Theorem 12
imply the conditions in the lemma. Condition 2) of the lemma will be
verified using the Banach-Steinhaus theorem). To prove the lemma, we
return to the case where T is compact, and use the following fact
(immediately verifiable): Let P be a metrisable space, M a set of
mappings from P into a uniform space G: for M to be equicontinuous
at PEP, it is necessary and sufficient that for every sequence (Pn)
tending towards p, the set of restrictions of u E M to the set of (Pn) and
p be equicontinuous at p. When T is compact, Hypotheses 2) and 3)
imply that for every X o E E, the set of u(xo, t) for U EM and t E T is a
bounded subset of G (by using the compactness). But by virtue of
Hypothesis 1) and the Banach-Steinhaus theorem, this implies that the
set of all mappings x~ u(x, t), when U varies in M and t in T, is an
equiconiinuoue set of mappings of E into G. If W is a neighborhood of
the origin in G and (xo, to) E ExT, there exists a neighborhood U of
X o such that u(x, t) - u(xo, t) E W as soon as x E U, for any t E T and
U EM. On the other hand by virtue of Hypothesis 2) there exists a
neighborhood V of to in T such that

u(xo, t) - ~t(xo, to) E W
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for every t E V, and any U EM. We have then

u(x, t) - u(xo, to) E W + V

for x E U, t E V for any U EM. Since W was an arbitrary neighborhood
of the origin in G, it follows that M is equicontinuous.

EXERCISE Let E be a topological space, F a subset of E; F is meagre
with respect to E at a point x E E if there exists a neighborhood V of x
such that V n F is a meagre subset of E.

a) Show that if E is a Baire space and if F is not meagre at any point
x E F, then F is a Baire space.

b) Show that ifF is a Baire space dense in E, then E is a Baire space
and F is meagre at x, at no point x E F (with respect to E). (Therefore if
E is a dense topological subspace of E, F is a Baire space if and only if
E is a Baire space and F is not meagre with respect to E at any point
x EF.)

c) Let E be a TVS, F a dense vector subspace. F is a Baire space if
and only if E is a Baire space andF is not meagre in E. In particular, if
F is a metrisable TVS, F is a Baire space if and only if F is not meagre
in its completion.

d) Let E be a TVS. E is a Baire space if and only if E is not the
union of a sequence of closed sets having no interior.



CHAPTER 2

The general duality theorems
on locally convex spaces

1 Introduction

As the title indicates, we group in this Chapter all duality properties
which follow directly from the Halm-Banach theorem, insofar as they
concern the most general locally convex spaces. Particular categories of
spaces will be studied in the next chapters.

In contrast to the preceding chapter, the particular structure of the
field of real numbers and in particular its order structure will be im­
portant. Since the field of real numbers R is a subfield of the field of
complex numbers C, every vector space E over C has also the structure
of a vector space Eo over R. For a topology on E there is no difference
between its compatibility with the vector structure over R or over C;
if E is a complex TVS, we can consider its associated real TVS Eo.

We will call the space E' of continuous linear forms on E the dual
space (or dual) of the TVS E (real or complex). We then have:

PROPoSITION 1 Let E be a complex TVS, Eo the associated real TVS. If
to every continuous linear form x' on E we assign the function

x 1---+ &l<x, x')

on E = Eo, we get a bijective mapping of the dual E' onto the dual (Eo),
of Eo, which is an isomorphism for the real vector structure of E' and (Eo)'.
If x' is the complex linear form corresponding to the continuous real linear
form y', then the kernel of x' is V n iV, where V is the kernel of y'.

For the first part, we notice that &l<x, x') is a real continuous linear
form on E, call it y' ; also, that x' can be expressed with the aid of y' by

<x, x') = <x, y') - i<ix, y')

and that conversely, if y' is given real continuous linear form on E, the
preceding formula defines x' as a complex continuous linear form. The
characterization of the kernel of x' is obvious.

46
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2 Convex sets, disked sets

DEFINITION 1 Let A be a subset of a vector space E. The subset A is
convex if together with two points x and y, A contains the segment that
joins them.

Recall that the segment joining the points x and y is the set of
points Ax + (1 - A)y, where 0 < A < 1. A set reduced to a point, a
linear sub-variety, a segment, are examples of convex sets. If F is a
vector subspace of E containing A, it is equivalent to say that A is
convex in F or in E.

PROPOSITION 2 Let E be a real one-dimensional vector space. The convex
subsets of E are the intervals of E (finite or infinite, closed or open or semi­
open).

The proof is immediate.

PROPOSITION 3 Every intersection, eV6ry increasingly directed union of
convex sets is conoex; the direct or inverse image of a convex set by a linear
mapping is conoex; if E i are vector spaces and Ai c E i convex subsets,
then the product of the A i is a convex subset of the product of the E i" the
sum of a family of convex sets Ai of a vector space E is conoex; a translate,
a homothetic image of a convex set is convex.

The proof is trivial: the first five properties (closure) are easily veri­
fied; the case of the sum reduces to the case of a finite sum, then we
consider ~ A i as the image of the convex set II A i by the linear mapping
(Xi) ~ ~ Xi of En into E. In particular, if A is convex, A + X is convex
for every x E E, since {x} is convex.

Since E is convex and an intersection of convex sets is convex, there
exists a smallest convex set containing a given set A, called the convex
hull of A. We denote it by r(A).

PROPOSITION 4 Let A be a subset of a vector space. Then its convex hull
r(A) is the set of sums

1: AiXi,
l<i<n

where the Xi are elements of A and the Ai are positive scalars of sum 1.

In order to prove Proposition 4, it is sufficient to show that the set
of these sums ~ AiXi is convex (immediate), and that such a sum is con­
tained in every convex set B containing A. This is trivial for a sum of
1 or 2 terms, and can be verified by induction in the general case.
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DEFINITION 2 Let A be a subset of a vector space E. Then ....4 is called a
disked set or simply a disk, if together with two points x and y it also con­
tains all the points A.x + IlY where A and Il are two scalars such that
IAI+lp,l:>l.

Such a set is a fortiori convex, and furthermore balanced (see Chapter
1, Proposition 2), that is, closed under homothetics of norm < 1. The
converse is true and furthermore:

PROPOSITION 5 Let A be a subset of a vector space E. The following
conditions are equivalent:

a) A is disked.

b) A is convex and balanced.

c) A is convex and AA c A for I A I = 1.

It suffices to show that c) implies b) and that b) implies a). Supposing
c) to be verified by us prove that A is circled, i.e, AA c A for all Awith
IAI < 1. Writing

A
A=IAlf1I

when A is not zero we see that it is sufficient to consider the case in
which 0 < A <; 1. Now from c) we see that -x E A whenever x E A.
Thus from the convexity it follows that the whole segment (-x, x) is
contained in A and that in particular the points A.x with 0 < A < 1 are
in A. Supposing now b) to be verified let us prove a), i.e. AX + p,y E A
whenever x and yare in A and I A I + I p, I:> 1. Writing

we see again that we may suppose A > 0, P, > 0 and furthermore
A + p, > o. It suffices then to write

AX + fAY = (A + fAlC ~ fAx + A ~ fAY).

The stability properties stated in Proposition 3 are all true for disked
sets except that a translate of a disked set is not in general disked. We
can show this directly as in Proposition 3 or as a corollary to Proposition
3, using criterion c) of Proposition 5. Since a vector subspace of E and
in particular E itself, is clearly disked, we can conclude that there
exists a smallest disked subset containing a given subset A; we call it
the disked hull of A. We show as for Proposition 5 that the disked hull
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of A is the set of sums ~ AiXi, where the Xi are points of A and the Ai
scalars such that ~ I Ai I < 1.

In the case where the field of scalars is R, only +1 and -1 have
norm 1, therefore (Proposition 5, c)) the disked sets are the symmetric
convex sets (A is symmetric if A = -A).

3 Convex cones and ordered vector spaces

Even though the elementary theory which follows is not necessary to
the development of the theory of TVS, we present it because of its
interest in applications.

DEFINITION 3 A subsei A of a vector space E is called a cone if AA c A
for every A > o.

A mayor may not contain the origin; the definition means also that
A is the union of "open" half-rays from the origin O. The empty set or
a vector subspace are particular cones.

PRoPoSITION 6 Let A be a subset of a vector space. A is a convex cone
if and only if

A + A c A and AA c A
for A > o.

For the necessity, write x + y = 2(ix + iY), which shows that if
x, yEA then x + yEA. The sufficiency is still more trivial.

We have furthermore for convex cones stability properties exactly
identical to those of Proposition 3, except that a translate of a convex
cone is not in general a convex cone; these properties can be verified
directly or as a corollary to Proposition 3. If A is any subset of E, there
exists a smallest convex cone containing A called the convex cone
generated by A. It is clear that the convex cone generated by A is the
set of sums ~ Aixi with Xi E A and the Ai scalars >0.
DEFINITION 4 Let E be a vector space. A pre-order structure on E is
said to be compatible with the vector structure of E if it is invariant by
translations and by strictly positive homoiheiics. A vector space E with a
(pre-) order structure compatible with the vector structure is called a (pre-)
ordered vector space.

The axioms mean therefore that x < y implies x + z < y + z for
every Z E E and AX <; Ay for every A > o. From this we infer that
Xl < YI and X 2 <; Y2 imply Xl + x2 <'YI + Y2. In particular, X < Y is
equivalent to y - x > 0, therefore the pre-order is known once we
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know the set P of elements> 0 (called positive elements). From Proposi­
tion 6, we see that P is a convex cone, clearly containing the origin.
Conversely, let P be a convex cone in E containing zero; we verify
immediately that the relation y - x EP defined on E is a pre-order
relation (reflexive because 0 E P, transitive since P + pcP), com­
patible with the vector structure (AP c P for A > 0). We have shown
the first part of:

PROPOSITION 7

1) Let E be a vector space. There is a bijective correspondence between
the pre-order relations on E compatible with the vector structure, and the
convex cones in E containing the origin. To a pre-order relation compatible
with the vector structure there corresponds the cone P of positive elements
ofE, and to P there corresponds the pre-order defined by: x < y if and only
ify-xEP.

2) A pre-ordered vector space E is ordered if and only if

P n (-P) = {O};

it is increasingly directed (for all x, y E E, there exists a z such that
z :> x, z :> y). (P stands for the cone of positive elements.)

Proof of the second part is left to the reader.

4 Correspondence between semi-norms and absorbing disks.
Characterization of locally convex spaces

THEOREM 1 Let E be a vector space, p a semi-norm onE. The set U of all
x E E such that p(x) <:. I (the unit ball associated with p) is an absorbing
disk and p is known once we know U, by virtue of the formula :

p(x) = inf A
),>0
ZE),U.

Oonversely, if U is an absorbing disk in E, the preceding formula (which
defines a positive function p, U being absorbing) defines a semi-norm p on
E (called the gauge of U). Its unit ball is U with the addition of the ends of
intervals defined by the intersection of U with the real rays passing through
the origin.

The first part is trivial. For the converse, it is clear that

p(Ax) = I A Ip(x)

for every A (since U is balanced). In order to show that

p(x + y) -<; p(x) + p(y)
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we note that p(x) < A and p(y) < f/- imply p(x + y) < A + f/-' since

AU + f.tU = (..l + f.t( ~ f.t U + ..l ~ ,p) c (..l + f.t)U

(U being convex). The characterization of the unit ball associated with
p is again trivial. We have then a bijective correspondence between
semi-norms on E on the one hand and on the other hand the absorbing
disks whose intersection with every real homogeneous ray is closed. In
particular;

COROLLARY 1 Let E be a TVS. Then the continuous semi-norms on E
correspond bijectively to the disked. and closed neighborhoods of the
origin 0 in E.

THEOREM 2 Let E be a TVS. The following conditions are equivalent:

a) E is locally convex (Ohapter 1, Section 6, Definition 4);

b) E admits a fundamental system of disked neighborhoods of 0;

c) E admits a fundamental system of convex neighborhoods of O.

The equivalence of a) and b) results from Corollary 1, since saying
that E is locally convex is equivalent to saying that the unit balls
associated with the continuous semi-norms on E form a fundamental
system of neighborhoods of the origin. It suffices to show then that
c) implies b), and for this we note that if V is a convex neighborhood
of 0, then n A. V is a neighborhood of 0 which is convex (intersection

1),1=1
of convex sets), closed under homothetics of norm 1, therefore disked
(Proposition 5).

Let E be a vector space. The least upper bound of all locally convex
topologies on E is a locally convex topology, which is the finest locally
convex topology on E. A convex subset V of E is a neighborhood of 0
if and only if it is absorbing. The necessity is trivial, for the sufficiency
we may assume V to be disked (if not we can replace it by n AV) ;

1),1 =1

then V contains the interior of the unit ball defined by the semi-norm
p, the gauge of V, therefore it is a neighborhood of 0 for the semi­
normed topology defined by p; the assertion follows. A point x E E is
an internal point of a set V if V - x is absorbing; we see then that if V
is convex it is equivalent to saying that x is interior to V for the finest
locally. convex topology, which reduces a notion of purely algebraic
nature to a topological one.
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i.e.

5 Convex sets in TVS

PROPOSITION 8 Let E be a TVS. The closure of a convex set (or a disk, or
a convex cone) is convex (or a disk or a convex cone).

The closure of the convex hull r(A) of a set A is called the closed
convex hull of A, written r(A). We define similarly the closed disked
hull of A (or closed disk generated by A), and the closed convex cone
generated by A.

PROPOSITION 9 Let E be a TVS, A a convex subset of E. Then A is
convex and if it is non-empty, its closure is identical to the closure of A.
If X o is an interior point of A, then the interior of A (or the closure of A,
or the boundary of A) is the union of open intervals (or closed intervals,
or finite extremities of intervals) defined by the intersection of A with the
real rays passing through X o'

The proof follows immediately from:

LEMMA Let A be a convex subset of a TVS E, x an interior point of A,
y a point of the closure of A,. then the segment (x, y) minus y is interior
to A.

Let 0 < A< 1, let us show that AX + (1 - A)Y is interior to A. Let
U = A. Consider the set of Z E E such that

AX + (1 - A)Y E AU + (1 - A)Z

A
the set y + A(X - U);

1-

it is an open set containing y (since x E U) therefore (y in the closure of
A) it contains Z EA. But since U c A, AU + (1 - A)Z is an open set
contained in A and containing AX + (1 - ).)y, the conclusion follows.

COROLLARY The interior of a disk is a disk, the interior of a convex
cone is a convex cone. Let p be a continuous semi-norm on E, U the associ­
ated unit ball. U is closed, its interior is the set of x such that p(x) < 1,
its boundary the set of x such that p(x) = 1.

EXERCISE 1 Let A be a convex set in a finite dimensional vector space
E; if the affine linear variety (manifold) generated by A is E, then A
has a non-empty interior.

EXERCISE 2 Let A be a subset of a real n~dimensionalvector space E.
Show that the convex hull of A is the set of sums with n + 1 terms
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~ AiXi where Xi E A, Ai :> 0, ~ Ai = 1. From this conclude that if A is
compact, r(A) is compact.

EXERCISE 3 Let A be a convex compact subset of a real n-dimensional
vector space E, and suppose that A has a non-empty interior. Show
that A is homeomorphic to the unit ball of En.

EXERCISE 4
a) Let A and B be two convex subsets of a Hausdorff TVS E. Show

that the convex hull of A u B is the set of sums AX + (1 - A)Y with
x EA, Y EB 0 < A <: 1.

COROLLARY If A and B are compact convex sets, then r(A u B) is
compact.

b) Let A be a convex subset of E containing the origin, show that
its disked hull is contained in A - A in the case of real scalars, con­
tained in (A - A) + i(A - A) in the case of complex scalars.

COROLLARY If A is convex, relatively compact, its disked hull is
relatively compact.

EXERCISE 5 Let E be a locally convex space. Show that the closed
disked hull of a preoompaet subset of E is preeompaot. Consider the
case where every closed bounded set in E is complete.

EXERCISE 6 Let E be a TVS, A a convex subset of E, V a vector sub­

space, then r(A u V) = A + V. From this conclude that if E is
Hausdorff, A is convex compact, V a closed subspace, then

r(A u V) = A + V.

(Show that if .A. and B are two subsets of E, A compact, B closed, then
A + B is olosed.)

6 The Hahn-Banach theorem

In the next two sections, a hyperplane is a not necessarily homogeneous
affine linear subvariety of codimension 1. If E is a TVS, we have seen
in Chapter 1, Section 12 (Proposition 21 and Theorem 6) that a hyper­
plane V in E is closed if and only if its complement has at least an
interior point or furthermore if and only if V being given by the equa­
tion X E V <:> (x, x') = l£, the linear form x' on E is continuous. Notice
that there is therefore a bijective correspondence between non-homo­
geneous closed hyperplanes of E and the continuous non-zero linear
forms on E, attaching to the linear form x' the hyperplane of equation
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<x, x/) = 1. To say that V does not meet a set A is to say that x/ does
not have the value 1 in its range when its domain is A; if A is disked,
that means also that I <x, x/) I < I for x EA. If A is furthermore open
(therefore the interior of the unit ball associated to a continuous semi­
norm p on E) it means also that

I <x, x') I <; I

for x E A, i.e, I <x, x') I < I for p(x) < 1, that is to say x/ considered as
a linear form on the space E semi-normed by p is of norm <; 1 (Chapter
I, Section 5).

HAHN-BANACH THEOREM I Let E be a real or complex TVS, U a convex,
open and non-empty subset of E, V a linear sub-variety of E not meeting
U. Then there exists a closed hyperplane containing V and not rneeting u.
Proof Suppose the origin is contained in V (translate if necessary),
that is, V is a vector subspace. Furthermore we can restrict ourselves
to the case of real scalars since in the complex case if W is a real hyper­
plane passing through V not meeting U, then W () iW is a complex
hyperplane satisfying the same conditions. Let M be the set of sub­
spaces of E containing V and not meeting U. Ordered by inclusion M is
clearly inductive, let W be a maximal element, it suffices to show that
W is a hyperplane which will necessarily be closed since U is open and
contained in CW. We will show that if W were of eodimension :> 2,
W would not be maximal. In fact, F = E / W would be of dimension
:> 2 and the image U/ of U by the canonical mapping eP of E onto F
would be an open convex subset of F not containing 0; if we construct
a homogeneous ray D in F not meeting U/ the result will follow since
eP- 1(D ) will be in M, will contain Wand will be different from W. We
then find a homogeneous ray D in F not meeting a given convex open
subset U/ not containing the origin. Since dim F :> 2, we are led back
to the case where F is two-dimensional and we can assume F Hausdorff.
Furthermore, we verify that 0 = U AU' is an open convex cone not

.1>0

containing the origin and containing U', so that we can replace U' by
O. Since the complement of {O} is connected and clearly distinct from
0,0 has at least a boundary point x in its complement. 0 being open,
and a cone, the Ax with A :> 0 are also boundary points, therefore not
contained in O. Also, if A >= 0, AX cannot be an element of U, since if it
were, all the points of the segment (Ax, x) minus x would be in U
(Section 4, Lemma), a contradiction. Thus, the homogeneous ray pass­
ing through x satisfies the requirement.

Suppose now that the set U in the preceding theorem is disked. It
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therefore contains the origin, and consequently the linear variety V is
not homogeneous; thus, V is in the vector space F generated by V a
non-homogeneous hyperplane ofF. Using the remarks at the beginning
of this Section, we find: every linear form x' on a subspace F such that
I <x, x') I < 1 for x E U n F is the restriction of a linear form y' on E
such that I <x, y') I < 1 for x E U. In other words:

HAHN-BANACH THEOREM II Let E be a TVS, p a continuous semi-norm,
F a vector subspace of E and x' a linear form on F of norm, -< 1 (for the
semi-norm induced by p). Then x' is the restriction to F of a linear form
y' on E, of norm < I (for the semi-norm p on E).

In the statement we have omitted to say that x' and y' are continuous
since they are automatically so. It is clear that the topology of E does
not in fact form part of the statement, only that of the semi-norm p.

COROLLARY I Let E be a locally convex vector space, F a vector subspace.
Then every continuous linear form on F is the restriction of a continuous
linear form on E. Every equicontinuous set of linear forms on F is the set
of restrictions of an equicontinuous set of linear forms on E.

It is sufficient to notice that a set A of linear forms on a locally convex
space (F for example) is equicontinuous if and only if there exists a
neighborhood U of 0 such that every x' E A is bounded by I (in the
sense of the absolute value) on U; or else, that there exists a continuous
semi-norm p on F such that all the x' E A are of norm -< 1 (when E is
semi-normed by p). In particular:

COROLLARY 2 Let E be a Hausdorff locally convex space. Then for every
non-zero x E E, there exists x' E E' such that

<x, x') = l.

It is sufficient to consider the linear form AX~ A on the ray F
generated by x, which is continuous since E, therefore F, is Hausdorff,
and to apply Corollary 1. More generally we show:

COROLLARY 3 Let E be a Hausdorff locally convex space, let Xv ••• , Xn

be linearly independent elements of E, and 01' ... , On any scalars. Then,
there exists a continuous linear form x' on E such that <Xi' x') = O, for.
every t.

In particular, let x; be a continuous linear form on E such that
<Xi' x~) = ~ij (the Kronecker delta function) for every j; then the
operator

E
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in E is a continuous projection of E onto the vector space generated by
the Xi. From this we get (Chapter 1, Section II):

COROLLARY 4 Let E be a Hausdorff locally convex space. Every vector
subspace of finite dimension of E admits a topological supplement.

EXERCISE Let E be a TVS, P a convex cone in E containing the origin
and having a non-empty interior (it is then the set of positive elements
of E for a certain preordered, directed vector space structure on E, (see
Section 3»; let F be a vector subspace of E meeting the interior of P.
Show that every "positive" linear form on E, i.e. taking positive values
on P, is continuous, and that every positive linear form on F is the
restriction of a positive linear form on E.

7 Separation of convex sets. Characterization of the closure of a convex set

In this Section we work with real vector spaces only.
Let E be a TVS of dimension > 1, Xl a continuous linear form on E,

and oc a scalar. Then the set M ofoX E E such that <x, x') -< oc is a closed
and convex set whose interior M is the set of points x E E such that
<x, x') < oc and whose boundary is the hyperplane V of equation
<x, Xl) = oc. A set such as M is called a closed half-space, the interior of
such a set is called an open half-space. Since the inequalities <x, Xl) > oc
and <x, x') > oc can be written <x, -Xl) -< - oc and <x, -Xl) < -oc,
they define also a closed half-space M l' or an open half-space .M1

respectively. We verify that there exist exactly two closed half-spaces
whose boundary is the olosed hyperplane V, namely M and M 1 ; we call
them the closed half-spaces defined by the (closed) hyperplane V. Their
intersection is V, while the corresponding open half-spaces do not meet.

A closed hyperplane V separates ireep, strictly separates) two subsets
A and B of E if A is contained in one closed (resp. open) half-space and
B in the other half-space defined by the hyperplane V. This means
therefore that by putting V in the form of an equation <x, x') = oc, Xl

takes values < oc on A and values> oc on B (resp. values < oc on A and
values > oc on B), or vice-versa. Alternatively, we can say that the
point o: (in R) separates iresp, strictly separates) the sets x'(A) and xl(B).
If x' is given, the existence of an oc such that the hyperplane <x, x') = oc
separates A and B is possible if and only if there exists an oc separating
x'(A) and x'(B). In particular, if A and B are convex, x'(A) and x'(B)
are convex, therefore they are intervals (Proposition 2), and clearly it
is 8ufficient that these intervals do not meet, i.e. that x' does not vanish
on A - B, that is, that the homogeneous hyperplane W defined by x'
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does not meet A-B. Applying the Hahn-Banach theorem I, we find
the first part of

PROPOSITION 10 Let E be a locally convex TVS, let A and B be two
disjoint convex subsets of E.

1) If either A or B is open, there exists a closed hyperplane separating
A and B.

2) If A is closed, B compact, there exists a closed hyperplane strictly
separating A and B.

The second part can be obtained from the first: it results from the
hypothesis that there exists a neighborhood U of 0 such that .A. + U
and B + U do not meet (this follows from a well-known property of
compact sets). We can choose U convex since E is locally convex.
Then A + U and B + U are disjoint open sets to which we apply 1).

Applying 2) to the case of a closed convex set and to a set reduced
to a point, we find

THEOREM 3 Let A be a convex subset of a locally convex space E. .A. is
closed if and only if it is the intersection of a family of closed hall-spaces.

From this we deduce the apparently more general result:

COROLLARY 1 Let E be a locally convex space, A a subset of E. Then the
closed convex hull r(A) is the intersection of the closed half-spaces con­
taining A.

To say that X o E E belongs to r(A) means therefore that for every
x' E E' and every scalar oc such that <x, x') < oc for x E A, we have
<xo, x') :< oc.

COROLLARY 2 Let E be a locally convex space, A a subset of E. Then the
closed vector space generated by A is the intersection of closed hyperplanes
containing A.

We can prove that if V is a closed vector space and x E CV, there
exists a closed hyperplane containing V and not x, which is a result of
Theorem 3 (obtained more rapidly from a direct application of the
Hahn-Banach theorem I, in which we choose a neighborhood U of x
which does not meet V). Explicitly, an x E E belongs to the closed
vector space generated by A if and only if every continuous linear form
vanishing on A vanishes on x.

DEFINITION 5 A subset A of a TVS E is total if the closed vector space
generated by A is E.
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Corollary 2 above gives:

COROLLARY 3 Let E be a locally convex space, A a subset of E. For A to
be total it is nece8sary and sufficient that every continuous linear form on E
which uamiehe« on A, i8 identically zero.

The following proposition is sometimes useful:

PROPOSITION 11 Let E be a TVS. For E to be separable it is nece8sary
and sufficient that there exists a countable total subset of E.

The condition is clearly necessary; conversely, let A be a countable
total subset of E. Since the set of rational linear combinations of
elements of A is dense in V and countable, our assertion follows.

Notice that the Hahn-Banach theorem II and Theorem 3 above
are the most convenient forms of the Hahn-Banach theorem I (in fact,
they are the most general). The next two Sections will present Theorem
3 in a useful form.

EXERCISE Prove the Hahn-Banach theorem I using either Proposition
10 or Theorem 3. (Recall that in the statement of the Hahn-Banach
theorem I, in the case where V is a point x; if starting from Theorem 3,
distinguish first of all the case x fj; -a and treat the case where x is a
boundary point of U passing to the limit by supposing 0 E U; compare
with the exercise of Section 8.)

8 Dual system, weak topology

DEFINITION 5 A dual SY8tem is a pair of vector spaces E, E' with a
bilinear form on their product E X E'.

The value of this form on (x, x') is denoted by <x, x'). We also say
that the spaces E, E' are set in duality by the form <x, x'). A duality
between E, E' is equivalent to the existence of a linear mapping from
E' into the algebraic dual E* of E which assigns to x' E E' the form
x ~ <x, x') on E; this is equivalent to the existence of a linear mapping
from E into the algebraic dual E'* of E'. The duality between E and E'
is said to be separated in E' (resp. in E) if the mapping from E' into E*
(resp. from E into E'*) which corresponds to the duality, is injective.
Ordinarily we identify E' with a vector subspace of E* (or E with a
vector subspace of E'*). Conversely, a vector space E and a vector
subspace E' of its algebraic dual E* define a dual system (E, E'),
separated in E'. It is separated in E if and only if every x E E on which
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all the x' E E' vanish is precisely the 0 element. The duality (E, E') is
separated if it is separated in E and in E'.

Important example: Let E be a locally convex space (henceforward
abbreviated to LCTVS), E' its dual, then E and E' form a dual system
separated in E'. It is separated in E if and only if E is Hausdorff (use
the Hahn-Banach theorem II, Corollary 2).

DEFINITION 6 Let (E, E') be a dual system. The weak topology on E is
the coarsest topology on E for which the linear forms x }-+ (x, x'), x' E E',
are continuous. We define symmetrically the weak topology on E'. They
are denoted by a(E, E') and a(E', E).

In particular, if E is an LCTVS and E' its dual, then (E, E') is a dual
system to which corresponds a weak topology on E and a weak topology
on E'; by "the weak topology" on E or E' we shall mean, unless other­
wise specified, the weak topologies defined above.

E and E' are LCTVS with these weak topologies. E is Hausdorff for
the weak topology if and only if the duality between E and E' is separ­
ated in E. (We have the same criterion for E' and from now on we will
not repeat the corresponding statements for E'.) We notice that the
weak topology of E depends only on the image of E' in E*, therefore it
is also the weak topology defined by the subspace of E*.

A subset of E is said to be weakly closed (or weakly open, weakly com­
pact, etc.) if it is closed (or open, compact, etc.) for the weak topology.
Care should be taken in the case where E is a LCTVS, as the notion of a
weakly closed or weakly open subset of E is more restrictive than that
of a closed or open subset; it is the contrary for weakly compact or
compact.

A fundamental system of neighborhoods of the origin in E is formed
by sets of x E E such that I (x, x:) I < 1 for every i, where (x;) is a
finite set of elements of E'. Each V contains the vector subspace H
formed by the x such that (x, Xi) = 0 for every i, from which we con­
clude that every linear form on E bounded above on V, is zero on H,
therefore it is a linear combination of linear forms defined by the x~'

Whence:

PROPOSITION 12 Let (E, E') be a dual system. Then the weakly con­
tinuo'U8 linear forms on E are exactly those defined by the x' E E' .

Clearly, the analogue is true on E' by considerations of symmetry.

COROLLARY Let E be an LCTVS. The linear forms which are continuous
for the initial topology or the weak topology are the same.
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THEOREM 4 Let E be an LCTVS, A a convex subset of E. A is closed
if and only if A is weakly closed.

First we can reduce the proof to the case of real scalars, for it is easily
verified with the aid of Proposition 1 that if E is a complete LCTVS,
its weak topology is identical to the weak topology of the associated
real TVS. If A is closed, A is the intersection of a family of closed half­
spaces (Theorem 3); since a closed half-space is defined by an equation
(x, x') < ex with x' E E', it is also a weakly closed set, therefore A is
weakly closed.

COROLLARY Let E be an LCTVS, A a subset of E. Then the closed
convex hull of A is identical to its weakly closed convex hull. In particular,
if A is convex its closure is identical to its weak closure.

THEOREM 4' Let E be a LCTVS, A a subset of E. A is bounded if and
only if A is weakly bounded.

It is sufficient to show that if A is weakly bounded, it is already
bounded. If E is normed, then the natural mapping of E into the dual
of E', where E' is considered as a normed space (see Chapter 1, Section
5), is a metric isomorphism (by the Hahn-Banach theorem II, taking
F to be the ray generated by an x E E). The weak topology of E is then
that induced by the simply convergent topology in the dual of E'. By
the Banach-Steinhaus theorem (Chapter 1, Section 15, Theorem 11)
A is then an equicontinuous set of linear forms on E', since it is bounded
for the simple convergence, therefore A is also bounded for the norm
of E. In the case where E is any LCTVS, we consider the topology of E
as the coarsest for which given linear mappings Ui from E into normed
spaces E i are continuous (Chapter 1, Section 6, Proposition 9) and to
prove that A is bounded reduces to proving that the ui(A) are bounded
subsets of E i (Chapter 1, Section 7, Proposition 11). But the Ui are
clearly continuous for the weak topologies of E and E i , therefore the
ui(A) are weakly bounded subsets of E i • We are thus led back to the
particular case first considered. Owing to Theorem 4', there is no
ambiguity, if (E, E') is a dual system, in saying simply "bounded sub­
sets", instead of "weakly bounded subsets" in the space E or E'.

Proposition 12, and even more Theorems 4 and 4', reduce many
questions relative to an LCTVS E to considerations of its weak topo­
logy. It is therefore of interest sometimes to substitute this last topology
for the initial topology in order to reason in terms of duality. Care
should be taken as the weak topology of a LCTVS E seldom makes E a
complete space. Precisely:
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PROPOSITION 13 Let (E, E') be a separated dual sysle1n. Then the
algebraic dual E'* of E', equipped with the weak topology a(E'*, E'), is
the completion of E in the weak topology.

In fact, E with the weak topology is identified with a topological
vector subspace of E'*, then it suffices to show that E'* is complete and
that E is dense in E'*. However, E'* is complete since it is a closed
subspace of the space of all the scalar functions on E', with pointwise
convergence, which is a complete space. Furthermore E is dense in E'*
for it is sufficient to show that every continuous linear form on E'* zero
on E is identically zero (Section 7, Theorem 3, Corollary 3), but by
Proposition 12 every continuous linear form on E'* comes from an
element of E'. The conclusion follows. Notice that if (E, E') is only
separated in E, the completion of weak E is still identified with the
closure of E in the complete space E'*, equipped with the topology
a(E'*, E').

EXERCISE 1 Let E be an LCTVS. A sequence (Xi) in E tends weakly
to a limit a E E if and only if a is in the closed convex hull of every
subsequence of (Xi)'

EXERCISE 2 Let A be a convex subset of an LCTVS. A is weakly
compact if and only if every filter base on A formed by closed convex
sets has a non-empty intersection.

(Hint: For the sufficiency show first of all that A is weaklyprecompact
since it is weakly bounded; then show that A is weakly complete. For
this, if ef> is a weak Cauchy filter on A, notice that the set of closed
convex hulls of BEef> is still a weak Cauchy filter base and admits a
weak cluster point which is a limit of the filter, and a fortiori of ef>.)

EXERCISE 3 Let E be a normed TVS of infinite dimension. Show that
E is not weakly complete. (There are on E' non-continuous linear forms
for the norm topology of E'-see Chapter 1, Section 14, Remarks-and
a fortiori non-continuous for a(E', E).)

9 Polarity

DEFINITION 7 Let (E, E') be a dual system, let A be a subset of E. The
polar of A, denoted by A 0 is the set of x' E E' such that f!ll<x, x') ;> -1
for every x EA. There is an analogous definition for the polar of a subset
of E'.
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The most inmediate properties of this notion are outlined in

PROPOSITION 14 Let (E, E') be a dual system.

1) The polar of a subset A of E is a subset of E' which is convex, con­
tains the origin, and is weakly closed. It remains unchanged if we replace
A by the weakly closed convex hull of A U {OJ.

2) The transformation A ~ A ° is decreasing. We have

(AA)O = ~(A 0)
A

for every real scalar A. If A and B are two subsets of E, we have
(A u B)O = A°n BO.

3) If A is disked, then A ° is disked and identical to the set of x' E E'
such that I (x, x') I <: 1 for every x EA. If A is a cone, A ° is a cone,
identical to the set of x' E E' such that P4(x, x') ::> 0 for every x EA. If A
is a vector space, A °is the vector subspace of E' orthogonal to A, i.e. the set
of x' E E' such that (x, x') = 0 for every x EA.

If A is a subset of E, we call the set of x' EE' such that I (x, x') I <: 1
for every x E A, the absolute polar of A, and the set of x' E E' such that

P4(x, x') ::> 0

for every x E A the supplementary cone of A. From Proposition 4, 3) we
know that the polar of a disk is identical to its absolute polar and that
the polar of a cone is identical to its supplementary cone. The absolute
polar of a set A does not change when A is replaced by its disked hull;
from this we see that it is also the polar of the disked hull of A; similarly,
the supplementary cone of A is identical to the polar of the cone gener­
ated by A.

THEOREM 5 (BIPOLAR THEOREM) Let (E, E') be a dual system, A a
weakly closed convex subset of E containing the origin. Then (A 0)0 = A.

This means that if Xo f# A there exists an x' E E' such that

P4(x, x') :> -1 for x E A and P4(xo, x') < -1.

In this assertion, it is only necessary to consider the structure of E as a
real TVS with the topology weak (Section 1). The existence of a linear
form x' as above results immediately from Section 7, Theorem 3. If A is
a subset of E, then its polar A°and therefore its bipolar (A 0)0 do not
change if we replace A by the weakly closed hull of A u {O}; from this
we obtain

COROLLARY 1 Let A be a subset of E. Then the weakly closed convex hull
of A u {OJ is identical to the "bipolar" {A 0)0 of A.
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Similarly, the weakly closed disked hull of A is identical to the polar
of the absolute polar of A; the weakly closed convex cone generated by
A is identical to the supplementary cone of the supplementary cone
of A.

The mechanism of polarity as a result of Proposition 14 and Theorem
5, is outlined in the

COMMENT Let (E, E') be a dual system. Let K(E) be the set of convex
subsets of E which contain the origin and are weakly closed : let K(E') be
the analogous set for E'. K(E) and K(E') are ordered by inclusion. If with
every A E K(E) we associate its polar A °and with every A' E K(E') its
polar A'o, we obtain a bijective mapping from K(E) onto K(E'). The
mapping A 1---+ A ° is an isomorphism from the ordered set K (E) onto the
set K(E') with the opposite order: If A, B E K(E) then A c B is equiva­
lent to A ° :::> BO. The polar of r(A u B) is A °n BO, the polar of A n B

- 1
is r(AO u BO). We have (AA)O = i(AO) for every real scalar l.

Finally, the correspondence outlined above between K(E) and K(E')
induces a bijective correspondence between the weakly closed disks of E
and E', between the weakly closed convex cones of E and E', and between
the weakly closed subspaces of E and E'. These correspondences can also be
obtained as stated in Proposition 14, 3).

Notice also the formulae
(r(A u B))O = AO n BO and (A n B)O = r(AO u BO).

The first one is trivial (Proposition 14) and the second an a priori non­
trivial result. The second one results from the beginning of the comment
(therefore from Theorem 5) and from the first formula applied to A °
and BO instead of A and B. We can also point out that in K(E), A n B
and r(A u B) are respectively the g.l.b. and the l.u.b. of A and Band
must therefore be transformed by polarity into the l.u.b., or g.l.b.
respectively of A°and BO by virtue of the beginning of the comment.
In cases where A and B are vector spaces V and W, the preceding
formulae become

(V + W)O = VO n WO and (V n W)O = VO + WO

where the first is a priori trivial but not the second.
Theorem 5 is clearly equivalent to Theorem 3 stated for a vector

space with a weak topology. (We can always suppose that the convex
set in the statement of Theorem 3 contains 0.) Therefore, the con­
junction of Theorems 4 and 5 is exactly equivalent to Theorem 3.
Depending on applications, we use either of the parts of Theorem 3,
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which particular statements are easier to use than Theorem 3 itself.
In what follows the bipolar theorem (Theorem 5) will be of special
importance.

For the next topics considered, the concept of absolute polar will be
of more use than that of polar given in Definition 7 (which is useful for
example in ordered vector spaces). In all studies involving polarity, the
polar of A is what we call here its absolute polar; but if we restrict
ourselves to disked sets, which is not hard to do in practice, we have
seen that the two notions coincide. The concept of absolute polar,
independently introduced by different authors, has been systematically
used by Dieudonne and Schwartz. The more general notion of polar
(Definition 7) is due to N. Bourbaki.

EXERCISE Let M be a locally compact space. For every t E; M let Ct

be the linear form f 1---+ f(t) on O(M). Show that the unit ball of the dual
vK(M) of O(M) is the weakly closed disked hull of the set of Ct. An
element p, E vK(M) is said to be positive if <f, p,) :> 0 for f > O. Show
that the set of p, E vK(M) which are positive is the weakly closed convex
cone generated by the Ct , and that the set of positive Il such that
111111 < I is the weakly closed convex hull of the set of C t and O. From
this, conclude that the set ofpositive p, ofnorm = 1 is the closed convex
hull of the Ct. (Show that if p, :> 0, then II p, II = u(l).)

10 The ~.topologie8 on a dual

PROPOSITION 15 Let (E, E') be a dual system, A a subset of E. The
following conditions are equivalent:

a) A is weakly bounded.

b) For every x' E E' the set of <x, x'), X E A, is bounded.

c) A is weakly precompact.

The equivalence of a) and b) is a particular case of Chapter 1, Section
7, Proposition II. On the other hand the equivalence of b) and c) results
from the usual characterization of precompact subsets in a uniform
space whose uniform structure is the coarsest for which mappings
fi : E 1---+ E, into uniform spaces, are uniformly continuous (here the fi
are the mappings x 1---+ <x, x') from E into the field of scalars k); we
know that the precompact subsets of k are identical to the bounded
subsets.

PROPOSITION 16 Let (E, E') be a dual system, ~ a set of subsets of E.
On E' the (f)-topology is compatible with the vector structure if and
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only if the A E <» are weakly bounded subsets of E. If so, E' equipped
with the <»-topology is a locally convex space and a fundamental system of
neighborhoods of the origin for this topology is obtained by taking the
absolute polars of A E <» and the finite intersections of non-zero homo­
theiie« of such polars.

The first assertion is a result of Proposition 15 and Chapter I, Section
18, Theorem 3; the second assertion follows from the same theorem and
the definition of absolute polars. We then see that in particular the
<»-topology on E' does not change if we replace the A E <» by their
weakly closed disked hulls, not even if we add to <» the weakly closed
disked hulls B of finite unions of homothetics of sets Ai E <», and
finally every weakly closed disk contained in a set such as B. We are
then led to a set <»0 of weakly bounded and weakly closed disks of E,
invariant by non-zero homothetics, increasingly directed and contain­
ing all the weakly closed disks which are contained in some set A E <».
We thus obtain a fundamental system of neighborhoods of the origin
in E', for the <»o-convergent topology, by taking the polars of A E <»0'
But it follows from the bipolar theorem that we cannot add to <»0 any
other weakly closed disks without changing the corresponding topology
on E'. In general:

PROPOSITION 17 Let (E, E') be a dual system, <» a set of weakly dis ked
and weakly closed subsets of E, invariant by non-zero homothetic, in­
creasingly directed and containing with every set A all the weakly closed
disks contained in A. Let T be a set of weakly closed and weakly bounded
disks of E, on E' the <»-topology is finer than the T-topology if and only if
T C <».

For, if A E T, then A 0 is a neighborhood of 0 in E' for the r-topology,
therefore (if this topology is coarser than the <»-topology) it contains a
set BO, with B E <», from which we conclude that A c B and therefore
A E <».

COROLLARY I Under the conditions of Proposition 17, supposing that T

satisfies the same conditions as <», on E' the <»-topology and T-topology are
identical if and only if <» = or.

COROLLARY 2 Let (E, E') be a dual system, let <» and T be two sets of
bounded subsets of E. On E' the <»-topology is finer than the T-topology if
and only if every A E T is contained in the weakly closed disked hull of the
union of a finite number of homothetice of Ai E <».



66 'rOPOLOGICAL VECTOR SPACES

This corollary is in fact equivalent to Proposition 17, because of the
remarks made before its statement.

DEFINITION 8 Let (E, E') be a dual system. The strong topology or the
topology ofbounded convergence on E' is the topologyofuniform convergence
on the bounded subsets ofE. If E is locally convex, we call the dual space E'
with topology of uniform convergence on the bounded subsets of E, the
strong dual of E.

Since the bounded weakly closed subsets of a LCTVS E are already
bounded for the original topology (Theorem 4'), the strong topology of
E' depends only on the dual system (E, E'). According to Definition 8,
the strong topology of E' is the finest of the locally convex 6)-topologies
considered above.

PROPOSITION 17' Let (E, E') be a dual system. A locally convex topology
on E' is a 6)-topology for some set 6) of bounded subsets of E if and only
if it admits a fundamental system of neighborhoods Vi of 0 disked and
closed for 6)(E', E).

The necessity follows from the characterization of neighborhoods of
o for the ~-topology just given. For the sufficiency we observe that
if Ai is the polar of Vi we have V = Al, therefore the topology con­
sidered for E' is the 6)-topology, where 6) is the family of Ai' If we start
with a LCTVS E we can see by changing the roles of E and E' in the
proposition that the topology of E is a 6)-topology for some set 6) of
subsets of E' (use Theorem 4). We will now consider the 6)-topology
more closely.

11 The LCTVS as duals having 6)-topologies

PROPOSITION 18 Let E be a locally convex space, E' its dual, E* its
algebraic dual. A linear form x' on E is continuous if and only if there
exists a disked neighborhood V of 0 in E on which x' is bounded by I in
absolute value, i.e. such that x' belongs to the polar of V in E*. A set A' of
linear forms on E is equicontinuous if and only if there exists a disked
neighborhood V of 0 in E such that all the x' E A' are bounded by I in
absolute value on V, i.e. such that A is contained in the polar of V in E*.

The proof is immediate.

COROLLARY I Let E be an LCTVS, A an equicontinuous subset of the
dual of E. Then, the weakly closed convex hull of A is still equicontinuous.

COROLLARY 2 Let E be a locally convex space. Then, by polarity, there is
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a bijective correspondence between the disked and closed neighborhoods of
oin E, and the disked equicontinuous weakly closed subsets of E'.

In fact, the polar of a neighborhood of 0 in E is an equicontinuous
subset of E' (Proposition 18), and the polar of an equicontinuous subset
of E' is clearly a neighborhood of 0 in E. The corollary follows from
the bipolar theorem. Taking into consideration Proposition 16, we find:

COROLLARY 3 Let E be locally convex, E' its dual. Then the topology of
E is the &J-topology where &J is the set of equicontinuous subsets of E' (or
if we wish, the set of weakly closed equiconiinuou« disked subsets of E').

In particular, if E is Hausdorff, E appears as the dual of weak E'
with a &J-topology, where &J is as above. The method of topologization
studied in Section 10 then gives us all the locally convex spaces. The
topology of a locally convex space is known once we know the sets of
linear forms which are equicontinuous for the topology.

THEOREM 6 Let E be an LCTVS. Then the equicontinuous subsets of the
dual are weakly relative compact subsets.

According to Proposition 18, we can restrict ourselves to showing that
if V is a disked neighborhood of 0 in E, then the polar VO of V in E*
is weakly compact. However, VO is a closed subset of weak E* which is
a complete space (see Proposition 13), therefore VO is weakly complete.
On the other hand, from Proposition 15, VO is weakly precompact,
hence the conclusion.

EXERCISE 1 Show the Hahn-Banach theorem II as a consequence of
the bipolar theorem (and of the more elementary Theorem 6). (Show
first ()f all that every continuous linear form x' on the subspace F is the
restriction of a continuous linear form on E, by applying the bipolar
theorem to the disk A consisting of the x E F such that I <x, x') I -< 1:
there exists a y' E A 0 c E' not everywhere zero on F with its restriction
to F proportional to x', then apply the bipolar theorem and Section 5,
Exercise 6, in order to calculate the polar in E' of V n F where V is the
unit ball associated with the given semi-norm on E).

EXERCISE 2
a) Let E be a separable LCTVS. Show that the weakly compact sub­

sets of E' are metrisable.

b) Let E be a metrisable LCTVS; E is separable if and only if the
equieontinuous subsets of E' are weakly metrisable (use a) for the
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necessity and Chapter 1, Section 9, Proposition 16 for the sufficiency).
Show that this implies that E' is weakly separable.

c) Let E be normed. The space E is separable if and only if the unit
ball of E' is weakly metrisable.

EXERCISE 3 Let E be a vector space, E* its algebraic dual. There is a
bijective correspondence between the semi-norms p on E and the
weakly compact disks A of E* : to p there corresponds the polar of the
"unit ball" of p, and conversely to A there corresponds the semi-norm

p(x) = sup I (x, x') I.
x'sA

If we start from a TVS E, then for the correspondence indicated
above the continuous semi-norms are those corresponding to the weakly
compact disks contained in E'.

12 Mackey's theorem: general formulation. Bidual of an LCTVS

THEOREM 7 (MACKEY) Let (E, E') be a dual system separated in E, let
<S be a set of bounded disked subsets of E, increasingly directed and closed
under homothetics. Let E' have a <s-topology. Then the dual of E' is
identical to the subspace of the weak completion E of E, union of weak
closures in E of sets A E <S. A subset of it is an equicontinuous set of linear
forms on E' if and only if the subset is contained in the weak closure in E
of a set A E <S.

It is sufficient to prove the second assertion. The equicontinuous
subsets of the dual of E' are the subsets of the algebraic dual E'* con­
tained in the polar of a disked neighborhood of 0 (Proposition 18),
which we can suppose of the form A 0, A E <S (Section 10). By the
theorem bipolar, the polar of A 0 in E'* is identical with the weak
closure of the disk A and the conclusion follows.

COROLLARY 1 Let (E, E') be a dual system separated in. E, let <S be a
set of bounded subsets of E and let E' have the <s-topology. Then the dual
of E' is the vector subspace of the weak completion E of E generated by the
weakly closed disked hulls in E of the A E <S.

We can suppose the A E <S disked ; it is sufficient to show that if we
have a finite set of elements Ai of <S and of scalars Ai, then the weakly
closed disked hull of UAiAi in R is contained in the hull considered
in the corollary. But, if Ai is the weak closure of Ai in 2, it is a weakly
compact disk in 2, therefore ~ AiAi is a weakly compact disk in 2.
It contains UAiAi and therefore it contains the weakly closed disked
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hull of this set in 2, a weak hull which is contained in the vector space
generated by the Ai.

COROLLARY 2 Let (E, E') be a dual system separated in E, let CS be a
set of bounded subsets of E and let E' have the CS-topology. Then:

I) the dual of E' is contained in E if and only if the weakly closed
disked hulls (in E) of the A E CS are weakly compact.

2) the dual of E' contains E if and only if the vector space generated by
the weakly closed disked hulls (in E) of the A E CS is identical to E.

3) therefore, the dual of E' is identical with E if and only if the two
preceding conditions are verified.

The case of the strong topology on E' is particularly important.

DEFINITION 9 Let E be an LCTVS. The bidual of E denoted by E" will
be the dual of the strong dual E' (see Section 10, Definition 8), with the
topology of uniform convergence on the equicontinuous subsets of E'.

We verify immediately that the equicontinuous subsets of E' are
strongly bounded, therefore the topology on E" is locally convex.
Since the strong dual of E depends only on the dual system (E, E'), it
follows that the bidual is known, except for its topology, once the dual
system (E, E') is known. Thus, if we start from a dual system (E, E')
we can still call the strong dual of E' the bidual of E, (without an
explicit topology, a priori). If E is a Hausdorff LCTVS, it is identified
with a vector subspace of E", the topology on E being that induced by
E"; and E" is in turn identified with a vector subspace of the weak
completion 2 of E (but, clearly, the topology of E" will not be, in
general, that induced by 2). In short, from Mackey's theorem, E" is
the union of weak closures in 2 of bounded subsets of E, and more
generally the equicontinuous subsets of E" (considered as a strong
topological dual of E') are the subsets of E" contained in the weak
closure of a bounded subset of E.

DEFINITION 10 Let E be an LCTVS. E is said to be reflexive if it is
Hausdorff and identical with its bidual.

Similarly, if (E, E') is a dual system we can call it reflexive in E if
E-weak is reflexive (the reflexivity of an LCTVS depends on the
duality). The past part of corollary 2 of Theorem 7 gives

THEOREM 8 Let E be an LCTVS. The space E is reflexive if and only if
its bounded subsets are wea,kly relatively compact.



70 TOPOLOGICAL VECTOR SPACES

COROLLARY Let E be a reflexive LCTVS, F a closed vector space, then F
is reflexive.

In fact, since every continuous linear form on F is the restriction of
a continuous linear form on E, the weak topology of F is induced by
the weak topology of E. On the other hand, F is weakly closed (Section
8, Theorem 4); the corollary results from Theorem 8.

13 Topologies compatible with a duality. The Mackey topology

In this Section, we simply state in a different language the last part of
Corollary 2 of Theorem 7 (Mackey's theorem).

DEFINITION 11 Let (E, E') be a dual Bystem separated in E'. A topology
on E is said to be compatible with the duality (E, E') if it is locally convex
and if the dual of E for this topology is identical with E'.

Thus, the weak topology CJ(E, E') is compatible with the duality
(Section 8, Proposition 12) and is clearly the coarsest on E compatible
with the duality.

THEOREM 9 Let (E, E') be a dual system separated in E'. A topology on
E is compatible with the duality (E, E') if and only if it is a (f)-topology,
where (f) is a set of weakly compact disks in E' covering E'.

The condition is necessary by Proposition 18, Corollary 3; it is suffi­
cient by Theorem 7 (Mackey's theorem), Corollary 3 (where we only
reverse the roles of E and E'). Therefore, among the topologies on E
compatible with a duality, there is a finest one which corresponds to (f),
the set of all the weakly compact disks in E'.

DEFINITION 12 Let (E, E') be a dual system, separated in E,. we call the
topology of uniform convergence on the weakly compact disks of E the
Mackey topology on E, and denote it by T(E, E'). We call this topology
T(E, E'), the Mackey topology associated with the topology of a given
LCTVS E (where E' is the dual of E).

Theorem 9 can then be stated as follows:

COROLLARY The topologies on E compatible with the duality (E, E') are
exactly the locally convex topologies included between the weak topology
&(E, E') and the Mackey topology T(E, E').

Proof For such a topology, the dual of E' is included between the
duals for the weak topology and the Mackey topology, i.e. it is identical
with E'.
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In the sequel we will refer to any of Theorems 7, 8 or 9 as "Mackey's
theorems". We will see in Chapter 3 that the topology of a metrisable
LCTVS always coincides with Mackey's topology.

PROPOSITION 19 Let E be an LCTVS. A disked and absorbing subset V
of E is a neighborhood of the origin for the M aclcey topology T(E, E')
if and only if every linear form. on E, bounded by 1 in absolute value on V,
is continuous.

The necessity results from- Mackey's theorem, since the considered
linear form is continuous for r(E, E'). Conversely, if the polar of V in
E* is contained in E', we will show that V is a neighborhood of 0 for
T(E, E'). We can suppose that V is the unit ball associated with some
semi-norm on E (Section 4, Theorem 1), therefore (by the bipolar
theorem applied to V in the space E with the preceding semi-norm)
V is the polar in E of yo. Since VO is a weakly compact disk in E'
(apply Theorem 6 of Section 11 to E considered as a semi-normed space),
it follows that V is a neighborhood of 0 for T(E, E').

EXERCISE 1 Show that in the statement of Theorem 9 and in Defini­
tion 12, we can replace the word "disk" by "convex set" (see Section 5,
Exercise 4).

EXERCISE 2 Let E be a complete Hausdorff LCTVS, (Xi) a bounded
sequence in E, u the continuous linear mapping of [1 into E defined as
in Chapter 1, Section 9, Exercise 6. Show that u is continuous for the
topology CJ(ll, co) (see Chapter 1, Section 9, Exercise 7) and for the
weak topology of E if and only if (Xi) tends weakly towards O. From
this conclude that if (Xi) is a sequence tending weakly to 0 in a complete
Hausdorff LCTVS, then its closed convex hull (or its closed disked hull)
is the set of sums ~ AiXi where (Ai) runs through the set of positive
sequences such that}.:; Ai = 1 (or where (Ai) runs through the unit ball
of II). (Show that the two preceding sets are weakly compact, therefore
closed, applying Theorem 6 to Co and its dual Zt.)

EXERCISE 3
a) Let E be a complete Hausdorff LCTVS, F a vector subspace, X a

point in the closure of F. Show that we can find a bounded sequence
(Xi) in F, and a positive sequence of summable scalars (A'i) such that we
have X = }.:; AiXi (this series converges, see Chapter 1, Section 9, Exer­
cise 6). Show that if (/li) is a sequence of scalars > 0 we can assume
above that Ai <: f-li for every i,

b) From this conclude that if x is a point in F, we have x E F(K),
f
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where K is some compact subset ofF (take for K a sequence tending to
oin F and containing the origin).

c) Conclude from b) that if E is a metrisable LCTVS, E is complete
if and only if the closed convex hull of every compact subset of E is
compact (for the necessity see Section 5, Exercise 5).

d) Conclude from a) that if E is a normed space E is complete if and
only if every absolutely convergent series in E is convergent.

EXERCISE 4
a) Let E be a complete Hausdorff LCTVS, or more generally an

LCTVS whose closed and bounded subsets are complete. We equip E'
with the topology of compact convergence. Show that the dual of E' is
identical with E (use Mackey's theorem and Section 5, Exercise 5).

b) Let E be a metrisable LCTVS, equip its dual E' "with the topology
of compact convergence. Show that the dual ofE' can be identified with
the completion of E (see Exercise 3), and that it [s identical with E if
and only if E is complete. From this, conclude that Theorem 9 does not
hold if the word "disked" is removed from the statement.

EXERCISE 5 Let E be an LCTVS whose topology is identical with the
associated Mackey topology. Show that this is also true for the com­
pletion of E.

EXERCISE 6 Let fl be a bounded measure on a locally compact space
M, let A be a convex subset of L" = Loo(fl). Show that if f is in the
closure of A for the weak topology of L'" considered as dual of L1, there
exists a sequence (Ii) in A such that for every p, 1 < p < + OO,li tends
to I in the sense of the topology induced by LP. (Notice that the topo­
logy induced by LP is the topology of uniform convergence on the unit
ball of LP', which is a weakly compact subset of L1, LP' being reflexive.
(We may assume p > 1); therefore, the topology induced by Lv is
coarser than the Mackey topology -,;(L\ Loo), so that it is sufficient
to apply Mackey's theorem and Theorem 4 of Section 9.) Show that,
conversely, if A is bounded in the normed space Loo, then the closure of
A in the normed space L1 is identical with its weak closure in LOO (apply
Theorem 6 to A).

EXERCISE 7 Let M be an LCTVS, let E = Go(M); then E' is the space
of bounded measures on M . We identify 11(M) with the space of discrete
bounded measures on M, and M with a subset of 11(M) associating with
every x E 1J;f the measure of mass + 1 at the point x. For every X E E"
let I x be the restriction of X to ]Jf; it is a bounded function on M, i.e.
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an element Ix E lOO(M). The restriction ofX to ll(M) is exactly Ix when
we identify lOO(M) with the dual of [I(M) (Chapter 1, Section 9, Exer­
cise 7).

1) Show that every bounded function on M, .f E [OO(M), is of the
form Is» where X is an element of E" of norm I[I II. (Identify I with a
linear form on the subspace lI(M) of E' and apply the Hahn-Banach
theorem; or, proceed directly by proving that the unit ball ofE = ao(M)
is dense for the topology of pointwise convergence in the unit ball of
lOO(M).) From this, conclude that if M is infinite, i.e. E of infinite
dimension, then E is not reflexive.

2) A space Ll(fl) (constructed on a positive measure fl on a locally
compact space) is not reflexive, unless it is of finite dimension, i.e. fl is
the sum of a finite number of point masses. (Notice that the dual of L!
which is Loo, is isomorphic to a space C(M), M compact, by virtue of a
classical theorem of Stone-Gelfand, and also, if Ll(p) is reflexive, its
dual is, whence the conclusion using 1).)

14 The completion of an LCTVS

THEOREM 10 Let (E, E') be a separated dual systern, ® an increasingly
directed set of bounded disks of E such that the vector space generated by
their union is identical with E. Equip E' with a ®-topology and let E'
be the set of linear forms on E whose restrictions to all the .A. E ® are
weakly continuous. Then E' is a com.pleie Hausdorff LCTVS and E' 'is
a dense topological vector subspace of E',. in other uiords, the TVS E' is
the completion of E' (for the ®-topology).

We first point out the following corollaries:

COROLLARY 1 Under the conditions of Theorem 10, E' equipped with
a ®-topology is complete if and only if every linear form on E, whose
restrictions to A E ® are weakly continuous, are weakly continuous.

COROLLARY 2 Let E be a Hausdorff LCTVS,. then the completion
of E can be identified with the space of linear forms on E' whose restrictions
to the equicontinuous subsets are weakly continuous, when this space has
the uniform topology of convergence on the equicontinuous subsets of E'.

COROLLARY 3 Let E be a IIausdorff LCTVS. The space E is complete if
and only if every linear form on E', whose restrictions to the equicontinuous
subsets are weakly continuous, is already weakly continuous, i.e. is a
member of E.
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(The last statement is the most useful.)

Proof
1) We consider first of all the particular case where the A E ® are

weakly compact (this is in practice the most important case since it
contains Corollary 3). For every x' E R' and A E G), x'(A) is a compact
set and is therefore bounded in the field of scalars, therefore R' is
locally convex for the ®-topology. Also, E' is complete since it is a
closed uniform subspace of the space of all mappings of E into the field
K equipped with the ®-topology, which is a complete space. The
topology of E' is clearly that induced by E'. To prove that E' is dense in
E' we must verify that every continuous linear form on E' vanishing
on E' is identically zero (Section 7, Theorem 3, Corollary 3). Now, the
A E ® are still compact for a(E, E') (since the x' E E' have restrictions
to A E ® which are already continuous for a(E, E'») so the dual of E' is
identical with E (Mackey's theorem), and the conclusion follows.

2) General case-we use the following lemma, interesting in itself.

LEMMA Let E be an LCTVS, A a convex symmetric subset of E, u a
linear mapping of E into an LCTVS F. For the restriction of u to A to be
uniformly continuous it is sufficient that it be continuous at the origin.

In fact, we must find for every neighborhood V of 0 in F a neigh­
borhood U of 0 in E such that x, YEA, x - y E U imply

u(x) - 'It(y) E V that is u(x - y) E V.
We will have x - yEA - A = 2A, therefore such a U exists if
u(2A n U) c V, that is

u(A n 1U) c iV,
which is true.

Applying the lemma to Theorem 10, we see that for every x/ E 2' the
restriction of x' to every A E ® is uniformly weakly continuous, there­
fore it can be extended by uniform continuity to a function x~ on the
weak closure A of A in E'*. Let E 1 be the vector space generated by the
A, let ®l be the set of weakly compact disks A in E 1 • If x EEl' we have
AX E A for some ). > °and A E ®, and we verify immediately that the
expreSSIon

1 ,
iXA(AX)

does not depend on the choice of the pair (A, A) (since ~ is directed);
let (x, x') be its value and notice that the function <x, x') thus defined
on E 1 X E' is bilinear. Finally, for the described pairing of E 1 and R',
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fl]' can be identified with the space of linear forms on E 1 whose restric­
tions to the Al E G5 1 are continuous, and the old G5-topology is identical
with the G51-topology. Since the system (EvE'), G5 1 , E' satisfies the
conditions of the first part of the proof, it follows that E' is locally
convex and is the completion of E'.

EXERCISE 1 Let E be an LCTVS, A a disked subset of E, x' E E*.
a) the restriction of x' to A is continuous if and only if, for every

B > 0, the intersection of A with the hyperplane of equation <x, x') = B

is relatively closed in A. (Use the Lemma and show that if U is a
disked neighborhood of °in E such that U 11 A does not meet V, then
I <x, x') I < B for x E U 11 A; notice that we only use the fact that

°¢ A 11 VB)'
b) Conclude from a) that the restriction of x' to A is continuous if

and only if it is continuous for the topology induced by the weak
topology of E.

EXERCISE 2 Let E be a Hausdorff LCTVS, A a convex subset of E.
Show that the completion of A can be identified with the set of x E E'*
which are in the weak closure of A and which define linear forms on E'
whose restrictions to the equicontinuous subsets of E' are weakly
continuous. (Use Theorem 10, Corollary 2 and the corollary of Theorem
4 applied to the completion of E.)

EXERCISE 3 Deduce Proposition 13 from Theorem 10.

EXERCISE 4 Let E be a complete Hausdorff LCTVS. If E' equipped
with the strong topology is reflexive, the E is reflexive (show that
every strongly continuous linear form on E' is weakly continuous, by
using Theorem 10, Corollary 3). Show that it is sufficient to suppose that
the closed and bounded subsets of E are complete (proceed as before,
but use Theorem 7 and Exercise 2).

REMARK These results are also particular cases of more general
results, to be studied in Section 18.

EXERCISE 5 Let E be a vector space, A a convex symmetric subset.
Show that if two locally convex topologies on E induce on A the same
system of neighborhoods of 0, they also induce the same uniform
structures. (This is a corollary of the lemma in this Section.)
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15 Duality for suhspaees, quotients, products, projective limits

Let E be an LCTVS, F a vector subspace. If to every x' E E' we assign
its restriction to F, we obtain a linear mapping from E' into F' whose
kernel is the orthogonal FO of F in E'; this mapping is furthermore
from E' onto F' (Hahn-Banach theorem II, Corollary I), therefore F'
can be identified with E' IFo; then the equicontinuous subsets of F'
are the canonical images of equicontinuous subsets of E' (Hahn­
Banach II, Corollary I). From the identity F' = E'IFo it follows
trivially that the weak topology a(F, F') of F is identical with the
topology induced by the weak topology a(E, E') of E. On the other
hand, it is trivial that the dual of ElF can be identified with the space
of continuous linear forms on E vanishing on F, that is, to FO; the
equicontinuous subsets of the dual ofElF can then be identified with the
equicontinuous subsets of E' contained in FO. If E, stands for E with
the a(E, E') topology and if we apply the last assertion to EsIF, we
find that the equicontinuous subsets of the dual of EslF are the subsets
of FO which are contained in and are bounded in a finite dimensional
vector space. That is, they are exactly the equicontinuous subsets of
the dual of (E IF)s; consequently, the weak topology associated with
the LCTVS ElF is identical with the quotient topology of the weak
topology of E. Summing up:

PROPOSITION 20 Let E be an LCTVS, F a vector subspace. Let F have
the topology induced by E, and ElF the quotient topology. Then the dual
of F can be identified with E'IFo, the equicontinuoue subsets of this dual
being the canonical images of equicontinuous subsets of E', and the weak
topology of F being identical with the topology induced by the weak topo­
logy of E. The dual of ElF can be identified with FO, the equicontinuous
subsets of this dual being the equicontinuous subsets of E' contained in FO.
Finally, the weak topology of ElF is identical with the quotient topology
of the weak topology of E.

The results concerning the topologies on the duals are summed up in

PROPOSITION 21 Let E be an LCTVS, F a vector subspace, ® a set of
bounded subsets of E, ®1 the set of intersections A t1 F where A runs
through <S,. let f( ®) be the set of canonical images of the A E ® in ElF.

I) The f(5)-topology in the dual FO of ElF, is identical to the topology
induced by the ®-topology in E'.

2) Suppose E Hausdorff, F closed, ® increasingly directed and the
A E G) disked and weakly compact. Then in the dual E' /FO of F, the
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~I-topology is identical to the quotient topology of the ~-topology in
E'.

1) is trivial. In order to show 2) we may obviously suppose ~ closed
under homothetics. Consider on E'IFo the quotient ~-topology,whose
dual is the orthogonal of FO in the dual of E' by Proposition 21;
however, the dual of E' is the vector space UA, E ~ (Mackey's theorem)
and the orthogonal of FO in this space is the trace of F on this space
(F is closed); furthermore, the equicontinuous subsets of the dual of
E'IFo are the subsets of the dual which are equicontinuous in the
dual of E' (Proposition 20), i.e. contained in an A E ~. Those are also
the sets contained in an Al E ~1' therefore exactly the sets which are
equicontinuous when E'IFo is given ~l-convergence;from this follows
the equality of the two topologies considered for E'IFo.

COROLLARY 1 Let E be an LCTVS, F a vector subspace. Then the weak
topology of the dual of ElF is identical to the topology induced on FO by the
weak topology of E'. If F is closed, the weak topology of F' = E'IFo is
identical to the quotient topology of the weak topology of E'.

COROLLARY 2 Let E be a reflexive LCTVS, F a closed vector subspace.
Then F is reflexive and the 8trong dual of F can be identified with the
quotient of the strong dual E' of E by the subspace FO.

This is shown by jointly applying Proposition 21 and the Corollary
of Theorem 8.

We remark that in the general case where the A E ~ are not supposed
to be weakly compact, the ~I-topologyon the dual ofF is coarser than
the quotient ~-topologyin E' and can be strictly coarser; thus, we can
find a metrisable and complete space E and a closed vector subspace F
such that the strong dual of F is not identified with a quotient of the
strong dual E'. We point out also that by Proposition 21 and Section 1,
Proposition 17, Corollary 2, the topology of the strong dual of ElF, a
priori finer than the topology induced by strong E', is identical to the
latter if and only if every bounded subset of ElF is contained in the
closure of the canonical image of a bounded subset of E; this condition
is not necessarily verified even when E is a reflexive metrisable and
complete space. However, we will see in Section 17, Proposition 32,
that the strong topologies are well behaved when E is a normed space.

Consider a finite family (E i ) of LCTVS; a linear form x' on the pro­
duct is bijectively determined by the system (x~) of restriction to the
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subspaces E; since we will have

«(Xi), x') = L (Xi' x~).
i

It is clear that X' is continuous if and only if the x~ are continuous
linear forms on the E i and x' runs through an equicontinuous set if and
only if each X'i does. Therefore,

PROPOSITION 22 Let (Ei ) be a finite family of LCTVS; then the dual of
II E; can be identified by the pairing described above, with the product
II E~ of duals. The equiconiinuous subsets of the dual of II E, are those
contained in a product II Ai where for every i, Ai is an equiconiinuous
subset of E~.

COROLLARY I Let (Ei ) be a family of LCTVS; then the dual of the
product II E, can be identified with the direct sum ~ B', of the duals, The
equicontinuous subsets of the dual of II E i are those contained in the sum
of a finite number of equicontinuous subsets of E~,

We have in fact an obvious linear mapping of 2: E~ into the dual of
E = II E~ which is trivially bijective. A continuous linear form on Il E,
is bounded above by I in absolute value over a set V defined by the
conditions = Xi E Vi for every i E J where J is a finite subset of I and the
Vi neighborhoods of 0 in the E i • It follows that x' vanishes on the
vector subspace II E, of E, and therefore comes from a continuous

i¢J

linear form on the quotient space which can be identified with II E i :
iEJ

Proposition 22 gives the desired result. We proceed likewise for the
equicontinuous sets of linear forms.

COROLLARY 2 Let (Ei ) be a family of LCTVS,. then the weak topology of
II E; is the product of the weak topologies of the E i •

Taking into consideration Theorem 8 (Mackey's theorem), we thus
obtain:

COROLLARY 3 Under the conditions of Corollary 2, II n, is reflexive if
and only if the E i are reflexive.

COROLLARY 4 Let (Ei ) be a fin?'te family of LCTVS, E their product;
for every i, let ~i be a set of bounded subsets of E, and ~ the set of subsets
IT Ai of E with Ai E G)i for every i, Then the dual of E equipped with the
i

~-topology can be identified with the product of the duals of the E i equipped
with the ~i-topology.
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This corollary implies in particular that the weak dual of II E i is the
product of the weak duals of E i and that the strong dual of II E i is the
product of the strong duals of the E, (i finite).

The case of the infinite product is interesting in order to prove.

THEOREM II Let E be a vector space, (Ei ) a family of LCTVS, and for
every i, U i a linear 1napping of E into E i • We assign to E the coarsest
topology for which the Ui are continuous. Then the dual of E is identical to
the set of linear forms of the [orni ~ x; 0 Ui where J is a finite subset of

ieJ

the set of indices, and for every i EJ, x~ is an element of the dual of E i . We
obtain the equicontinuous subsets of the dual of E by taking J fixed and
letting x; run through an equiconiinuous subset of the dual of E i (for
every i E J).

The proof reduces to the case where E is Hausdorff and can there­
fore be identified with a topological vector subspace of II E i : Then the
equicontinuous sets of linear forms on E are the restrictions to E of the
equicontinuous sets of linear forms on II E i (Proposition 20), which are
characterized by Corollary I of Proposition 22. Theorem II follows.

The following is a useful particular case of Theorem II. Let E and F
be LCTVS~ L a vector space of linear mappings of E into F, L, is the
space L with the topology of pointwise convergence, i.e. the coarsest for
which the mappings u~ u(x) from L into F (where xEE) are con­
tinuous. Theorem II tells us that the continuous linear forms on L, are
the forms of type

u 1---* ~ <u(xi ), y~),

where (Xi) is a finite sequence in E, (y~) a finite sequence inF'. Interpret­
ing the U E L as linear forms on E X F', i.e. elements of the algebraic
dual of E' ® F, and introducing

v = ~ Xi 0 y~ E E ® F',
we see that the continuous linear forms on L, are the forms of type
U~ <u, v), where VEE ® F'. That is, E ® F' oan be canonically
mapped onto the dual of L s ; this mapping is bijective provided L con­
tains E' ® F, and E is Hausdorff, as we can easily verify. Thus:

PROPOSITION 23 Let E, F be LCTVS, E Hausdorff, let L be a vector
space of linear mappings of E into F containing E' ® F. Then the dual of
L for the topology of pointwise convergence can be identified with E ® I/' .

COROLLARY The dual of L, does not change when the topology of F is re­
placed by another with the same dual. For example if it is replaced by the
weak topology associated with the initial topology of F.



80 TOPOLOGICAL VECTOR SPACES

It then follows for example that for a convex subset of L, the closure
for the topology of pointwise convergence is identical to the closure for
the topology of pointwise weak convergence (i.e. the topology of point­
wise convergence when we impose a weak topology on F).

EXERCISE I
a) Let E be a locally convex, metrisable and complete space, F a

closed vector subspace. Show that on the dual of ElF, the topology of
compact convergence is identical to the topology induced on po by the
topology of compact convergence in E' (use Chapter I, Section 14,
Exercise 2).

b) Let E be an LCTVS whose bounded closed subsets are corn­
plete, F a closed vector subspace. Show that on the dual of F, the
topology of compact convergence is identical to the quotient topology
of the topology of compact convergence in E' modulo FO (use Section
5, Exercise 5).

EXERCISE 2 Let E be a complete Hausdorff LCTVS whose topology
is defined as the coarsest for which linear mappings u; from E into
reflexive spaces E, are continuous. Show that E is reflexive (use Proposi­
tion 21, Corollary 2 and Proposition 22, Corollary 3). Show that the
result remains valid when we only suppose that the bounded closed
subsets of E are complete.

16 The transpose of a linear mapping; characterization of homomorphisms

PROPOSITION 24 Let E and F be two LCTVS, u a linear mapping from
E into F. The mapping u is continuous for the weak topologies if and only
if for every y' E F' the form y' 0 u on E is continuous.

The proof is trivial.

COROLLARY I Let u be a linear mapping from an LCTVS E into another
one F. If u is continuous, it is also continuous for the weak topologies.

The dual systems (E, E') and (F, F') are the really important elements
of Proposition 24. The condition given in it for u to be weakly con­
tinuous means also that the algebraic transpose of u (which is a linear
mapping u* from the algebraic dual F* of F into the algebraic dual
E* of E defined by the classical formula

u*y' = y' 0 U,

or, explicitly,

<x~ u*y') = <UX, y'»)



DUALITY THEOREMS ON LOCALLY CONVEX SPACES 81

maps the dual F' of F into tho dual E' of E. From now on, we will call
the linear mapping u' ofF' into E', induced by the algebraic transpose
of 'it, the transpose of a weakly continuous linear mapping u of E into F.

COROLLARY 2 Let (E, E') and (F, F') be dual systems separated in E'
and F', u a weakly continuous linear mapping from E into F,. then the
transpose u' of u is a weakly continuous linear mapping from F' into E',
whose transpose is u, when E and F are Hausdorff (and when E', F' are
equipped with their weak topologies).

It follows that in the case of separated dual systems (E, E'), (F, F')
the mapping u ~ u' defines an isomorphism from the vector space
L(E, F) of weakly continuous linear mappings from E into F, onto the
vector space L(F', E') of weakly continuous linear mappings from F'
into E'; we shall see that essentially what is true for elements, subsets,
etc., of L(E, F) can be interpreted, simply, by transposition in terms of
elements, subsets, etc., of L(F', E').

Recall that if we consider the transpose of the composition of a
sequence of weakly continuous operators:

E~F~ ... ~G,
we could equally well have considered the composition of the sequence
of transposed mappings:

G'~ ... ~F'~E'.

In particular, the transposition defines an isomorphism of the
algebra L(E, E) of weakly continuous endomorphisms from E onto the
contravariant algebra of L(E', E') of continuous endomorphisms of E':

(uv)' = v' 0 u',
Let }J[ be a set of linear mappings from a vector space E onto a

vector space F, A a subset of E, B a subset of F; 'we set

M(A) = U u(A) M-l(B) = U u-1(B).

UE.M UE~lf

We then have the following trivial proposition:

PROPOSITION 25 Let (E, E'), (F, F') be dual systems separated in E' and
F', 'it a weakly continuous linear mapping frem E into F, A a subset of
F'. Then we have

(u(A»O = U 1 - 1(A 0) u-1(BO) = (u'(B»)o.

More generally, if M is a set of weakly continuous linear mappings
[rom E into F, M' the eei of transposed mappings, we get

(lJf(A)O =--= j1f' -l(A 0), Jf-1( BO) = (M'(B»O

(the superscript °stands for absolute polar).
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COROLLARY Under the conditions of Proposition 25, the weakly closed
disked hull of u(A) tresp, of M(A)) is identical to the polar of u'-l(A 0)
(resp. of M' -l(A 0)).

This follows, in fact, from Proposition 25 and the bipolar theorem.
In particular, choosing A = E, we find:

PROPOSITION 26 Let (E, E') and (F, F') be dual systems separated in
E' and F', let u be a weakly continuous mapping from E into F. Then the
weak closure of u(E) is the orthogonal of the kernel of u' ,. if E and Fare
separated, the kernel of u is the orthogonal of u'(F').

The second assertion can be obtained by exchanging the roles of E
and E' and of F and F'. In particular:

COROLLARY Let (E, E') and (F, F') be separated dual systems, u a
weakly continuous linear mapping from E into F. For u(E) to be weakly
dense in F, it is necessary and sufficient that u' be one-to-one; u is one-to­
one if and only if u'(F') is weakly dense in E'.

\Ve cannot use this corollary to interpret by transposition the situa­
tion u(E) = F; such an interpretation is included in

PROPOSITION 27 Let (E, E') and (F, F') be dual systems separated in
E' and F.', let u be a weakly continuous linear mapping from E into F.
For u to be a weak homomorphism it is necessary and sufficient that u'(F')
be a weakly closed subspace of E'.

Proof Let N be the kernel of u, v the mapping of E IN into F obtained
from u, Since the 'weak dual of E IN can be identified with the closed
topological vector subspace N° of weak E', and u' is obtained by
composing v' with the identity mapping from N° into E', the hypothesis
that u'(F') be weakly closed is equivalent to the same hypothesis on v;
on the other hand, since the quotient topology of E weak by N is
identical to the corresponding weak topology on E IN (Proposition 20),
to say that u is a weak homomorphism is to say that v is a weak iso­
morphism. We thus prove the proposition for the bijection v instead ofu,
But in this case the proposition is obvious (if u is a weak isomorphism,
then u' maps F' onto E', by Proposition 20, i.e, the Hahn-Banach
theorem; the converse is trivial by the definition of weak topologies).

COROLLARY Let (E, E'), (F, Il') be separated dual sysie1ns, 'It a weakly
continuous linear n~apping from E into F. For u to be a weak isomorphiem,
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it is necessary and sufficient that

u'(F') = E';

Jor u(E) = F it is necessary and sufficient that u' be a weak isomorphism:

So far we have used dual systems and weak topologies. Now we
introduce other locally convex topologies on the vector spaces.

PROPOSITION 28 Let (E, E') and (F, F') be dual systems separated in
E', F'. We equip E (resp. F) with the topology oj uniJorm convergence
on a set G> (resp. G» oj weakly bounded subsets oj E' (resp. F'). We suppose
that every set contained in a homothetic oj the weakly closed disked hull oj
ajinite number oj elements of G>, belongs to G>. Let u be a weakly continuous
linear mapping from E into F. For u to be continuous it is necessary and
sufficient that u' (~) c G>, i.e. that for every B E ~ we have u'(B) E G>. More
generally, a set M of weakly continuous linear mappings Jrom E into F is
equicontinuous if and only if for every B E ~ we have M'(B) E G> (M' is
the set of transposes of u EM).

Proof To say that M is equioontinuous is to say that for every
neighborhood V of 0 in F, M -l( V) is a neighborhood of 0 in E. We can
evidently suppose that V is of the form BO, where B E~. By the last
formula of Proposition 25, this means that every (M'(B))O is a neigh­
borhood of 0 in E, therefore (Section 8) that JiI'(B) E <£, hence the
conclusion.

COROLLARY 1 Let E and F be LCTVS, ic a linear malJping from E into
F. For u to be continuous it is necessary and sufficient that for every equi­
continuous subset B of F', the set of y' 0 u where y' runs through B, be an
equicontinuous set of linear forms on E (i.e. that 'It be weakly continuous
and u' transforms the equicontinuous subsets of F' into equiconiinuoue
subsets of E').

COROLLARY 2 Let E andF be LCTVS, E being equipped with the Mackey
topology -,;(E, E'). Then the linear mappings from. E into F that are con­
tinuous, are identical with those that are weakly continuous.

For, if u is continuous, it is weakly continuous (Proposition 24,
Corollary 1) and, conversely, if u is continuous, its transpose is weakly
continuous, therefore it transforms the weakly compact disks (and, a
fortiori, the weakly closed disked equicontinuous subsets of F') into
weakly compact disks of E' and therefore into equicontinuous subsets
of E'.

COROLLARY 3 Let u be a continuous linear 1napping from a Hausdorff



84 TOPOLOGICAL VECTOR SPACES

LCTVS E into another, F. Then its transpose u' is continuous when we
equip E' and F' with:

a) the strong topologies;

b) the Mackey topologies «s: E) and «r: F) ;

c) the topologies of compact convergence;

d) the weak topologies.

It suffices to apply Proposition 28 exchanging the roles of E and E'
and of F and F'.

PROPOSITION 29 Let E and F be two LCTVS, u a continuous linear
mapping from E into F. For u to be a homomorphism, it is necessary and
sufficient that it be a weak homomorphism (i.e. Proposition 27, that u'{F')
be a weakly closed subspace of E') and that every equicontinuous subset
of E' contained in u'{F') be the image by u' of an equicontinuous subset
of F'.

Let N be the kernel of u, M its image, v the continuous linear mapping
of E IN onto M defined by u, In view of Proposition 20, we verify easily
that each of the two hypotheses whose equivalence we wish to prove is
equivalent to the same hypothesis on v instead of u, "\Ve can thus con­
sider the case where u is a bijection of E onto F and we conclude with
the remark that two topologies on an LCTVS are identical if and only
if they give the same dual and the same equicontinuous subsets on the
dual (Section II), or also by applying to u Corollary I of Proposition 28.

COROLLARY I Let E and F be two LCTVS, u a continuous linear
mapping from E into F. For u to be an isomorphism, it is necessary and
sufficient that every equicontinuous subset of E' be the image by u' of an
equicontinuous subset of F'.

COROLLARY 2 Let E and F be two LCTVS, u a continuous linear map­
ping from E into F. For u to be a homomorphism from E onto a dense sub­
space of F it is necessary and sufficient that u'(F') be a weakly closed
subspace of E', and that the inverse image by u' of an equicontinuous
subset of E' be equicontinuous.

From this we conclude:

COROLLARY 3 Let E and F be two LCTVS, F being equipped with the
Mackey topology T(F, F'). Let u be a continuous linear mapping from E
onto F. For u to be a homomorphism, it is necessary and sufficient that u
be a weak homomorphism.
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Using Propositions 29 and 27 we obtain the conditions on u' for e to
be a homomorphism from E onto F, etc.

COROLLARY 4 Let E and F be two LCTVS, u a continuous linear map­
ping from E onto F, Eo a dense vector subspace of E. If u induces a
homomorphism from Eo into F, u is a homomorphism.

In fact, the duals of Eo and E can be identified with each other; the
equicontinuous subsets of one correspond exactly to the equicon­
tinuous subsets of the other; the corollary follows from the fact that a
subspace of E' which is closed for a(E', Eo) is a fortiori closed for
a(E', E). Note carefully that the converse of Corollary 3 is false: u can
be a homomorphism without inducing a homomorphism of Eo (see
Exercise 2).

In the next Section we shall characterize, using the transpose, a
metric homomorphism from a Banach space into another.

Biiranepose: Let (E, E') and (F, F') be two separated dual systems,
u a weakly continuous linear mapping from E into F. Then u' is a
continuous mapping from strong F' into strong E' (Proposition 28,
Corollary 4), therefore its transpose (ou')' is a linear mapping from E"
into F" continuous for a(E", E') and a(E", F') (same reference). It is
called the bitranepose of u and denoted by u" . It is also the mapping
obtained from u by extension by weak continuity to E" (recall that E
is weakly dense in E") and often it is of interest to reason directly on
u" with this interpretation.

EXERCISE I Let E be a vector space, (u i ) a family of linear mappings
from E into an LCTVS E i' for every i let u7 be the algebraic transpose
of Ui' Let G) be the set of subsets of the algebraic dual Ei of E of the
form ui(Ai), where Ai runs through the set of weakly compact equi­
continuous disks of E~. Show that, on E, the G)-topology is identical to
the coarsest topology for which the u; are continuous. Using Theorem
7, Corollary I (Section 12) find a new proof of Theorem II (Section 15).

EXERCISE 2 Let E be a metrisable, complete, Hausdorff LCTVS, F a
closed vector subspace of infinite codimension. Show that an algebraic
supplement Eo of F exists which is everywhere dense in E, and that for
such an Eo, the canonical homomorphism from E onto ElF induces on
Eo a linear mapping which is not a homomorphism.

EXERCISE 3 Let K be a compact space, E an LCTVS, F a closed vector
subspace of E. Show that the natural linear mapping from C(K, E) into
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G(K, ElF) is a homomorphism from the first space onto a dense sub­
space of the second. (Use Proposition 29, Corollary 3, replacing G(K, E)
by C(K) 0 E, then apply Chapter 1, Section 14, Exercise 2.)

17 Summary and complementary results for normed spaces

Let E be a normed space. Then E' has a natural norm

II x'II = sup I <x, x') I,
IIxll<l

which makes it a Banach space (Chapter 1, Section 5, Theorem 2). We
see immediately that the corresponding topology on E' is identical to
the strong topology of the dual, i.e. the topology of uniform convergence
on the unit ball of E (which is identical to the strong topology, by
virtue of the metric characterization of the bounded subsets of E). By
definition of the norm of E' the unit ball of E' is the polar of the unit
ball of E. Therefore, the unit ball of E' is a weakly cornpact subset of E'
("weak" refers to the topology a(E', E)).

The equicontinuous subsets of E' are the bounded subsets of the
normed space E', therefore the topology of the bidual E" of E (Section
12, Definition 9), is identical to the strong topology of the dual of E',
i.e. the topology defined by the norm of the dual of the normed space
E'. Furthermore:

PROPOSITION 30 Let E be a normed space. Then the continuous mapping
of E into its bidual is a metric isomorphism from E into E".

In fact, if x E E it follows from the definitions that the norm of
x in E" is at most equal to its norm in E; the inverse inequality follows
from the stronger fact that there exists an x' E E' of norm < 1 such
that <x, x') = II x II : it is in fact trivial when we replace E by the line
F generated by x, then it is sufficient to extend the linear form obtained
on F into a linear form of norm < 1 defined on all of E, by the Hahn-­
Banach. Theorem II.

COROLLARY Every normed space is isomorphic (with its norm) to a
vector subspace of a space C(K) constructed on some compact space K,

We can choose as K the unit ball of E' equipped with the weak
topology and then consider for every x E E the restriction to K of the
linear form on E' defined by x; Proposition 30 means precisely that the
linear mapping from E into C(K) thus obtained is a metric isomorphism.
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Theorem 8 of Section 12 gives

PROPOSITION 31 Let E be a normed space. E is reflexive if and only if
its unit ball is weakly compact.

In the general case, the bipolar theorem shows that the unit ball of
E" is the weak closure of the unit ball of E ("weak" refers to the topo­
logy a(E", E')). We point out the

COROLLARY Let E be a reflexive normed space, F a closed vector subspace.
Then F and ElF are reflexive.

It is sufficient to show this for the quotient space. The unit ball of E
being weakly compact, its canonical image in ElF is weakly compact,
therefore closed, and since it is dense in the unit ball of ElF it is
identical to this unit ball. Thus ElF satisfies the criterion of Proposi­
tion 31.

In the theory of duality for subspaces and quotients we have

PROPOSITION 32 Let E be a normed space, F a closed vector subspace.
Then the natural linear mapping from the dual of ElF into the dual of E
is a metric isomorphism. from the first space into the second. The natural
linear mapping of the dual of E into the d~tal ofF is a metric homomorphism
from the first space onto the second.

The first assertion follows trivially from the definitions, the second
one is already included in the theorem of Hahn-Banach II (therefore
it is even an equivalent statement if we take into consideration Theorem
6, Section II). Thus, the canonical isomorphisms (ElF)' Rj FO,
F ' ~ E'IFo, are even isomorphisms for the normed structure and a
fortiori for the various natural strong topologies.

COROLLARY I Let u be a continuous linear mapping from a normed space
E into another, F. If u is a homomorphism (resp. metric homomorphism)
then its transpose u' is a homomorphism iresp, metric homomorphism).

In fact, the two parts of Proposition 32 lead us back to the case
where u is a bijection from E onto F, the rest is trivial.

COROLLARY 2 Let u be a coniinuoue linear mapping from a complete
normed space E into a normed space F. For U to be a metric homomorphism
from, E onto F (resp. a metric isomorphism) it is necessary and sufficient
that its transpose u' be a metric isomorphism from F ' into E' iresp, a metric
homomorphism from F' onto E').

This is just another formulation of Corollary I. We point out that we
G
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shall see in Chapter 4, Part 2, Section 4, that the converses to Corollaries
I and 2 are valid.

While considering transpositions, it remains to show

PROPOSITION 33 Let E and F be two normed spaces, u a continu-ous
linear mapping from E into F. Then the norm of u is equal to the norni of
its transpose.

In fact, we have

IJ u II = sup IIux II,
IIxJj<1

then by Proposition 30 we get

II ux II = sup I <ux, x') j,
11x'11<1

II u II = sup I <ux, x') I = sup I (x, u'x') I
IjxJ/<1 \Ixll <I

x 1<1 )x'll<I

= sup II u'x' II = II u' II
!lx'il <1

EXERCISE I Let E be a normed space, F a closed vector subspace of
E. Show that if F and ElF are reflexive, E is reflexive. (Show directly
that every continuous linear form on E' comes from an element of E,
showing first that it coincides on FO with a linear form defined by an
element of E.)

EXERCISE 2 Show that a separable normed space is isomorphic to a
normed vector subspace of a space O(K), where K is a compact metris­
able space (use Section II, Exercise 2). From this conclude that we can
choose for K the Cantor set (see Bourbaki, Topologie Generale, Chapter
IX, Section 2, Exercise 18), or also the interval I = (0, I) (show that
by extending linearly in the components of CI K every continuous
function given on the Cantor set K, we obtain a metric isomorphism
from O(K) into 0(1)). (Compare these results with Chapter I, Section 14,
Exercise I.)

EXERCISE 3 Let E be an LCTVS, let u be a continuous linear mapping
from E into a Banach space F. Show that the image of the unit ball of
F' by the transpose u' of u is an equicontinuous weakly compact disk
in E'. Conversely, for every weakly compact equicontinuous disk A' in
E', we can find a continuous linear mapping u from E into a Banach
spaceF, such that A' be the image of the unit ball ofF' by the transpose
u' of u; we can suppose u' bijective. (Consider on E the semi-norm
associated to the polar disk of A', and choose F to be the associated
Banach space.)
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EXERCISE 4
a) Consider the Banach space Co of sequences of scalars tending to 0

(see Chapter I, Section 9, Exercise 7). Let e, be the element of Co 'with
all "coordinates" zero except for the ith which equals 1. Show that the
sequence (e.) tends to zero weakly but not strongly. Show that the
sequence

Un = L e,
l<i<n

is a weak Cauchy sequence in Co, which does not converge weakly to a
limit in Co (show that (u·n ) converges weakly in the bidual Z" of Co to the
limit u where all the coordinates are equal to I).

b) Consider the Banach space II of summabIe sequences of scalars,
constructed on a set I of indices. Show that on this space, every weak
Cauchy sequence is a strong Cauchy sequence and therefore strongly
convergent.

EXERCISE 5 Let E be a separable Banach space where there exist
weak Cauchy sequences not weakly convergent or weakly convergent
sequences not strongly convergent (see Exercise 4, a)), let u be a homo­
morphism from II onto E (see Chapter I, Section 14, Exercise I). Show
that the kernel of u does not admit a topological supplement in II (use
Exercise 4, b)).

18 Elementary properties of compactness and weak compactness

In this section we will consider only the most elementary properties of
compactness connected with the theory of duality. Further results are
contained in Chapter 5.

PROPOSITION 34 Let A be a eubse; of an LCTVS E. For A to be pre­
compact it is necessary and sufficient that A be bounded, and that on A
the uniform structure induced by E be identical to the induced weak
uniform structure.

The condition is sufficient, since a bounded set is weakly precompact
(Section 10, Proposition 15). It is necessary since a precompact set is
bounded (Chapter I, Section 7, Proposition 10); on the other hand, in
order to show that the two induced uniform structures are identical,
we can clearly suppose E Hausdorff, therefore E can be identified with
a space of functions on E' having a G)-convergent topology, the weak
topology being the simply convergent topology. Thus we have a
general situation already known in topology (see Chapter 0, Proposition
6, Corollary 2).
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PROPOSITION 35 Let A be a precompact subset of an LCTVS E,. then the
disked hull of A is still precornpact.

The proof is obvious.

COROLLARY Let A be a precompact subset of a Hausdorff LCTVS E.
The closed disked hull of A is compact if and only if it is complete (this is
the case if in E every bounded closed subset is complete, a fortiori if E
is complete).

In order to verify that a subset B of an LCTVS is complete, the
following criterion is often useful:

PRoPOSITION 36 Let E be an LCTVS, A a complete subset of E. Then A
is also complete for every locally convex topology T on E which is finer
than the initial topology To and which admits a closed (for To) funda­
mental system of neighborhoods of o.

The proof reduces to the case where To is Hausdorff, and therefore
can be identified with a space of linear forms on E' with a G>o-topology.
Then T is a G>-topology with G> c G> 0' a case known in general topology
(Chapter 0, Proposition 6, Corollary 1). We can also prove the more
general result: Let F be a set with two uniform structures To and T,
TfinerthanTowith a fundamental system of entourages closed inF X F
for the topology corresponding to To. Then every subset A of F com­
plete for To is complete for T.

We must show that a Cauchy filter Wfor T admits a limit point for T.
By the hypothesis on T, the closures B, for To, in A, B E W, still form a
Cauchy filter base lJf for T; we must show it converges or that

n B
.Bet/)

is not empty. Since lJf is also a Cauchy filter base for To, formed of
closed sets for To, and since A is complete for To, A admits a cluster
point for T, i.e, n B is not empty.

BetP

COROLLARY 1 Let E be a Hausdorff LCTVS,. then every weakly compact
subset of E is complete.

It is in fact weakly complete, and it suffices to apply Proposition 36
with To the weak topology, T the given topology. In view of Proposition
35, we get:

COROLLARY 2 Let A be a precompact subset of a Hausdorff LCTVS. Its
closed disked hull B is compact if and only if B is weakly compact.
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The necessity is clear, the sufficiency follows from Corollary 1 and
Proposition 35, Corollary. Finally we point out

COROLLARY 3 Let E be an LCTVS. Every weakly compact subset of E'
is strongly complete.

It is in fact weakly complete, and it suffices to apply Proposition 36
to E' with To the weak topology, T the strong topology.

PROPOSITION 37
1) Let E be a Hausdorff LCTVS, A a conipaci subset of E, B a closed

subset of E. Then A + B is closed.

2) Let A, B be two compact convex subsets of E, then F(A U B) is
compact.

1) Let x ¢ A + B. This also means that the compact set x - A and
the closed set B do not meet. It is then well known that there exists a
neighborhood (x - A) + U of the compact set which does not meet B;
then x + U is a neighborhood of x which does not meet A + B.

2) See Section 5, Exercise 4.

THEOREM 12 Let (E, E') and (F, F') be two dual systems, G) a set of
bounded 8ubsets of E, ~ a set of bounded subsets of F', u a weakly con­
tinuous linear mapping from E into F, u' its transpose. The following
conditions are equivalent:

1) u transforms the A E ® into precompact subsets of F equipped with
the G)-topology.

I') u' transforms the B E ~ into subsets of E' which are precompact for
the G)-topology.

2) The restrictions of u to the A E G) are uniformly continuous when we
equip E with the weak topology and F with the G)-topology.

2') The restrictions of u' to the B E ~ are uniformly continuous when toe
equip 1/" with the weak topology and E' with the G)-topology.

3) The restriction of the function (ux, y') = (x, u'y') to the sets
A x B with A E G), B E ~ are uniforn~ly continuous for the product of the
weak uniform structures. It even suffices to suppose these functions to be
uniformly continuous for the product of the weak uniform structure of A
by the strong uniforn~ structure of B, or conversely.

Furthermore, when the A E G) iresp, the B E ~) are disked we can replace
in Oondition 2 iresp, 2') the uniform continuity by continuity and even by
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continuity at the origin. The preceding conditions imply that far every
A E ffi, B E c:;r, the set of u(x, y'), with x E A y' E B is bounded.

Proof I) implies 2'). Since the B E c:;r are uniformly continuous sets of
functions on F (with ffi-topology), on such a B the weak uniform
structure is identical to the structure of precompact convergence and,
also, I) means precisely that u' is continuous, therefore uniformly con­
tinuous, for precompact convergence on F' and ffi-convergence on E'
(Section 16, Proposition 28). 2') implies I'), by reasons of uniform con­
tinuity since the B E c:;r are weakly precompact subsets ofF'. By reasons
of symmetry we also have the implications: 1') => 2) and 2') => I),
which proves that conditions I), 2'), I'), 2) are equivalent.

Furthermore, 2) and 2') imply 3) as can easily be seen by writing

<ux1 , y~) - <ux2 , y~) = <u(xI - x 2) , y~) + <ux2 , y~ - y~),

and conversely, the first weakened statement of 3) evidently implies 2),
since it implies that for a given e > 0 there exists a weak entourage U
in A such that

I <uxl' y') - <ux2, s'> [ < e
for Xl' X 2 E A, y' E B, (xv x 2 ) E U i.e. UX1 - UX2 E BO which is precisely
2). Thus 3) and its variants are equivalent to the preceding conditions.
Since A x B is precompact for the product of the weak uniform
structures, 3) implies that the set of <UX, y'), with X E A, y' E B is a
precompact subset, therefore bounded, of the field of scalars. Finally,
the substitution in 2) (or 2')) of uniform continuity by continuity at the
origin is a particular case of Section 14, Lemma.

COROLLARY I Let U be a continuous linear mapping from an LCTVS E
into another, F, and ffi a set of bounded subsets of E that generate E.
The mapping U transforms the A E ffi into precompact subsets of F if and
only if its transpose u' transforms the equiconiinuou» subsets of F' into
relatively compact subsets of E' equipped with the ffi-topology.

In fact, in the second condition we can suppose that the equicon­
tinuous subset B ofF' is weakly compact, then its image in E' is weakly
compact therefore weakly complete and a fortiori complete for ffi­
convergence (Proposition 37); it follows that precompactness of B is
equivalent to relative compactness. Then, Corollary I is a particular
case of the equivalence of conditions I) and I') of Theorem 12. Notice
that we can also see that, if the A E ffi are weakly compact and F
Hausdorff, then the condition considered in Corollary 1 means that U

transforms the A E ffi into relatively compact subsets of F. A simple
change in notation gives us:
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COROLLARY 2 Let E and F be two Hausdorff LCTVS, u a weakly con­
tinuous linear mapping from E' into F, u' the weakly continuous linear
mapping from F' into E (u' is the transpose of u). u transforms the equi­
continuous subsets of E' into relatively compact subsets of F if and only
if u' does.

We remark that the first condition means also that u' is continuous
when F' has the topology of uniform convergence on the compact disks
of F (Section 16, Proposition 28); this is equivalent to an analogous
statement on u.

COROLLARY 3 Let u be a continuous linear mapping from a Banach
space E into another, F. The mapping u transforms the unit ball of E into
a relatively compact subset of F if and only if its transpose u' transforms
the unit ball of F' into a relatively compact subset of the Banach space E'.

(Choose <» with only the unit ball of E, ~ with only the unit ball of
F'.)

COROLLARY 4 Let (E, E') be a dual system, <» a set of bounded subsets
of E, ~ a set of bounded subsets of E'. The following conditions are equiva­
lent:

a} The subsets A E <» are precompact for the <»-topology;

a') The subsets A' E ~ are precompact for the <»-topology;

b) For every A E <», A' E~, the restriction of the function <x, x') to
A x A' is uniformly continuous for the product of the weak uniform
structures,

It suffices to apply Theorem 12 to the identity mapping of E. In
particular, when <» is the set of bounded subsets of an LCTVS E, ~ the
set of equicontinuous subsets of E', we obtain

COROLLARY 5 Let E be an LCTVS. The bounded subsets of E are pre­
compact if and only if the equicontinuous subsets of E' are strongly
relatively compact.

This is also a particular case of Corollary 1, relative to the identity
mapping of E and the set of all bounded subsets of E.

DEFINITION 13 Let E be an LCTVS. E is a Montelspace, abbreviated a
space of type (.1), if it is Hausdorff and if every bounded subset of E is
relatively compact.

A fortiori, such a space is reflexive. We have seen that the spaces
8(U) and 8(K) of Schwartz (Chapter I, Section 10) are Montel spaces.
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A Banach space of type (.A) is finite dimensional by Chapter 1, Section
13. Corollary 4 of Theorem 12 then gives

PROPOSITION 38 Let E be a Hausdorff LCTVS. E is of type (.-4) if and
only if its closed bounded subsets are complete and the equicontinuous
subsets of E' strongly relatively compact.

COROLLARY Let E be an LCTVS whose closed bounded subsets are
complete and such that the strongly bounded subsets of the dual are equi­
continuous (example, a complete metrisable space-see Ohapter 1, Section
15, Theorem 11). E is of type (1) if and only if its strong dual is of
type (.-4).

(We shall study in Chapter 3, Section 3, under the name of quasi­
barrelled spaces, the LCTVS such that the strongly bounded subsets of
the dual are equicontinuous.)

DEFINITION 14 Let u be a linear 1napping of an LCTVS E into another,
F. We say that u is compact iresp. precompact, resp, weakly compact, resp,
bounded) if u transforms some neighborhood V of 0 in E into a relatively
compact resp. precompact, ...) subset ofF.

When E is a Banach space, we may choose for V the unit ball of E.
To say that u is bounded is to say that u is continuous (Chapter 1,
Section 7, Proposition 12, Corollary 2). Corollary 3 of Theorem 12
states that a linear mapping u from a Banach space into another is
compact if and only if its transpose is compact.

We now examine weak compactness. Recall that as the bounded
subsets of an LCTVS E are exactly the weakly precompact subsets, a
subset A of E is weakly compact if and only if it is bounded, weakly
Hausdorff and weakly complete.

The analogue of Theorem 12 is

THEOREM 13 Let u be a continuous linear mapping from a Hausdorff
LCTVS E into another, F. Let ~ be a set of bounded subsets in E, let H
be the vector space generated by the weak closures of the A E ffi in E",. we
suppose H ::J E. The following conditions are equivalent:

1) u transforms the A E ~ into weakly relatively compact subsets of F

2) The bitranspose u" of u maps H into F.
These conditions imply

3) The transpose u' transforms the weakly closed equicontinuous subsets
of P' into subsets of E' which are relatively compact for a(E', H).

JVhen F is quasi-complete, Oondition 3) also implies Oonditions 1)
and 2).
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Proof Since u" is a weakly continuous mapping from E" into F" and
since the weak closures in E" of the A E ® are weakly compact sets,
1) is equivalent to 2). Also, 2) means that u' is continuous for at]", F)
and a(E', H) and, since an equicontinuous weakly closed subset B ofF'
is weakly compact, 2) implies that B is transformed into a compact,
therefore relatively compact subset of E' with a(E', H). Conversely, if
this is so, the topology a(E', H) on u' (B) will be identical to a(E', E),
therefore the restriction of u' to an equicontinuous subset B of F' will
be continuous for the topdlogies a(F', F) and a(E', H), therefore for
every x E H the restriction of the linear form u"x = x 0 u' to the equi­
continuous subsets of F being weakly continuous, belongs to the
completion of F (Section 14, Theorem 10, Corollary 2), and therefore
to F when F is complete. In any case, u"» belongs also to the weak
closure in the completion P of F, of a bounded subset of F. We can
obviously suppose this subset disked, therefore its weak closure in P is
identical to its closure for the natural topology of the completion; then,
if F is quasi-complete, we will have u"x E F for every x E H.

The most important case is the one where ® is the set of all bounded
subsets of E:

COROLLARY 1 Let E, F be two Hausdorff LCTVS, u a continuous linear
mapping from E into F. The following conditions are equivalent:

1) u transforms the bounded subsets of E into weakly relatively compact
subsets of F ;

2) the bitramspose u" maps E" into F.
These conditions imply:

3) The transpose u' transforms the equiconiinuou« subsets of F' into
relatively compact subsets of E' for a(E', E"),. the converse is true if F is
quasi-complete.

COROLLARY 2 Let E, F be Hausdorff LCTVS, u a weakly continuous
linear mapping from E into F', u/ the weakly continuous mapping from
F into E', u' the transpose of u, The mapping u transforms the bounded
subsets of E into relatively compact subsets of F' for a(F', F") if and only
if u' has the analogous property.

Proof It suffices to show that the first condition implies the second,
which follows from Corollary 1, applied to E and F' strong, since the
bounded subsets ofF are equicontinuous subsets of the dual ofF' strong.

COROLLARY 3 Let u be a continuous linear mapping from a Banach
space E into another, F. The mapping u is weakly compact (see Definition
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14) if and only if its transpose u' is a weakly compact 1napping from the
Banach space F' into the Banach space E'.

COROLLARY 4 Let E be a Hausdorff LCTVS.

a) If E is reflexive and if the strongly bounded subsets of the dual are
equicontinuous, then E' equipped with the strong topology is reflexive.

b) If E is quasi-complete and E' with the strong topology is reflexive,
then E is reflexive.

1':,

c) Thus, if the strongly bounded subsets of E' are equicontinuous, E is
reflexive if and only if it is quasi-complete and its strong dual is reflexive.
(In particular, a meirisable and complete LCTVS is reflexive if and only
if its strong dual is reflexive.)

a) is an immediate consequence of Theorem 8 and b) results from
Corollary 1 for the identity mapping.

EXERCISE 1 Let A, B be two sets, u a bounded scalar function on
A X B. For every x E A let x be the function y~ u(x, y) on B and for
every y E B let fj be the function x~ u(x, y) on A. Let A be the subset
of the Banach space 0 00 (B) of bounded functions on B formed by the
x(x E A) and let !J be the analogous subset of Ooo(A). Show that A is a
relatively compact (or weakly relatively compact) subset of Ooo(B), if
and only if !J is a relatively compact (or a weakly relatively compact)
subset of Ooo(A).

Application Let G be a monoid, f a bounded function on G, for every
s E G let Usf (or Vsf) be the function t ~ f(st) (or t~ f(ts)) on G.
Show that the set of left translates Usf of f is relatively compact (or
weakly relatively compact) in Ooo(G) if and only if the set of right
translates Vaf is. We say that f is an almost periodic function (or
weakly almost-periodic) on G. Show that iff is almost periodic then the
set of UsVtf where s, t EGis a relatively compact subset of Ooo(G).

EXERCISE 2 Consider the Banach spaces co, ll, lOO (Chapter 1, Section
9, Exercises 6, 7).

a) Show that co, zr are separable and from this conclude that the
unit ball of Co is weakly metrisable, that the unit ball of 1I is metris­
able for a(lI, co). Show that I" is not separable (for every subset A of
the set of the integers, let XA E lOO be its characteristic function, show
that A ~ B implies II XA - XB II > 1 and that the set of XA is not
countable.

b) Show that every weakly compact subset of the Banach space l1
is compact (use Section 17, Exercise 4b; it suffices to show that from
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every weakly relatively compact sequence of 11 we can extract a sub­
sequence that converges strongly, using a) in order to extract a sequence
that converges for a(ll, co) and therefore for a(ll, loo)).

c) Let u be a continuous linear mapping from Co into an LCTVS E;
show that u is compact if and only if u is weakly compact (use b)).

d) Generalize b) and c) to the spaces ll(1) etc. constructed on an
index set 1.

EXEROISE 3 Let E be a Hausdorff LOTVS, u a weakly continuous
linear mapping from the dual Z" of II into E (u therefore transforms the
unit ball of 100 into a weakly compact subset of E). Show that u trans­
forms even the unit ball of l" into a compact subset of E (see Exercise
2). Let ei be the element of I" with all coordinates zero except the ith
which equals 1; show that the sequence of ue, is a commutatively
convergent series in E, that its product with every bounded sequence
is also and that

U((Xi)) = L Xiuei

for every (Xi) E Zoo. Conversely, show that if E is quasi-complete every
summable family in E is obtained in this way. Therefore there is a
bijective correspondence between the weakly continuous linear map­
pings from Zoo into E, the compact linear mappings (or weakly compact)
from Co into E and the commutatively convergent series in E. (The
spaces Co, 1I, Zoo can still be constructed on any given set I of indices.)

EXEROISE 4
a) Let u be a bilinear form on the product E X F of two LCTVS,

let A (or B) be a disk in E (or F). Show that if the restriction of u to
A X B is continuous at the origin, then the restriction is continuous.
If furthermore A is precompact and B compact, then u is continuous
on A X B.

b) Let u be a weakly continuous linear mapping from an LCTVS E
into another, F; let <» be a set of bounded disks of E covering E. The
mapping u transforms the subsets A E <» into precompact subsets of F
if and only if for every A E <» and every equicontinuous subset B of F',
the restriction to A X B of the function <UX, y') is continuous at the
origin for the product of the weak topologies (see Theorem 12, Condi­
tions 1) and 3)).

c) Let E be a separable Banach space. Show that for every sequence
(Xi) in E converging weakly to 0 and every sequence (x;) in E' con­
verging weakly to 0 we have

/ '>,Xi' X'i ~ 0,
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if and only if the weakly compact subsets of E are compact (use b), by
noticing that the unit ball ofE' is weakly metrisable, that consequently
E' is weakly separable and the weakly compact subsets of E are weakly
metrisable,

EXERCISE 5 Let E be an LCTVS whose strong dual is separable (for
example Co, see Exercise 2a, or a vector subspace of co),

a) Let u be a weakly continuous linear mapping from E into an
LCTVS F. The mapping u transforms the bounded subsets into pre­
compact subsets if and only if u transforms the sequences that converge
weakly to 0, into convergent sequences for the given topology (it
suffices to see that the restriction of u to a bounded set A of E is con­
tinuous for the weak topology of E and the given topology of F and to
note that A is weakly metrisable).

b) Let F be an LCTVS whose weakly compact subsets are compact.
Show that every weakly continuous linear mapping from E into F
transforms the bounded subsets into precompact subsets (and is there­
fore precompact if E is a normed space). (In particular we can choose
E to be a vector subspace of Co and F = ll; see Exercise 2).

c) From this, conclude that if E is a normed space whose strong dual
is separable and whose weakly compact subsets are compact, then E is
finite dimensional.

d) Conclude from c) and from Exercise 4c, that if E is an infinite
dimensional Banach space whose strong dual is separable we can find
in E a sequence (Xi) converging weakly to 0, such that <Xi' X~> = I for.
every t.

e) IfE is an LCTVS whose dual is separable, show that every element
of E" is the limit of a weak Cauchy sequence in E (notice that the
bounded subsets of E are weakly metrisable). From this conclude that
a weakly continuous linear mapping u from E into an LCTVS F trans­
forms the bounded subsets into weakly relatively compact subsets if
and only if u transforms weak Cauchy sequences into weakly convergent
sequences.



CHAPTER 3

Spaces of linear mappings

IN THIS CHAPTER we continue to develop the formalism begun in the
preceding one, concentrating on spaces of linear mappings. The de­
velopment is easy and we do not meet any truly new theorems; the
hypothesis of local convexity (and the Hahn-Banach theorem) are
seldom used. Mainly we use General Topology and the application of
the Banach-Steinhaus theorem (therefore of Baire's theorem).

1 Generalities on the spaces of linear mappings

Let E and F be LCTVS, let L(E, F) be the space of continuous linear
mappings from E into F. Let y be an element ofF not in the closure of
the origin, i.e. such that the line generated by y is Hausdorff therefore
isomorphic to the field of scalars. If we assign to every x' E E' the.
mappIng

x r--+ <x, x')y

from E into F we clearly obtain an algebraic isomorphism from E' into
L(E, F). If ~ is any given set of subsets ofE, the preceding isomorphism
is also a homomorphism from E' into L(E, F) when these spaces are
equipped with the ~-topology. It follows that (in view of Chapter 2,
Section 10, Proposition 16) the ~-topology on L(E, F) is compatible
with the vector structure only if the A E ® are bounded subsets of E.
The condition is also sufficient by the general criterion of Chapter 1,
Section 8, Theorem 3. In what follows, when we consider on L(E, F) a
~-topology, ® will always be a set of bounded subsets of E.

Let L(f)(E, F) be the space L(E, F) of continuous linear mappings
from E into F equipped with the ~-topology. In particular, LAE, F)
and Lb(E, F) stand for the space L(E, F) with, respectively, the topology
of pointwise convergence and the topology of uniform convergence on
the bounded subsets of E. If for every A E ~ and every neighborhood
V of 0 in F we let W(A, V) be the set of u E L(E, F) such that u(A) c V,
the sets W(A, V) and the homothetics of the intersections of a finite
number of such sets, form a fundamental system of neighborhoods of
oin L(f)(E, F). It follows that the ®-topology does not change when we
add to ~ the closed disked hulls of finite unions of elements of ®, the

99
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homothetics of such hulls and finally all sets contained in the sets of
the preceding type. However, when F is not identical to the closure of
the origin, the immersion of E' into L(E, F) indicated at the beginning
shows that we cannot increase the set of subsets further without making
the corresponding topology finer (Chapter 2, Section 10, Proposition 17).
Finally we remark that in the study of a <»-topology we can always
suppose <» to be a set of closed disks of E, closed under homothetics,
containing together with a finite number of disks A i their closed disked
hulls and with a disk A all the disks contained in A.

We can also consider the space of all weakly continuous linear map­
pings from E into F with a <»-topology (for the given topology on
F); this space is identical to L(f)(E", F) where ET: is E with the Mackey
topology -r(E, E') (since the weakly continuous linear mappings from
E into F are precisely those which are continuous for the topology
-r(E, E') on E and the given topology on F; see Chapter 1, Section 16,
Proposition 28, Corollary 2). More generally, consider two dual systems
(E, E') and (F, F'), let <» be a set of bounded subsets of E, ~ a set of
bounded subsets of F' ("bounded" meaning weakly bounded). We can
equip F with a ~-topology, which induces on the space of weakly
continuous linear mappings from E into F a <»-topology; it is locally
convex if for example the A E <» are strongly bounded or the B E ~

strongly bounded as we can easily verify. In either case:

PROPOSITION 1 Let (E, E') and (F, F') be two separated dualsystemB, let
<» (or ~) be a set of bounded subsets of E (or F). Equip E' with a <»­
topology, F with a ~-topology, then equip the space of weakly continuous
linear mappings from E into F with the <»-topology, and the space of
weakly continuous linear mappings from F' into E' with the ~-topology,

then the operation of transposition is horrwmorphism from the first space
of linear mappings onto the second.

Proof From the characterization of neighborhoods of 0 in the spaces
under consideration it suffices to show that for given A E <», B E ~ the
relations u(A) c BO and u'(B) c A ° for a weakly continuous linear
mapping u from E into F (with transpose u') are equivalent. Since the
first relationship can be written A c u-1(BO) and since u-1(BO)= (u'(B»O
(Chapter 2, Section 16, Proposition 25); from the bipolar theorem,
A c (u'(B»O is equivalent to A 0 :::> u'(B).

COROLLARY Let (E, E') and (F, F') be two separated dual systems. Con-
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sider on E, E', F, F' the weak topologies. Then the operation of transposi­
tion u ~ u' is a TVS isomorphism from Ls(E, F) onto Ls(F', E').

PROPOSITION 2 Set E and F be two non-zero LOTVS . We equip E with
the topology -r(E, E') so that the linear mappings from E into F which are
continuous or weakly continuous are the same, and we suppose F to be
Hausdorff. Let ~ be a set of bounded subsets of E such that the vector space
generated by their union is identical to E. Then the space L®(E, F) is
complete if and only ifF is complete and E' is complete for the ~-topology.

The necessity follows as E' with ~-convergence is isomorphic to a
closed topological vector subspace of L(E, F) (see the beginning of this
section), and also as F is isomorphic to a closed topological vector
subspace of L(5)(E, F) (choose x' E E' non-zero and associate with every
y E F the mapping x f---+ <x, x')y from E into F). Conversely, if E'
(with ~-convergence)and F are complete we shall show that L(5)(E, F)
is complete. Since the space of all mappings from E into F is complete
for ~-convergence, it suffices to show that L(5)(E, F) is a closed subspace,
i.e, that every mapping u from E into F which is a limit for the ~­

convergence of continuous linear mappings is linear and continuous.
The linearity is trivial in any case. For the continuity it is sufficient to
verify weak continuity, that is, for every y' E F', y' 0 u is a continuous
linear form on E. It is immediate that y' 0 u is a limit for the ~-con­

vergence of linear forms of type y' 0 Ui where the u, are in L(E, F),
therefore it is a limit for the ~-convergenceof continuous linear forms.
Since E' is complete for ~-convergence, it follows that y' 0 u is con­
tinuous.

Recall that we have obtained in Chapter 2, Section 14 a criterion for
the completeness of E' and F (with ~-convergence)which can be used
in Proposition 2.

EXERCISE Let E and F be two Hausdorff LCTVS, let ~ be a set of
weakly compact disks in E whose union generates E and let F s be the
space F with the weak topology. Show that the dual of L(5)(E, F s) is
identical to E rg; F' (use Proposition 1 and Ohapter 2, Section 15,
Proposition 23). Show that we obtain the same dual by equipping
L(E, F s ) = L(E", F) with the l.u.b. topology of the preceding topology
and the topology of the space Ls(E.o F) (use Chapter 2, Section 15,
Theorem 11).
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2 Bounded sets in the spaces of linear mappings

DEFINITION 1 Let E be an LCTVS, ® a set of bounded subsets of E. A
subset U of E is ®-absorbing if for every A E ® we have AU=:>A for A
positive and s'lrJficiently large. When ® is the set of all bounded subsets of
E, we simply say that U is bornioerous,

When U or the A E ® are balanced, it suffices in the preceding de­
finition to suppose that there exists for every A E ®, a A ;> 0 such that
AU =:> A. Notice that if ® is the set of subsets of E reduced to a point,
to say that U is ®-absorbing is to say that U is absorbing.

PROPOSITION 3 Let E andF be LCTVS, ® a set of bounded subsets of E,
M a set of (linear rnappings from E into F not necessarily continuous).
M(A) is a bounded subset of F for every A E ® if and only if for every
neighborhood V of 0 in F, the set jf-l( V) is a ®-absorbing subset of E.

(Recall that M(A.) = U u{A), M-l(V) = n u-1(V)). The proof is
UEM UEM

trivial.

COROLLARY 1 Let E and F be two LCTVS, ® a set of bounded subsets of
E. For a subset M of LC'fJ(E, F) the following conditions are equioaleni :

a) M is bounded;

b) for every A E ®, M(A) is a bounded s1tbset of F;

c) For every neighborhood of 0 in F, M -l( V) is a ®-absorbing subset
of E.

The equivalence of a) and b) is a particular case of Chapter 1, Section
8, Proposition 15; the equivalence of b) and c) is a particular case of
Proposition 3.

COROLLARY 2 Let E be an LCTVS with a set ® of bounded sets. A sub­
set A' of E ' is bounded for the (f)-topology if and only if its polar A'o is a
®-absorbing subset of E.

This is also equivalent to the fact that the weakly closed disked hull
of A I is bounded for the ®-topology; furthermore, Corollary 2 shows
that there is a bijection, by polarity, between the closed ®-absorbing
disks in E, and the weakly closed disks of E' which are bounded for
®-convergence. From this we conclude

COROLLARY 3 Let E be an LCTVS, let ®1 and ®2 be sets of bounded
subsei« of E. Then the following conditions are equivalent:
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a) Every ®cabsorbing closed disk in E is ®2-absorbing.

b) Every subset bounded for ®I-convergence is bounded for ®2-con­
verqence, in E'.

c) Every A E ®2 is bounded for the ®'I-topology, where ®'J is the set of
subsets of E' bounded for ® I-convergence;

d) For every LCTVS F, every subset of L(E, F) bounded for ®l-con­
vergence is bounded for ®2-convergence.

a) and b) are equivalent by polarity; a) implies d) by Corollary 1, and
b) is a particular case of d), therefore a), b), c) are equivalent. Finally,
b) means also (by Proposition 3) that for every subset A' E ®~ of E'
and every subset A E ®2 of E, the set <A, A') of scalar products
<x, x') with x E A, x' E A' is bounded; this is also equivalent to c).
Notice that condition b) is already verified if we suppose d) valid for
an LCTVS F which is different from the closure of the origin as in the
immersion of E' into L(E, F) described at the beginning of Section 1.
From Corollary 3, if ®l is a set of subsets of E, there exists a larger set
®2 of bounded subsets of E such that for every LCTVS F, every subset
of L(E, F) bounded for ®I-convergence is bounded for ®2-convergence:
it is the set of subsets of E' bounded for ®I-convergence. In particular,
when ®1 is the set of subsets reduced to a point of E (the most interest­
ing case), the corresponding topology on E' being the weak topology,
we obtain for ®2 the set of strongly bounded subsets of E (recall that we
call the topology ofuniform convergence on the weakly bounded subsets
ofE' the strong topology on E, a topology that depends only on the dual
system (E, E'». In particular,

PROPOSITION 3' Let E and F be LCTVS; every subset of L(E, F)
bounded for pointwise convergence, is bounded for uniform convergence on
the strongly bounded subsets of E.

The following theorem reveals an important class of strongly bounded
subsets of E:

THEOREM 1 (BANAOH-STEINHAUS-MACKEY) Let E be a llau~dorff

LCTVS. Every bounded complete disk of E is strongly bounded.

In other words:

COROLLARY 1 Let E and F be LCTVS, E Hausdorff; then every subset
of L(E, F) bounded for pointwise convergence is bounded for the uniform
convergence on the bounded complete disks of E.

H
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This means that in E every closed and absorbing disk is ®-absorbing,
where ® is the set of complete bounded disks of E. We point out that
Theorem 4' of Chapter 2, Section 8, is a particular case of Theorem 1:
the case where a Hausdorff LCTVS E is considered as the dual of E'
weak for the topology of uniform convergence on some set ® of weakly
compact (therefore weakly complete) disks of E': to say that a subset
of E is weakly bounded is to say that it is bounded for the topology
of pointwise convergence, therefore, by Theorem 1, it is bounded for
®-convergence. More generally

COROLLARY 2 Let E and F be LCTVS, E Hausdorff. Let M be a set of
continuous linear mappings from E into F bounded for pointwise con­
verqence; then M is bounded for the topology of uniform convergence on the
weakly compact disks of E.

Proof We can replace the topology of E by the weak topology; a weakly
compact subset of E being a fortiori bounded and weakly complete,
and apply Theorem 1.

CORROLLARY 3 Let E bea Hausdorff LCTVS, complete, or more generally,
iohoee closed bounded subsets are complete. Then for every LCTVS F,
every set of continuous linear mappings from E into F, bounded for the
topology of pointwise convergence, is bounded for the topology of bounded
convergence.

DEFINITION 2 E is quasi-complete if its bounded closed subsets are
complete.

Thus, if E is quasi-complete, the subsets of L(E, F) bounded for the
various ®-topologies (® is a set of bounded subsets of E whose union
generates E) are identical.

Proof of Theorem 1. We must show that if M is a set of continuous
linear mappings from E into F, bounded for pointwise convergence, and
if A is a complete bounded disk in E, then M(A) is a bounded subset of
F. Now, let E A be the vector space generated by A, with the gauge
semi-norm of A :

II X IIA = inf 1,1, I;
XEAA

this is a norm since A is bounded. Taking the restrictions of u E M to
EA , we can show that the set of mappings from EA intoF thus obtained,
is bounded for A-convergence. But as this set is bounded for pointwise
convergence, it suffices to show that E A is complete and to apply the
Banach-Steinhaus theorem (Chapter 1, Section 15, Theorem 11). We
then have the following lemma, interesting in itself:
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LEMMA 1 Let E be a Hausdorff LCTVS, A a complete bounded disk in E.
Then the corresponding normed space E A is a Banach space, i.e, it is
complete.

Proof As A is closed in E, and therefore contains the ends of the
intervals intersected by A on the real lines passing through the origin,
we conclude that the unit ball of E A is A. Also it is clear that a normed
space is complete if and only if its unit ball is complete. It is then
sufficient to show that the unit ball A of E is complete for the norm
topology of EA. This follows from Chapter 2, Section 18, Proposition 35,
applied to EA and to the topology induced by E on EA.

EXERCISE 1 Let E be a Hausdorff LCTVS, A a complete convex
(not necessarily disked) subset of E. Show that every set of continuous
linear mappings from E into an LCTVS F bounded for pointwise
convergence, is bounded for A -convergence. (Examine the case where
o E A and proceed by contradiction: if M were not bounded on A, there
would exist a sequence (xn ) extracted from A such that M would not
be bounded on the sequence of xn/n; consider then the closed convex
hull K of the sequenoe of xn/n and notice that K-K is a symmetric
compact, convex subset of E on which M would not be bounded.)

EXERCISE 2 A sequence of scalars (Ai) is rapidly decreasing if its product
with every monomial sequence i ~ in is bounded. Let E be an LCTVS,
a. sequence (Xi) in E is rapidly decreasing if for every continuous semi­
norm p on E, the sequence ofp(xi ) is rapidly decreasing. Show that this
is true if and only if for every integer n > 0, the sequence (inx i ) is
bounded. From this conclude that the sequence (Xi) in E is rapidly
decreasing if and only if for every x' E E', the sequence «Xi' X'») is
rapidly decreasing. Generalize this result for a larger class of sequences.

EXERCISE 3
a) Let u be a continuous linear mapping from an LCTVS E into

another, F. Show that u is continuous for the strong topologies (apply
Chapter 2, Section 16, Proposition 28, Corollary 4) and therefore
transforms the strongly bounded subsets into strongly bounded subsets.
In particular, if u is a continuous linear mapping from a Banach space
E into an LCTVS F, then u transforms the unit ball of E into a strongly
bounded subset of F, i.e. it is continuous for the strong topology of F.

b) Let F be an LCTVS with the topology T, let T' be another LC
topology on F with a fundamental system of neighborhoods of 0
closed for T. Show that every linear mapping u from a Banach space E
into F continuous for T, is continuous for T ' (notice that the topology T



106 TOPOLOGICAL VECTOR SPACES

is the topology of uniform convergence on a set of weakly bounded
subsets of the dual F' of F with the topology T).

c) Particular case: let E and F be LCTVS, u a continuous linear
mapping from a Banach space H into Ls(E, F) then u is also continuous
from H into Lb(E, F).

EXERCISE 4 Let (E, E') be a dual system. Every bounded subset of
E is strongly bounded if and only if the same is true for E'.

3 Relationship between bounded sets and equicontinuous sets. Barrelled
spaees

Let E and F be LCTVS, M a set of linear mappings from E into F.
The set M is equicontinuous if and only if for every neighborhood V
of 0 in F, the set M -1( V) is a neighborhood of 0 in E. Notice that if M
is equicontinuous, then the sets M -1( V) are a fortiori ®-absorbing for
every set ® of bounded subsets of E, therefore by Proposition 3:

PROPOSITION 4 Let E and F be LCTVS, M an equicontinuous set of
linear mappings from E into F. Then M is bounded for every ®-topology
(® is a set of bounded subsets of E).

We have already seen this proposition in Chapter 1, Section 15,
Proposition 22. We examine the case where there is a converse. First,
consider the

LEMMA Let E be an LCTVS, ® a set of bounded subsets of E. The follow­
't~ng conditions are equivalent:

a) In E every closed ®-absorbing disk is a neighborhood of o.
b) In E' every subset which is bounded for the ®-convergence is

equicontinuous.
c) In L(E, F) every subset which is bounded for the <;r-convergence is

equicontinuous, for an arbitrary LCTVS F.
(Compare with Proposition 3, Corollary 3.) The equivalence of a) and

b) is immediate by polarity since in b) we can restrict ourselves to
the weakly closed disked subsets of E', and can then apply Proposition
3, Corollary 2. b) implies c), by the characterization of bounded or equi­
continuous, subsets of L(E, F) by the nature of the sets M -l( V) (V
closed disked neighborhood of 0 in F). Finally, c) implies b): it suffices
to suppose c) true for a space F different from the closure of the origin,
by the immersion of E' into L(E, F) indicated at the beginning of
Section 1.
DEFINITION 3 Let E be an LCTVS. E is barrelled (resp. quasi-barrelled) if
et'ery weakly bounded (resp. stronglybounded) s?lJbsetofE' is equiconiinuous,
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By the preceding lemma, this 111eanS that in E, every closed absorbing
disk (resp. every closed bornivorous disk) is a neighborhood of 0;
furthermore:

PROPOSITION 5 The LCTVS E is barrelled (resp. quasi-barrelled) if and
only if the following proposition is true: For every locally convex space F,
every subset of L(E, F) bounded for the topology of pointwise convergence
(resp. bounded for the topology of bounded convergence) is equicontinuous.

COROLLARY Let E be a barrelled LCTVS, F a Hausdorff LCTVS, (Ui) a
sequence of continuous linear mappings from E into F such that Ui(X)
tends to a limit u(x) for every x E E. Then the sequence (Ui) is equicon­
tinuous, therefore u is a continuous linear mapping from E into F, and u;
tends to u uniformly on every compact set.

A barrelled space is quasi-barrelled more precisely, to say that E is
barrelled is to say that E is quasi-barrelled and satisfies the following
supplementary condition: every weakly bounded subset ofE' is strongly
bounded. We have seen (Section 1, Theorem 1) that this last property
is satisfied in a wide variety of cases, for example every time E is quasi­
complete. Thus, if E is quasi-complete, "barrelled" and "quasi-barrelled"
have the same meaning. We point out that a quasi-barrelled space
necessarily has a Mackey topology r(E, E'), since this means that the
weakly compact disks of E' are equicontinuous, and they are in any
case strongly bounded.

The Banach-Steinhaus theorem (Chapter 1, Section 15) stated for
locally convex complete metrisable spaces, can be expressed precisely as

THEOREM 2 A metrisable and complete LCTVS is barrelled.

It is easy to see that it is essential that the space considered be com­
plete. We shall see in the next section that a metrisable LCTVS, even
when not complete is always quasi-barrelled.

EXEROISE 1
a) The quotient space of a barrelled (resp, quasi-barrelled) space is

barrelled (resp. quasi-barrelled).

b) Let (E i ) be a family of LCTVS, then II E i is barrelled (resp. quasi­
barrelled) if and only if every E i is barrelled (resp. quasi-barrelled) (see
Chapter 4, Part 1, Section 4, Exercise 7).

c) A vector subspace which is a topological direct factor of a barrelled
(resp quasi-barrelled) space is barrelled (resp. quasi-barrelled).

EXEROISE 2 Let E be an LCTVS. Consider on E' a topology compatible



108 TOPOLOGICAL VECTOR SPAOES

with the duality (E, E'). Show that E is barrelled if and only if the
topology of E is T:(E, E') and E' is reflexive.

EXERCISE 3 Deduce from Exercise 2 an example of a complete
LCTVS with a Mackey topology and which is not barrelled (therefore
not quasi-barrelled). (Take the dual E' of a metrisable and complete
space E which is not reflexive and equip E' with the Mackey topology
T:(E', E}). Using Exercise 1 b) deduce an example of a closed not
barrelled vector subspace of a complete barrelled space (recall that
every Hausdorff LCTVS is isomorphic to a topological vector subspace
of a product of Banach spaces).

EXERCISE 4 The completion of a quasi-barrelled space is barrelled.

EXERCISE 5 Let E be an LCTVS which is a Baire space. Show that E
is barrelled (notice that the proof of the Banach-Steinhaus theorem is
valid in this case). We point out that there exist barrelled normed spaces
which are not Baire spaces (see Section 5, Exercise 11).

EXERCISE 5' Let E be an LCTVS.

1) E is quasi-barrelled if and only if the canonical mapping from E
into the strong dual of E' b is an isomorphism into. It is an isomorphism
onto if and only ifE is quasi-barrelled and reflexive. Show that E is then
barrelled.

2) Let E be a barrelled and quasi-complete LCTVS. E is reflexive if
and only if E' b is reflexive (see Chapter 2, Section 18, Theorem 13,
Corollary 4).

EXERCISE 6 Show that the lemma of Chapter 1, Section 15, is true
when E is a barrelled metrisable LCTVS, G a LCTVS. From this,
conclude that if E and Fare metrisable LCTVS and one of them is
barrelled, every bilinear mapping from E X F into an LCTVS G, which
is continuous with respect to each variable, is continuous; if E and Fare
both barrelled, every set M of separately continuous bilinear mappings
from E X F into G, such that M(x, y) is a bounded subset of G for
every x E E, y E F, is equicontinuous.

EXERCISE 7 Let K be a compact space.
a) Let H be anon-bounded set of measures on K; show that there

exists x E K such that for every neighborhood V of x and every n > 0,
there exists It E H and a subset A of V such that I It(A) I > n {notice
that it suffices that x be such that for every V and n we can find It E H
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such that I f.l I (V) > n; prove the existence of x by contradiction using
Borel-Lebesgue).

b) Under these conditions either there exists a neighborhood V of
x such that j f.l I (V n Cx) remains bounded for f.l E H (then f.l(x), It E H,
does not remain bounded), or we can construct by induction a sequence
of open neighborhoods Vn of x and a sequence of open sets Un and
finally a sequence (f.ln) extracted from H such that:

Vn+1 C Vn n CU o;
l<i<n

Un+1 C Vn+1 n Cx
f.li(Un+1 ) <: 2-n- 1 for i <: n

Itn+1(Un+1) > n + 1.
c) From this conclude that there exists an open set U such that

It(U), It E II, does not remain bounded (choose U = K n Cx for the
first case in b), or choose U to be a sufficiently small neighborhood of
x and U = U U; in the second case).

d) Suppose that the It E H are all measures of base Ito, where Ito is a
positive measure such that every point of K has a measure zero for
f.lo. If H is not bounded, there exists an open set U, whose boundary
has measure zero for Ito, and such that It( U), It E H, does not remain
bounded. (Show that in the construction of b) we can assume

lto(Un ) <: lin,
and furthermore that each Un has a boundary of measure zero, using
the known general result: every point a of K has a fundamental system
of open neighborhoods whose boundary has measure zero. This result is
independent of the hypothesis on Ito. We conclude that the statement is
still true if we replace a by an arbitrary compact subset of K.) Now
consider the sequence of measures co + n(C1/n - C-1/n) on the compact
interval [-1, 1] and show that the restrictive hypothesis on Ito is
essential: H may even be such that It(U), It E H, remains bounded
every time U is reduced to a point, and H need not necessarily be
bounded.

EXERCISE 8 Let I be a set of indices, E the vector subspace of loo(I)
generated by the characteristic functions epA of subsets A c I.

a) Show that E (which is dense in lOO(!)) is barrelled, Le. that every
subset H of the dual of loo(!), bounded for the ePA, is bounded. (Use the
preceding Exercise, a) and b) noticing that we are considering the
second case of b) and that we can suppose the Ufl open and closed.
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Clearly, K is the Stone compactification of I, such that C(K) can be
identified with loo(I) in the usual manner. The open and closed subsets
U; of K correspond to the subsets Ai of I, and, through a variation of
the reasoning employed in Chapter 3, Section 7, Exercise 2c, reduce to
the case where I = N (the set of natural numbers) and where Ai is
reduced to i. From this conclude that we would have I.lnn(N) ----+ 00,

which is absurd.)

b) Show that if I is infinite, the preceding barrelled space E is not a
Baire space. (For every integer n > 0, let En be the subset of E formed
by the

with I Ai I <: n. Show by an argument of weak compactness that En is
closed in l/" (I) and a fortiori in E, then observe that E is the union of
the sequence (En) but that every En has an empty interior in E.)

c) Let K be a compact Stone space, i.e. a space in which the
closure of an open set is open. Let E be the vector subspace of O(K)
generated by the characteristic functions of simultaneously open
and closed sets of K. Show that E (which is dense in O(K)) is barrelled,
therefore every set H of measures on K such that ,u{A), ,u E H, is
bounded for every subset A of K which is simultaneously open and
closed. Reduce to a) with the aid of the additional known fact: there
exists a projection ofnorm 1 of loo(I) on O(K), which is a homomorphism
for the algebraic structures and therefore transforms idempotents, i.e.
characteristic function of sets, into idempotents.)

" Homological spaces

DEFINITION 4 Let E be an LCTVS E is bornological if every bornivorous
disk of E is a neighborhood of O.

A fortiori a closed absorbing disk is a neighborhood of 0, thus a
bornologicalspace is quasi-barrelled, a fortiori its topology is the Mackey
topology. The following proposition expresses the interest which arises
from the concept of homological space.

PROPOSITION 6 Let E be an LCTVS. The following conditions are
equivalent:

a) E is bornoloqical;

b) E'very set M of linear mappings from E into an LCTVS F such that
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M(A) is a bounded subset of F for every bounded subset A of E, is equi­
continuous ;

c) Every linear mapping u from E into an LCTVS F which takes
bounded sets into bounded sets, is continuous;

d) Every set of linear forms on E, uniformly bounded on the bounded
subsets of E, is equicontinuous ;

e) Every linear form on E, bounded on the bounded sets, is continuous,
and the topology of E is the Mackey topology r(E, E').

a) implies b) since the hypothesis on M means that for every disked
neighborhood V of 0 in F, M -1( V) is a bornivorous disk in E (Section 2,
Proposition 3), therefore it is a neighborhood of 0 since E is bornological,
whence Mis equicontinuous; b) implies c) trivially.We shall show that
c) implies a). Let, in fact, V be a bornivorous disk in E, letF be the space
E with the semi-norm gauge of V, we wish to show that V is a neighbor­
hood of 0, i.e. that the identity mapping of E onto F is continuous.
But to say that V is bornivorous is to say that the identity mapping
from E onto F transforms bounded sets into bounded sets (Proposition 3),
therefore it is continuous by hypothesis. Thus a), b), c) are equivalent
and these imply d) which in turn implies e) (since every weakly compact
disk of E' will be equicontinuous). Finally, e) implies c) since the to­
pology of E is r(E, E'), in order to verify the continuity of u it suffices
to verify that it is weakly continuous (Chapter 2, Section 16, Proposition
28, Corollary 2), therefore for every y' E F', y' 0 u is a continuous linear
form on E . Now this linear form is in fact bounded on the bounded
subsets of E.

Bornological spaces are of value as they allow the criterion given in
Proposition 6c to be used in deciding whether or not a linear mapping
u from the bornological space E into the LCTVS F is continuous. In
fact, it is not difficult to verify whether or not u transforms the bounded
subsets of E into bounded subsets of F (using the closed graph theorem,
when the spaces EA-where A is a closed and bounded disk in E­
are complete). We now give an easily applicable characterization of
linear mappings from one LCTVS E into another, which mappings
transform bounded subsets into bounded subsets. We need

DEFINITION 5 Let E be an LCTVS and (Xi) a sequence in E. We say
that (Xi) tends to a limit X E E in the sense of Mackey if there exists a
bounded disk A in E such that (Xi) tends to X in the normed space EA.

This means that Xi - x tends to zero in the sense of Mackey; to say
that Xi tends to 0 in the sense of Mackey is to say that there exists a
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sequence of scalars Ai > 0 tending to zero, such that the sequence of
Xi/Ai remains bounded; if we replace the sequence (Ai) by (VIAi) we
see that we can even suppose that Xi/Ai tends to zero. It is clear that
convergence in the sense of Mackey implies convergence in the sense of
the topology of E.

PROPOSITION 7 Let 'U be a linear mapping from one LCTVS E into
another, F. The following conditions are equivalent:

a) u transforms bounded subsets of E into bounded subsets of F.
b) u transforms the sequences which converge to 0 in the sense of Mackey

into sequences which converge to 0 in the sense of Mackey.
c) u transforms the sequences which converge to 0 in the sense of Mackey

into sequences which converge to 0 (for the topology of F).
d) u transforms the sequences which converge to 0 in the sense of

Mackey into bounded sequences.

That a => b => c => d is immediate. In order to show that d) => a),
we suppose that a) is not true and therefore there exists a bounded
subset A of E and a neighborhood V of 0 in F such that u(A) is not
contained in any homothetic of V. Then for every integer n > 0, an
Xn E A exists such that u(xn) 1= n 2V, from which we have u(xn/n) 1= n V,
therefore x,jn would be a sequence in E converging to zero in the sense
of Mackey whose image in F is not bounded. Hence, by contradiction,
the required result. From Proposition 7 we find new statements
equivalent to condition b) of Proposition 6. We obtain for exampie:

COROLLARY Let E be a bornological LCTVS, u a linear mapping from E
into an LCTVS F. The mapping 'U is continuous if and only if u is
continuous for the eequences ; or equivalently, u transforms the sequences
which converge to zero into bounded eequences ; it is sufficient for this to
be true of the sequences which converge to zero in the sense of Mackey.

""Te now give the following

LEMMA Let E be a metrisable LCTVS, (Xi) a sequence in E converging
to zero; then it converges to zero in the sense of Mackey.

In fact, let (Pn) be a fundamental sequence of continuous semi­
norms of E; the hypothesis then means that for every n, the sequence
(Pn(x i ) ) tends to zero. We must conclude that there exists a sequence of
scalars Ai > 0 tending to zero such that Xi/Ai remains bounded, there­
fore such that for every n, the sequence (Pn(xi ) /Ai ) remains bounded.
For this it suffices to set
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1
Ai = !, 2nM Pn(Xi ) ,

n

Using the lemma and Criterion c) of Proposition 7, we see that the
bounded linear mappings from E into an LCTVS F are exactly those
which are continuous for the sequences, i.e. (E metrisable) those which
are continuous. Then we have (Proposition 6c)

THEOREM 3 A meirisable LCTVS (rwt necessarily complete) is borno­
logical.

COROLLARY A metrisable LCTVS is quasi-barrelled and a fortiori its
topology is the Mackey topology.

From this last fact, we deduce (see Chapter 2, Section 16, Proposition
28, Corollary 2) the following corollaries:

COROLLARY 1 Let u be a linear mapping from a metrisable LCTVS E
into an LCTVS F. The mapping u is continuous if and only if u is weakly
continuous.

COROLLARY 2 Let u be a continuous linear mapping from an LCTVS F
into an LCTVS E. The mapping u is a homomorphism if and only if u
is a wealc homomorphism.

EXERCISE 1
a) A quotient space of a bornological space is bornological.

b) Let (Ei ) be a finite family of LCTVS. Their product is bornological
if and only if the E i are bornological.

c) A topological direct factor of a bornologioal space is bornological,

EXERCISE 2 Let (Ei)iEI be a family ofLCTVS. For the product II E i to
iel

be bornological it is sufficient, and it is necessary if the E i are Hausdorff
and ~O, that the E i be bornological and that the product RI be borno­
logical. From this, conclude that the product of a sequence of borno­
logical spaces is bornological.

EXERCISE 3 Let E be an LCTVS. Show that there exists on E a
topology T which is the coarsest of those bornological topologies which
are finer than the given topology; the bornivorous disks of E form a
fundamental system of neighborhoods of 0 for T.

EXERCISE 4 Show that the results of Section 2, Exercise 3, remain
valid if we replace the Banach space E, or H, by a quasi-complete
bornological space.
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EXEHCISE 5 Let E be a Hausdorff LCTVS. The following conditions
are equivalent:

a) For every closed and bounded disk A of E, EA is complete.

b) For every bounded disk A of E, there exists a bounded disk B in
E containing A such that En is complete.

c) For every continuous linear mapping u from a normed space H
in E, there exists a continuous linear mapping from the completion of
H into E which extends u,

d) The closed convex hull of every sequence in E, which converges to
zero in the sense of Mackey, is compact. (For this, use Chapter 2,
Section 3, Exercise 3.)

Then every bounded subset of E is strongly bounded, whence every
set of continuous linear mappings from E into a LCTVS F, which
is bounded for pointwise convergence, is bounded for bounded
convergence.

EXERCISE 6 Let E be a metrisable LCTVS. The following conditions
are equivalent:

a) E is barrelled;

b) Every weakly bounded subset of E' is strongly bounded;

c) Every sequence weakly convergent to 0 in E' converges uni­
formly on every compact set;

e) E is not the union of a sequence of closed disks none of which is a
neighborhood of o.

EXERCISE 7 Let E be a bornological (resp. quasi-barrelled) space, F a
complete (resp. quasi-complete) LCTVS. Show that Lb(E, F) is complete
(resp. quasi-complete).

5 Bilinear functions: Types of continuity. Continuity and separate con­
tinuity

DEFINITION 6 Let E, F, G be topological spaces, u a mapping from
E X F into G. The mapping u is separately coniinuou« ifu is continuous
'with respect to each variable. If G is furthermore a uniform space, we say
that set M of mappings u(x, y) from E X F into G is equicontinuous in x
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(resp. in y) iffor every y E JP, the set of rnappings x r-~ n(x, y) where u runs
through M, is an equicontinuous set of mappings from E into G (resp.
if . . .). M is separately equiconiinuous if it is equicontinuous both in x
and in y.

Interpreting the mappings of E X F into G as mappings from E into
the set of mappings of F into G, to say that u is separately continuous
is to say that there corresponds a mapping from E into the space
C(F, G) of continuous mappings from F into G, which is continuous when
C(F, G) has the topology of pointwise convergence. Similarly, to say that
M is a set of separately continuous mappings from E X F into G which
is equicontinuous with respect to x is to say that the set of mappings from
E into the space Os(F, G) which corresponds to it, is equicontinuous; to
say that M is equicontinuous with respect to y is to say that for every
x E E the set M(x) of images of x by the mappings E ~ Cs(F, G)
corresponding to u EM is an equicontinuous subset of C(F, G). Also, if
E, F, G are LCTVS, to say that a mapping of E X F into G is bilinear
is to say that the mapping of E into the space of linear mappings from
F into G corresponding to it, maps E into the space of linear mappings
from F into G and that it is linear. Then we have the following trivial
but fundamental fact:

THEOREM 4 Let E, F, G be LCTVS. Then the separately continuous
bilinear mappings from E X F into G are in bijective correspondence
with the continuous linear mappings from E into the space Ls{F, G) of
continuous linear mappings from F into G, equipped with the topology of
pointwise convergence.

COROLLARY Let E and F be LCTVS. Then the separately continuous
bilinear forms on E X F correspond bijectively to the continuous linear
mappings from E into the weak dual F: of F.

Notice that the notion of a bilinear form separately continuous on
E X F depends only on the duals of E and F. It is clear that we can
obtain analogous statements by exchanging the roles of E and F in
the above. Then,

PROPOSITION 8 Let E, F, G be LCTVS and u a bilinear mapping from,
E X F into G. The mapping u is continuous if and only if it is continuous
at the origin. If G is normable it is also necessary and sufficient that the
corresponding mapping from E into L(F, G) transforms some neighborhood
of 0 in E into an equicontinuous subset of L(F, G). There is an analogous
statement for the equicontinuous sets of bilinear mappings from E X F
into G.
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The proof is immediate. In particular: .

COROLLARY 1 Let E, F be LCTVS. Then the continuous bilinear forms
on E X F correspond bijectively to the linear mappings from E into F'
that transform some neighborhood of 0 into an equicontinuous subset ofF'.
The equiconiinuous sets of bilinear forms correspond to the sets of linear
mappings from E into F' which map a certain neighborhood of 0 into a
fixed equiconiinuous subset of F'.

COROLLARY 2 Let E be an LCTVS and let E' have the strong topology.
Then the canonical bilinear form on E X E' is continuous if and only if
E is semi-normable.

In fact, by Corollary 1, this bilinear form is continuous if and only
if there exists a neighborhood of 0 in E which is equicontinuous as a
subset of the dual of E', i.e. which is bounded. Now this means that E
is semi-normable (Chapter 1, Section 7, Proposition 12, Corollary 1).
Corollary 2 shows that there exist very important bilinear forms which
are not continuous but only separately continuous. Recall however that
if E and Fare metrisable and complete, then every separately con­
tinuous bilinear mapping on E X F is continuous (Chapter 1, Section
15, Theorem 12). We shall see an analogous important case in Chapter 5,
Part 3, Section 2.

Hypocontinuity We therefore wish to find types of continuity of
bilinear forms which are weaker than continuity but stronger than
separate continuity.

LEMMA Let E, F be topological spaces, G a uniform space, ® a set of
subsets of E, u a separately continuous mapping from E x F into G.
Then the following conditions are equivalent:

a) the mapping E ~ Os(F, G) corresponding to u transforms the A E ®
into equicontinuous eubset« of O(F, G);

b) the mapping F ----+- 0 s(E, G) corresponding to u is also a continuous
mapping from F into the space O(f)(E, G) of continuous mappings from
E into G with the ®-topology.

When these conditions are satisfied, for every A E ®, the restriction
of u to A X F is continuous. When, furthermore, the analogous con­
ditions relative to a set ~ of subsets of F are satisfied, for every A E ®,
B E ~, the restriction of u to A X B is uniformly continuous.

The proof is trivial (see Chapter 0, Proposition 9, 3). The lemma can
be generalized to refer to a set of separately continuous mappings from
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E X F into G, and a further variant of the statement concerns the case
in which we suppose that F is also a uniform space, and thus replace in
conditions a) and b), "continuous" by "uniformly continuous" and
"equicontinuous" by "uniformly equicontinuous".

DEFINITION 6' Let E, F be topological spaces, G a uniform space, ffi a
set of subsets of E. A mapping from E x F into G is hypocontinuous with
respect to ffi, if it is separately continuous and satisfies the conditions of
the preceding lemma. Likewise we define for a set of mappings from E x F
into G the notion of equihypocontinuity of M with respect to ffi. Also, ifF is
a uniform space we have the following variants: the mapping u uniformly
hypocontinuous with respect to ffi, the set M of mappings uniformly
equihypocontinuous with respect to ffi.

When E, F, G are LCTVS and we consider only bilinear mappings
from E X F into G, since the equicontinuous subsets of L(F, G) are
already uniformly equicontinuous, there is no need to distinguish be­
tween a hypocontinuous or uniformly hypocontinuous bilinear mapping
nor between a set of equihypocontinuous or uniformly equihypocon­
tinuous bilinear mappings (with respect to a given ffi). In this case, the
notion is of interest only if ffi is a set of bounded subsets of E. Clearly,
the preceding paragraph could be repeated exchanging the roles of E
and F; thus, if 'I' is a set of subsets of F, we have the concept of a map­
ping of E X F hypocontinuous with respect to sr, etc. If we have simul­
taneouslya set €> of subsets of E and a set 'I' of subsets of F, we obtain
the concept of a hypocontinuous mapping with respect to ffi and 'I', etc.
We recall the meaning of the concepts introduced where considering
bilinear mappings:

PROPOSITION 9 Let E, F, G be LCTVS, €> a set of bounded subsets of
E. A separately continuous bilinear mapping u [rom E X F into G is
hypocontinuous with respect to ffi if and only u satisfies one of the following
equivalent condition:

a) the mapping E ~ L(F, G) corresponding to u transform the A E ffi
into equicontinuous subsets of L(F, G).

b) the mapping F ~ L(E, G) corresponding to u is continuous when
we equip L(E, G) with the topology of the ffi-convergence.

Then for every A E 6j the restriction of u to A X F is continuous.
There is an analogous statement for a set of separately continuous
bilinear mappings which is equihypocontinuous with respect to ffi.

COROLLARY 1 Let E, F, G be LCTVS, u a separately continuous bilinear
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mapping from E X l"l into G iresp, M a pointwise bounded set of con­
tinuous bilinear mappings from E X F into G). If F is barrelled, u is
hypocontinuous with respect to the bounded subsets of E (resp. M is
equihypocontinuQ'U,s with respect to the bounded subsets of E).

Proof This follows from criterion a) of Proposition 9 and from the fact
that in LiF, G) every bounded subset is equicontinuous.

A bilinear mapping from E X F into G is hypocontinuous, if it is
hypocontinuous with respect to the bounded subsets of E and F; like­
wise for an equihypocontinu0U8 set of linear mappings from E X F into
G. Notice that for aform or a set of bilinear forms separately continuous
on E X F, hypocontinuity with respect to a set ® of subsets of E does
not depend on the topology of E but only on the dual of E, so that we
can choose the weak topology on E.

COROLLARY 2 Let u be a hypocontinuous bilinear form on E X F. Then
for every bounded subset A of E and every bounded subset B in F, the
r~triction of« to (Aweak ) X F and to E X (Bweak ) is continuous. Likewisefor
the restriction. of u to (Aweak ) X (Bweak ) if either A or B is precompact.

The last assertion follows from the fact that on a precompact subset
of an LCTVS, the induced topology is identical to the induced weak
topology (Chapter 2, Section 18, Proposition 33).

Normally in analysis we can show by standard techniques that the
separately continuous bilinear mappings we find have the hypocon­
tinuity properties we need. For example, see Corollary 1 of Proposition
9 and Exercises 7, 8, 9 which follow. The value of hypocontinuity is
seen in the obvious remark that if u is a separately continuous bilinear
mapping from E X F into G, hypocontinuous with respect to the com­
pact sets of E (or ofF), then u is continuous with respect to convergent
sequences; continuity with respect to convergent sequences of E X F
suffices in many cases as a substitute for continuity (see Exercise 6). On
the other hand, the hypocontinuity of a bilinear mapping is useful in
matters of extensions.

Extensions of hypocontinuous bilinear m.appings

PROPOSITION 10 Let E, F, G be LCTVS, E 1 (resp, F 1 ) a dense vector
subspace of E (resp. F), ® ireep, £t') a directed set of bounded subsets of
E 1 (resp. F 1) that generates the vector space E 1 (resp. F 1), ® iresp, £t') the
set of closures in E (resp. F) of elements of ® (resp. £t'). We suppose that
® qeneraies E, that st generates F, that G is Hausdorff and quasi-complete.
Then every bilinear mapping u from E 1 X F 1 into G, hypocontinuous with
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respect to ® and sr, can be extended in a unique way into a bilinear mapping
ii from E X F into G, hypocontinuous with respect to ® and <;t. If u is
continuous, ii is coniinuous : if u runs through a set of bilinear mappings,
equihypocontinuous with respect to ® and sr, then ii runs through a set of
bilinear mappings, equihypocontinuous with respect to ® and <;t.

The proof is immediate and left to the reader, likewise for the follow­
ing variant of Proposition 10:

PROPOSITION 11 Let E, F be Hausdorff LCTVS. Then every hypocon­
tinuous bilinear form on E X F can be uniquely extended to a separately
weakly continuous bilinear form on E X F". When u runs through an
equicontinuous set of bilinear forms on E X F, then ii runs through an
equiconiinuous set of bilinear forms on E X F" equihypocontinuOUB with
respect to the bounded subsets of E and the equicontinuous subsets of F"
(considered as duals ofE'band F'b)' Whenu runs through an equiconiinuous
set of bilinear forms on E X F, then ii runs through an equicontinuous set
of bilinear forms on E X F".

(Recall that unless otherwise stated, the weak topology of the bidual
E" means the topology a(E", E'), while the "natural topology" of Ell,
that we always consider when there is no other topology of E", is the
topology of uniform convergence on the equicontinuous subsets of E'.)

EXERCISE 1 Let E, F, G be LCTVS, M a set of bilinear mappings from
E X F into G. The set M is equicontinuous (or equihypocontinuous
with respect to a set ® of bounded subsets of E or F; or separately equi­
continuous) if and only if for every equicontinuous subset 0' of G', the
set M c' of bilinear forms <u(x, y), z') on E X F where u E M and
z' E 0' has the same property. (Identify G with a space of functions on
G' with the topology of uniform convergence on the set sr of equicon­
tinuous subsets; the problem is then reduced to a general topological
situation independent of vector structures.)

EXERCISE 2 Let E, F, G be LCTVS, ® a set of bounded disks of E, M
a set of bilinear mappings separately continuous from E X F into G.
For the set M to be equihypocontinuous with respect to ®, it suffices
already (and it is necessary) that for every A E ®, the set of restrictions
of u EM to A X F be equicontinuous at (0, 0).

EXERCISE 3 Let E, F, G be LCTVS, u a bilinear mapping from E X F
into G, hypocontinuous with respect to the compact subsets of E (or of
F). Let T be a metrisable topological space, f a continuous mapping

I
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from T into E, g a continuous mapping from T into F. Show that the
mapping t~ u(f(t), g(t)) from T into G is continuous.

EXERCISE 4 Let E, F, G be LCTVS, M a set of separately continuous
linear mappings from E x F into G. Show that if M is equicontinuous
with respect to one of the variables, then M(x, y) is a bounded subset of
G for every

(x, y) E E X F.
Let A (resp. B) be a bounded subset ofE (resp. F). Show that M(A x B)
is a bounded subset of G in each of the following cases:

a) M(x, y) is a bounded subset of G for every (x, y) E E X F, and A
and B are strongly bounded.

b) M is equicontinuous with respect to x and A is strongly bounded;

c) M is equihypocontinuous with respect to the compact subsets of
E (or even only with respect to the sequences in E tending to 0 in the
sense of Mackey).

EXERCISE 5 Show that in the preceding exercise, it is not sufficient
in a) to suppose A or B strongly bounded nor in b) to suppose that B is
strongly bounded (A supposed only bounded), while in a) and b) the
hypothesis on M remains the same. Finally, in c) it is not sufficient to
suppose M separately equicontinuous. (We shall show that there are
spaces where there exist bounded subsets not strongly bounded; then
one can put in a) and b) F = G = k = field of scalars, and in c)
G = k, F = E'8' M reduced to one element: the canonical bilinear form
on E X E'.) From this deduce counter-examples in the case where we
suppose M reduced to a point (establish a converse of Exercise 1).

EXERCISE 6 Let E, F, G be LCTVS, u a bilinear mapping from E X F
into G such that u (A X B) is a bounded subset ofG for every bounded
subset A of E and every bounded subset B ofF. Let U be an open sub­
set of R"', letf (resp. g) be a continuously differentiable mapping from U
into E (resp. F). Show that the function t~ u(f(t), g(t» on U with
values in G is continuously differentiable and that its derivative with
respect to ti is given by

a~i u(f(t), g(t)) = u(a~/(t), g(t)) + U(f(t), a~i g(t)).

(Show :first of all that a derivative given by the preceding formula
exists; then show that if u is as given above and f' a continuously
differentiable mapping from U into E, g a continuous mapping from U
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into'a, then the mapping t ~ u(j'(t), g(t)) from U into a is continuous).
Establish a quicker proofin the case where we suppose u hypocontinuous
with respect to the compact subsets of E (or of F).

EXERCISE 7 Let E, F, a be LCTVS, M a separately equicontinuous
set of bilinear mappings from E x F into a. Show that M is equi­
hypocontinuous with respect to the compact subsets of F, when we
equip E with the topology of uniform convergence on the weakly com­
pact subsets of E' (case where a is the field of scalars with the aid of
Exercise 1, then interpret M as an equicontinuous set oflinear mappings
from F into E' weak; notice that M is relatively compact in L(F, E') for
compact convergence by Ascoli's theorem; from this conclude using
continuity that for every compact KeF, M(K) is a weakly relatively
compact subset of E').

EXERCISE 8 Let E, F, a be LCTVS, M a set of separately continuous
bilinear mappings from E x F into a, ~ a set of strongly bounded
subsets ofF. We suppose F to be barrelled (or quasi-barrelled) and that
for every (x, y) E E x F, M(x, y) is a bounded subset of a (or that Mis
equicontinuous with respect to E). Show that M is equihypocontinuous
with respect to ~.

EXERCISE 9 Let E, F, a be LCTVS, ~1 (resp. ~2) a set of bounded
subsets of E (resp. F) covering E (resp. F). We suppose that for every
continuous linear mapping u from E into F we have U(~l)C ~2' Then
the bilinear mapping (v, u) ...-.+ v - u from L(&I(F, a) x oL(&t(E, F) into
L(f)l(E, a) is separately continuous. Let ~ be the set of subsets M of
L(&JE, F) such that for every A E ~1' M(A) is a subset of F belonging
to ~2' Then (v, u) r-+ v 0 u is hypocontinuous with respect to ~ and
with respect to the set of equioontinuous subsets of L(&2(F, G). Par­
ticular cases are:

a) If ~2 is the set of all bounded subsets of F, then (v, u) r-+ v 0 u is
hypocontinuous with respect to the set of bounded subsets of L(&l(E, F)
and the set of equicontinuous subsets of L{f,2(F, a).

b) If ~1 (resp. ~2) is the set of finite subsets of E (resp. F) then

(v, u) ...-.+ v 0 u

is a hypocontinuous mapping with respect to the equicontinuous sub­
sets of L(&2(F, a).

c) If ~1 is a set of compact subsets of E, ~2 the set of all compact
subsets of F, then (v, u) ...-.+ v 0 u is a hypocontinuous mapping with
respect to the compact subsets of L{f,t(E, F) and with respect to the
equicontinuous subsets of L(&I(F, a).
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EXERCISE 10 LetF be a Banach space,·let E = F' be the dual Banach
space, u the canonical bilinear form on E X F. Let Vl be the canonical
extension by weak continuity of u to E X F", and W l the analogous
extension of Vl to E" X F". We define likewise the extension V 2 of u to
E" X F, and the extension W 2 from V 2 to E" X F". Make W l and W 2

explicit (which are bilinear forms on E" X F"), and show that they are
distinct and not weakly separately continuous if F is not reflexive.
Show then that there does not exist any bilinear form weakly separately
continuous on E" X F" which extends u,

6 Spaces of bilinear mappings. Definitions and notations

Let E, F, G be LCTVS, let G:) be a set of bounded subsets of E, st a set of
bounded subsets of F, H a space of bilinear mappings separately con­
tinuous from E X F into G. Consider on HaG) X st topology, where
G:) X st stands for the set of subsets of E X F of type A X B with
A E G:), BEst. This topology is locally convex if and only if for every
A X BEG:) X st and every u E H, the set u(A X B) is a bounded subset
of G (Chapter I, Section 8, Theorem 3).

PROPOSITION 12 On the space of bilinear mappings H the G:) X st­
topology is identical to the topology induced by the space of linear map­
pings from E into LT(F, G) with G:)-convergence.

The verification is immediate, see Chapter 0, Proposition 6". In par­
ticular, if the u E Hare hypocontinuous with respect to G:) or st, then
the corresponding mappings from E into Lx(F, G) transform the A E G:)
into bounded subsets of L;;sJF, G) and therefore H is locally convex.
Likewise, applying Proposition 3', (Section 2), we see that H is always
locally convex if the A E G:) or the B E~ are strongly bounded. In par­
ticular, by the Banach-Steinhaus-Mackey theorem (Section 2), we
find the

COROLLARY If the elements of G:) or st are complete disks, then the space
of all separately continuous bilinear mappings from E X F into G with
the G:) X st-topology is locally convex.

The G:) X st-topology is the topology of bounded (resp. compact, resp.
simple) if G:) and st are the sets of bounded convergence (resp. compact,
resp. finite) subsets of E and F. The space of separately continuous
(resp. continuous) bilinear mappings from E X F into G is denoted by
';S(E, F; G) (resp. B(E, F; G)), and we omit G when it is the field of
scalars, therefore ';S(E, F) and B(E, F) are respectively the space of
separately continuous bilinear forms and the space of continuous
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bilinear forms of E X F. If we consider the topology of bounded (resp.
compact, resp, pointwise) convergence on one of the preceding spaces,
we indicate the fact with the index b (resp. c, resp. s) as in ~b(E, F; G),
~c(E, F; G), ~s(E, F; G). The space ~s(E, F; G) and the space Bb(E, F;
G) are always locally convex. When we consider the strong duals E' and
F' of the LCTVS E and F we may wish to equip the space ~(E', F' ; G)
and its subspaces with the topology of uniform convergence on the
products A X B, where A (resp. E) is an equicontinuous subset of E'
(resp, F). This topology, always locally convex (the weakly closed
equicontinuous subsets, therefore weakly compact in the dual, are
strongly complete by Lemma 2 of Section 2), is called the topology of
bi-equicontinuous convergence. We indicate this topology with the index
e. When F and G are the field of scalars, we find E" with the usual
topology.

Oase of normed spaces The following is a generalization of Chapter I,
Section 5, Theorem 2:

PROPOSITION Let E i (i = I, 2, ... , n) and F be semi-normed spaces,
let u bean n-linear mapping from TIEi into F. The mapping u is continuous
if and only if II u II defined by

Ilull= sup Ilu(x1, ...,xn)11
(xi), j I xlii < I

II Xi II <; I
bi-equicontinuous is finite.

Then we have,

II u{xI , ••• , x,J II <; 1/ u fIll Xl II· . ·11 Xn II
for every (Xi) E TIEi . The expression II u lIon B{El , ••• , En; F) is a
semi-norm (it is a norm if F is Hausdorff), the corresponding topology
being the topology of uniform convergence on the product of the unit balls of
E i (or on the product of bounded sets). This space is complete when F is
Hausdorff and complete. Finally, we have a canonical metric isomorphism
from

B(Ev •.., E p ; B(Ep +v ..., En; F» onto B(Er , ..., En; F).

In particular, if u is a continuous bilinear form on the product E X F
of two semi-normed spaces, its norm, as a bilinear form, is identical
to the norm of the corresponding linear mapping from E into F' (or
from F into E'). The canonical extension of the form u on E X F into
a form on E X F" (see Proposition II) has the same norm as u: Notice
that if E, F, G are semi-normed spaces, then on ~(E',F'; G) the
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topology of bi-equicontinuous convergence is none other than that
defined by the natural semi-norm of this space.

The spaces E Q9 F Let E, F be Hausdorff LCTVS; consider E 0 F as
space of bilinear forms on E' x F'; to x 0 y there corresponds the
bilinear form <x, x'><y, s'> Since this last form is olearly weakly
separately continuous (and even weakly continuous), we can oonsider
E 0 F as a vector subspace of~(E~,F:), and equip it with the topology
of bi-equicontinuous convergenoe, for whioh it is a topologioal vector
subspace of ~e(E;, F:).

DEFINITION 7. Let E, F be Hausdorff LCTVS. We denote by E ~ F the
completion of E 0 F equipped with the topology of bi-equiconiinuous con­
vergence (the topology induced by CJ.3e(E :, F:)).

If ~e(E:, F;) ~ LAE', F) is complete, i.e. if E and F are complete
(Section I, Proposition I) then E ~ F is the closed topological vector
subspace of ~e(E:, F:), the closure of E 0 F. On the other hand let
u E ~e(E;, F;); to say that the linear mapping from E' into F, which
corresponds to it, transforms the equicontinuous subsets into precom­
pact subsets ofF, or into relatively compact subsets ofF, is to say that
the linear mapping from F' into E which corresponds to it has the
analogous property (Chapter 2, Section 18, Theorem 12, Corollary); on
the other hand the subspace K of

CJ.3e(E ;, F:) ~ Le(E', F)

formed by those u is closed (Chapter 0, Section 4, Proposition 6'). There­
fore, if E and F are complete, E Q9 F can also be identified with a vector
subspace of K, in other words, the linear map from E' into F corre­
sponding to a u E E ~ F transforms the equioontinuous subsets of E'
into relatively compact subsets of F. The converse is true in all known
oases; that is, in all known cases, every weakly continuous linear
mapping from E' intoFwhich transforms the equicontinuous subsets into
relatively compact ones is a uniform limit, on the equicontinuous sub­
sets of E, of weakly continuous linear mapping of finite rank (see
Exeroise 4).

If E and Fare normed spaces, then the topology of the bi-equicon­
tinuous oonvergence on E 0 F is defined by the natural norm of the
space B(E', F') of continuous bilinear forms on E' X F'. We can then
consider E ~ F as a Banach space, a normed subspace of B(E', F').

EXERCISE 1 Let E, F be Banach spaces; consider the space B(E, F) as
a subspaoe of the dual of E 0 F.
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a} Show that the unit ball of B(E, F) is weakly compact, and is
therefore the unit ball of the dual of E (9 F for some uniquely deter­
mined norm on E 0 F.

b) E 0 F being thus normed, show that a bilinear mapping U from
E 0 F into a Banach space G is continuous if and only if the linear
mapping u from E X F into G corresponding to it is continuous, then,
the norms of u and u are identical.

c) Show that E 0 F is barrelled (notice that this assertion is equival­
ent to Chapter 1, Section 15, Theorem 12).

d) Let P fl be the set of elements of E 0 F of rank <: n. Show that P;
is a closed subset of E 0 F (we shall show that P; is even closed for
a(E 0 F, E' 0 F'), using the following exercise). From this conclude
that if E and F are finite dimensional, then E 0 F is a normed barrelled
space which is meager (therefore not a Baine space).

EXERCISE 2 Let E, F be vector spaces, 'U a bilinear form on E X F.
We call the rank of the linear mapping from E into the algebraic dual
F* of F defined by 'U the rank of u. (This is clearly identical to the rank
of the linear mapping from F into E* defined by u.) Show that the rank
of u is <: n, (a given integer > 0), if and only if for every sequence of
n elements (Xi) in E and every sequence of n elements (Yi) in F we have
det (u(Xt, Yi)) = O. From this conclude that the set of bilinear forms on
E X F of rank < n is closed for the topology of pointwise convergence.

EXERCISE 3
a) Let (EI ) , (FI ) be two families of Hausdorff LCVTS, let E = nEi ,

F = nFi • Show that E ~ F is canonically isomorphic to

IT s, ~ r,
b) Let E i , E, be Hausdorff LCTVS (i = 1,2), let u, be a continuous

linear mapping from E i into F i ; show that the mapping U 1 0 U 2 from
E 1 0 E 2 into F 1 0 F 2 is continuous for the topologies of bi-equicon­
tinuous convergence and can therefore be extended to a continuous
linear mapping U 1 ~ U 2 from E 1 Q9 E 2 into F 1 ~ F 2• If the u; are
topological isomorphisms, so is U 1 ~ U 2• If the E i , E, are Banach
spaces, and if the U t are metric isomorphisms, so is U 1 ~ u 2•

EXERCISE 4 Let E be a Hausdorff complete LCTVS. The following
conditions are equivalent:

a) E' 0 F is dense in Lc(E, F);

b) For every LCTVS F, F' 0 E is dense in Lc(F, E);
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c) For every LCTVS F with a set G:) of bounded subsets, F' ® E is
dense for (;-convergence in the space Kcs(F, E) of continuous linear
mappings from F into E, which transform the A E G:) into relatively
compact subsets of E;

d) for every Hausdorff complete LCTVS F, F ~ E can be identified
with the space of weakly continuous linear mappings from F' into E
which transform the equicontinuous subsets of F' into relatively com­
pact subsets of E. Show that if E has these properties, every direct
factor of E has them also.

7 Linear mappings from an LCTVS into certain function spaces. Mappings
into a space of continuous functions

Let M be locally compact; consider the space O(M) of continuous scalar
functions on M, with the topology of uniform convergence on compact
sets, and the space Oo(M) of scalar functions "zero at infinity" with
topology of uniform convergence (see Chapter 1, Section 9). For every
t EM, let e(t) be the linear form f~ f(t} on O(M} which is clearly
continuous, and the mapping t~ e(t) from M into the dual of O(M)
(or of Oo(M)) is clearly continuous for the weak topology of the dual;
it is easy to verify that it is even a homeomorphism (it is even a homeo­
morphism of M for the topology a((O(M))', f(M)) where f(M) is the
space of continuous functions with compact support). Then the topology
of O(M) is a ~-topology, where (; is the set of subsets of (O(M))' of
type e(K), where K runs through the set of compact subsets of M; the
topology of Oo(M) is the topology of uniform convergence on the subset
e(M) of (Oo(M))'.

Let E be an LCTVS, u a continuous linear mapping from E into O(M).
Then its transpose u' is a weakly continuous mapping from (O(M))' into
E' which transforms the equicontinuous subsets into equicontinuous
subsets (Chapter 2, Section 16) therefore u' 0 e is a continuous map­
ping f from Minto E;, which transforms the compact subsets of Minto
equicontinuous subsets of E', defined explicitly by

(1) (x,f(t) = u(x)(t}

and we then see that u is known when f is known. Conversely, iff is a
continuous mapping from Minto E; which transforms compact subsets
into equicontinuous subsets, then for every x E E the preceding formula
defines a continuous scalar function on M (by the continuity off) ; from
this we get a linear mapping u from E into O(M). This mapping is con­
tinuous, since it means (same reference) that when x' runs through a set
e(K) (K a compact subset of M), then x' 0 u runs through an equi-
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continuous subset of E', then by definition

e(t) 0 u = f(t).

A similar reasoning is valid when we replace O(M) by Oo(M). Sum-.
mmg up:

THEOREM 5 Let M be locally compact space, E an LCTVS. The con­
tinuous linear mappings from E into O(M) (resp. into Oo(M)) correspond
bijectively to the continuous mapping from Minto E: which transform the
compact subsets into equicontinuous subsets of E' iresp, to the continuous
mappings "zero at infinity" from Minto E: which map M into an
equicontinuous subset of E'),. this correspondence is the one given by
formula (1) above.

COROLLARY 1 If E is barrelled, then we have the canonical isomorphisms

L(E, O(M)) = O(M, E;)
L(E,Oo(M)) = Oo(M, E:).

In fact, every weakly compact subset of E' is equicontinuous, so that
the supplementary condition on the continuous mappings from Minto
E; given in Theorem 5 becomes unnecessary. When E is only a TVS,
we can only state:

L(E, O(M)) c O(M, E;)
L(E,Oo(M)) c Oo(M, E:).

Furthermore we verify immediately:

COROLLARY 2 Let ffi be a set of bounded subsets of E. Then the ffi-topology
in L(E, O(M)) iresp, L(E, Oo(M)), is identical to the topology induced by
the topology of compact tresp, uniform convergence on the space ofmappings
from M into E~ (where E~ stands for E' with a ffi-topology).

(Proof: consider the neighborhoods of 0).

COROLLARY 3 Let M be locally compact, E a Hausdorff LCTVS where
the closed convex hull of a compact set is a compact set (for example, a
quasi-complete space, see Chapter 2, Section 5, Exercise 4). Then we have
isomorphisms

O(M, E) = L(E;, O(M)), Oo(M, E) = L(E;, Oo(M)),

where E~ stands for E' with the topology of compact convergence.

In fact, by Mackey's theorem, the dual of E~ is E, the result follows
from Theorem 5 keeping in mind the fact that a continuous mapping
from Minto E weak, transforming compact subsets into compact sub­
sets is already continuous for the given topology of E (since on a com-
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pact subset of E, the induced topology is identical to the induced weak
topology), and on the other hand, an f E O(M, E) (or an f E Oo(M, E))
evidently satisfies the conditions of Theorem 5 (that is, it transforms
compact subsets into compact subsets-or transforms M into a rela­
tively compact subset of E). Using the approximation theorem
(Chapter I, Section 9, Theorem 4). Corollary 3 can be rephrased:

COROLLARY 4 Let M be a locally compact space, E an LCTVS which is
separated and complete. Then we have the isomorphisms:

O(M, E) "'-J O(M) ~ E Oo(M, E) "'-J Oo(M) Q9 E.

Besides, if E is a Banach space the second isomorphism is even a
metric isomorphism

Let M be a set, E an LCTVS formed by scalar functions on M, with
a topology finer than the topology of pointwise convergence (i.e. a
vector subspace of kM , with a locally convex topology which is finer
than the induced topology). Therefore, for every t EM, the linear form
e(t) 011 E defined by

<c/>, e(t) = c/>(t)

is continuous. Let F be a separated complete LCTVS, let u be a weakly
continuous linear mapping from F' into E, thenf = u' 0 e is a mapping
from .1ll into F given explicitly by

<f(t), y') = <uy', e(t) = u(y')(t).

Then for y' E F', the function

t !--+ fll' (t) = <f(f), y')

is identical to uy', therefore, if y' runs through an equicontinuous subset
of F', fll' runs through a weakly relatively compact subset of E. Con­
versely, iff is a mapping from Minto F such that for every y' E F' the
function 111' runs through a weakly relatively compact subset of E if
y' runs through an equioontinuons subset of F', we shall show that the
mapping u: y' !--+ f1l' from F' into E is weakly continuous, In fact, the
restriction of u to every equiconbinuous subset A of F', being con­
tinuous for the weak topology of A and the topology of pointwise con­
vergence on E, is even weakly continuous since on the weak closure of
u(A) which is weakly compact, the weak topology is identical to the
coarse separated topology of pointwise convergence on M. Thus, for
every x' E E', the restriction of x' 0 u to every equicontinuous subset
A ofF' is weakly continuous, therefore when F is complete, x' 0 u will
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even be weakly continuous (Chapter 2, Section 14, Theorem 10), then
u is weakly continuous. Summing up:

PROPOSITION 14 Let M be a set, E an LCTVS formed by scalar functions
on M with a topology finer than the topology of pointwise convergence. Let
F be a complete Hausdorff LCTVS. Then the weakly continuous linear
mappings from F' into E can be identified with the mappings f from Minto
F such that for every y' E F', the function f1J': t ~ <f(t), y') belongs to E
and runs through a weakly relatively compact subset of E when y' runs
through an equiconiinuou» subset of F'.

COROLLARY In the preceding statement, if E is reflexive metrisable and
complete, then the last condition on f is always satisfied.

This means, in fact, that the mapping y' ~ f1J' fromF' into E trans­
forms every weakly closed equicontinuous disk A of F' into a bounded
subset of E, that is, induces a continuous linear mapping from the
Banach space F~. But a priori this linear mapping is continuous for the
topology on E of pointwise convergence in M, a Hausdorff topology
which is coarser than the given topology on E. It follows from the
closed graph theorem that this mapping is continuous.

Proposition 14, together with its corollary, can be applied in numer­
ous cases. Choosing, for example, E to be the space of infinitely differ­
entiable functions on an open subset M of Rn, we find that the weakly
continuous linear mappings from F' into E can be identified with the
mappings from Minto F which are "scalarly infinitely differentiable"
(see the next section for the study of such functions), etc.

EXERCISE 1 Let M be a locally compact space, M 0 a closed subspace,
E an LCTVS.

a) Show that the natural linear mapping from O(M, E) into O(Mo, E)
assigning to every continuous function on M, its restriction to M o, is
a homomorphism from the first space onto a dense subspace of the
second space.

b) Then conclude that if M is countable at infinity and E metrisable
and complete we even obtain a homomorphism from the first space onto
the second.

c) This is true for every complete locally convex space E if and only
if the subspace J(M0) of O(M) formed by functions zero on M 0 admits
a topological supplement, or equivalently that the natural mapping
t ~ e(t) from lJ{o into the weak dual of O(Mo) can be extended into a
continuous mapping from M into the same space (for the sufficiency of
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the first condition use Corollary 3 of Theorem 5; for the converse, choose
E to be the dual of Go(M0) with the topology of compact convergence
(for which the space is a complete LCTVS) ; then consider the continuous
mapping t~ e(t) from M o into E). This is the case if in particular M
is metrisable and separable (Chapter I, Section II, Exercise 5).

d) Show that if the natural mapping from C(M, E) into C(Mo, E) is
not onto, then the quotient of C(M, E) by the closed subspace of func­
tions zero on M 0 is not complete (although C(M, E) is complete when E
is complete).

EXERCISE 2 Let 1 be a set, consider the Banach space Zoo(1) of bounded
families of scalars on 1. If J c 1, we identify Zoo(J) with the space
Zoo(1) formed by elements whose coordinates i E CJ are zero. If fl is a
continuous linear form on Zoo(1), we denote its restriction to Zoo(J) by
flJ·

a) Show that if J 1 , ••• , I n are disjoint subsets of 1, then

II ,uJIll + ... + II ,uJn II <; II ,u II
b) For every continuous linear form ,u on Zoo(1), let ube its restriction

to co(1 ), identified with an element of ZI(1) (Chapter I, Section 9,
Exercise 7); we can then consider it as a continuous linear form on
Zoo(1) by the natural duality between [1(1) and ZOO (1), in general distinct
from ,u. Deduce from a) that if 1 is infinite, for every sequence (,un) of
continuous linear forms on Zoo(1), there exists an infinite subset J of 1
such that (flnL = (PnL for every n, (Construct by induction a decreas­
ing sequence (In ) of infinite subsets of 1, such that

II (,un)Jn II <; lin

for k < n, and consider an infinite subset J of 1 such that J n CJ n is
finite for every n).

c) From this conclude that if (,un) converges to zero in the weak
dual of Zoo(1), then (iin) converges strongly to zero in ZI(1) (proceed by
contradiction, showing that if not we could find an E > 0 and a se­
quence (An) of finite subsets of 1, pairwise disjoint, such that

L I #n(i) I :> E
ieAn

(ifrequired replace (,un) by a subsequence, then consider the isomorphism
of Zoo(N) - N is the set of integers which are positive or zero-into
Zoo(1) given by
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where cPAn is the characteristic function of An and where the series con­
verges for the topology of pointwise convergence in Zoo(!); reduce to
the case where I = N and An = {n}. Using b) we can even suppose
Pn = fin for every n, therefore that Pn E 1I for every n; then (Pn) would
be a weakly convergent sequence and not strongly convergent of the
Banach space 1I,which is impossible (Chapter 2, Section 17, Exercise 4)).

d) Conclude from c) that if e, is the ith coordinate form on Co, then
the sequence of ei converges to 0 in the weak dual of Co but cannot be
lifted to a sequence of continuous linear forms on Zoo converging to zero
in the weak dual of Zoo. A fortiori, Co has no topological supplement in
I" .

e) Let M be the stone compactification of the space N of integers
;>0, let M o be the compact subspace complement of N. Show that
M, Mo do not satisfy the conditions of Exercise Ic.

EXERCISE 3
a) Let M be a compact space, E a Banach space. Show that the space

of compact linear mappings from E into O(M) with the norm induced
by L(E, O(M)), is canonically isomorphic to the normed space O(M, E').

b) Then conclude that if E is a Banach space, F a normed vector
subspace then every compact linear mapping u from F into O(M) can
be extended to a compact linear mapping from E into O(M) of norm
< II u II + e where e > 0 is arbitrarily chosen (use Chapter I, Section
14, Exercise 2)

c) Generalize to the case where E is any LCTVS.

EXERCISE 4 Show that we can find a closed subspace F of E = 11 and
a sequence in ElF converging weakly to zero which does not come from
a sequence in E converging weakly to zero (recall that every weakly
convergent sequence of Zl is strongly convergent-Chapter 2, Section 17,
Exercise 4); show also that there exist separable Banach spaces, such
as Co, which admit weakly convergent sequences which are not strongly
convergent; show finally that every separable Banach space is iso­
morphic to a quotient space of ll-(Chapter I, Section 14, Exercise I).

8 Differentiable vectorial functions

Let U be open in R», E a Hausdorff LCTVS (in this section we consider
Hausdorff LCTVS only), f a mapping from U into E. The notion of
differentiability off in a point t E U, with respect to one of the variables
(or more generally, in the direction of a given vector) can be defined as
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in the scalar case, and from this follows the notion of a mapping which
is m times continuously differentiable, from U into E. We now develop
some useful lemmas.

LEMMA 1 A mapping f from U c Rn into the weak completion E'* of
E is differentiable at t E U if and only if for every x' E E', the function
fx! = <f(t), x') is differentiable at t ; then we have for every x' E E'

(1) <f'(t), x') = fx,(t).

In fact, we must state that

1
h (f(t + h) - f(t»

considered as a linear form on E' converges simply to a limit if h~ 0
(this limit will be automatically linear, therefore it will be an element of
E'*, the derivative off in t). This means that for every x' E E' the scalar
product

<1 ') 1h(f(t + h) - f(t», x = h(fxl(t + h) - fXI(t))

tends to a limit (that will be <f'(t), x'), i.e, that for every x' E E' the
function fOOl is differentiable in t whence (1».

COROLLARY A mapping f from the open set U c Rn into the weak com­
pletion E'* of E is m times continuously differentiable if and only if f is
scalarly m times continuously differentiable (by this we mean that for
every x' E E', the function fx' has the property considered)

LEMMA 2 The mapping f from U into E is m times continuously differ­
entiable in the weak completion E'* of E if and only if it is so in E"
with the weak dual topology.

The sufficiency is trivial; for the converse we start with m = 1 and
U c R and we note that if the limit of (1/h)(f(t + h) - f(t» exists in
E'* weak, this limit is also the limit of a sequence in E (corresponding to
h = lIn with n an integer >0), which will be a weak Cauchy sequence,
therefore bounded. It follows (Mackey's theorem) that the limit belongs
to E".

LEMMA 3 Let f be a mapping from U into E which is continuously
differentiable and whose first partial derivatives are continuous for a
locally convex topology T on E with a closed fundamental systern of
neighborhoods of o. Then f is also continuously differentiable for T.

The hypothesis on T means that it is a (V-topology, where (V is a
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set of weakly closed subsets of E'. We need only consider the case
of one variable and it suffices to show that (I/h)(f(t + h) - f(t)),
tending to f'(t) for the initial topology To of E, tends also to the same
limit for the topology T, that is, that for every A E ~, its scalar product
with the x' E A tends to <f'(t), x') uniformly when x' runs through A.
Now this scaler product can also be written

1 1 Jt+hh (ftD,(t + h) - fx,(t)) = h t f~(s) ds,

its difference with <f'(t), x') = ftD,(t) can be written

1 Jt+hh t (f'w(s) - f~(t)) ds,

and it tends, in fact, to zero uniformly when x' runs through an A E ~,

since f;,(s) tends to f;,(t) for s~ t, uniformly when x' runs through an
A E ~ (this is a statement of the continuity off'(s) for the topology T).

COROLLARY T being as above, if f is m times continuously differentiable
and its derivatives of order m are continuous for T, then f is also m times
continuously differentiable for T',

Proof This is immediate starting from Lemma 3 by induction on m.

LEMMA 4 Let F be an LCTVS, E a quasicomplete vector subspace, f a
mapping from the open set U c: Rn. in E which is m times continuously
differentiable, into F. Then f is m times continuously differentiable in E.

The proof is analogous to Lemma 2 since the values in F of the
derivatives off will be in the closure of the bounded subsets of E.

LEMMA 5 Let f be a mapping scalarly continuously differentiable from U
into E. Then f is continuous even for the topology of uniform convergence
on the strongly bounded subsets of E'.

The proof is easier if we use the notion of a weak integral, the elemen­
tary properties only being needed here. We have

.. t+h
f(t + h) - f(t) = Jt f'(s) de

(we integrate the continuous functionf' with values in E" weak), then
we obtain

f(t + h) - f(t) E hK for h sufficiently small,

where K is the weakly closed convex hull of the set K o which is the
image of a fixed compact interval of center t, contained in U. The set
K o is weakly compact therefore K is weakly bounded, therefore
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A = K (') E is a bounded subset of E and we have

f(t + h) -f(t) Eh.A.

From this it follows that (f(t + h) - f(t) tends to zero for the topology
of uniform convergence on the strongly bounded subsets of E'. (We
have supposed, for the sake of simplicity of notation, U c R, a fact
which is not essential. ) Notice that Lemma 3 could also be proved using
this integral method.

PROPOSITION 15 Let U be open in Rn, E a quasi-complete LCTVS, fa
mapping from U into E. The n~apping f is m times continuously differ­
entiable if and only if it is scalarly m times continuously differentiable and
its mth partial derivatives (that exist in E"-see Lemmas I and 2) are
continuous for the natural topology of E" (the topology of uniform con­
vergence on the equicontinuous subsets of E').

Explicitly, these conditions mean that the fx' are m times continu­
ously differentiable, and that the mth derivatives run through an
equicontinuous set of functions on U, when x' runs through an equi­
continuous subset of E' (this condition permits the consideration of
only the scalar components fa;')'

Proof Under the indicated conditions f is m times continuously
differentiable in E" weak (Lemmas I and 2) and so is also for the natural
topology of E" (Lemma 3), therefore also in E itself (Lemma 4).

COROLLARY I E being quasi-complete, if the mapping f from U into E is
scalarly m times continuously differentiable, it is m - I times continuously
differentiable.

In fact, by Lemma 5 the derivatives of order m - I off into E" weak
are continuous for the topology of uniform convergence on the subsets
of E' bounded for the strong topology of E' associated with the dual
system (E', E"), then a fortiori for the topology of uniform convergence
on the weakly compact equicontinuous disks of E' (therefore complete
and bounded for the strong topology on E' associated with (E', E"))
i.e. the natural topology of E". The corollary then follows from Prop­
osition 15. We conclude from this:

COROLLARY 2 Let E be a quasi-complete LCTVS, f a mapping from an
open set U of Rn into E. The mapping f is indefinitely continuously
differentiable ifand only iff is scalarly indefinitely continuously differenti­
able.

PROPOSITION 16 Let E be a complete LCTVS, let U be open in Rn. Then
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the epace 8(m)( U, E) of m-times continuously differentiable functions from
U into E with its natural topology (compact convergence of f and its de·
rivatives oforder <m) can be identified with the space of weakly continuous
linear mappings from E' into sv» (U) which transform the equicontinuous
subsets into relatively compact subsets of sv»(U), this space ofmappings
being endowed with the topology of uniform convergence on the equicon­
tinuous subsets of E'.

Let f E @",(m)(u, E). Then f defines a linear mapping x' ~ fx' from E'
into G(m) ( U), which is weakly continuous by Section 7, Proposition 14.
We now show that it transformsanequicontinuous subset A of E' into a
relatively compact subset of G(m)( U). From Chapter I, Section 10,
Proposition 18, it suffices to show that the set of derivatives of order m
of the fm' (x' E A) is an equicontinuous set of functions on U'fI, this means
that the mth derivatives off in E are continuous mappings. Conversely,
given a weakly continuous mapping u from E' into G(m)( U), which
transforms the equicontinuous subsets into relatively compact subsets,
we deduce a mapping f from U into E such that <f(t), x') = ux'(t) for
t E U, x' E E'. This f then satisfies the conditions of Proposition 15 and
belongs to E(m) ( U , E). Finally, we verify trivially that the topology of
en(u, E) corresponds to the topology of uniform convergence on the
equicontinuous subsets of E. In this reasoning we could have supposed
that m = + 00, and dropped the condition of compactness using
Corollary 2 of Proposition 15. We thus obtain

COROLLARY E being a complete LCTVS, G( U, E) can be identified with
the space of weakly continuous linear mappings from E' into G( U), with
the topology of uniform convergence on the equicontinuous subsets of E'.

This is also the corollary of Proposition 14 taking into consideration
Proposition 15, Corollary 2.



CHAPTER 4

Study of some special classes of spaces

PART 1 INDUCTIVE LIMITS, (.P~) SPACES

1 Generalities

DEFINITION I Let E be a vector space, (Ei ) a family of LCTVS, and for
every i let Ui be a linear mapping from E i into E. We call the finest locally
convex topology on E for which the U i are continuous the inductive limit
topology of the E i (by the u i ) . With this topology E is called the inductive
limit of the E i (by the u i).

The existence of such a topology is immediate as a locally convex
topology T on E permits the U i to be continuous if and only if for every
disked neighborhood V of 0 for T, the U;l( V) are neighborhoods of 0
in the E i ; clearly the set of all absorbing disks in E having this property
is a system of disked neighborhoods of 0 for a locally convex topology
on E which is the finest among the topologies considered. We have
shown the first part of

PROPOSITION I Let E be the ind'UCtive limit of the E i by the Ui'

I) An absorbing disk V in E is a neighborhood of 0 if and only if for
every i, ui1(V) is a neighborhood of 0 in Eio

2) If the ui(E i ) generate E, we obtain a fundamental system of neigh­
borhoods of 0 by taking the convex hulls

r(uui(Vi»),
where, for every i, Vi runs through a given fundamental system of neighbor­
hoods of 0 in E i •

The second part is an immediate consequence of the first. Notice that
in I), if the ui(Ei ) generate E, it is unnecessary to suppose a priori V
absorbing, since it will be so automatically.

COROLLARY I An inductive limit of bornoloqical tresp, barrelled, resp,
quasi-barrelled) spaces is bornological tresp, barrelled, resp, quasi­
barrelled).

In fact, if V is a disk in E which is bornivorous (resp. closed and
absorbing, resp. closed and bornivorous), it is also balanced and the
ui 1

( V) are clearly also bornivorous (resp. ° •• ) therefore they are
136
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neighborhoods of 0 by the hypothesis on the E i , and V is itself a
neighborhood of 0, hence the conclusion.

Very often, the family of indices I (implicit above) is ordered, in­
creasingly directed and for i <. j we define a continuous linear mapping
u i ; from E; into E j such that i <. j <. k implies UiTc = UjTcUij and i <. j
implies U i = ujui ; .

We verify immediately that the induotive limit topology on E does
not change if we replace I by a set I' c I cofinal to I. We can reduce
the general case to the one just considered. In fact, for the general case,
for every finite subset J c I, let

EJ = II n;
ieJ

and let UJ be the linear mapping from EJ into E coinoiding with the U i

on the E i; since this mapping is clearly continuous when E has the
induotive limit topology of the E b it follows that the latter is also identi­
cal to the induotive limit of the EJ by the UJ; clearly, the family (EJ )

forms a transitive system of the type considered above. Notice further­
more that the inductive limit topology of E does not change when we
replaoe the E i by their quotients by the kernel of the Ui, which leads
us to the case where the Ui are injective and consequently the E i are
identified with vector subspaces of E having their own locally convex
topologies T i • When the E i form a transitive system we see that after
passage to the quotient we have subspaces E i of E such that i <. j im­
plies Eic E j and such that the identity mapping from E i into E j is
continuous (for the given topologies of E i , E j ) . Very often, the union
of the ui(Ei ) generates E (therefore, if the E i form a transitive family,
the union of the ui(E i ) is identical to E).

Notice the transitivity property resulting from the definition: If
each E i is itself an inductive limit of (E i ,.. ) A then E is also the inductive

.'-" ocE

limit of (E i ,.. ) A' i E I, by the U i 0 u., oc.
>'-" oce ,

PROPOSITION 2 Let E be the inductive limit of (E i ) of LCTVS by (Ui),
E generated by the ui{Ei ) . Let F be an arbitrary LCTVS.

I) A linear mapping v from E into F is continuous if and only if for
every i v 0 Ui is continuous. M ore generally, let M be a set of linear
mappings from E into F,. M is equicontinuous if and only if for every i,
M 0 u; (formed by the v 0 U i with v E M) is an equicontinuous set of
mappings from E, into F.

2) Let,for every i, ®i be a set of bounded subsets of E i ; let G' bethe union
of bounded subsets U'i(G'i) of E. Then the ~-topology in the space of linear
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mappings from E into F is the coarsest topology for which the mappings
v J--+ v 0 u; are continuous when the space of linear mappings from E i

into F has the ~ctopology. In particular, a set M of linear mappings from
E into F is bounded for the ~-topology if and only if for every i the set
M 0 Ui of linear mappings from E i into F is bounded for the (Vctopology.

Proof 2) is trivial (F can be any topological space, the same for the
mappings; the vector structures and the topology of E are not con­
sidered). For I) we notice that if Mis equicontinuous, for every neigh­
borhood V of 0 in F, M -1( V) is a neighborhood of 0 in E; since it is
already a disk, this means (Proposition I) that for every i, u;l(M-l(V))
is a neighborhood of 0 in E i • Now this set is also Mi1(V) where
M i = M 0 ui ; we must express that for a given i,M;;l( V) is a neighbor­
hood of 0 in E t for any disked neighborhood V of 0 in F, i.e. that M i

is equicontinuous.
Some questions arise concerning a space which is an inductive limit,

which often receive negative answers, even for the inductive limits of a
sequence of Banach spaces, and which often present serious difficulties.

I) Is E complete when the E i are complete?

2) Does every bounded (resp. compact, resp. weakly compact) subset
of E come from a bounded subset (resp....) of a space E t ? (In this
question, we can suppose that the (Ei ) already form a transitive system.)
In particular, if we suppose the E t reflexive, (or Montel spaces) is E
reflexive (or a Montel space). (For an affirmative answer it would suffice
to know that E is Hausdorff and that every bounded subset of E comes
from a bounded subset of an E i . ) Notice that even if the E i are Hausdorff
it is possible that E is not Hausdorff (see Section 4, Exercise 2) but in
practice, we make sure that E is Hausdorff since it suffices for this pur­
pose to find on E a Hausdorff locally convex topology for which the Ui

are continuous. We remark that in practice the difficulties which we
encounter in inductive limits are the "converse" of those met in pro­
jective limits (the coarsest topology for which ...); here it is nearly
always easy to show that the space is complete, and to determine
whether its bounded subsets are weakly compact or compact (the
reader will recall the corresponding statements), and in particular to
recognize it as either a reflexive or a Montel space. But it is difficult
to recognize if the space is bornologioal or barrelled, and we have no
good criterion as in Proposition 2 above for the equicontinuous sets of
linear forms, etc.
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2 Examples

In all of these examples, the E i naturally form a transitive system and
the union of the ui(Ei) is E. We verify trivially in examples c), d), e},
f), that the E obtained in each case is Hausdorff, using the general
remark stated in Section 1.

a) Let E be an LCTVS, F a vector subspace. Then ElF is the in­
ductive limit of E by the canonical mapping of E onto ElF.

b) The locally convex space E is bornological if and only if it is an
inductive limit of normed spaces. In fact, it is sufficient by Proposition
1, Corollary (as a normed space is bornological by Chapter 3, Section 4,
Theorem 3) and it is necessary as we verify immediately that E is
bornological if and only if its topology is the inductive limit of the
spaces EA (where A runs through the closed and bounded disks of E) by
the identity mappings of these spaces into E. (Then if E is Hausdorff
and quasi-complete, the E A are complete, therefore E is bornological if
and only if it is an inductive limit of a family of Banach spaces.t

c) Let E and F be (§") spaces, let r(E, F) be the space of compact
linear mappings from E into F. For every disked neighborhood V of 0,
let Ev be the normed space associated to the gauge, semi-norm of V;
there exists a natural linear bijection from r(Ev, F) into r(E, F) which
is the union of the images of these spaces. Equip r(Ev, F) with a
topology of bounded convergence for which it is a closed subspace of the
space LfJ(Ev , F) (Chapter 3, Section 1, Proposition 2; the compact linear
mappings from a semi-normed space into a space F are those trans­
forming the unit ball into a relatively compact subset of F). Since­
Lb(Ev, F) is clearly an (§") space, so is r(Ev , F) (we thus have the right
topology on this space). We can then equip r(E, F) with the inductive
limit topology of the spaces r(Ev , F) of type (§"). This limit topology
does not change if V runs through a fundamental system of disked
neighborhoods of 0, for example a fundamental sequence (Vn ) of neigh­
borhoods. Thus, the space !Z'(E, F) of compact linear mappings of a
space (§") into another appears as an inductive limit of a sequence of
spaces of type (~). There is an analogous construction for the space of
bounded linear mappings from E into F.

d) Let M be a locally compact space, let .;('(M) be the space of
continuous numerical functions with compact support on M. For every
compact set K c M we denote by .;('K(M) the space of functions with
support c K with the uniform norm topology (i.e. the topology of
uniform convergence). Thus it becomes a Banach space. .;('(M) is the
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union of these subspaces and we can equip it with an inductive limit
topology. If M is countable at infinity, we can choose some increasing
sequence (Kn) of compact set, then ..Jf"(M) is the inductive limit of a
sequence of Banach spaces.

e) We proceed likewise for the space ~(U) of indefinitely differenti­
able functions, with compact support, on an open set U c Rn; this
space is the inductive limit of a sequence of subspaoes of type (§').

f) Let, first of all, U be open in Rn and consider the space H( U) of
holomorphic functions on U which is a closed vector subspace of the
space C(U) of continuous complex functions on U (Weierstrass
theorem), and has the induced topology for which it is a space (§'). Let
A be a subset of en and H(A) the set of equivalence classes of holo­
morphic functions defined in an open neighborhood of A ; two functions
are equivalent if they coincide on a neighborhood of A. The set H(A)
has an obvious linear structure, and if B ::> A we have a natural linear
mapping cPB,A from H(B) into H(A) (the restriction). If A is open, we find
the space already defined. We can then equip H(A) with the inductive
limit topology of the H( U) corresponding to the open neighborhoods U
of A, by the linear mappings cPU,A' It suffices to make U run through a
fundamental system of neighborhoods of A. In particular, if A is
compact, we can choose a fundamental sequence (Un) of open neigh­
borhoods of A, therefore H(A) appears then as an inductive limit of a
sequence of (§') spaces.

3 Strict inductive limits

DEFINITION 2 E is a strict inductive limit of a family (Ei ) of LCTVS if
the E i form an increasingly directed set of vector subspaces of E whose
union is E, each E i with a Hausdorff locally convex topology and EicEi

,implying that E i is a closed topological vector subspace of E i (in particular,
its topology is induced by E j ) . This is the case in Examples d), e), of
Section 2-

We still do not know if in this case the questions asked at the end of
section 1 have an affirmative answer (see Exercise 7 below). We shall
see that it is so in the most important case where the index set I is
countable. In this case, the remarks made in Section 1 show that we can
suppose (Ei ) to be an increasing sequence of vector subspaces of E, whose
union is E, with given Hausdorff topologies such that the topology of
E; is induced by that of Ei+l' and such that E i is closed in E i + 1 .

PROPOSITION 3 Let E be a strict inductive limit space of an increasing
sequence of subspaces E i . Then theEi are closedin E, Einducesoneach Eithe
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given topology of E, (in particular E is Hausdorff), the bounded subsets of
E are those contained and bounded in some space E i • The space E is com­
plete if and only if the E i are complete.

The proof rests on the

LEMMA Let F be an LCTVS, G a closed vector subspace, V an open disk
in G, x E CG. Then, there exists an open disk W in F such that x E CW,
W (") G = V.

Let Wo be an open disk in F sufficiently small so that x + Wo does
not meet G and such that W 0 (") F c V. The reader is invited to verify
that W = F( W0 (') V) satisfies the condition.

In order to show that E induces on E i the given topology of E; we
must show that for every open disk Vi in E i there exists a disked neigh­
borhood of 0 in E such that V (") E, = V i < But by the lemma, we
construct by induction a sequence of disks Vi +1' •••, V;, ... where Vi
is an open disk in E; inducing V;+l on E j - 1• Then V = U V; is the
required neighborhood. We now show that E i is closed in E that is,
for x E CE i there exists a continuous linear form on E, zero on E i but
not zero on x. In fact we have x E E j for somej and since E; is closed in
E j , there exists a continuous linear form on E j zero on E i but not on x.
Since E; is a topological vector subspace of E, this form can be extended
into a continuous linear form defined on all of E which will satisfy the
condition. For the assertion relative to the bounded sets we must show
that if A is a bounded subset of E then A c E; for some i. If this were
not the case we could construct by induction a strictly increasing
sequence of indices (in) and a sequence (xn) in E such that

Xn E A (") »; (") CE i n_
1

•

Then by the lemma we have a sequence of open disks Vn in the E in such
that Vn - 1 = Vn (") E i n_

1
, Xn ¢ n Vfi. The union V of Vn is then a neigh­

borhood of 0 in E, inducing the Vn on the E in such that Xn ¢ n Vn for
every n. It follows that the sequence (Xn ) , therefore A, cannot be
bounded.

If E is complete so are its closed subspaces E i • Conversely, supposing
that the E i complete, we shall show that E is complete, i.e, (Chapter 2,
Section 14, Theorem 10) that every linear form x on E'whose restrictions
to the equicontinuous subsets are weakly continuous, is already weakly
continuous. First, x is zero on an orthogonal set E? for some i, as other­
wise for every i there exists an x; E E? such that <x, x;> = 1, and the
sequence of x~ would be equicontinuous (Proposition 1) and would
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converge weakly to 0 without <x, x~> tending to 0, which is absurd.
Thus x is zero on a space E?, therefore it comes from a linear form y on
the quotient E' / E~, which quotient can be identified with the dual E;
of E i • This linear form is restricted to the equicontinuous subsets of E~
which are weakly continuous; in fact, an equicontinuous subset of E'
is contained in the image 4>(A) of an equicontinuous subset of E'
(Chapter 2, Section 15, Proposition 20) which we can suppose weakly
compact, where 4> is the canonical mapping from E' onto E;. Now the
restriction of y to 4>(A) weak is continuous if and only if y 0 4> = x is
continuous on A weak which is in fact the case. Since E; is complete
we conclude that y is weakly continuous and so is x = y 0 4>-

4. Direct sums

DEFINITION 3 Let (E i ) be a family of LCTVS E i • The topological direct
sum of the spaces E i , is the algebraic direct sum E = EEi with the topology

i

which is the inductive limit of the eubepaces E i (with their given topology).

When the index set is finite, we have the product topology.
The construction of general inductive limits can be reduced to the

construction of topological direct sums and quotients, by

PROPOSITION 4 Let E be an LCTVS, the inductive limit of a family (E i )

of LCTVS by linear mappings Ui such. that E is generated by the union of
the ui(Ei ) . Then E is isomorphic to a quotient space of the topological
direct sum of the E i •

Let F be this last space, let u be the linear mapping of F into E which
coincides with Ui on E i ; it is a linear mapping from F onto E, there­
fore it defines a bijective linear mapping from a quotient of F onto E.
The quotient topology on E is the inductive limit topology of F by u
(Section 2, Example a)), therefore (by transitivity of inductive limits,
see Section 1) it is identical to the inductive limit topology of the E i by
the Ui induced by u on the E i ; hence the conclusion.

PROPOSITION 5 Let E be the topological direct sum of a family (Ei)ieI of
Hausdorff LCTVS. Then the E i are closed in E and E induces in them the
given topology,' more generally, for every subset J of I, the space EJ , the
topological direct sum of the E; with i E J, is a closed topological vector
subspace of E. The bounded subsets of E are the subsets which are con­
tained and bounded in the direct sum of a finite number of factors E i • The
space E is complete if and only if the E i are complete.
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A priori, the direct sum topology of EJ is finer than the topology in­
duced by E, but the natural projection of E onto EJ is a continuous
linear mapping from E into EJ (as its restrictions to E i , i E I, are con­
tinuous), thus EJ is a closed topological vector subspace of E. Let A be
a bounded subset of E; if A were not contained in any EJ with J finite,
we could construct by induction an increasing sequence of finite subsets
J v J 2 , ••• , -L; ... of I and a sequence of points Xv ••• , Xn , ••• of A,
such that

Xn E EJ n+1 n CEJ n•

We let J be the union of the J.yp and verify that EJ is the strict inductive
limit of the E J n• But then A n EJ would be a bounded subset of EJ

which is not contained in any of the EJ n, a contradiction to Proposition
3. If E is complete, the E i are complete as they are closed subspaces
of E. For the converse, we need first

PROPOSITION 6 The dual of the topological direct sum ~ E; can be
identified with the product II E; of duals of E i , the equicontinuous subsets
of the dual are those contained in a product II Ai' where for every i, Ai is
an equicontinuous subset of E~.

This is a trivial consequence of Proposition 2, 1.

COROLLARY Let for every i, ®i be a set of bounded subsets of E i' let ® be
the set of bounded subsets of E, the union of the ®i' Then on E' = II E;
the ®-topology is identical to the product topology, when the E; have a
®rtopology. In particular, the weak (resp. strong) topology on E' is the
product of the weak iresp, strong) topologies of the E'i'

The general assertion is a particular case of Proposition 2, 2. The
particular cases follow as we can replace ® by the set of convex hulls of
finite unions of elements of ® and then apply the characterization
of bounded sets of E given in Proposition 5.

We can now show that if the E i are complete, E is complete, i.e. that
every linear form X on E' = II E;, whose restrictions to the equi­
continuous subsets are weakly continuous, is weakly continuous
(Chapter 2, Section 14, Theorem 10). Let Xi be the restriction of X to E;,
then its restrictions to the equicontinuous subsets of E: (considered as
the dual of E i ) are clearly weakly continuous, therefore, E i being com­
plete, we have Xi E E i • We now show that all the Xi except for a finite
number are zero: if not, there would exist an infinite sequence of
distinct indices i v ... , in' ... and of elements x;n E E;n such that

(x, xL> = (x i n' x;n> = 1,
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whence it is immediate that (x;J is an equicontinuous sequence tending
weakly to 0 in E', which is absurd, since <x, x;n> would have to tend to
zero. Let X be the element of E whose components are the Xi; it remains
to be shown that x = X. These two forms coincide on the subspace E~

of II E~ and are restricted to the equicontinuous subsets of II E: which
are weakly continuous, thus it suffices to show that every

x' = (x;) E II E~

is in the weak closure of an equicontinuous subset of II E; contained in
:E E~. The set of projections x.~ of x' to the finite direct sums E; corres­
ponding to the finite subsets J of I is then clearly equicontinuous, and
x' is a weak limit of the x~ with respect to the filter of increasing sections
in the set of finite subsets of I, hence the conclusion.

The following is the dual of Proposition 6:

PROPOSITION 7 Let (E i) be a family of LCTVS, let for every i, ®i be a
set of bounded disks of E i ; let ® be the set of subsets of II E; of type II Ai
with Ai E ®i for every i. Then on the dual :E E~ of the topological vector
product II E, (see Ohapter 2, Section 15, Proposition 22) the (f)-topology
is identical to the direct sum topology of the ®rtopologies on the E i .

This follows immediately from the following formula, valid for every
family (Ai) of disks in the E;:

(II Ai)O = F( U(Ai)O)

the verification of which is left to the reader. By the characterization of
the bounded subsets of II E i , we find the

COROLLARY The strong dual of II E i can be identified with the topo­
logical direct sum of the strong duals of the E i'

EXERCISE 1 Generalize Proposition 6 and its corollary to the space of
continuous linear mappings from a topological direct sum into an
LCTVS. Generalize also Proposition 7 and Chapter 2, Proposition 22 to
the space of continuous linear mappings from a topological vector
product of LCTVS into an LCTVS F which is semi normed (in particular
a Banach space). Show that the result obtained is false when F is any
LCTVS (take F = E).

EXERCISE 2 Let H be an infinite dimensional separable Banach space.
Let (Hn ) be an increasing sequence of vector subspaces of finite dimen­
sion whose union N is dense in H, let En = HIH'lI.) E = HIN, Un being
the natural mapping from En onto E. Show that the inductive limit
topology of the sequence of Banach spaces En by the Un is the coarsest
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topology on E (i.e, every non-empty open set is identical to E). Let F
be an algebraic supplement of N, let F'1/, be the space F whose norm is
the inverse image of the norm of E'1/, by the natural mapping of F into
E'1/,; show that on F, the inductive limit topology of the F'1/, (with respect
to the identity mappings) is still the coarsest topology on F. (Show that
every continuous linear form on E or F is zero.)

EXERCISE 3 Let E be a vector space, (E t ) an increasing sequence of
vector subspaces of E with Hausdorff locally convex topologies such
that the identity mapping from E i into Ei+l is weakly compact (Ohapter
2, Section 18, Definition 14) for every i. Show that the space E, with
the inductive limit topology of the E i is Hausdorff and that it oan also
be considered as the inductive limit of an analogous sequence of
Banach spaces.

EXERCISE 4 (G. Kothe) Let for every n, (aij) be the double sequence
defined by; a}i = j'1/, for i -< n, aij = in for i > n. Let

where N is the set of natural numbers, let an. Co (resp. an.l oo ) be the space
of products anx with x E Co (resp. x E loo) with the norm topology deduce
from the topology of Co (resp. loo) by transport of structure.

a) For every double sequence x and every subset J of N x N let XJ

be the double sequence whose coordinates are identical to those of x on
J and zero on CJ. Let E resp. F) be the union of an. Co (resp, an.l oo ) with
the inductive limit topology. Show that for every x E F, the sequence of
XJ where J runs through the finite subsets of N X N is a Oauchy sequence
in E and that it tends to the limit x in F.

b) From this conclude that E is not complete, and similarly for the
sequences (notice that the double sequences whose coordinates are all
equal to 1 is in F, but not in E).

EXERCISE 5 Let E be an LOTVS, a strict inductive limit of an in­
creasing sequence of subspaces En.

a) If ® (resp. ®n) is the set of equicontinuous subsets of E' (resp. E~)
then for every ®-absorbing disk U in E' (see Ohapter 2, Section 3,
Definition 1) there exists an n such that U ::> (En)O, and then the set U"
of x' E (En)' whose inverse image in E' is contained in U is a ®-absorbing
disk.
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b) Oonclude from this that if the En are quasi-barrelled and if their
strong duals are bomological, then E is quasi-barrelled and its strong
dual is bornological.

c) Let E be a quasi-barrelled LOTVS. Show that if E' strong is quasi­
barrelled, it is also barrelled (therefore under the conditions of b) E'
strong is also barrelled).

EXERCISE 6 Deduce from Exercise 4 and Proposition 4 that there
exists a closed vector subspace H of the direct sum L of a sequence of
spaces isomorphic to Co such that LIH is not complete (even if L is
complete by Proposition 5). Show that this remains true if we replace
Co by II (use the fact that Co is isomorphic to a quotient space of ll­
Ohapter 1, Section 14, Exercise 1).

EXERCISE 7 Let E = II E i be the topological vector product of a
family of LOTVS E i •

a) Show that the weakly (resp. strongly) bounded subsets of
E' = ~ E; are the subsets contained in the sum of a finite number of
weakly (resp. strongly) bounded subsets of E~.

b) Conclude that E is barrelled (or quasi-barrelled) if and only if the
s, are.

EXERCISE 8 Let E = ~ E i be the topological direct sum of a family
of LCTVS E i • The space E is bornological (resp. barrelled, resp. quasi­
barrelled, resp. reflexive, resp. of type (...K)) if and only if the E i are
bornological (resp....).

5 (.P§) spaces

DEFINITION 4 An (.P.f7) space is a Hausdorff LOTVS E which is an
inductive limit of a sequence (E i ) of (§) spaces by linear mappings Ui'

such that the ui(Ei ) generate E.

The considerations of Section 1 show that we can suppose the sequence
(Ei ) to be an increasing sequence of vector subspaces of E with given
topologies 'I', which make them into (.f7) spaces, the identity mapping
from E i into E H 1 being continuous and E being the union of the E i •

Such a sequence is called a sequence of definition of the (.P.f7) space.
The most important examples of Section 2 are (.P.f7) spaces (examples
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c), e); d) when M is countable at infinity, example f) when A is open or
compact). An (~) space is trivially of type (.P~). By the transitivity
of inductive limits, a Hausdorff E space which is an inductive limit of
a sequence of (.P~) spaces by linear mappings such that the union of
their images generates E, is an (Z~) space; in particular, a quotient
space of an (.P~) space by a closed vector subspace is an (.P~) space.
It should be noted carefully that a closed vector subspace of an (.P~)

space or even of a topological direct sum of a sequence of Hilbert spaces
may not necessarily be of type (.P~). The spaces of type (Z~) are
bornological and barrelled (Proposition 1, Corollary) but not necessarily
complete even in the case of inductive limits of Banach spaces (Kothe's
example, Section 4, Exercise 4). The more special properties of (.P~)

spaces follow from the next theorem (where local convexity is not
considered).

THEOREM 1 Let E be a vector space with a Hausdorff topology, (Ei) a
sequence of complete and metrisable TVS,. let Ui be a continuous linear
mapping from E i into E for every i. Let u be a continuous linear mapping
from a complete and metrisable TVS F into E, such that u(F) c. UUi(Ei).
Then there exists an index i such that u(F) c. ui(Ei), and if U i is bijective,
we can write u = lUi 0 v, where v is a continuous linear mapping from F
into Eio

Proof Let Hi be the closed subspace of F X E j consisting of pairs (x, y)
such that ux = UiY and let E, = Pi(Hi ) c. F where Pi is the projection
of F X E; onto F; E, is clearly the set of x E F such that ux E u,(Ei ) .

The hypothesis states that F = uFi , and (F being a Baire space) it
follows that one of the spaces E, is meagre. But by the Banach homo­
morphism theorem (Chapter 1, Section 14, Theorem 9, Corollary 3) this
implies that Pi is a linear map from Hi onto F, i.e. F i = F and u(F) c. Ui
(F i ) .

If Ui is bijective we clearly have u = Ui 0 v where v is a linear mapping
from F into E; whioh is continuous by the closed graph theorem
(Chapter 1, Section 14, Theorem 10, Corollary) since it is oontinuous
for the inverse image topology of E by u; on E i , which is a topology
coarser than the given one and still Hausdorff.

COROLLARY 1 Let E be an (.P$) space, (Ei ) a sequence of definition of
E, u a continuous linear mapping from a space F of type (~) into E. Then
there exists an i such that u is a coniinuous linear mapping from F into
E i (with its given (~) space topology).

This is an immediate particular case of Theorem 1. Applying this to
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the case F = E A , a normed space defined by a bounded disk of E, we
find

COROLLARY 2 Let E be an (:£$") space, (Ei ) a sequence of definition ofE,
A a bounded disk in E such that E A is complete (for example a bounded
and complete disk). Then A is contained and bounded in a space E i •

In particular, if E is quasi-complete, then the bounded subsets of E
come from bounded subsets of E, (the converse is false, see the space E
of Exercise 4 above).

COROLLARY 3 Let E be a vector space, let (E i ) iresp, (F i )) be a sequence
of ($") spaces, letfor every i, U i treep, Vi) bea linear mapping from E i (resp.
F i ) into E,. we suppose that the images of the E i tresp, F i ) generate E and
that we can find on E a Hausdorff topology for which the Ui and the Vi are
continuous. Then, on E, the inductive limit topology of the E i by the Ui is
identical to the inductive limit topology of the E, by the Vi'

In fact, we can reduce this to the case where the (E i ) (or F i )) form a
sequence of definition and we see by Theorem 1 that every E i is con­
tained in some F i (with the identity mapping E i -»0 F; continuous) and
conversely; the result follows. We then see that in practice there
cannot be more than one reasonable (:£.f7) topology on a vector space.

Dsing Theorem 1 the theorem of homomorphisms and the closed
graph theorem can be generalized. In order to do this we introduce the
notion of a strictly bornoloqieal epace: it is a Hausdorff LCTVS which is
the inductive limit of a family (of any cardinality) of Banach spaces
(this is equivalent to saying that in E, every ~-absorbingdisk, where ®
is the set of bounded disks in E such that E A is complete, is a neighbor­
hood of zero; compare with Section 2, Example b)). If E is Hausdorff
and quasi-complete for E to be bornological or strictly bornological is
the same thing (Section 2, Example b)).

In particular, an ($") space is strictly bomological since it is borno­
logical (Chapter 3, Section 4, Theorem 3). It is trivial that every in­
ductive limit of strictly bomological spaces is strictly bomological
(transitivity of inductive limits), in particular, on (:£~) space is
strictly bomological. We have,

THEOREM 2 Let E be a strictly bornological LCTVS, F a Hausdorff
LCTVS which is the union of a sequence of images of spaces E i of type
($) by continuous linear mappings u, (for example E and F of type
(:£~)).

1) Every continuous linear mapping from F onto E is a homomorphism.
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2) Lei « be a linear mapping from E into F. For the mapping 'U to be
continuous it is sufficient that its graph be closed and even that it is not
possible to find in E a sequence (Xi) tending to zero such that the sequence
(UXi) tends to a limit different from zero.

Proof
1) We can clearly suppose that U is bijective (replace F by F /ker u);

we must show that the identity mapping from E with the given topo­
logy into E with the inductive limit topology T of the E i by the
Vi = U 0 U i (written E T ) is continuous. Since E is strictly bornological
this means that for every Banach space H and every continuous linear
mapping w from H into E, w is also a continuous mapping from H into
ET (Section 1, Proposition 2). But we can clearly assume that the
union of the images of the E i in E is identical to E and that the Vi are
bijective, the result then follows from Theorem 1.

2) In order to verify the continuity of U we are reduced to the case
where E is a Banach space. Let H = E x F the graph of u, let

Hi = H n (E x E i )

(we suppose that the E; are subspaces of F whose union is F); the
weakest hypothesis on 2 implies that Hi is a closed subspace of E x E i ,

i.e. it is an § space for the induced topology. H is the union of the Hi
and satisfies the condition of the space F of Statement 1. Therefore, the
projection of H onto E is an isomorphism, i.e. the inverse mapping is
continuous, therefore u is continuous, u obtained by composition of the
preceding mapping with the projection of H into F.

It seems we could considerably weaken the conditions on F, a ques­
tion worth some research.

EXERCISE 1 Let E be an (~) space, F an (.P§) space.

a) Show that if either E is normable, or F quasi-complete then the
space of bounded linear mappings from E into F (Ohapter 2, Section 18,
Definition 14) can be given a uniquely determined (.!t'~) topology,
finer than the topology of the bounded convergence (see Section 2,
Example cl).

b) E and F being as in a), let G be an (~) space, let u be a continuous
bilinear mapping from E X G into F such that for every Z E G the
mapping X t--* 'u.(x. z) from E into F is bounded. Show that there exists
a fixed neighborhood V of 0 in E, such that for every z E G, V be
transformed into a bounded subset of F by the mapping x t--* u(x, z).

c) State results analogous to a) and b) when F is an (§) space or



150 TOPOLOGICAL VECTOR SPACES

more generally a strict inductive limit of-a sequence of (§) spaces and
where the bounded mappings are replaced by compact mappings.

6 Products and direct sums of lines

PROPOSITION 8 Let E be an LCTVS. The following conditions are
equivalent:

1) The topology of E is the finest LCTVS topology on E (or equivalently,
every linear mapping from E into an LCTVS is continuous).

2) Every linear form on E is continuous and the topology of E is a
Mackey topology (Ohapter 2, Section 13, Definition 12).

3) E is isomorphic to a topological direct BUm of lines.

The equivalence of the conditions in 1) is trivial, furthermore it is
immediate that the finest locally convex topology on E is identical to
the topology -r:(E, E*) (Mackey theorem), if on the other hand, (e.) is a
basis of E by which E is identified with k1 (k is the field of scalars), it is
immediate from the definition that the finest locally convex topology
on E is also the topological direct sum (which is the finest locally convex
topology on E for which the mappings A.~ Aei are continuous, where
every locally convex topology on E makes them continuous). This
shows the equivalence of conditions 1), 2), 3).

PROPOSITION 9 Let E be a vector space with the finest locally convex
topology. E is bornological, complete, (therefore barrelled) and its bounded
subsets are finite dimensional (a fortiori E is reflexive and even a (JI)
space-see Ohapter 2, Section 18, Definition 13). On the dual E' = E*
of E the weak and strong topologies are identical and E* is isomorphic to a
topological product of lines.

E is bomological and barrelled from the definitions (but also because
of closure under inductive limits). The completion of E and the charac­
terization of its bounded subsets is the result of Proposition 5, Section 3.
The fact that the bounded subsets are finite dimensional is equivalent
to the fact that on E' weak and strong topologies coincide. On the
other hand, the weak dual of a topological direct sum is the product of
the weak duals of the factors (Proposition 6), the result follows:

PROPOSITION 10 Let E be a vector space with the finest locally convex
topology. Then every vector subspace V of E is closed, the ind~tced topology
on V is also the finest locally convex topology on V, and every algebraic
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supplement of V is also a topological supplement (therefore V is a topo­
logical direct factor of E).

Let W be an algebraic supplement of V, let p be the corresponding
projection from E onto V; it is continuous when V has the finest locally
convex topology T on V (Proposition 8, 1), it follows a fortiori that it is
continuous from E into E, therefore that V and Ware topological
supplements and a fortiori V is closed; at the same time this proves that
the induced topology of E onto V is identical to T (since the identity
mapping of V onto V with one or the other topology is continuous).

COROLLARY Every quotient space of E is Hausdorff and its topology is
the finest locally convex topology.

In fact, this quotient space is by Proposition 10 isomorphic to a sub­
space W of E (supplementary to the given subspace V) hence the
conclusion.

PROPOSITION 11 Let E be a Hausdorff LCTVS. 'l'hefollowing conditions
are equivalent:

1) The topology of E is minimal among the Hausdorff locally convex
topologies.

2) E = E'*.
3) E is isomorphic to a topological vector product of lines.

1) implies 2) since if we had x E E'* neE and if H is the kernel of the
linear form x on E', the topology a(E, H) would be clearly Hausdorff,
strictly coarser than a(E, E') (since its dual is H which is strictly smaller
than E') therefore strictly coarser than the given topology.

Conversely, 2) implies that every equicontinuous subset of E', which
will be weakly bounded for a(E', E'*), is finite dimensional (since
Proposition 10 contains the fact that for every vector space F, the
bounded subsets for a(F, F*), i.e. for the finest locally convex topology
-which is the same by the Banach-Steinhaus-Mackey theorem-s-is
finite dimensional. Therefore the topology of E is a weak topology. If
T is a Hausdorff locally convex topology coarser than a(E, E') its dual
must be E' (otherwise the topology would not be Hausdorff, every
vector subspace of E' being weakly closed), therefore it is finer than the
initial topology, therefore identical, which shows that the initial
topology is minimal among the Hausdorff locally convex topologies on
E. Finally, we know that E'* with a(E'*, E') is isomorphic to a topo­
logical product of lines (Proposition 9), and conversely such a space
clearly satisfies 2).

L
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PROPOSITION 12 Let E be an LCTVS isomorphic to a topological vector
product of lines. E is complete, barrelled, a (vR') space (a fortiori reflexive),
whose strong dual is isomorphic to a topological direct sum of lines (con­
sidered in Proposition 9).

Trivial (complete spaces (resp, barrelled, resp. of type (vR')) are
closed under the formation of products; the strong dual of a topological
vector product is the topological direct sum of strong duals). We do not
know whether the space RI is bornological (see Exercise 3).

PROPOSITION 13 Let E be an LCTVS isomorphic to a topological vector
product oj lines, let V be a closed vector subspace of E,. then, V admits a
topological supplement, and the topology induced on V makes of it a space
isomorphic to a topological vector product of lines.

Consider the orthogonal VO of V in E' strong; we know (Proposition
10) that it admits a topological supplement N, and that VO and N are
isomorphic to direct sums of lines. Then, the strong dual E of E' can be
identified with the product of strong duals of VO and of N, these duals
being isomorphic to topological vector products of lines; with this
identification, V is the dual of N, hence the conclusion.

COROLLARY Every Hausdorff quotient space of E is also isomorphic to a
topological vector product of lines.

EXERCISE 1

a) Every continuous linear mapping from an LCTVS F into a space
E isomorphic to a topological direct sum of lines is a homomorphism
onto a closed subspace. If this mapping is bijective (or onto) it admits a
left inverse (or right inverse) continuous linear mapping. In particular,
if H is a vector subspace of F such that F / H is isomorphic to a direct
sum of lines, then H admits a topological supplement.

b) Every continuous linear mapping from a space E isomorphic to a
topological vector product of lines into a Hausdorff LCTVS F is a
homomorphism onto a closed subspace. If this mapping is bijective (or
onto) it admits a left inverse (or right inverse) continuous linear
mapping. In particular, if H is a vector subspace of F isomorphic to a
topological vector product of lines, then H admits a topological supple­
ment.

EXERCISE 2 Let E be an LCTVS isomorphic to a topological direct
sum of lines, F an LCTVS isomorphic to a topological vector product
of lines; consider H = E EB F: spaces of this type are said to be linearly
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locally compact. Show that every closed vector subspace of H is also
linearly locally compact and admits a topological supplement.

EXERCISE 3 Let I be an infinite set of indices.

a) Consider RI and its dual R(I). Show that every linear form on RI

bounded on the bounded subsets can be decomposed uniquely as
x' = y' + z', where y' E R(I) and where z' is zero on R(I) c RI.

b) Let z' be a linear form on RI bounded on the bounded subsets and
zero on R(I). Show that we can find a finite partition of I into subsets J
with the following property: for every decomposition of J into com­
plementary sets J 1 and J 2' the restriction of z' to one of the two spaces
RJ

l or RJI is zero (proceed by contradiction showing that we could
otherwise find an infinite sequence XCi) of elements of E, with pairwise
disjoint supports, and on which z' is not zero; we could suppose
<XCi), z') = 1, which is absurd, since XCi) tends to zero in the sense of
Mackey),

c) Let z' be a linear form on RI bounded on the bounded subsets,
zero on R(I) and such that for every subset J of I the restriction of z'
to RJ or to R(J) is zero. Show that if z' is not zero then the subsets J of I

such that the restriction of z' to RJ is not zero form an ultrafilter ep such
that the intersection of a sequence of sets J i belonging to ep still belongs
to ep ("Ulam-Mackey ultrafilter") and that we would have

<x, z') = Alim Xi

for every X = (Xi) E RI, where A is a constant. Show that conversely
for every Ulam-Mackey ultrafilter ep on I the preceding formula (with
A = 1) defines a linear form etb on RI, bounded on the bounded subsets,
zero on R(I).

d) Show that the forms etb thus constructed are linearly independent
and that then every linear form on R I bounded on the bounded subsets
can be put uniquely in the form of a sum of an element of R(I) and a
linear combination of linear forms of type etb,

e) The space RI is bornological if and only if there does not exist any
Ulam-Mackey ultrafilter on I. We then say that the cardinal of I is
bornological. Show that if there exists a non-bornological cardinal then
there exists a smallest non-bomological cardinal K, and, then a cardinal
is bomological if and only if it is strictly inferior to K.

f) Show that a cardinal number which is the sum of a family of
bornological cardinals, the cardinal of the family of indices being
bomological, is bornological (use Chapter 3, Section 4, Exercise 2).
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Ulam has shown that if (J. is bornological, 2CX is bornological ; therefore,
the cardinal K of e), if it exists, is a limit cardinal.

g) A cardinal 0 is strongly inaccessible if it is > No, if it is not the sum
of a family of strictly inferior cardinals, the family having a power
strictly inferior to 0, and if furthermore (J. < 0 implies 2CX < 0 (which
implies that 0 is a limit cardinal). The cardinal K if it exists, see e), is
strongly inaccessible. We do not know of the existence of strongly in­
accessible cardinals and we can almost surely add to the axioms of set
theory the non-existence of strongly inaccessible cardinals without
finding any contradiction. In such a system of axioms we would have
the theorem: every space HI is bomological (therefore-see Chapter 3,
Section 4, Exercise-every product of bomological spaces is borno­
logical).

h) Let z' be a linear form on HI bounded on the bounded subsets,
let E be a subset of HI whose power is bornological, Show that the
restriction of z' to E is continuous. There is an analogous statement for
the convergent filters on HI with a basis of bornological power.

In this order of ideas see also Bourbaki, Integration, Chapter IV,
Section 4, Exercise 18.

PART 2 METRISABLE LCTVS

1 Preliminaries

Recall that a space (.w) is a metrisable and complete LCTVS. If E is a
metrisable LCTVS, F a closed vector subspace, then ElF is metrisable,
and if E is complete, so is ElF (Chapter I, Section 4, Proposition 6).
Clearly, a closed vector subspace of a space (.w) is a space ($), as well as
the topological vector product of a sequence of (.w) spaces.

A space E of type ($) is a Baire space, a reason for its special pro­
perties. It is then a barrelled space, i.e. ifF is an LCTVS, every subset of
L(E, F) bounded for pointwise convergence is equicontinuous (Banach­
Steinhaus theorem; in fact, local convexity is irrelevant in this case,
see Chapter 1, Section 15, Theorem 11). We conclude that if E and F
are (.w) spaces, then every separately continuous bilinear mapping
from E X F into an LCTVS G is continuous, and every set of bilinear
mappings from E x F into G bounded for simple convergence is equi­
continuous (Chapter 1, Section 15, Theorem 12). Among the properties
using the fact that we are dealing with complete metrisable spaces we
must point out the closed graph theorem, which in practice means that
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all .Iinear mappings from an (§") space which we shall find are con­
tinuous, and the theorem of homomorphisms which is a useful variant
(Chapter 1, Section 14).

A locally convex metrisable space E (complete or not) is borno­
logical, in particular its topology is the associated Mackey topology
i(E, E') (Chapter 3, Section 4, Theorem 3). In particular, if F is an
LCTVS, the continuous or weakly continuous linear mappings from E
into F are identical; similarly, there is identity between the homo­
morphisms and the weak homomorphisms (Chapter 2, Section 16,
Proposition 28, Corollary 2 and Proposition 29, Corollary 3; notice that.
we use the fact that, the subspace u(F) of E, being metrisable, has the
Mackey topology).

We point out finally the following proposition of General Topology,
which can be applied in particular to quotients of (§") spaces;

PROPOSITION 1 Let E be a complete metric topological space, &l a separ­
ated and open equivalence relation in E. Then every compact subset of
E j &l is contained in the canonical image of a compact subset of E,. every
convergent sequence in E / BI is the canonical image of a convergent sequence
in E.

Proof The two parts of the proposition result from

COROLLARY 1 Under the conditions cf Proposition 1, let K be a totally
discontinuous compact space, u a continuous mapping from K into E IBI.
Then there exists a continuous mapping v from K into E such that

u = cP 0 v,
uihere cP is the canonical mapping from E onto E IBI.

The first part of the proposition follows since every compact subset
A of E IBI can be considered as the image of a compact K, totally dis­
continuous, by a continuous mapping from K onto A (we can take K
to be the Cech-Stone compactification of A considered as a discrete set,
or also-since A is metrisable-the tryadic Cantor set); similarly, the
second part of the proposition follows from the lemma, considering a
convergent sequence in E IBI as the image of the compact space K
formed by points 0, 1, !, ..., lin, ... by a continuous mapping from
K into EjBl.

Proof of Corollary 1 We construct by induction an increasing sequence
of finite partitions Vv ..., Vm ••• of K by sets simultaneously open
and closed, and of mappings Un, i ~ B n, i assigning to every Un, i E V11

an open ball of radius < lin in E, such that u( U-n,i) C cP(B-n,i) and that
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Un+1, i C Un,i implies B'I1+1,i C Bn ,; . The possibility is immediate
because if the construction is made up to rank n, we consider for every
Un,i E V'I1 the covering formed by inverse images by u of images by c/J
of open balls of radii < lin contained in B'I1 i; since c/J is an open map-,
ping, we obtain an open covering of the totally discontinuous compact
space Un, i; therefore, there exists a finer finite covering defined by a
partition of U'I1,i into sets simultaneously open and closed Un+ 1, j ' To
each of these sets we can assign an open ball B n + I,; of radius < 1I (n +1)
in B'I1,i such that u( Un-H,i) C c/J(Bn+ 1,; ) ' This being done for all the
U'I1,i E Vn, we obtain the covering V'I1+1 = (Un+ 1,;) sought for, as well as
the mapping U'I1+1,i~ Bn+ 1, j . Let now x E K, let Un(x)be the element
of V'I1 containing x, let B'I1(x) be the associated ball in E j we thus obtain
a decreasing sequence of balls whose radii tend to zero, therefore (E
complete) a limit point v(x). Since u(x) E c/J(B'I1(x» for every n, we con­
clude that c/J(v(x» = ux. On the other hand, the oscillation of v in an
element of V'I1 is at most 2/n, therefore v is continuous.

We remark that in the case where E / PIt is the quotient space of an
(~) space by a closed vector subspace F, Proposition 1 is a particular
case of a stronger result (Chapter 1, Section 14, Exercise 2).

EXERCISE Let E be metrisable and compact, PIt a separated equiva­
lence relation in E such that every convergent sequence in E IPIt is the
image of a convergent sequence in E. Show that PIt is open.

2 Bounded subsets of a metrisahle LCTVS

THEOREM I Let E be a metrisable LCTVS.

1) For every sequence (Ai) of bounded subsets of E, there exists a
sequence (Ai) oj numbers > 0 such that U AiAi is bounded; furthermore,
there exists a closed and bounded disk A in E such that the Ai are bounded
subsets of the normed space EA.

2) Let A be a bounded subset of E. There exists a closed and bounded
disk B of E such that A c B, and such that the topology and the uniform
structure induced by the normed space E B on A is identical to that induced
by E.

It is immediate that the two assertions of I) are equivalent. Let (Pn)
be a fundamental sequence of semi-norms in E, let

Mi = sup Pn(X),
zeAl
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we will then have, if x E UAiA i ,

Pn(X) < sup AiMi;
it suffices to choose (Ai) such that for every n we have

sup AiMf < + 00,
i

or equivalently, such that for every n, (Ai) is bounded from above by a
multiple of the sequence (1IMf)i' It suffices in fact to choose

Ai = inf(~r ...,~f)'
In order to prove the second part we can suppose that A is a disk, is

then sufficient for E B to induce on A the same system of neighborhoods
of 0 which E induces (Chapter 2, Section 14, Lemma), or for every
A > 0, an index n exists such that A fl V n C AB (where (V ,.J is a
fundamental sequence of neighborhoods of 0 in E). Now we have
A C flAi Vi where (Ai) is some sequence of numbers > 0; let (/li)
be a sequence of positive numbers such that AilPi~ 0; we contend
that B = fl PiVi satisfies the requirement. In fact, we have A C APi Vi
for i sufficiently large (that is for i such that Ai < APi), now, let n be
such that Vn is contained in the intersection of the APi Vi for the other
indices i, then we have A () Vn C APi Vi for every i, i.e. A fl Vn cAB.
The two statements of the theorem give

COROLLARY 1 Let E be a metrisable LCTVS, let (Ai) be a sequence of
bounded subsets of E. Then there exist« a closed and bounded disk A in E
such that the Ai are bounded subsets of the normed space EA and such. that
the latter induces on them the same topology and uniform structure as
does E.

COROLLARY 2 Let A be a precompact (resp. compact, resp.weakly compact
and convex) subse: of the metrieable LCTVS E. Then there exists a closed
and bounded disk B in E such. that A is also a precompact (resp. compact,
resp, weakly compact) sub8et of the normed space E B •

This follows trivially from Theorem 1, 2) in the case where A is pre­
compact or compact. In the case of weak compactness we use the fact
that for a convex subset A of a locally convex space F( = E B ) , the fact
of weak compactness depends only on the topology induced by F (not
F weak but F) on A (Chapter 2, Section 9, Exercise 2). We shall see in
Chapter 5 that in a complete LCTVS, the closed convex hull of a weakly
compact set is weakly compact, therefore if E is an (F) space, it is
useless to suppose A convex in the preceding corollary.
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COROLLARY 3 Let I be a continuous mapping [rom. a locally compact,
r-compaci space M into a metrisoble LCTVS E. Then there exists a closed
and bounded disk A in E such that I is a continuous mapping[roin Minto
the normed space EA.

The remark following Corollary 2 shows that Corollary 3 remains
valid if we replace continuity by weak continuity.

EXERCISE 1 Show the analogue of Corollary 3 above for the con­
tinuous functions zero at infinity (it is not necessary to suppose M
r-compaet), What do we obtain when M is the set of natural numbers,
with the discrete topology?

EXERCISE 2 Let M be a locally compact space with a positive measure
!1-, where M is the union of a sequence of integrable sets. Let I be a
measurable mapping from M into a metrisable LCTVS E. Show that
f is almost everywhere equal to a measurable mapping from M into a
normed space E A , where A is a closed and bounded disk in E.

EXERCISE 3 Let An = (Ai)i be a sequence of sequences of positive
numbers. Let E be a metrisable LCTVS, (Xi) a sequence in E such that
for every x' E E', the sequences (Ai<Xi' X'») are bounded for every n.
Show that there exists a closed and bounded disk A in E such that the
Xi belong to the normed space E A , and that the sequence of their norms
II Xi IIA is such that the sequences (Ai II, Xi I!A)i are bounded for every n.

EXERCISE 4 Let E be a Hausdorff LCTVS. Show that the following
conditions are equivalent:

a) For every compact linear mapping from a LCTVS F into E, the
transpose is a compact linear mapping from E' strong into F' strong.

b) The same as a) but F being a Banach space.

c) For every compact disk A in E, there exists a closed and bounded
disk B ::> A such that A is a compact subset of the normed space EB.
This means even that the transpose of a compact linear mapping from
an LCTVS F into E is a compact mapping from E~ (E' with precom­
pact convergence) into F' strong. Apply this result to the case where E
is a metrisable space.

3 T c Topology on the dual

Let E be an LCTVS, then on the equicontinuous subsets of E' (which
are also uniformly equicontinuous), the topology 'I'; of uniform con­
vergence on precompact sets T c is identical to the weak topology.
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Therefore onE' the topology T', is a priori coarser than the finest
topology To on E' (locally convex or not) inducing on the equicon­
tinuous subsets the weak topology (see Chapter 0, Section 1). We shall
see that they are indentical if E is metrisable (this forms with the
Hahn-Banach theorem, the Banach-Steinhaus theorem, the theorem
of homomorphisms or the closed graph theorem, one of the deepest
results of the theory, although less frequently used than the others);

THEOREM 2 (BANACH-DIEUDONNE) Let E be a metrisable LCTVS.

Then on E' the topology of precompact convergence is identical to the finest
topology which induces on the equicontinuous subsets the weak topology.

We first give the corollaries. The theorem is equivalent to

COROLLARY 1 A subset H of E' is closed for the topology T c if and only
if for every weakly closed equicontinuous subset A of E', A fl H is weakly
closed. Equivalently: A subset U of E' is open for T'; if and only if for
every equiconiinuou« subset A of E', U fl A is relatively open in A with
the weak topology.

Or equivalently:

COROLLARY 2 Let u be a mapping from E' into a topological space F.
The mapping u is continuous for the To topology on E' if and only if its
restriction to every equiconiinuous subset of E' is weakly continuous.

Corollaries 1 and 2 are, for example, useful when E is a metrisable
space of type (.A), since then the topology To is the strong topology,
important in itself. In the general case, the most important application
IS

COROLLARY 3 Let E be an (~) space, let H be a convex subset of E'. The
subset H is weakly closed if and only if its intersection with every weakly
closed equiconiinuoue subset of E' is weakly closed.

Since the dual of E' for To is E (Mackey theorem), for a convex subset
H of E' to say that H is closed for To is to say that it is weakly closed,
and the conclusion follows from Corollary 1.

Furthermore, we shall show that the finest topology To which ...,
is identical to the topology of uniform convergence on the sequences of E
converging to o. From this we get:

COROLLARY 4 Let E be a meirisable LCTVS. Then on E' the topologies
of precompaci convergence, compact convergence and uniform convergence
on the sequences of E tending to 0 are identical. In other words, for every
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precompact subset K of E, there exists a sequence (Xi) in E tending to 0
such that K is contained in the closed disked hull of (Xi)'

Proof of Theorem 2 We shall show that for every subset U of E' which
is open for the topology To, i.e. such that the intersection of CU with
every weakly closed equicontinuous subset of E' is weakly closed, and
every x' E U, there exists a neighborhood of x' for the uniform con­
vergence on the sequences converging to 0, contained in U. We can
clearly suppose x = 0 and we have to find a set K in E, the set of points
of a sequence converging to 0, such that KO c U. Let (V '11) be a funda­
mental decreasing sequence of neighborhoods of 0 in E, and construct
by induction a sequence K o, •• 0' K n , 0 • 0 of finite subsets of E with

{

K 'Il C Vn for n > 1,

(1) K:° n (Vfl+1)O C U for n > 0 (where K~ = U K i ) .
i<n

Then K = UKfl satisfies the required conditions (since E' is the
union of polars of Vfl)' The construction of K° is immediate since it is
only necessary that K o be a finite, subset whose polar does not meet
V~ n CU, which is possible since this last set is weakly closed and does
not contain O. In order to construct K'Il+l we must find a finite subset
A = K fit 1 of Vfl+ 1 such that (K~ u A)O does not meet (Vfl+ 2)O n CU.
Now this last set is weakly compact and its intersections with the
(K~ U A)O form a filter base of weakly closed sets, whose intersection
is empty since a point in the intersection belongs to

(K~ U Vn +1)O= K:o n (Vfl+1)0,

which is contained in U by the induction assumption. Then at least one
of the sets

(K~ u A)O n (Vn+2)0 n CU

is empty, and the result follows.

EXERCISE 1 Let E be an LCTVS. Consider the following conditions:

a) Every vector subspace of E' whose intersections with the weakly
closed equicontinuous subsets are weakly closed, is weakly closed;

b) Every continuous linear mapping from E onto a barrelled LCTVS
F is a homomorphism.

1) Show that a) implies b) and that if F is barrelled, b) implies a).
Application: Deduce the theorem of homomorphisms for (~) spaces
from Theorem 2, Corollary 3.
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2) Show that the properties a) and b) are closed under the formation
of quotients by a closed vector subspace. Show that a) implies that E
is complete (therefore that every quotient space of E by a closed vector
subspace is complete).

3) Conclude that properties a) and b) are not necessarily true when
E is the topological direct sum of a sequence of spaces isomorphic to
l~o or to II (use Part 1, Section 4, Exercise 5). A fortiori Theorem 2 is
not necessarily true for these direct sums.

4) In 1) we have seen that the theorem of homomorphisms is valid
for a continuous linear mapping from a space F of type (~) onto a
barrelled LCTVS F. It is no longer valid if we suppose E barrelled, F of
type (~): let E be a normed space of codimension 1 in its completion
E (therefore barrelled, see Chapter 3, Section 2, Exercise 7, 2», D a
line supplementary to E in E, F = E/D, u the bijective continuous
linear mapping from E onto F induced by the canonical mapping from
E onto F. The mapping u is not an isomorphism (since E is not com­
plete).

EXERCISE 2 Let E be a barrelled LCTVS, u a linear mapping from E
into a LCTVS F.

1) Let H be the subspace of F' formed by the y' such that y' 0 u is
continuous. Show that if A is a weakly bounded subset of F' contained
in H, then its weak closure is contained in H. Conclude that ifF satisfies
condition a) of Exercise 1, (in particular if F is an (~) space), then H
is a weakly closed vector subspace of F'.

2) Conclude from 1) that if E is an (~) space, u is continuous if we
can find a total subset in F' formed by y"s such that each y' 0 u is
continuous. (It suffices to verify that u is weakly contmuous.)

3) Let u be a linear mapping from a barrelled LCTVS E into a space
F of type (~). Show that u is continuous if we can find on F a Haus­
dorff locally convex topology coarser than that given on F for which u
is continuous (immediate consequence of 2}).

4) The mapping u is continuous if every y' E F' is in the weak
closure of a weakly bounded set of F' whose elements y' are such that
y' 0 u is continuous.

EXERCISE 3 Let E be an (~) space, (Xi)' I a family of elements of E,
tE

H a total subset of E' such that for every family A = (Ai) of scalars all
equal to +1 or -1, we can find an element X = U(A) in E (evidently
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unique) such that

TOPOLOGICAL VECTOR SPACES

<x, x') = L Ai<Xi , x')

for every x' E H. Show that the map u can be extended to a continuous
linear map from lOCl(I). (Let F be the subspace of loo(l) formed by
linear combinations of A = (Ai)' extend u into a linear mapping u from
F into E; show that u is continuous using Exercise 2, and the fact that
F is barrelled, established in Chapter 3, Section 3, Exercise 7). What
can be said about the summability of (Xi)iEI? (See Chapter 2, Section
18, Exercise 3).

THEOREM 3 Let E and F be (~) spaces, u a continuous linear mapping
from E into F. The following conditions are equivalent:

1) u is a homomorphism.

2) u is a weak homomorphism.

3) u(E) is closed.

4) u' is a weak homomorphism.

5) u'(F') is weakly closed.

6) u'(F') is strongly closed.

I t suffices in order to verify these conditions that we have

7) u' is a strong homomorphism.

This condition is also necessary if E and F are Banach spaces.

Proof 1) is equivalent to 2), since the topology of u(E) is the Mackey
topology (see Section 1). 1) implies 3) since every quotient space of E
is complete, on the other hand 3) implies 1), which is the homomorphism
theorem (Chapter 1, Section 14). Anyway, 3) is equivalent to 4) and
2) equivalent to 5) (Chapter 2, Section 16, Proposition 27). There­
fore conditions 1) to 5) are equivalent and 5) clearly implies 6). We shall
show that 6) also implies 5) by means of the following stronger result =

LEMMA Suppose that for every weakly closed disked equicontinuous subset
A of E', u' (F') r. A is closed in the Banach space E~. Then u' (F' ~ is
weakly closed (i.e. u is a homomorphism).

(Notice that the hypothesis of the lemma means that u'(F') is closed
with respect to the sequences that-converge to 0 in the sense of Mackey.)
Applying Theorem 2 of Section 3, it suffices to show that for every A,
A n u'(F') = B is weakly closed because it is weakly compact as will be
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shown. Now B being a closed disk of the Banach space E~, E~ = (E~)B

is a Banach space, therefore a Baire space. On the other hand F' is the
union of a sequence (On) of weakly compact disks. Then

B; = A n u'(On)

is a disk of E~ which is weakly compact in E' and a fortiori closed in
E~, the union of the nBn is E~. From this it follows that one of the B;
is a neighborhood of 0 in E~, then we shall have, if needed multiplying
On by a scalar, B c B; = u'(On) r. A, whence B = B n. Now B; is
weakly compact, so B is, hence the conclusion. (This lemma is due to
G. Kothe.)

Thus, conditions 1) to 6) are equivalent. We now show that 7) implies
6). In fact, let G be the closure of u(E), write u = w a v where v is the
mapping from E into G deduced from u and w the identity mapping
from G into F. We then have u' = v' a w', but since u' is a strong
homomorphism so is v': if U is a strong neighborhood of 0 in G', since
w' is a mapping onto, we have U = w'(V), where V = W'-l(U) is a
strong neighborhood of 0 in F', then v' (U) = u'(V) and since by
hypothesis u'( V) is a strong neighborhood of 0 in u'(F'), v'(U) is a
strong neighborhood of 0 in v'(G') = u'(F'), so v' is a strong homo­
morphism. Since v' is bijective, v' is a strong isomorphism from G' into
E', then, G' being complete, u'(G') is a strongly complete subspace,
hence strongly closed, of E'.

Finally, we have seen that (Chapter 2, Section 17, Proposition 32,
Corollary 2) that ifE andF are Banach spaces, 1) implies 7), which ends
the proof of Theorem 3. Now we can state the converse of the result:

COROLLARY 1 Let E and F be Banach spaces, u a continuous linear
mapping from E into F. The mapping u is a homomorphism (or a metric
homomorphism) from E into F if and only if u' is a homomorphism (or a
metric homomorphism) from the Banach space F' into the Banach space E' .

The case of a homomorphism follows from the equivalence of con­
ditions 1) and 7) of Theorem 3. It remains to be shown that if u' is a
metric homomorphism, so is u. Now u is a homomorphism, and by
Chapter 2, Section 17, Proposition 32, in order to show that u is a
metric homomorphism we can limit ourselves to the case where u is an
isomorphism (topological) onto. This is trivial since the norm of a normed
space is known once we know the unit ball of its dual. Particular cases:

CORO;LLARY.2 Let E and F be Banach spaces, u a continuous linear
mapping from E into F. The mapping u is an isomorphism (resp. a metric
ieomorphiem, a resp. homomorphism onto, a resp, metric homomorphiem



164 TOPOLOGICAL VECTOR SPACES

if and only if 11,' is a homomorphism onto a weakly dense eubspace of E'
(resp. a metric homomorphism onto a weakly dense subspace of E',
resp, an isomorphism from P' into E', resp, a metric isomorphism from F'
into E').

Finally, using Proposition 1, of Section 1, we have (independently
of Theorem 3):

COROLLARY 3 Let E andF be (§') spaces, 11, a continuous linear mapping
from E into F. The mapping 11, is a homomorphism if and only iffor every
sequence (Yi) in u(E) tending to 0, there exists a sequence (Xi) in E tending
to 0 such that Yi = u», for every i.

I t should be noted that in general if 11, is a homomorphism from E
into F (E and F of type (§')), 11,' is not necessarily a strong homo­
morphism, in particular if 11, is an isomorphism from E into F, or a
homomorphism from E onto F. In other words (as we have already
pointed out in Chapter 2, Section 15), the strong dual of a closed sub­
space of a space E of type (§') may not be identifiable with a quotient
of the strong dual of E, and the strong dual of a quotient space of E
may not be identifiable with a subspace of the strong dual of E (if we
wish the topologies to remain the same). Recall however that if 11, is an
isomorphism from a reflexive LCTVS into an LCTVS F, its transpose
is a strong homomorphism (Chapter 2, Section 15, Proposition 21, 2)).

EXERCISE 1 Let 11, be a homomorphism from a Banach space E into
an LCTVS F. Show that u' is a strong homomorphism.

EXERCISE 2 Let P be the set of indices of derivation relative to Rn.
Show that the linear mapping f 1--+ (DVf(O))PEP from t9'(Rn) into Rv is a
homomorphism from the first onto the second (show that u'(F') is the
weakly closed subspace of E' formed of distributions of support {O}).
Show that the kernel of this homomorphism has no topological supple­
ment (if v were a right inverse of 11" show that we could suppose
v(y) E t9'(Rn) has its support in a fixed compact set K; conclude by
contradiction, observing that the space off E t9'(Rn) having its support
in K, admits a true continuous norm, while RP does not).

PART 3 (§)§') SPACES

1 Generalities

DEFINITION 1 A locally convex space H is a (§)§') space if it satisfies:

1) H admits a fundamental sequence of bounded subsets.
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2) If (Ui ) is a sequence of closed and disked neighborhoods of 0 whose
intersection U is bornioorous, then U is a neighborhood of o.

By polarity, condition 2) is equivalent to

2') Every bounded subset M of the strong dual H' of H which is the
union of a sequence of equiconiinuoue subsets is equiconiinuous,

Condition 2) is satisfied if H is quasi-barrelled (then H is of type
(.~~) if it admits a fundamental sequence of bounded sets), and in the
general case it can be used to replace the requirement that a space is
quasi-barrelled. A normed space satisfies condition 1) and is quasi­
barrelled, therefore a (~§') space. Other examples will be studied in
Section 4, but for the time being the most important one (which
justifies the introduction of (~§') spaces) is given by

THEOREM 1 The strong dual E' of a meirisable LCTVS E is of type (~§').

In fact, the bounded subsets of E' are its equicontinuous subsets, and
they admit a fundamental sequence (since E admits a fundamental
sequence of neighborhoods of 0). Condition 2) remains to be verified;
for this we notice that a fundamental system of neighborhoods of 0 in
E' is formed of absorbing weakly closed disks (which are the polars of
the bounded sets of E) and we must find such a V contained in U. Let
(Ai) be a fundamental sequence of bounded disks of E' which we can
suppose weakly compact; we construct by induction a sequence of
weakly closed disked neighborhoods Vi of 0 and of scalars Ai > 0 such
that if the construction is done up to rank n, we have

AiAi c tU; AiAi c Vj ; Vi c tj,

for i,j < n.
It suffices to set V = r. Vi. The possibility of induction remains to

be shown. We can find An+1 sufficiently small so that

A.n+lAn +1 C Vi
for i = 1, . 0 0' nand

r + 1
A = (A.A.)

i=l ! !

is a weakly compact disk contained in tU. Let W be a weakly closed
disked neighborhood of 0 contained in !Un+1, then Vn+1 = A + W is
a weakly closed disk contained in tU + tUn+l thus in Un+1 since Un+ 1

is a disk containing A, therefore the AiAi for i = 1, . . ., n + 1.

PROPOSITION 1 Let H be a (§)§') space, E an LCTVS. Then every
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bounded sUbset of Lb(H, E) which is the union of a sequence of equi­
continuous subsets, is equiconiinuous.

This follows from Condition 2' of Definition 1. A subset M of Lb(H, E)
is clearly bounded (resp. equioontinuous) if and only if for every equi­
continuous subset A of E', the set M'(A) the union of the u'(A) when u
runs through M is a bounded (resp. equicontinuous) subset of the strong
dual of H.

COROLLARY 1 Every bounded sequence in Lb(H, E) and therefore every
bounded subset M in which there exists a countable dense subset (it suffices
that it be dense for pointwise convergence), is equicontinuous.

In particular:

COROLLARY 2 Let H be a complete (.~~) space, let (Ui) be a sequence of
continuous linear mappings from H into E (E Hausdorff) converging
pointwise to a limit u(x). Then (Ui) is an equiconiinuoue sequence and u a
continuous linear mapping and u, tends to u uniformly on every compact
set.

In fact, since H is complete and (u i ) bounded for pointwise con­
vergence, it is also bounded for bounded convergence, therefore
equicontinuous (Corollary 1).

COROLLARY 3 Let H be a (.~~) space, E an (~) space, then Lb(H, E) is
an (~) space.

In fact, H admits a fundamental sequence of bounded subsets and
since E is metrisable, Lb(H, E) is metrisable. In order to verify com­
pleteness it suffices to see that every Cauchy sequence converges; for
this, it suffices to verify that it converges pointwise, which follows from
Corollary 2 (see also Section 5, Theorem 6, Corollary 1, for a more
general and less obvious result), in particular:

COROLLARY 4 The strong dual of a (Et~) space is of type (~).

By Theorem I, it follows therefore that the bidual of a metrisable
space E is an (3Z=") space (notice that as E is quasi-barrelled the natural
topology of its bidual-uniform convergence on equicontinuous subsets
-is identical to the topology of the strong dual of E strong).

EXERCISE 1 Let u be a weakly continuous linear mapping from a
(!Jd3Z=") space H into a separable LCTVS. Show that u is continuous
(proceed by transposition, noticing that the equicontinuous subsets of
E' are weakly separable).
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EXERCISE 2 Let E be a reflexive non-separable Banach space, let H
be the space E with the topology of uniform canvergence on the separ­
able bounded subsets ofE'. Show that E is a reflexive (p)§") space whose
topology is different from the Mackey topology. Show that the result
of Exercise 1 is not necessarily true if E is not separable.

EXERCISE 3 Let E be a metrisable LCTVS. Show that every bounded
and weakly bounded subset of E" is contained in the weak closure of a
bounded subset of E. In particular, every separable bounded subset of
the" completion of E is contained in the closure of a bounded subset
ofE.

EXERCISE 4 Let E be a metrisable LCTVS, 6') a set of bounded sub­
sets of E closed under unions. Show that E' with the G)-topology is a
(.!t)§") space. Application: the bidual of a (p)§") space H, with its natural
topology (equicontinuous convergence) is a (p)§") space.

2 Bilinear mappings on the product of two (!J)§") spaces

PROPOSITION 2 Let H be a (.!t)§") space, (Ui ) a sequence of neighborhoods
of 0 in H. There exists a neighborhood U of 0 absorbed by every Ui (i.e.
for every U, some dilation of Ui contains U).

By polarity, this means that for every sequence of equicontinuous
subsets Ai of H', there exists a sequence of Ai > 0 such that uAiAi is
equicontinuous. Now H' being metrisable and the Ai bounded we can
find the Ai such that U AiAi is bounded (Part I, Section 2, Theorem 1);
this set is equioontinuous by Condition 2' of Definition 1.

COROLLARY 1 Every continuo'US linear mapping of a space H of type
(!J)§") into a metrisable LCTVS E is bounded (i.e. transforms some
neighborhood of 0 into a bounded subset). Every equicontinuous set of
linear mappings from H into E is equibounded (i.e. there exists a neiqhbor­
hood U of 0 in H such that

M(U) = U u(U)
UEM

is a bounded subset of E).

It suffices to prove the second assertion. Let (Vn) be a fundamental
sequence of neighborhoods of 0 in E, then for every n,

M-l(Vn ) = n u- 1( Vn )
ueM

is a neighborhood Un of 0 in H. If U is a neighborhood of 0 in H
M
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Ibsorbed by all the U"u M(U) is absorbed by all the Vm i.e. it is bounded.
an the same vein, we point out:

COROLLARY 2 Let E be an (~) space, H a (2t1~) space. Every continuous
linear mapping from E into H is bounded, every bounded set of continuous
linear mappings from E into H is equibounded.

It suffices to see the continuous linear mappings from E into H as
bilinear forms on E X H' (product of two (ff) spaces) and to apply
Chapter 1, Section 15, Theorem 12.

THEOREM 2 Let HI and H 2 be (2t1.F) spaces, E an LCTVS, u a bilinear
mapping from HI X H 2 into E. The mapping u is continuous if and only
if it is hypocontinuous (Chapter 3, Section 5, Definition). More generally
a set M of bilinear mappings from HI X H 2 is equicontinuous if and only
if it is equi-hypocontinuous.

Since Mis equicontinuous (resp. equi-hypocontinuous) if and only if
for every equicontinuous subset A of E' the set M'(A) of bilinear forms
<u(x, y), z') on HI X H 2 when u runs through M and z' runs through A
is equicontinuous (resp. equi-hypocontinuous)-the verification is
trivial; see Chapter 3, Section 5, Exercise I-we are led back to the case
where E is the field of scalars. But M can be identified with an equicon­
tinuous set of linear forms from HI into the strong dual H 2 of H 2 (equi­
hypocontinuity in H 2), and since H; is an (~) space, there exists a
neighborhood U of 0 in HI such that M( U) is a bounded subset of H;
(Proposition 2, Corollary 1). But HI is the union of a sequence of
bounded subsets, thence also U with the Ai as bounded subsets, therefore

M(U) = uM(A i ) .

The M(A i ) are equicontinuous subsets of H; (equi-hypocontinuity in
HI), thus M( U) is a bounded subset of H;, the union of a sequence of
equicontinuous subsets, therefore equicontinuous. This means that M
is an equicontinuous set of bilinear forms.

COROLLARY 1 Let HI and H 2 be barrelled (~~) epaces; let E be an
LCTVS, u a separately continuous bilinear form from HI X H 2 into E;
then u is continuous. More generally every set M of separately continuous
bilinear mappings from HI X H 2 into E which is pointwise bounded is
equicontinuous.

In the case of HI and H 2 barrelled, the hypothesis on M implies equi­
hypocontinuity (Chapter 3, Section 5, Proposition 9, Corollary 1).

COROLLARY 2 Let Eland E 2 be metrisable LCTVS, E an LCTVS, u a
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bilinear mapping from E~ X E~ into E separately weakly continuous.
Then u is continuous for the product of the strong topologies. More gener­
ally, let M be a set of weakly separately continuous bilinear mappings
from E~ X E~ into E, bounded for pointwise convergence, then M is equi­
continuous for the product of the strong topologies.

It suffices to consider the case where E is the field of scalars. The
hypothesis on jI implies that M is bounded for bi-bounded convergence
(E~ and E~ are strongly complete), i.e. that for every bounded subset
A of E~, M(A) is a bounded subset of E 2 , therefore an equicontinuous
subset of the dual of E~ strong. This is a statement of the equi-hypo­
continuity of M in E~ strong; we see also that Mis equi-hypocontinuous
in E~ strong, therefore, by Theorem 2, M is equicontinuous for the
product of the strong topologies (E~ and E~ are (!@~) spaces by Theorem
1).

PROPOSITION 3 Let HI and H 2 be (!@~) spaces, E an LCTVS, M a sub­
set of the space Bb(Hl' H 2" E) of continuous bilinear mappings from
HI X H 2 into E with bi-bounded convergence. If M is bounded and is the
union of a sequence of equicontinuous subsets, then M is equicontinuoue.

We may again assume that E is the field of scalars. M can be
identified with a bounded set in Lb(H~, H~) (where H 2 has the strong
topology), and is the union of a sequence of equicontinuous subsets,
therefore an equicontinuous subset of Lb(Hv H~) (Proposition 1). Also,
M defines an equicontinuous set of linear mappings from H 2 into H~.

A fortiori, M is equihypocontinuous as a set of bilinear forms, therefore
equicontinuous by Theorem 2.-The statements of the corollaries of
Proposition 1 are left to the reader.

EXERCISE 1 Extend the preceding results to multilinear mappings on
products of (.~~) spaces.

EXERCISE 2 Let E be a non-quasi-barrelled LCTVS. Show that there
exists a normed space F (assumed complete if the strong dual of E is
assumed complete), and a separately continuous bilinear form on
E X F which is not continuous (choose in E' a closed and strongly
bounded disk A not equicontinuous and set F = EA). Conclude that in
Corollary 1 of Theorem 2 we cannot restrict ourselves to the supposition
that HI or H 2 is barrelled.

EXERCISE 3 An LCTVS which is simultaneously metrisable and of
type (!@~) is normable (apply Proposition 2, Corollary 1).
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3 Stability properties
,

PROPOSITION 4 Let E be an LCTVS, F a vector subspace.

1) If F is a (.!t)~) space, then its strong dual can be identified with the
quotient of the strong dual E' of E by the orthogonal FO of F.

2) If E is a (2t1~) space, then·EIF is a (!iJ~) space, and its strong dual
can be identified with the subspace FO of the strong dual E' of E.

In 1) we must show that the natural mapping

F~~E~/Fo

is continuous; how F~ is metrisable therefore bornological, so it suffices
to verify that its sequences that converge to zero are transformed into
bounded sequences. As F is a (.~~) space, a strongly bounded sequence
of the dual is equicontinuous therefore comes from an equicontinuous
(a fortiori strongly bounded) sequence of E' whose image in E;IF is
therefore bounded. We show in the same way in 2) that the natural
mapping from FO (with the metrisable topology indueed by E~) into
the strong dual of ElF transforms sequences converging to zero into
bounded sequences, and is thus continuous, therefore an isomorphism.
This is equivalent to saying that every bounded subset of ElF is con­
tained in the closure of the canonical image of a bounded subset of E,
from which it follows that a fundamental sequence of bounded sets in
E IF exists (there exists one in the (2t1~) space E). Finally, we trivially
verify the second condition on the (2)~) spaces in ElF by the fact that
it is verified in E.

COROLLARY 1 Let E be an LCTVS, F a (2t1~) vector subspace, then every
bounded subset of the closure of F is contained in the closure of a bounded
subset of F.

We can assume F to be dense in E, the duals of E and F are then
algebraically identical, and Proposition 4, 1) says that this identification
respects the topologies which is exactly the meaning of the corollary.
In particular:

COROLLARY 2 Let F be a (2)~) space. The space F is complete if and only
if it is quasi-complete. In particular, if F is reflexive it is complete.

We point out that a closed vector subspace of a (2t1~) space (even of
type (..I» is not always of type (2t1~). However, we verify trivially that
the product of a finite number of (2)~) spaces is a (!iJ~) space. If E is
a (2)~) space, its strong dual E' is an (~) space, therefore its bidual
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with the topology of the strong dual of E' is a (~§") space (Theorem 1);
E" is still a (§)~) space for its "natural" topology (Section 1, Exercise
4). Finally, we have

PROPOSITION 5 Let E be an LCTVS inductive limit of a sequence of
(~~) spaces E i by linear mappings Ui such that the union of images of E i

generates E. Then E is a (§)~) space, the strong topology of its dual"is the
coarsest for which the transposed mappings u; of E' into the strong duals
E;, are continuous ; the bounded subsets of E are those contained in the
closure of the sum of a finite number of images of bounded subsets of the
E i by the u i •

The two last assertions are equivalent and we must verify only that
the identity mapping of E' with the coarsest topology T, for which the
u~ into E' strong are continuous, is continuous. Since T is metrisable
it suffices to verify that a sequence that converges to 0 for T is strongly
bounded, and it is even equicontinuous, since its image by every u; is
a strongly bounded sequence therefore equicontinuous of E;. We have
shown at the same time that E admits a fundamental sequence of
bounded subsets. Finally, the second condition on (~~) spaces is
trivially verified from the fact that it is valid on each E;. We could also
prove Proposition 5 for the topological direct sums of a sequence of
(~~) spaces by means of Proposition 4, 2).

COROLLARY 1 If the E; are reflexive (§)~) spaces iresp, of type (..I)) and
E is Hausdorff, then E is reflexive (resp. of type (vii)).

We verify that its bounded subsets are relatively compact (resp.
weakly relatively compact).

COROLLARY 2 Let (Ei ) be a sequence of LCTVS, let for every i U i be a
linear mapping from E i into a vector space E and Vi a linear mapping
from E i into E i+ 1 such that u, = Ui+l 0 Vi' Suppose E identical to the
union of the images of the E i and equip it with the indu.ctive limit topology.
If the mappings Vi are bounded then E is a quasi-barrelled and bornological
(§)~) space; if the mappings Vi are weakly compact (resp, compact) and E is
Hausdorff then E is reflexive tresp, of type (vii)) barrelled and bornological.

Let for every i U i be a disked neighborhood of 0 in E, whose image
by Vi is bounded, letFi be E i with the semi-norm gauge of Ui; we verify
trivially that the topology of E is also the inductive limit topology of
the semi-normed spaces Pi by the Ui' It is therefore a (§)~) space quasi­
barrelled and bomological since the F i are, and furthermore every
bounded subset of E is contained in the closure of the dilation of a
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set Uj( U t ) (it is useless to choose finite sums since we already have a
transitive system). Now Ui(U i ) = ui+l(A i +1 ) where A H 1 = Vi{Ui ) , If
the Vi are compact (resp. weakly compact), and if E is Hausdorff, then
the ui+l(Ai+l) are relatively compact (resp. weakly relatively compact)
subsets of E which will then be of type (Jl) (resp. reflexive). A fortiori
it will be complete (Proposition 4, Corollary 2), thence barrelled since it
is quasi-barrelled.

EXERCISE 1 With the hypothesis of Proposition 5, Corollary 2 (the Vi
being bounded mappings) show that if the E; are quasi-complete or the
Vi weakly compact, then E is an (.PSt") space (therefore barrelled).

EXERCISE 2 Let E be a (.~St") space. Show that its completion is
(~St"). The space E is quasi-barrelled if and only if its completion is
barrelled.

EXERCISE 3 Show that the bornological (~St") spaces are exactly the
inductive limits of a sequence of normed spaces whose images generate
the space. A complete (~St") space is bornological if and only if it is an
(.PSt") space.

EXAMPLES

a) Since the strong duals of (St") spaces are of type (~St"), the dis­
tribution spaces &', ~Lp, etc. (see L. Schwartz, Theory of Distributions)
are (~St") spaces. .

Other important (~St") spaces are often defined as inductive limits:

b) Let K be a compact set of en, let H(K) be the space of hoiomorphic
functions defined in a neighborhood of K, with the inductive limit
topology of H( U) spaces, where U runs through the open neighbor­
hoods of K (Part 1, Section 2, Example f». Here it suffices that U runs
through a fundamental sequence (Un) of neighborhoods of K and we
can suppose Un+l relatively compact in Un' Then the canonical mapping
Vn from H(Un+ 1 ) into H{Un) is compact (Montel theorem), therefore we
have the conditions of Proposition 5, Corollary 2: H(K) is a complete
(~St") space, barrelled, bornological and of type (Jl).

c) Let (~n) be an increasing sequence of positive continuous functions
on a locally compact space M, let for every n, En be the space of con­
tinuous functions f on M bounded above for the absolute value by a
multiple of ~n, with the natural norm assigning to fthe smallest m such
that If I <.: m~n, for which it is a Banach space (immediate verification).
Then the space E of continuous functions on M bounded above by a
multiple of one ~m is the union of an increasing sequence of En and it



sr U D Y 0 Jj' SO M ESP E C I ALe LA 8 8 E S 0 F SPA C E 8 173

will have the corresponding inductive limit topology for which it will
be a (2)$) space (Proposition 5) homological and barrelled. If for
example M is the union of a sequence of compact sets M n and if we
take an increasing sequence of positive continuous functions with com­
pact support ePn such that ePn is 1 on Kn, E will be the space of con­
tinuous functions with compact support on M (Part 1, Section 2,
Example d)). If M = Rp and if ePn = (1 + r 2 )n (r is the distance to the
origin), we find that E is a space of slowly increasing continuous
functions (i.e, bounded above by a polynomial).

d) Variants are possible, supposing for example the ePn defined on
CP and letting Il; be the subspace of En formed by holomorphic func­
tions. It is a closed subspace (the uniform limit on a compact set of a
holomorphic function is holomorphic by Weierstrass theorem), and the
inductive limit of the H n (space of holomorphic functions bounded
above by a multiple of a ePn) has thus the topology of a bornological
and barrelled (2)$) space. Choosing for example ePn = exp nr (r dis­
tance to the origin) we find the space of entire functions of exponential
type. Choosing ePn = exp rn we find the space of entire functions of
finite order, etc.

e) An open question is the set of conditions for a space Lb(E, H),
with E of type ($) and H of type (2)$), to be of type (2)$) (we know
that Lb(E, H) will have a fundamental sequence of bounded subsets, an
immediate consequence of Section 2, Proposition 2, Corollary 2). In par­
ticular, when H is the strong dual of an (~) space F the problem is to
know whether the space B(E, F) of continuous bilinear mappings on the
product of two ($) spaces with the bi-bounded topology is a (2)$)
space.

EXERCISE Show that the space of entire function of exponential
type, or of finite order on CP is a (2)$) space of type (1) (use Proposition
5, Corollary 2). Show that the first of these two spaces is isomorphic to
the space H({O}) of functions holomorphic in the neighborhood of the
origin (represent a function holomorphic at the origin by the sequence
of its Taylor coefficients).

4 Complementary results

As the title implies, in this section we will give some further results on
(Ef$) spaces but shall omit proofs (Theorem 3, Theorem 4, Lemma).
The reader can proceed independently or look at Grothendieck: Sur les
espaces ($) et (2)$) in Summa Brasiliensis Mathematicae, where some
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varied counterexamples relative to ($") and (~~) spaces and some
open questions are to be found.

THEOREM 3 Let H be a (~jt") space, U a disk in H. The disk U is a
neighborhood of 0 if and only if it induces on every bounded set a neighbor­
hood of o.

We verify that this is equivalent to:

COROLLARY 1 Let u be a linear mapping from H into an LCTVS E.
The mapping u is continuous if and only if its restrictions to the bounded
8ubsets of H are continuous.

The analogous statement for the characterization of equicontinuous
sets of linear mappings from H into E is also valid (same proof); this
allows us to improve Theorem 2 of Section 2. Another application:

COROLLARY 2 Let H be a (~jt") space, E a complete Hausdorff LCTVS,

then Lb(H, E) is complete.

Every limit, for bounded convergence, of continuous linear mappings
will have continuous restrictions to the bounded subsets and will be
continuous by Corollary 1; then Lb(H, E)· is a closed subspace of the
complete space of all mappings from H into E with bounded con­
vergence, therefore complete. This result generalizes Proposition 1,
Corollary 3. Compare with Chapter 3, Proposition 2.

THEOREM 4 Let H be a (P)jt") space, M a separable subset of H. Then,
on M, the given topology T ofH and the topology To of uniform convergence
on the strongly bounded subsets of H are identical.

Since T = To if and only if His quasi-barrelled, we have:

COROLLARY 1 A separable (.~jt") space is quasi-barrelled.

Another immediate consequence:

COROLLARY 2 In H, the sequences that converge for T or for To' are
identical. Equivalently, a mapping from a metrisable topological space into
H is continuous for T if and only if it is continuous for To.

Using Theorem 3 we have:

THEOREM 5 A (~jt") space whose bounded subsets are metrisable is
quasi-barrelled.

In order to verify that the identity mapping from H with T into H
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with To is continuous, it suffices (Theorem 3, Corollary 1) to verify that
its restriction to every bounded subset is continuous, by Corollary 2 of
Theorem 4.

We can also prove:

LEMMA Let (Ai) be an increasing sequence of bounded disks in the space
H of type (P)~) such that their homothetics form a fundamental sequence
of bounded subsets of H. Let U = uA i , then the closure of U is identical
to the unit ball associated with the gauge of U (i.e. to the union of the
closures of segments intersected by U on the real lines passing through the
origin).

Using an argument of weak compactness, we obtain;

THEOREM 6 Let E be a metrisable LCTVS, then every bornivorous disk.
U in the strong dual E' contains a closed and bornivorous disk.

By polarity, we obtain:

COROLLARY 1 Every set of linear forms on E' uniformly bounded on
every bounded subset, is contained in the weak closure, in the algebraic dual
of E', of a bounded subset of E".

The most important particular case is

COROLLARY 2 Let E be a metrisable LCTVS. Its strong dual E' is
bornological if and only if it is quasi-barrelled (or barrelled, which amounts
to the same because the space is complete).

E' strong is quasi-barrelled as can be verified by Theorem 5. This is
trivially true if E is reflexive, therefore: .

COROLLARY 3 The strong dual of a reflexive (~) space is bornological.
The fact of a strong dual being homological can be useful in duality

theorems such as the following:

PROPOSITION 6 Let E be an LCTVS, F a quasi-barrelled vector subspace
whose strong dual is bornological. This strong dual can be identified with
the quotient of the strong dual E' by the subspace F" orthogonal to F.

In order to verify, that the canonical mapping F~ --+- E~/F° is con­
tinuous it suffices to verify that a bounded subset is transformed into
a bounded subset, since F~ is bornological; but F being quasi-barrelled,
a bounded subset of F' strong is equicontinuous, therefore comes from
an equicontinuous subset of E', a fortiori strongly bounded, whose
canonical image in E~/Fo is consequently bounded.
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EXERCISE Deduce from Theorem 4 that the theorem remains valid if
we replace T and To by the associated weak topologies. Give the corres­
ponding analogue to Corollary 2 of Theorem 4. Show that the subsets
of H which are compact for the weak topology associated with T or
with To are identical (see the case where H is complete and use Eber­
lein's theorem, to be proved in Chapter 5: In a complete locally convex
Hausdorff space a subset is weakly relatively compact if and only if
every sequence extracted from it admits a cluster point for the weak
topology. Conclude that every linear form on H continuous for To
belongs to the completion ofH' for r:(H', H); show that if H is complete,
every linear form on H belonging to the completion of H' for r:(H', H)
is bounded on the bounded subsets and that, conversely, if H is the
strong dual of a metrisable LCTVS, every linear form on H bounded
on the bounded sets, is continuous for To.

PART 4 QUASI-NORMABLE SPACES AND SCHWARTZ SPACES

1 Definition of quasl-normahle spaces

DEFINITION 1 A locally convex space E is quasi-normable if for every
equicontinuous disk A in E' there exists an equiconiinuous disk B :::> A such
that on A the topologies induced by E' strong and by E~ are the same.

By Chapter 2, Section 14, this is equivalent to saying that the uniform
structures on A induced by E' strong or by E~ are identical; or that the
two topologies in question induce on A the same system of neighbor­
hoods of O. This means that for every it > 0, there exists a strong
neighborhood W of 0 in E' that we can suppose disked and weakly
closed such that A n We itB. Supposing A and B weakly closed
and letting their polars be U and V, letting the polar of W be M the
condition of quasi-normability becomes: for every disked and closed
neighborhood U of 0 in E, there exists another one V such that for
every A > 0 we can find a closed and bounded disk M such that
V C Ar(U U M). Changing AM into M (change of notation) and
noticing that

!(U + M) c r(U U M) c 2(U + M)

(the second inclusion is true because U is a neighborhood of 0), we
verify that we can write the following instead of the inclusion written
above:

(1) V C AU + M.
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Thus, E is quasi-normable if and only if for every neighborhood U of
o there exists a neighborhood V of 0 such that for every A > 0 there
exists a bounded set M such that we have (1): this is the form under
which we shall verify quasi-normability in concrete cases.

A quasi-barrelled (.~St") space is quasi-normable: this is an immediate
consequence of the definition and of Part 2, Section 2, Theorem 1, 2).
An (St") space even if it is of type (1) (Chapter 2, Section 18, Definition
13) may not be quasi-normable, however, the (1) spaces we find in
practice are quasi-normable, The reader may verify that quasi-normable
spaces are closed under the formation of quotients and topological
direct sums, furthermore, the inductive limit of a sequence of quasi­
normable spaces is quasi-normable (it is the quotient of the topological
direct sum); the same is true for the topological vector product. (It
suffices to use the definition; only the case of a direct sum calls for
a proof, in which we proceed as in Part 2, Section 2, Theorem 1, 2)).
A vector subspace of a quasi-normable space is not in general quasi­
normable since every (St") space is isomorphic to a subspace of the
product of a sequence of Banach spaces (this product is quasi-normable
by the preceding discussion) and we know there exist non-quasi­
normable (St") spaces.

We point out that from the definition it follows that if E is quasi­
normable, then the equicontinuous subsets of its strong dual are metris­
able. In the case where E is of type (St"), therefore E' strong of type
(2)ff) (Part 3, Theorem 1), we see with the aid of Part 3, Section 5,
Theorem 5 and Theorem 6, Corollary 2, that E' strong is a borno­
logical (2)§") space (if E is quasi-normable).

EXERCISE 1 Show that the bidual of a quasi-normable space is quasi­
normable (use the condition stated in Formula (1)).

EXERCISE 2 Let E be an LCTVS. We say that E satisfies the con­
dition of Mackey convergence if every sequence tending to 0 in E tends
to 0 in the sense of Mackey (Chapter 3, Section 4, Definition 4), and
that E satisfies the strict condition of Mackey convergence if for every
bounded disk A in E, there exists a bounded disk B :::> A such that on
A, the topology induced by E or by EB is the same (Example: metris­
able spaces, by Part 2, Section 2, Theorem 1, 2)).

1) Let E be a quasi-barrelled LCTVS, then E is quasi-normable if
and only if its strong dual satisfies the strict condition of Mackey
convergence.

2) A subspace of a space which satisfies one of the two conditions of
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Mackey convergence, the topological vector product of a sequence of
spaces or the topological direct sum of a family of spaces which satisfy
one of the two properties, satisfies also the same property.

3) Let E be an LCTVS admitting a fundamental sequence of bounded
sets

a) If E satisfies the Mackey convergence condition, show that for
every filter eP with a countable base on E converging to a limit x E E,
we can find a closed and bounded disk A such that A E eP and such
that the trace of eP on A tends to x in the normed space EA; in par­
ticular, every metrisable bounded disk B in E is contained in a bounded
diskA such that on B the topology induced by E or by E A is the same.

b) Conclude from this that E satisfies the strict Mackey convergence
condition if and only if its bounded subsets are metrisable and E
satisfies the Mackey convergence condition for the sequences.

2 Lifting of strongly convergent sequences of linear. forms on a subspace

An immediate consequence of Definition 1 is

PRoPoSITION 1 Let E be a quasi-normoble LCTVS, (x;) an equicon­
tinuoue sequence in E' tending strongly to a limit x'. Then there exists an
equicontinuous disk A in E' such that x; tends to x' in the normed space
E~,. equivalently (letting V = A 0) there exists a neighborhood V of 0 in E
such that x; tends to x' uniformly on V.

If we suppose x' = 0 this means also that there exists a sequence of
Ai > 0 tending to 0, such that we have x; E AiA. If we suppose that E
is a topological vector subspace of an LCTVS F, we know (Hahn­
Banach) that an equicontinuous subset A of E' is the canonical image
of an equicontinuous subset B of F', therefore, under the preceding
conditions, we can find for every i an extension y; of x; to F such that
y; E AiB'. Therefore:

THEOREM 1 Let F be an LCTVS, E a vector subspace, (x;) an equi­
continuous strongly convergent sequence in E'. Then, if E is quasi­
normable, we can find extensions y~ of the x~ to F, such that (y;) is a
strongly convergent equicontinuou« sequence in F'.

Theorem 1 is often applied in the form of the

COROLLARY Let E be a quasi-normoble LCTVS whose topology is the
coarsest for which certain linear mappings u; from E into LCTVS E i are
continuous. Then the equiconiinuoue and strongly convergent sequences in
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E' can be obtained by taking finite sums of sequences that result from
composing with u, the. elements of an equicontinuous and strongly con­
vergent sequence in a space E~.

We may reduce this to the case where E is Hausdorff so that it can be
identified with a topological vector subspace of the topological vector
product of the E i • We then apply Theorem 1 noticing that the strong
dual of the product of the E i can be identified with the topological
direct sum of the strong duals of the E i (Part 1, Section 4, Proposition
7), and that its equicontinuous subsets are those contained in the sum
of a finite number of equicontinuous subsets of spaces E; (Chapter 2,
Section 15, Proposition 22, Corollary 1).

We remark incidentally that Theorem 1 and Corollary 1 could also
be stated for strongly convergent filters on an equicontinuous subset of
the dual of E. If we suppose conversely that E is an LCTVS such that
regardless of its inmersion into an LCTVS F, the statement thus re­
inforced of Theorem 1 is valid, then F is quasi-normable ; we see this
immediately by choosing E to be a quasi-normable LCTVS, for example
a product of Banach spaces, which is always possible.

EXERCISE 1 Let E be a separable LCTVS, F a vector subspace, (x:)
an equicontinuous and weakly convergent sequence in F'; show that
we can find extensions y: of the x: to E such that (y;) is an equicon­
tinuous and weakly convergent sequence in E'. Show that even if E is
a Banach space, it is necessary in all of the preceding argument that E
is separable (see Chapter 3, Section 7, Exercise 2, d)).

3 Quasi-normability and compactness

THEOREM- 2 Let E be a quasi-normable LCTVS, A an equicontinuous
disk in E' which is compact for a(E', E") iresp, for the strong topology),
then there exists a weakly closed equicontinuous disk B in E' such that .A
is a weakly compact subset (resp. compact) of the Banach space E~.

Choose B such that on .A the topology induced by E' strong or by E~
is the same. If.A is strongly compact, it is compact also in E~. Similarly,
if B is compact for the weak topology a(E', E") associated with the
strong topology, B is weakly compact in the Banach space E~, since
for a disked subset.A of an LCTVS F (E~ in this case) the fact of being
weakly compact depends only on the topology induced by F on A (see
Chapter 2, Section 9, Exercise 2).

COROLLARY Let u be a continuous linear mapping from a quasi-normable
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LCTVS E into a Banach space F, transforming bounded subsets into
weakly relatively compact subsets (resp. relatively compact). Then u is
weakly compact (resp. compact).

Let A be the image of the unit ball of F' by u', A is compact for
a(E', E") resp. for the strong topology, by Chapter 2, Section 18,
Theorem 12 and Theorem 13. Let B be as in the statement of Theorem 2,
let U = BO; since u( U) is clearly bounded (since u(A 0) is contained in
the unit ball of F) u is a continuous linear mapping from the space E
with the semi-norm gauge of U. The dual of this semi-normed space is
clearly E~ and the transpose of u considered as a mapping from E u
into F is still u' considered as a mapping from F' into E~. Since this last
mapping is weakly compact (resp. compact) so is u considered as a map­
ping from E u (same reference), therefore u(U) is weakly relatively
compact (resp. relatively compact). In particular, we obtain:

COROLLARY 2 Let E be a quasi-normable LCTVS. If E is reflexive resp,
if its bounded subsets are precompact, a fortiori if E is of type (vii», then
every continuous linear mapping from E into a Banach space F is weakly
compact (resp. compact).

This last property may not be true if E is not quasi-normable even
if it is of type (St") and (.A). We can find a space E of type (St") and (vii)
admitting a quotient which is a non-reflexive Banach space, then the
canonical mapping from E onto its quotient is not even weakly com­
pact! (At the same time we see that there exist bounded subsets in the
quotient which are not contained in the closure of the canonical image
of a bounded subset of E: choose a neighborhood of 0 bounded in the
quotient space; then the strong dual of the quotient of E cannot be
identified with a topological vector subspace of the strong dual of E).
There is a larger class of reflexive quasi-normable spaces which satisfy
Corollary 2:

PROPOSITION 2 Let E be an LCTVS. The following conditions are
equivalent:

1) Every continuous mapping from E into a Banach space F is weakly
compact (resp. compact).

2) For every disked neighborhood U of 0 in E there exists a disked
neighborhood V c U such that the natural mapping from Rv into Ru is
weakly compact (resp. compact).

3) For every equicontinuous disk A in E' there exists an equicontinuous
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disk"B :::> A such that A is weakly relatively compact (resp. relatively com­
pact) in the normed space E~.

If E satisfies these properties and is furthermore quasi-complete then
it is reflexive (resp, of type (..A)).

Notice that if U is a disked neighborhood of 0 in E, Eu stands for
the Banach space associated with the semi-norm gauge of U. The
equivalence of 1) and 2) is trivial (1) implies 2) as we can see setting
F = E u; 2) implies 1) considering the inverse image U of the unit ball
of F by u). On the other hand, 3) means that the identity mapping
from E~ into E~ is compact; supposing A and B weakly closed (which
changes nothing) and calling U and V the polars of A and B, the
identity mapping E~~ E~ is the transpose of the canonical mapping
Ev ~ Eu, therefore it is weakly compact (resp. compact) if and only if
the last mapping is. This establishes the equivalence of conditions
2) and 3). Finally, if E satisfies these conditions and is quasi-complete
we shall show that it is reflexive (resp, a Montel space), i.e. that the
identity mapping E ~ E transforms bounded subsets into weakly rela­
tively compact (resp. relatively compact) subsets. We know (Chapter
2, Section 18, Theorems 12 and 13) that this is equivalent to saying that
the transpose, i.e. the identity mapping from E' onto E' transforms
equicontinuous subsets into relatively compact subsets for a(E', E")
(resp. relatively compact for the strong topology) which follows from
Condition 3.

It is trivial that a quotient space of a space E satisfying the con­
ditions of Proposition 2 also satisfies these conditions.

Using Corollary 2 of Theorem 2 we obtain:

COROLLARY 1 Let E be a reflexive quasi-normable space (resp. of type
(.A)). Then every quasi-complete Hausdorff quotient of E is also quasi­
normable and reflexive (resp. of type (..A)).

By condition 2) or condition 3) of Proposition 2, we see that the
property considered in this proposition is closed under formation of
arbitrary vector subspaces, In particular:

COROLLARY 2 Let E be a quasi-normable and reflexive LCTVS (resp. of
type (..A)). Then every vector subspace of E satisfies the conditions of
Proposition 2.

We remark that this subspace may not be quasi-normable. We find
for example that every vector subspace of the topological vector pro­
duct of a family of reflexive Banach spaces satisfies the conditions of
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Proposition 2 (those relative to weak compactness, i.e. which are not in
parenthesis). This is the case for the spaces (~Lp) of L. Schwartz for
1 < p < 00 which are in fact by definition isomorphic to topological
vector subspaces of the product of a sequence of L» spaces (which are
reflexive Banach spaces). In fact, it is not hard to see that the (~Lp) are
even quasi-normable, although not in the general case, e.g. its vector
subspaces which nevertheless satisfy the conditions of Proposition 2.

4 Schwartz spaces

A Schwartz space is a Hausdorff LCTVS which satisfies the second series
of equivalent conditions of Proposition 2. We can for example put
Condition 2 in the form:

DEFINITION 2 Let E be a Hausdorff LCTVS; E is a Schwartz space
abbreviated (S) space if for every disked neighborhood U of 0, there exists
another one, V, which is precompact for the semi-normed topology defined
by U.

As well as the equivalent conditions of Proposition 2 we have another
characteristic of (S) spaces:

PROPOSITION 3 Let E be a Hausdorff LCTVS. E is an (S) space if and
only if it is quaei-normable and if every bounded subset is precompact.

The condition is sufficient by Corollary 2 of Theorem 2. Suppose,
conversely, that E is an (S) space; let A be a bounded subset of E. In
order to show that A is precompact it suffices to show that it is pre­
compact for every continuous semi-norm corresponding to a disked
neighborhood U of 0; this is clear by Definition 2. Finally, let A be
weakly a closed equicontinuous disk in E' ; from Condition 3 of Proposi­
tion 2 there exists a weakly closed equicontinuous disk B such that A
is compact in E~. Therefore, on A the topology induced by E~ is
identical to the topology induced by E' strong which is Hausdorff and
coarser. It follows that E is quasi-normable.

The interest of (S) spaces is due mainly to their properties of closure
and because in the case of ($) spaces they allow the completion of
strong duality theory as we shall now show.

PROPOSITION 4 (S) spaces are closed under the formation of eubepaces,
Hausdorff quotient spaces, topological vector products and topological
direct 8UrM of sequences of such spaces.

We have already pointed out that the conditions of Proposition 2 are
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closed under formation of vector subspaces and quotients. For the
closure of the product use Condition 2 of Proposition 2 (a continuous
linear mapping from the product into a Banach space is equivalent to
a continuous linear mapping from a partial finite product into the same
space). For the topological direct sum of a sequence of spaces, see
Exercise 1. For our purpose here ((8) spaces) we can say that a topo­
logical direct sum of quasi-normable spaces is quasi-normable, and if
the bounded subsets of the factors are precompact, so are the bounded
subsets in the direct sum (which are in fact contained in the sum of a
finite number of bounded subsets of the factors), the result follows by
Proposition 3.

COROLLARY 1 A Ha'U8dorjf LCTVS which is the inductive limit of a
sequence of (8) spaces is an (8) space.

COROLLARY 2 A Hausdorff LCTVS whose topology is the coarsest for
which linear mappings u, from E into (8) spaces E, are continuous, is an
(8) space.

In the first case we have the quotient of a topological direct sum of a
sequence of (8) spaces, in the second case we have a subspace of the
product of a family of (8) spaces. Notice that if E is an (ji=") and (vU)
space which is not an (8) space (we have said in Section 3 that some
existed), E is the strong dual of its strong dual E', which is of type (8)
since it is quasi-normable (as a quasi-barrelled (!»ff) space) and of type
(vU) (as the dual of a quasi-barrelled (vU) space). Then the strong dual
of an (8) space can fail to be of type (8).

THEOREM 3 Let E be an (ji=") and (8) space, F a closed vector subspace.
Then F and ElF are (ji=") and (8) spaces, the strong dual of F treep, of
ElF) can be identified with the quotient E'IFO of the strong dual E' of E
(resp. with the topological vector subspace FO of the strong dual E' of E).

We know already (Proposition 4) that F and E IF are of type (8) and
also (ji=") spaces. In particular, F will be reflexive whence we obtain the
result on the strong dual (Chapter 2, Section 15, Proposition 21,
Corollary 2). For the assertion relative to the dual of ElF it suffices to
show that every bounded subset of ElF is contained in the closure of
the canonical image of a bounded subset ofE. Now the bounded subsets
of ElF being relatively compact it suffices to apply Part 2, Section 1,
Proposition 1.

COROLLARY Let E be an (jZ=") and (8) space. Then the closed vector sub-
N
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spaces of its strong dual and the quotient spaces of the dual by the subspaces
are (f2.fF), (8), bornoloqical and complete spaces.

They are strong duals of (.fF) and (8) spaces therefore they are (iZ1.fF)
spaces, complete and homological (Part 3, Section 5, Theorem 6,
Corollary 3). Since they are also of type (J(), they are of type (8) as we
have pointed out above for the barrelled (f2.fF) spaces.

PROPOSITION 5 Let U be an open subset of Rn, K a compact cube of Rn.
Then the spaces tf( U) and tf(K) of indefinitely differentiable functions on
U and K (see Ohapter 1, 8ection 10) are (8) spaces.

In fact, the topology of tf(K) for example is the coarsest for which
the identity mappings from tf(K) into the spaces tff(m>(K) are continuous.
Now we have seen (Chapter 1, Section 10) that the identity mapping
from tf<m+l)(K) into tf(m>(K) is compact, whence the condition of Defini­
tion 2 is verified. We proceed analogously for tf( U).

COROLLARY 1 The space !?#( U) of indefinitely differentiable functions
with compact support in U is an (8) space.

For every compact K c U, the space f2K (U ) off E tff(U) whose sup­
port is in K is a topological vector subspace of tf( U), thus an (8) space.
f2( U) is the inductive limit of a sequence of such spaces !?#K( U) of type
(8), thus itself an (8) space.

COROLLARY 2 Let U be an open set of Cn; the space £(U) ofholomorphic
functions on U with the topology of compact convergence is an (8) space.
80 is the space .Tt'(K) of functions holomorphic in the neighborhood of a
compact K of Cn (Part 1, Section 2, Example f).

We know that .Tt'( U) is a topological vector subspace of tff( U) (use the
closed graph theorem and the fact that uniform limits on every com­
pact set of holomorphic functions are holomorphic, which a fortiori
means that .Tt'( U) is a closed subspace of t!( U) which is of type (8), then
so is JII'( U). Finally, .Tt'(K) is the inductive limit of a sequence of .Tt'( U)
which are (8) spaces therefore an (8) space.

EXERCISE 1 Let E be an (.fF) space and let (Ai) be a sequence of
weakly compact (resp. compact) disks in E. Show that we can find a
sequence (Ai) of scalars > 0 such that the closed disked hull of the
uAiAi is weakly compact (resp. compact). Conclude that if F is an
LCTVS inductive limit of a sequence of LCTVS F i by linear mappings
Ui whose images generate F, and u a linear mapping from F into E (of
type (.fF», then u is weakly compact (resp. compact, resp. bounded) if
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and only if the mappings U 0 Ui are weakly compact (resp. compact,
resp. bounded). Conclude that the conditions of Proposition 2 are closed
under passage to the inductive limit of a sequence of spaces.

EXERCISE 2 Consider the situation of Part 3, Section 3, Proposition 5,
Corollary 2. Show that if the mappings Vi are weakly compact (resp.
compact) then the strong dual of E is an (ji=") space satisfying the first
(resp. the second) series of conditions of Proposition 2 of the present
section. Then, E is the strong dual of a reflexive (ji=") space (resp. of an
(ji=") and (8) space).



CHAPTER 5

Compactness in locally convex
topological vector spaces (LCTVS)

THE MOST ELEMENTARY properties of compactness (and the most im­
portant ones) referring to the duality technique have been seen in
Chapter 2, Section 18. Here we present more refined properties. Parts 1
and 2 are important for certain applications (beyond the theory of
TVS itself). They are independent from each other and from Parts 3
and 4.

PART 1 THE KREIN-MILMAN THEOREM

1 Extreme points

The vector spaces considered here will be real. The segment with end
points a and b is the set of points Aa + (1 - A)b with 0 < A < 1; for
convenience we call the segment without its end points the interior of
the segment.

DEFINITION Let A be a subset of a vector space. A linear sub-variety V
of E is a support variety if V n A ~ eP and if every open segment con­
tained in A whose interior meets V is contained in V. We call a linear
support variety of dimension 0 an extreme point of A (i.e. a point of A
which is an end point of every segment in A which contains it).

PROPOSITION 1 A n intersection of support varieties of A is a support
variety if and only if it meets A

The proof is trivial.

COROLLARY If A is a compact subset of a TVS E, the set of closed support
varieties of A is inductive for ::>.

For reasons of compactness the intersection of a totally ordered
family of closed support varieties meets A, therefore it is a closed
support variety which is the l.u.b.

PROPOSITION 2 Let A be a subset of E, a vector space, let x' be a non-zero
186
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linear form on E, V a hyperplane of equation

<x, x') = a
V is a support variety of A if it meets A and "keeps it on one side" i.e. a
a minimum or a maximum of the form x' on A. The condition is also
necessary if A is convex.

The proof is trivial.

COROLLARY If A is a compact subset of a TVS then for every closed
hyperplane V in E, there exists a parallel support hyperplane of A.

V will have an equation <x, x') = 0, where x' is a continuous linear
form on E which then admits a maximum a on A. The hyperplane of
equation <x, x') = a satisfies the condition.

PROPOSITION 3 Let A be a subset of E, V a support variety of A, W a
variety contained in V. Then W is a support variety of A if and only if
it is a support variety of V n A.

The necessity follows from the trivial fact that every support variety
W of A is also a support variety of every subset of A that meets W;
the sufficiency from: a segment in A whose interior meets W is contained
in V, therefore in V n A therefore in W which is a support variety of
V nA.

From Propositions 2 and 3 follows the

COROLLARY Let A be a compact subset of a Hausdorff LCTVS E. Then
the extreme points of A are the minimal closed support varieties.

Let V be a closed support variety not reduced to a point. We shall.
show that there exists a closed support variety strictly smaller. We
can suppose 0 E V (by translation if necessary), then V n A is a non­
empty compact subset of the non-zero Hausdorff LCTVS V. In V there
exists a closed hyperplane (Hahn-Banach) therefore a parallel support
hyperplane of A n V (Proposition 2, Corollary) which is also a variety
of support of A (Proposition 3).

From the preceding corollary and from the Corollary of Proposition 1
which allows Zorn's theorem to be applied) we have:

PROPOSITION 4 Let A be a compact subset of Hausdorff LCTVS E. Every
closed support variety of A contains at least one extreme point.

Since E is a support variety of A, A has at least one extreme point.
Better still:

THEOREM 1 (KREIN-MILMAN) Let A be a compact subset of a Hausdorff
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LCTVS E. Then the set of extreme points of A has the same closed convex
hull as A.

In the case where A is convex (apparently the most interesting) this
statement becomes

COROLLARY A compact convex subset of a Hausdorff LCTVS is identical
to the closed convex hull of the set of its extreme points.

Proof of Theorem 1 By Chapter 2, Theorem 3, Corollary 1, it suffices to
show that if x' E E' and a E R are such that

<x, x') < a
for every extreme point of A, we have the same inequality for
every x EA. If not, the maximum of x' on the compact A would be
b > a; now the hyperplane <x, x') = b would be a support hyperplane
of A (Proposition 2), therefore would contain an extreme point (Pro­
position 4), a contradiction, since at that point x' has the value b not
<a.

2 Extreme generators

For the elementary study of cones, see Chapter 2, Section 3. Here we
only consider cones containing o. Let V be a support variety of the
cone 0; if it contains a point x of 0, it contains the generator of x
(since it contains a segment carried by the generator whose interior
contains x). Therefore in all cases, since for a support variety V, V n 0
is non-empty, a support variety of the cone G contains 0, i.e. it is
homogeneous. We are interested in support varieties which contain at
least one generator, i.e. whose interseotion with 0 is not reduced to
zero.

DEFINITION 2 Let 0 be a cone in the vector space E. A generator of 0 is
an extreme generator if the line it generates is a support variety.

If x is a point of 0, its generator is an extreme generator if and only
if every segment in 0 whose interior contains x is oontained in the
generator of x, i.e., ify, Z E A, 0 < A < 1 and x = Ay + (1 - A)zimplies
that y and Z are proportional to x. (The necessity is clear by definition,
the sufficiency is also clear if we notice that if the condition is verified
it is also verified for the points of 0 proportional to x.)

Let 0 be a cone in the vector space E, H a non-homogeneous hyper­
plane in E such that 0 is the oone (containing the origin) generated by
A = 0 n H. Then the vector subspaces W of E such that W n 0 is
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not reduced to zero are in bijective correspondence with the linear
sub-varieties V of H meeting A, assigning V = W () H to Wand to
V the vector space W generated by V.

PROPOSITION 5 In this correspondence, the support varieties W of 0 such
that W () 0 ~ 0, correspond to the support varieties V of A = H () O.

Suppose W is a support variety of 0; consider a segment in A whose
interior meets V, it is then contained in 0 and meets W, therefore it is
contained in W, thence also in V = W n H; thus V is a support variety
of A. Suppose that Vis a support variety of A; consider a segment in 0
whose interior contains an x E W, x =1= 0 (because of the way 0
is generated). Either this segment is on the line generated by x (a
fortiori contained in W) or it is projected (centrally) on H on a segment
contained in A whose interior contains the projection of x on Hand
thus meets V = W n H; this last segment is then contained in V,
whence the initial segment is in W, which proves that W is a support
variety of O.

COROLLARY Let 0 be the convex cone containing 0, generated by a
subset A of a non-homoqeneous hyperplane H. The extreme generators of
o are in bijective correspondence with the extreme points of A (to an
extreme point of A corresponds the generator of 0 generated by this point).

We have seen in Chapter 2, Part 3, that the existence of a convex cone
ocontaining the origin in a vector space E, is equivalent to the existence
of a pre order on E compatible with the vector structure (the cone being
the set of elements >- 0 in E).

PROPOSITION 6 Let E be a real pre-ordered space, 0 the cone of its positive
elements. Let x E E, x > o. The generator of x is an extreme generator of
O if and only if every positive element of E bounded above by x is pro ...
portional to x.

If the generator of x is not an extreme generator we have

x = ita + (1 - it)b

with a, b EO, 0 < it < 1, a and b not proportional to x (see remark
after Definition 2). Then Aa is a positive element of E, bounded above
by x and not proportional to x. Suppose there exists such an element y of
E,O "" y "" x, y not proportional to x; then we have

x = !(2y + 2(x - y»),

and we are back to the initial conditions with a = 2y, b = 2(x - y)
it = 1, so that the generator of x is not extreme. It is mainly in the
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form of Proposition 6 that the extreme generaters of convex cones
appear in applications.

Up to this point we have not dealt in this Section with a topology on
E, which we will now do:

THEOREM 2 Let E be a Hausdorff LCTVS, A a compact convex subset of
E not meeting 0, C the cone containing the origin, generated by A. Then
ois closed and identical to the closed convex hull of the union of its extreme
generators.

We can find a closed hyperplane H 0 not meeting A and consequently
keeping A strictly to one side. Let H be a hyperplane parallel to Hoof
equation <x, x') = 1, of the same side ofH 0 as A. For every x E CH 0 let

1
p(x) = <x, x') x

be its central projection on H. The cone containing °generated by A
is identical to the cone containing 0 generated by K = p(A) and except
for the origin it is the set of points x of the open half-space U defined
by <x, x') > 0 such that p(x) E K. Now as p is a continuous mapping
in CH 0' K will be compact since it is the image of the' compact A. A
fortiori K is closed, then its inverse image in U by p which is 0 minus
the origin is relatively closed in U. Then every point in the closure of
C n U not contained in 0 n U is not contained in U, thence not in H o,
and we shall show it is zero. This follows from the immediate fact that
we can strictly separate every non-zero point x of H 0 from A by some
closed hyperplane whence x is not in the closure of the cone generated
by A. We have thus proved that 0 is closed. By Theorem 1 the compact
K is the closed convex hull of the set of its extreme points, therefore
contained (taking into consideration the corollary of Proposition 5) in
the closed convex hull of the union of extreme generators of 0; this is
equally true of C, which ends the proof.

EXERCISE 1
1) Let M be a locally compact space. Let Jf'(M) be the ordered

vector space of real continuous functions with compact support in
M, ,,4+(M) the cone of positive linear forms on jf'(M). Show that the
extreme generators are generated by the linear forms cs(s EM) defined
by <f, 8 8 ) = f(8).

2) Let ,,41(M) be the dual of the Banach space Oo(M). Let A be the
set of elements of the unit ball of ,,41(M) which are positive linear forms
on the ordered vector space 0o(M). Show that the extreme points of A
are 0 and the Cs•
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3) If M is compact, show that the set K of elements of A of norm 1 is
identical to the set of positive linear forms p on O(K) such that
p(l) = 1. Conclude that K is weakly compact. Show that its extreme
points are the 8:x; and that the cone containing 0 generated by K is
identical to Jl+(M).

4) Apply the Krein-Milman theorem to the situations in 2) and 3)
and notice also that here we obtain the same results more rapidly
by direct application of the bipolar theorem, compare with Chapter 2,
Section 9, Exercise).

5) Consider furthermore Oo(M) (M locally compact), the scalars being
either real or complex. Show that the extreme elements of the unit
ball of the dual Jll(M) are the A8s with S EM, I AI = 1.

EXERCISE 2 (The scalars are real or complex)
1) Let M be a topological space. Show that the extreme points of the

unit ball of OrfJ(M) are the! such that If(s) I = 1 for every e EM. Prove
the analogous assertion for a space L rfJ constructed on a measure p.

2) Show that in this last case, the unit ball ofL" is the closed convex
hull of the set of its extreme points. Show that this is also true for
O(M) where M is compact and totally discontinuous. (The Krein­
Milman theorem does not work in this case! We must consider a space
O(M) where M is a compact finite set. We can remark that, as is well
known, L'" is isomorphic to a O(M) constructed on a certain totally
discontinuous compact space M; therefore, in fact, the assertion on
L" can be considered as a particular case of that relative to O(M).)

3) Let M be a connected topological space; show that the unit ball
of OOO(M) when we choose real scalars has only two extreme points and
is not in general the closed convex hull of the set of its extreme points.

EXERCISE 3 Let u be a linear mapping from one vector space E into
another, F. Let A be a subset of E, let B = u(A). Show that the inverse
image by u of a support variety of B is a support variety of A. Conclude
that ifE,F are HausdorffLCTVS, A compact, then every extreme point
of B is the image by u of an extreme point of A; and if A is the cone
containing the origin generated by a compact convex set not containing
0, then every extreme generator of B is the image by u of an extreme
generator of A.

EXERCISE 4 Let E be a finite dimensional vector space over R, K a
compact convex subset of E. Show that K is the convex hull of its
extreme points (in order to show that every x E K is in this hull, take x
in the interior of K then reason by induction on the dimension).
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EXEROISE 5 Let E be a Hausdorff LCTVS over R, A a subset of E.

a) Show that the following conditions on an x E E are equivalent:
1. For every continuous linear mapping u from E into a finite

dimensional vector space, u(x) belongs to the convex hull of u(A).

2. For every closed subvariety H of E, of finite codimension
n > 0, containing x, there exists a subset A having at most n + 1
elements whose convex hull meets H (use Chapter 2, Section 5,
Exercise 2). Let A be the set of x E E that satisfy these properties. A is
convex and we have A c A = 1 and A is contained in the closed
convex hull of A. If E is finite dimensional, A is identical to the
convex hull of A.
b) Let (Xi) be a family of elements of A; (Ai) a family of positive

numbers such that ~Ai = 1, and the family of (AiXi ) in E is summable.
Show that its sum x is in A. (Reduce to the case where E is finite dimen­
sional and is generated affinely by the AiXi)' More generally, if M is a
locally compact space with a positive measure # of total mass 1,
t~ f(t) a scalarly summable mapping from Minto E such that

x = J!(t) dp,(t) E E,

if we suppose thatf(M)c A then x EA. (Reduce to the case where E is
finite dimensional, then to the preceding case, writing M as N U (U M i )

i
where N is negligible, and where (Mi ) is a sequence of pairwise disjoint
compact s on which f has a continuous restriction-using Chapter 2,
Section 5, Exercise 2.)

c) If A is compact, A is identical to the closed convex hull of A (use
Chapter 2, Section 5, Exercise 2).

d) If I( is compact convex subset of E, A the set of its extreme points
we have K = A (use Exercises 3 and 4).

e) IT A is a subset of E which is the union of closed half-lines of
origin 0, then Condition 1 of a) can be replaced by the following: for
every closed variety H of finite codimension n containing x, there exists
a finite subset of A having at most n elements whose convex hull meets
H (or also: whose sum equals x). Furthermore, the sum of every sum­
mable family extracted from A is in A, then generalize as in b) for
the integrals ofweakly summable functions. IfA is the union of extreme
generators of a cone 0 generated by a compact convex set Knot
containing the origin, we have A = O.
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PART 2 THEORY OF COMPACT OPERATORS

193

1 Generalities

In this Part we consider Hausdorff LCTVS only.
Recall (Chapter 2, Section 18, Definition 14) that a linear mapping

from a LCTVS E into another one, F, is compact (resp. precompact) ifit
transforms some neighborhood V of 0 into a relatively compact (resp,
precompact) subset; a fortiori it is continuous. When E is normed we
can choose V to be the unit ball in the definition; ifF is quasi-complete
the notions of compact mapping and precompact mapping coincide.
Taking into consideration Chapter 0, Section 4, Proposition 6' it follows
that if E is normable, F quasi-complete, the space of compact linear
mappings from E into F is a closed vector subspace of Lb(E, F). Recall
also that the transpose of a compact linear mapping of a Banach space
into another is compact (Chapter 2, Section 18, Theorem 12, corollary 3).
We point out that this is more generally true for the transpose of a
compact linear mapping from an LCTVS into an (F) space when we
equip the duals with the strong topology (see Chapter 4, Part 2,
Exercise 4).

We also point out.

PROPOSITION 1 Let u be a continuous linear mapping from one LCTVS
E into another, F. Let E~ and F~ be the duals of E and F, with the topology
of uniform convergence on the compact disks. If u is compact, then its
transpose u' is also compact.

Let V be a disked neighborhood of the origin in E such that K = u( V)
is relatively compact, then u' maps KO into VO (Chapter 2, Proposition
25). Now KO is a neighborhood of 0 in F; and VO in an equicontinuous
subset of E', therefore relatively compact for the weak topology, and
also for compact convergence (and a fortiori for uniform convergence
on the compact disks) by reasons of equioontinuity. This ends the proof;
notice that the converse is clearly true if every compact disk in E~ is
equioontinuous, in particular, if the topology of E is -r(E, E').

2 General theorems for finite dimension

Here we follow almost word for word a recent note of L. Schwartz.

THEOREM 1 Let u, v be two linear mappings from one LCTVS E into
another, F. We suppose that u is an isomorphism from E onto a closed
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subspace of F and that v is compact. Then w = u + V is a homomorphism
whose image is closed and whose kernel is finite dimensional.

Let V be a disked neighborhood of°such that v( V) is relatively com­
pact, let N be the kernel of w, let W = V () N. Then we have

u(W) = -v(W) c v(V),

Thus u( W) is relatively compact therefore precompact, whence W is
preeompact (u is an isomorphism). Thus N has a precompact neighbor­
hood W of 0, therefore 'it is finite dimensional (Chapter 1, Section 13,
Theorem 8), It is clear that in order to prove the other assertions of the
theorem we can choose the restrictions of u, v, w to a topological supple­
ment of N (it exists as N is finite dimensional, see Chapter 2, Section 5,
Hahn-Banach theorem, Corollary 4), therefore we are back to the case
where w is bijective. We must now show that w is an isomorphism onto
a closed subspace of F; it is immediate that this means that if U is an
ultrafilter in E such that limu wx exists in F, then U converges in E.
Let p be the semi-norm gauge of V, let a = limj, p(x) (0 < a < + 00).
If a is finite then there exists A E U such that A is contained in a
dilation (a + 1)V, then v(A) is relatively compact, therefore limu vx
exists and limu ux = z (since ux = wx - vx). But, E being closed,
we have z = !-"xo (x o E E) and u being an isomorphism we have
lim u x = X o• We shall show that it is impossible to have a = + 00. If
not, we would have

I , wx I' ( x )
lmu p(x) = lmu w p(x) = 0,

or, by the preceding argument, x jp(x)~ Xo and we would have

p(xo) = limup~~x)) = 1

and w(xo) = 0, which contradicts the bijectivity of w.

THEOREM 2 Let u, v be linear mappings from one LCTVS E into another,
F. We suppose that u is a weak homomorphism from E onto F such that
every compact disk ofF is contained in the image by 'U of a compact disk of
E and that v is compact. Then w = u + V is a weak homomorphism from
E onto a closed subspace of finite codimension of E.

Equip E, F' with the topology of uniform convergence on compact
disks (their duals are "then E and F), v' is compact (Proposition 1), u'(F')
is weakly closed since u is a weak homomorphism (Chapter 2, Section 16,
Proposition 27) thence closed, finally u' is continuous (Chapter 2,
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Proposition 28) and even an isomorphism; since every equicontinuous
subset of the dual F ofF' i.e. every compact disk of F is by hypothesis
contained in the image by (u')' = u of an equicontinuous subset of the
dual of E', i.e. of a compact disk of E, so that it suffices to apply
Chapter 1, Proposition 29, Corollary 1. Thus 'U' and v' satisfy the
hypothesis of Theorem 1, hence w' = u' + v' is a homomorphism from
F' onto a closed subspace of E' having a finite dimensional kernel.
Thus w is a weak homomorphism (since w(F') is weakly closed) and
w(E) is closed (w'. being a homomorphism therefore a weak homo­
morphism) and even identical to the orthogonal of the kernel of io',
thence of finite codimension, which ends the proof.

COROLLARY 1 Let u, v be continuous linear mappings from a space E of
type (~) into another, F. We suppose that 'U is onto, v compact. Then
w = 'U + V is a homomorphism from E onto a closed subspace of finite
codimeneion of F.

The mapping u is a homomorphism (theorem of homomorphisms,
Banach theorem, Chapter 1, Section 14, Theorem 9), a fortiori a weak
homomorphism, the condition on lifting of compacts in the statement of
Theorem 2 is automatically satisfied (Chapter 4, Part 2, Section 1,
Proposition 1). Theorem 2 can be applied and from the fact that w is a
weak homomorphism it follows that it is even a homomorphism (Chap­
ter 4, Part 2, Section 4, Theorem 3).

COROLLARY 2 Let E, F, G be (F) spaces, u a continuous linear mapping
from E into G, v a compact linear mapping from F into G such that
u(E) + v(F) = G. Then u is a homomorphism from E onto a closed sub­
space of finite codimension of G.

Let H = E X F; let ii and v be linear mappings from H into G
defined by u and v (ii(x, y) = UX, if(x, y) = vy), let w = u + if whence
u = w + (-if). Then w is onto (by u(E) + v(F) = G) and -if is com­
pact, then by virtue of Corollary 1 u is a homomorphism from H onto
a closed subspace of finite codimension of G. This is clearly also true of
u, Combining theorems I and 2 we obtain:

COROLLARY 3 Let 'U, v be linear mappings from one LCTVS E into
another, F. We suppose that u is an isomorphism from E onto F, v com­
pact. Then w = 'U + V is a homomorphism from E onto a closed subspace
of finite codimension of F, whose kernel is finite dimensional.

In Section 4, we shall see that the dimension of the kernel of w is
equal to the codimension of the image (we suppose E = F, u is the
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identity mapping from E onto F, a hypothesis which does not restrict
the generality).

3 Generalities on the spectrum of an operator

We begin with some generalities of an algebraic nature (valid f01' vector
spaces over an arbitrary field).

PROPOSITION 2 Let v be an endomorphism of a vector space E. Let En be
the kernel, Fn the image of vn (for n an integer >: 0), in particular

Eo = 0, Fo = E.

1) The sequence (E.,,) is either strictly increasing or st1'ictly increasing
up to a finite rank n = v, and constant from there on.

2) The sequence (Fn) is either strictly decreasing or strictly decreasing
up to a finite rank It, and constant from there on.

3) If the two sequences (En) and (F.,,) end 'Up being stationary then 'P = P
(with the notations of 1 and 2, i.e. they remain stationary beginning at the
same rank. Now set E 00 = E", F 00 = Fv, then E is direct sum of E 00 and
F co and v induces a nilpotent endomorphism in thefirst factor, an automor­
phism in the second factor.

Proof We have
(vP)-l(E(l) = E1'+q

vP(F(l) = F 1'+q

on the other hand, since vn permutes with v, its kernel En and image
E; are stable under v. Therefore

E"'+l = v-1(En) =:> En
F n +1 = v(F,.) =:> P;

whence (E,.) is increasing, (Fn ) decreasing. Ifwe have En = En+1 we have
(vP)-l(En) = (vP)- 1(En+1 ) ,

En+ p = En+1'+I, i.e. the sequence (En) is stationary starting at n,
and we see in the same way that if Fn = Fn+l' the sequence (Fn) is
stationary starting at n, which ends the proof of 1 and 2. In the no­
tations of 3, we would have shown p =< v if we prove that En = En+1
and Fn =f:. F n+l implies Fn+l =f:. F n+2 (whence F 11.+1 =1= F n+2 since
we have En +1 = En +s' so that (Fm) would be a strictly increasing
sequence). If in fact we had Fn +1 = Fn +2 , letting vnx be an element
of Fm then
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is of the form vn +2y, then

vn+ 1(x - Vy) = 0

and (since E; = F fi +1)

197

.i.e,
vnx = vn+1y E F fi +1,

we would then have F; = Ffi +1 , contrary to the hypothesis. We prove
analogously that F; = F fi +1 and Efi ~ E fi +1 implies E fi +1 ~ E fl +2,

whence r :< 1", and I-' = 'P. We have EaJ n F co = 0; since if x belongs to
this intersection we have x = v"y, v"x = 0, whence v2Vy = 0 and
v1'y = 0 (since E" = E 2v) , Le. x = o. Let v be the operator in E / E cc

deduced from 'lJ by passing to the quotient, v is clearly bijective (since
E; = E v+1 ) , and we shall show it is onto. In fact, from 3, applied to v
for which the integer corresponding to 'V in this statement is 0, the
sequence of vn(EjEOO

) would be strictly decreasing, whence the sequence
of their inverse images

vn(E) + EaJ
would be strictly decreasing, and the sequence of the Vn(E) could not
remain stationary, contrary to the hypothesis. Thus v is an automor­
phism, so is i'J", in particular

i'J"(E/ E aJ) = E IEaJ'
which can also be written

vV(E) + EaJ = E,

i.e. F co + E co = F. This proves that E is direct sum of F co and E co. To
say that vis an automorphism is to say also that v induces an automor­
phism onto F co> On the other hand, since vV is zero on E co s the re­
striction of v to E 00 is nilpotent, the conclusion follows:

COROLLARY Suppose we have the conditions of 3) and that E co is finite
dimensional. Then the dimension of the kernel of v is equal to the co­
dimension of its image.

It suffices to verify this separately for the restrictions of v to E 00 and
F 00' Now in the finite dimensional space E 00 this is well known, also, v
induces an automorphism of F 00' consequently the dimension of its
kernel and the codimension of its image are both zero.

Recall that the spectrum of an element u of an algebra A with unity
1 is the set of scalars A. such that A.l - u cannot be inverted. In par­
ticular, if u is a linear operator in a vector space E, when we mention
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its spectrum, we understand the spectrum of u in the algebra of endo­
morphisms of E, or of all continuous endomorphisms of E when E is a
TVS; if E is an (F) space, the spectrum of u in either of the two alge­
bras is the same since we know that if a continuous operator v = 1 - u
can be inverted in the set of linear endomorphisms, i.e. if it is bijective,
then its inverse is continuous (Theorem of homomorphisms, Chapter 1,
Section 14, Theorem 9). Let u be an endomorphism of a vector space, a
scalar Ais an eigen value of u if there exists a non-zero x in E such that
ua: = Ax; since this can be written (AI - u)x = 0, we see that this is
equivalent to saying that Al - u is not bijective, a fortiori cannot be
inverted, thus an eigenvalue is a spectral value (the converse being
in general false if E is infinite dimensional). The x E E such that
ux = Ax are called the eigenvectors associated with the eigenvalue A.
The space of eigenvectors relative to A is then also the kernel of

Al - u = v;..

Generally, for every scalar A, set v;. = Al - u, then

E;.,fi = vAn(O)
F;.,fi = v~(E)

E;. = UE;.,fi F;. = UF;.,fi
n fi

The sequence (E;.m) is increasing, (F;.,n) decreasing; for A = 0 we
find the sequences of spaces of Proposition 2 for the operator u. E;. is
also called the spectral subspace of E relative to A, its dimension is called
the spectral multiplicity of A.

PROPOSITION 3 If A and A' are distincts scalars then E;. c Fl.'.

Let x E E", i,e. (AI - u)nx = 0 for some n, we must show that we
can write for any m,

x = (,1'1 - u)my.

Now, let Gbe the vector space stable under u (or Al - u, which amounts
to the same) generated by x, which has finite dimension < n; the
restriction of uta G having as only eigenvalue A, ;.,'1 - u has a restric­
tion to G which is invertible; this also holds for (,1'1 - u)m, consequently

x E (A'l - u}mG = G,

which ends the proof.
Recall that if E is finite dimensional and the field of scalars alge­

braically closed (for example the field of complex numbers), then E is the
direct sum of the spectral subspaces EJ. corresponding to the eigenvalues
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of u which are the roots of the characteristic polynomial

PuP.) = det (AI - 11),

of degree n = dim E. The order of multiplicity of a root equals its
spectral multiplicity.

PROPOSITION 4 Let E be a Banach space. The set of invertible elements of
L(E) is open and contains the set of 1 - u with IIu II < 1.

_ .. co

Proof If II u II < 1, the series}: un is absolutely convergent and we
o

verify trivially that its sum is the inverse of 1 - u, Let v be an in-
vertible element of L(E), then for w E L(E),

v + w = v(1 - (-v-1w))

is invertible if II v-1w II < 1, a fortiori if II v-Ill II w II < 1, therefore
in every case for w sufficiently small, which ends the proof.

COROLLARY For every u E L(E), the spectrum a(u) of u i8 a compact
subset of the field of sealare.; A E a(u) implies I A I < II u 11.

By definition, a(u) is the inverse image by the mapping A 1---+ Al - u
of the set of non-invertible elements of L(E), and since this last one
is closed by Proposition 3, so is a(u). Furthermore if A > II u II, then by
Proposition 3, 1 - (I/A)u is invertible, and so is Al - u, and A does not
belong to a(u). In other words, A E a(u) implies A < II u 11. Thus the
spectrum of u is bounded and therefore compact since it is closed.
Notice that Proposition 3 and its corollary remain valid for a complete
normed algebra with unity.

If 11, is a continuous operator in a non-normable LCTVS its spectrum
is not ill general either closed or bounded (see Exercise 1). We can
however in certain cases reduce the problem to the case of a Banach
space by

PROPOSITION 5 Let E be an LCTVS, F a vector subspace of E with a
locally convex topology finer than the topology induced by E. Let 'U be
a .continuous mapping from E into F and call cp the inclusion mapping
from F into E. Then with the exception of the scalar 0, the spectrum of
cpu in L(E) is identical to the spectrum of ucp in L(F). If A is a non-zero
element of the spectrum, then the eiqensubspace and the corresponding
spectral subspace is the same for uef> and cpu.

We must first show that if A is a non-zero scalar, to say that Al - cpu
is invertible in L(E) is to say that Al - ucp is invertible in L(F). Divid­
ing by the scalar A and replacing in the notations -(I/A)u by u, it
suffices to prove this for 1 +. cpu and 1 + ucp. Now suppose that 1 + cpu

o



200 TOPOLOGICAL VECTOR SPACES

has an inverse in L(E) which we can write 1 + v, V E L(E), then

(1) cpu + v + cpuv = cpu + v + vcpu = o.
From the first relationship in (1) we have

v = cpw where w = -u(1 + v) E L(E, F)

and replacing v in (I) we find

cp(u + w + u¢>w) = cp(u + w + w¢>u) = 0

and, suppressing the factor cp to the left (which is possible since cp is
injective) and multiplying the relations obtained to the right by cp:

u¢> + Wcp + (ucp)(wcp) = uc/> + Wcp + (wcp)(u¢» = 0

which means precisely that 1 + wcp E L(F) is an inverse of ucp in L(F).
Similarly we can show that if ucp is invertible so is u. Let Abe a non-zero
spectral value of ucp, cpu, then it is obvious that the eigensubspace
corresponding to u in F is the intersection ofF with the eigensubspace
of E corresponding to cpu; however, the latter is already contained in
F, since cpux = Ax implies x = (I/A)cpux E F, the identity of eigensub­
spaces then follows. From this we conclude more generally that for
every n, the kernels of (AI - cpu)n in E and of (AI - u¢»n in Fare
identical since we see clearly that up to a factor An these two operators
can be written

1 + CPUfi and 1 + ufi¢>
for some Un E L(E, F). The identity of the spectral subspaces of cpu and
ucp follows,

COROLLARY Let u be a bounded operator in a quasi-complete LCTVS E
or more generally supp-ose there exists a neighborhood V of 0 and of a
bounded disk B in E such that u( V) c B and that the space EB generated
by B with the norm gauge of B is complete. Then the spectrum of u i8 a
compact subset of the field of scalars.

Proof: u can be considered as a continuous operator from E into E B,

therefore, by Proposition 4, except for zero, its spectrum is L(E) is
identical to the spectrum of a continuous operator in the Banach
space EB which is compact from Proposition 3, Corollary. This ends the
proof (if 0 does not belong to the spectrum of u in L(E), u is an iso­
morphism from E onto E, B is a bounded neighborhood of zero so that
E is isomorphic to EB and we can apply Proposition 3, Corollary directly).

EXERCISE I Let M be a locally compact space, let E = O(M). If
fEE, call u f the operator

g~fg
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in E. Show that the spectrum of UJ is identical to f(M). Conclude that
every non-empty subset of the field of scalars can be considered as the
spectrum of a continuous operator in some LCTVS; in the case where
the given subset is the union of a sequence of compact sets it is even the
spectrum of a continuous operator in some Frechet space; in the case
where the given subset is a compact subset, it is the spectrum of a
continuous operator in a Banach space E (choose

E = C(M),

M is the compact subset under consideration).

EXERCISE 2 Let E be a complex Banach space, let u E L(E); consider
the function

4>(A) = (AI - U)-l

defined in the complement of the spectrum of u "With values in L(E).
Show that 4>(A) tends to 0 when I AI tends to infinity and that for every
continuous linear form w on L(E), <4>(A), w) is a holomorphic function
of A. Conclude that the spectrum of u is not empty (if not, apply
Liouville's theorem to the entire function zero at infinity <4>(A), w»).

EXERCISE 3 Let E be the space of continuous functions f on R such
that

lim f(t) et = o.
t-- CCI

Equip E with a natural topology so as to make it a Frechet space. Let
u be the translation operator uf(t) = f(t - h) where h > o. Show that
u is a continuous operator whose spectrum is empty (show that the

00

series L AnUn converges in Lb(E) for any A). Let u be a bounded operator
o

in a LCTVS E, show that the spectrum of'U is not empty (use Exer-
cise 2).

EXERCISE 4 Let u be a linear operator in a vector space E. With the
notations of Proposition 3, show that the spectral subspaces E;. are
linearly independent.

4 The Riesz theory of compact operators

LEMMA Let u be a compact operator in an LCTVS E, let v = 1 + u,
Then the sequence of kernels of vn ends up being stationary.

Proof Let V be a neighborhood of 0 in E and A a compact disk such
that u( V) cA. Then the space E generated by A with the norm gauge
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of A is a Banach space, the identity mapping 1> from E A into E is
compact and U defines a continuous linear mapping U o from E into EA;
on the other hand the operator U o 1> induced by 1J., in E A is compact
since U o is compact. By Proposition 5, in order to prove the lemma it
suffices to prove it for the compact operator U o1> in the Banach space EA.
We can therefore suppose that E is a Banach space. We proceed
by contradiction; if the sequence of kernels En of vn were strictly in­
creasing we could find an infinite sequence (Y'Il) such that Un E E n+1,

II Yn II < 1, the distance from Yn to En being at least equal to t (see
Chapter 1. Section 13, Lemma). We would have then for m > n:

UYn - unm = (1 - v)Ym - (1 - v)Yn = Ym - x

where x = VYm + (1 - v)Yn E Em,

so that II uY'Il - uYm II ;> i.
Now the, sequence (uYn) is relatively compact as it is the image of a
sequence extracted from the unit ball and should have a (cluster point),
which is absurd. This ends the proof.

Applying the lemma to v' = 1 + u' in E' with the topology of
uniform convergence on the compact disks (for which u' is a compact
operator by Proposition 1), we See that the sequence of kernels of v'n
ends up being stationary. Now «» = (vn )' and we can write

vn = (1 + u)n = 1 + U m

n(n - 1) 2
where Un = nu + 2 u + ... + un

is a compact operator in E. Thus (Theorem 3, Corollary 3) vn is a
homomorphism from E onto a closed subspace of finite codimension of
E which is therefore the orthogonal of the kernel of (vn )' . Since this
last one remains constant for n sufficiently large it follows that the
sequence of vn(E) ends up being stationary and its intersection is a
closed subspace F 00 of finite. oodimension. Applying Proposition 2, 3)
we see that the sequences v-n(O) and vn(E) are stationary starting from
the same rank v and that E is a direct (algebraic) sum of

E 00 = v-"(O) and F 00 = v"(E).

It is even their topological direct sum, Fro being closed and of finite
codimension (Chapter. 1, Section 12, Theorem 7, Corollary 3). Further­
more v is nilpotent in E 00 and is in F 00 an automorphism in the algebraic
sense (Proposition 2, 3), i.e. a bijective mapping from F 00 onto F 00.

Since it is furthermore a homomorphism in F 00 by Theorem 2, Corollary
2 applied to the operator v = 1 + u induced by v on F 00' we see that
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it is even an isomorphism from F 00 onto itself. Summing up, we can now
state the fundamental theorem of the Riesz theory:

THEOREM 5 Let'U be a compact operator in an LCTVS E, let v = 1 + 'U.'
Then v is a homomorphism from E onto a closed subspace of E offinite
codimension equal to the dimension of the kernel. Let

s; = U v-n(O), F 00 = nvn(E),
n n

then E 00 and F 00 are topoloqicol swpplemenss stable 'Under 'U and v, E 00 finite
dimensional. Then v induces a nilpotent operatorin E 00 and a TVS automor­
phism in F 00.

(The first assertion of the theorem is contained in Theorem 2)
Corollary 3, and in Proposition 2, Corollary.)

COROLLARY 1 The image v(E) is the orthogonal of the kernel of v' and the
image v'(E') is the orthogonal of the kernel of v.

The first assertion follows from the fact that v(E) is closed, the second
one from the fact that v'(E') is closed in E' equipped with the topology
of uniform convergence on compact disks (by Proposition 1, which
allows Theorem 3 to be applied to v' = 1 + u'), hence also in E' weak.

COROLLARY 2 The following conditions are equivalent:

a) v is bij~ctive

b) v is onto

c) v is an automorphism

a') v' is bijective

b') v' is onto

c') v' is an automorphism

(v' considered as an operator on E' with the topology of uniform convergence'
on compact disks).

The equivalence of a) and b) follows from the identity between the
dimension of the kernel and the codimension of the image of v; further­
more, v being a homomorphism, a) and b) imply c) and are thus equivalent
to it. This also proves the equivalence of a'), b'), c'); finally, the equi­
valence of b) and a') follows from Corollary 1 which implies, more
generally,

COROLLARY 3 The dimension of the kernel of v, the dimension of the
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kernel of v', the codimension of the image of.v and finally the codimension of
the image of v' are equal.

COROLLARY 4 Let

E~ = Uv'-n(o), r; = n v'n(E').
n n

Then E~ is the orthogonal of F 00 and.F~ is the orthogonal of E 00' In par­
ticular, the dimensions of E 00 and n; are the same.

Introducing the integer v at which the four sequences (v-n(O)), etc.
become constant, it suffices to apply Corollary I to vn = I + un (where
Un is a compact operator in E).

PROPOSITION 6 Let u be a compact operator in an LCTVS E. For every
A :;C 0 of the spectrum of u there exists a non-zero eigenvector, i.e. A is
eigenvalue of u, The corresponding spectral subspace E A of E is of finite
dimension, equal to the dimension of the spectral subspace E; corresponding
to the transpose u' of u ; u and u' have the same eigenvalues with the same
multiplicities.

It suffices to apply the preceding corollaries to the compact operator
-(l/A)U and to the corresponding operator

1 I
1 - Au = l (AI - u).

COROLI~RY The subspaces E;.{).. :;c0) are topologically free.

By this we mean that for every A =1= 0 there exists a closed vector
subspace of E containing the E;., (A' different from Aand from 0) and
whose intersection with E). is zero. Now it suffices to choose FA with the
notations of Proposition 3.

THEOREM 4 Let u be a compact operator in an LCTVS E. Then the
spectrum of u. is a compact set, and every non-zero point of the spectrum
is isolated.

Equivalent statement The spectrum of u is either finite or is formed of 0
and of points of a sequence that converges to O.

Proof We know that the spectrum of u is compact (Proposition 5,
Corollary); now let A be a non-zero element of the spectrum, then we
shall show that it is an isolated point. With the notations ofProposition 3,
E is a topological direct sum of the closed subspaces E). and F;. stable
under u, If U 1 and U 2 are the operators induced by u we clearly have
u(u) = a(ul) U a(u2) . Now a(u1 ) is reduced to A and a(u2) is compact
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(see above) and does not contain A (otherwise F would contain a non­
zero eigenvector corresponding to A) whence the conclusion follows.

EXERCISE 1 Let E be an LCTVS.

a) If 'U is a compact (resp, bounded) linear operator in E and if
v = 1 + 'U is invertible in L(E), show that the inverse of v has the same
form of v (use the fact that compact resp. bounded operators form a
bilateral ideal in L(E)).

b) Conclude that this is equivalent to say that v is invertible in
L(E) or in the algebra L(Eo) of oontinuous linear operators for a locally
convex topology on E which is finer than the given topology, having the
same bounded subsets, and such that L(E0) c L(E).

c) Let z, be a compact operator in E; let Eo be the space E with a
locally oonvex topology such that every compact operator in E is
continuous in Eo. Show that it is equivalent to say that 1 + 'U is
invertible in L(E) or in L(E0)'

EXERCISE 2 Let (Ai) be a sequence tending to zero, let E be the space
lp or the space co(1 < p < +00), u the operator of multiplication by
(Ai) in E. Show that the spectrum of' e is composed of 0 and the set
(Ai). Conclude that every non-empty compact subset of the field of
scalars where every non-zero point is isolated, is the speotrum of some
compact operator in E. Show that Proposition 6 and its Corollaries are
false if we do not exclude the spectral value O.

EXERCISE 3
a) Develop the notion of holomorphic, or meromorphio function, on

an open set of the complex plane with values in an LCTVS E.

b) Show that ifu is a continuous linear operator in a complex Banach
spaoe E, the funotion A1-4- (AI - U)-l defined in the complement of the
spectrum of e with values in the Banach space L(E), is holomorphic.
Generalize to the case where u is a bounded operator in an LCTVS E,
L(E) with the topology of bounded oonvergence (see Section 3,
Exercise 2).

c) Let 'U be a compact, operator in the oomplex LCTVS E. Show that
the funotion (I - ZU)-l with values in Lb(E) is meromorphic in all of
the complex plane. (It suffices by b) to prove the fact of being mero­
morphic in a point z such that I/z is an eigen value; for this use the
spectral decomposition E = E 1/ Z + F1/ Z' )
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PART 3 GENERAL CRITERIA OF .COMPACTNESS

1 SmuJian's theorem

PROPOSITION 1 Let E be a compact space, F a metric space, G) a set of
subsets of E' covering E, (fi) a relatively compact sequence in G<fJ(E, F).
Then there exists a subsequence that converges in O<fJ(E, F).

Let A be the compact closure of the set of fi. On A, G)-convergence is
equal to pointwise convergence and even equal to pointwise con­
vergence in a dense subset ofE, therefore it suffices to find a subsequence
of (fi) which converges on each point of E or even of a dense subset.
This leads us 'to the case where G) is the set of one-point subsets of E.
If E is metrisable and therefore admits a dense subsequence (Xi) since
it is compact, A is metrisable for pointwise convergence in the set of
(Xi), whence the conclusion in this case. If we do not suppose E metris­
able, we consider the compact space E the quotient of E by the
equivalence relation ''!i(X) = fi(Y) for every i", then Osee, F) can be
identified with a closed subspace of Os(E, F). On the other hand, 11 is
metrisable since its topology is by reasons of compactness the coarsest
for which the maps fi' into the metric space F are continuous. We are
thus reduced to the former case.

COROLLARY 1 In Proposition 1, instead of supposing E compact, it
suffices to suppose that there exists a sequence of compact subsets of E
whose union is dense.

In fact, it follows from Proposition 1 that we can extract from (fi) a
subsequence which converges on every point of E 1 , and from this one
a subsequence which converges on every point of E 2 , etc., finally, the
diagonal procedure gives us' a subsequence extracted from (fi) which
converges in every point of UEi' which ends the proof since this last set
is dense. '

COROLLARY 2 Let E be a Hausdorff LCTVS such that there exists in E'
a sequence of weakly compact subsets whose union- is total. Then from every
relatively compact subset of E we can extract a convergent subsequence.

We can clearly suppose that the union of weakly -compact subsets of
E' is even weakly dense. Interpreting as usual E as a space of contin­
uous' scalar functions on E' weak with a G)-topology it suffices to
apply Corollary 1. In particular suppose that there exists a sequence of
neighborhoods of 0 in E for a topology compatible with the duality
(E, E'), i.e. neighborhoods for i(E, E'), whose intersection is 0; we
see immediately by polarity that there exists in E' a sequence of weakly
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compact disks whose union is dense. In this case we can apply Corollary
2. In particular, if E is the weak space associated with a metrisable
LCTVS we find

THEOREM I' (SMULIAN) Let E be a metrisable LCTVS, then from every
weakly relatively compact sequence of E, we can extract a weakly con­
vergent subsequence.

EXERCISE 1 Show that Proposition 1 Is false if we do not suppose F
metrisable (choose E reduced to a point).

EXERCI~E 2 Let E be a compact space, F a metric space, A a subset of
Gs(E, F), f a point in the closure of A. Show that f is in the closure of a
countable subset of A. (For every integer n > 0, show that there exists
a finite subset F n of·A such that for every x = (xv . . ., xn) E En there
exists f:xJ E F n such that

for 1 < i <: n.)

EXERCISE 3 Let E be a separable LCTVS then the weakly compact
subsets of the dual are metrisable, therefore from every weakly
relatively compact sequence in E we can extract a weakly convergent
subsequence. Show that this statement is false if E is not separable
(Example; E = Zoo and the sequence of coordinate forms on E).

2 .Eberlein's theorem
I. ..

PROPOSITION' 2' Let E be a compact space, F a metric space, G) a set of
subsete of E covering E" 4 a subset of G<fJ(E, F). Then A is relatively com­
pact if and only if every sequence in A admits a limit point in G<fJ(E, F).

. We need only prove the sufficiency; as the condition stated implies
that A is precompact (Well's criterion, Chapter 0) it suffices to show that
the closure of A in G<fJ(E, F) is complete. For this we show that, its
closure for pointwise convergence is complete for pointwise convergence
and, a fortiori, for G)-con'vergence (Chapter 0, Section 4, Proposition 6,'
Corollary) which .leads us back to the case of pointwise convergence.
For every x E E, A(x) is a subset of E such that every subsequence
admits a cluster point, therefore A(x) is relatively compact in F since
F is metric. By Tychonoff, A is relatively compact in :Fs(E, F) = FE
with pointwise convergence. It remains to be shown that the closure of
A in :Fs(E, F) is contained in Gs(E, F), therefore that a mapping j'from
E into F in the closure of A for pointwise convergence is continuous. We
proceed by contradiction; if this were not so there would exist an
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a E E where f is not continuous, therefore an e > 0 such that for
every neighborhood V of a an x E V would exist with

d(f(x), jla)) > E.

We could construct by induction a sequence (fi) extracted from A and
a sequence (Xi) extracted from E, with X o = a such that

1) d(fn(xi),f(xi)) <: lin for 0 <: i <: n - 1,

2) d(fi(Xn) , fi(XO)) <: 1In for 0 <: i <: n,

3) d(f(xn), f{xo)) > E.

Suppose the 2 sequences constructed up to rank n - I, then deter­
mine j', so as to obtain I) which is possible becausefis in the closure of
A, then construct X n so as to satisfy 2) and 3) using the fact that the set
of X n of E satisfying 2) is a neighborhood of X o = a. Let g be a cluster
point of the sequence (fn) in Gs(E, F) (which exists by hypothesis on A)
and X a cluster point of (xn ) in E. We havej'(z.) = g(xi ) for every i by 1),
fi(X) = fi(XO) for every i by 2), and, taking I) into consideration

d(fn(x),f(xo)) <: lin

for every n, whence g(x) = f{x o)' Now g being a continuous function,
g(x) is a cluster point of (g(xi », therefore f(xo) is a point cluster of
(f(x i»,which contradicts 3) and ends the proof.

THEOREM 2 (EBERLEIN) Let E be an LCTVS, A a subset of E. Suppose
that every sequence extracted from A admits a cluster point and that the
closed convexhull ofA is completefor r(E, E'). Then A is relatively compact.

Since A is precompact, it suffices to show that its closure is complete
and a fortiori that its weak closure is weakly complete, which reduces
the problem to the case where E has the weak topology. Since F(A) is
complete for r(E, E'), it will be closed in the completion £ of E for
r(E, E'), therefore weakly closed in this space since it is a convex subset;
it suffices then to show that the weak closure of A in £ is weakly
compact since this closure is contained in E. Thus we may assume that
E is complete for r(E, E'). Since A is clearly bounded hence relatively
compact in the algebraic dual of E' with the weak topology, it suffices
to show that every form X on E' in the closure of A for convergence is
in E. Now for every weakly compact subset K of E' the restriction X K

of X to K is in the closure (pointwise convergence) of the set A K of
restrictions of x E A to K. It is clear that every sequence extracted from
A K has a cluster point in Gs(K), then by Proposition 2, A K is relatively
compact in 0s(K), and X K is continuous. Since this is true for every
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weakly compact disk K in E' this implies that x is in E since E is
complete for r(E, E') (Chapter 2, Section 14, Theorem 10, Corollary 3).
Applying Theorem 2 for a weak topology we obtain the following result
(equivalent to one already known).

COROLLARY Let E be a quasi-complete LCTVS. A subset of E is weakly
relatively compact if and only if every subsequence admits a weak cluster
point.

THEOREM 3 Let K be a compact space, A a subset of O(K). Then A is
weakly relatively compact if and only if A is bounded and relatively
compact in Gs(K).

The necessity is trivial. For the sufficiency, by virtue of the theorem
on weak closure in O(K) or by virtue of Section 1, Proposition 1, we can
extract a sequence converging simply to a continuous function. The
conclusion follows from

PROPOSITION 3 A sequence (fi) in O(K) (K compact), converges weakly
to an f E O(K) if and only if it is bounded and converges pointwise to f.

The necessity is trivial. Since the continuous linear forms on O(K)
are the measures on K, the sufficiency follows from the Lebesgue
theorem.

EXERCISE 1 We shall say that a space has the property (E) if every
subset with every sequence extracted from it admitting a cluster point
is relatively compact. Let E be a locally compact or metrisable space,
G) a set of subsets of E covering E, F a uniform space. Show that
OCf>(E, F) has the property (E) if and only ifF has it. (Examine the case
where E is compact, then the case of pointwise convergence, then the
case where F is the field of reals, viewing the topology of F as the
coarsest for which a certain family of real functions on F is continuous.)

EXERCISE 2 Let E be an LCTVS, A a convex subset of E.

a) A is weakly relatively compact if and only if .A is complete and its
image by every continuous linear mapping from E into an arbitrary
Banach space F is weakly relatively compact. (Notice that E is iso­
morphic to a topological vector subspace of a product ofBanach apaces.)

b) Show that in this statement we can choose F to be the space l«>
of bounded sequences. (We can suppose by a) that E is a Banach space
and we can furthermore suppose A disked. We must show that the
identity mapping from G = E A into E is weakly compact or equivalently
that the transpose mapping maps the unit ball of E' into a subset
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of G' relatively compact for a(G', G") (Chapter 2, Section 18, Theorem
13, Corollary 3). Show that it suffices to show that the image of every
sequence (x;) extracted from the unit ball of E' is relatively compact for
a(G', Gil) and examine the mapping ux = «x, Xi» from E into lCXJ.

c) Suppose E is separable. Then OIl; statement a) we can suppose that
F is the space co. (With the notations of b), notice that it suffices to
prove that the mapping E' --+ G' has a restriction to the unit ball of'E'
which is continuous for a(E', E) and a(G', G") and only continuous at
the origin, and that the unit ball of E' being weakly metrisable it
suffices to show that for every sequence (x~) in E' tending to zero for
a(E' E), its image in G tends to zero for a(G', Gil». The hypothesis that
E is separable is essential, if not, a subset A of E may be not weakly
relatively compact, its image in 0 0 by every continuous linear mapping
is compact. 1

EXAMPLE E = l/", A a subset of L" which is bounded, weakly metris­
able and not weakly relatively compact, for example a weak Cauchy
sequence not weakly convergent (see Section 3, Supplementary Exer­
cise 4).

EXERCISE 3 Prove the analogue of Exercise 2 replacing weak com­
pactness by compactness (the proof is similar but there is no need to'
use Eberlein's theorem).

EXERCISE 4 Let E be an LCTVS, A a convex subset of E. Then A
is weakly relatively compact if and only if its closure is complete, and
for every decreasing sequence of convex subsets Ai of A we have
nA i ~ 4> (By Exercise 2 a) reduce to the case where E is a Banach
i

space, then it suffices to show that every sequence (Xi) extracted from
A has a weak cluster point. This brings us to the case where' E is
separable hence, where there exists a weakly dense sequence (x;) in E'.
Extracting if needed from (Xi) a partial subsequence, we can suppose
that for every i,

lim <Xi' x;>
exists. Let An be the convex hullof the set of Xi with i > n, let

XB nAm
n

, .

show that Xi tends weakly to X using Chapter 2, Section 18, Exercise 1.)

EXERCISE 5 Let E be a completely regular space whose topology T
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is finer than a certain metrisable topology To. Let A be a subset of E.
The following conditions are equivalent;

a) A is relatively compact.

b) Every sequence extracted from A admits a cluster point.

c) For every sequence extracted from A, there exists a subsequence
extracted from the latter which is convergent. (Show that b) implies c)
viewing the topology T as the l.u.b. of a family of metrisable topologies
T i finer than To. Show then that a) implies that the closure of A is
metrisable).

EXERCISE 6 Let K be a compact space, A and B two weakly relatively
compact subsets of O(K). Show that the set AB of fg(f E A, g E B) is
weakly relatively compact. (Use Theorem 3.) For a deeper and more
general result, see Part 4, Section 2, Corollary 1.

EXERCISE 7 Let M be a locally compact space, (fi) a sequence in
ao(M). It is a weak Cauchy sequence if and only if it is bounded
and converges at each point of M. (Use the Lebesgue theorem.)

3 Krein's theorem

THEOREM 4 (KREIN) Let E be an LCTVS, A a weakly compact subset of
E. Then its closed convex hull r(A) is weakly compact if and only if it
is complete for the given topology.

Applying the same statement to E with r(E, E') (which does not
change the corresponding weak topology) we see that it suffices that
r(A) be complete for r(E, E') which is a priori less restrictive.

COROLLARY 1 Let E be a quasi-complete LCTVS, then in E the closed
convex hull of a weakly compact subset is weakly compact.

Theorem 4 is contained in the following statement which appears
more general.

COROLLARY 2 Let E be an LCTVS, A a compact subset of E. Then its
closedconvex hull r(A) is compact if and only if it is complete for r(E, E').

(Theorem 4 can be obtained by applying this statement to a space E
with the weak topology.)

The condition is necessary since a compact subset of E is complete
therefore complete for r(E, E'). Conversely, suppose r(A) complete for
r(E, E'). Since r(A) is precompact for the given topology it ~u,ffiQes to
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show that it is complete for this topology and a fortiori to show that
it is weakly compact. Thus we are reduced the case where the given
topology of E is the weak topology, and we may, as in the proof of
Theorem 2, assume E to be complete for -r(E, E'). It will suffice to show
that the disked hull B of A is weakly relatively compact, Le. that the
identity mapping u from the normed space E B = F generated by B
(with the norm gauge of B) in E is weakly compact. By Chapter 2,
Section 18, Theorem 13, Corollary 1, this means that u' transforms the
equioontinuous subsets A' of E' into relatively compact subsets of F
for at]", F"). Now consider the subspace H of elements of F' whose
restrictions to A are continuous for a(E, E'); it is clearly a closed,
therefore complete vector subspace ofF' and the norm induced on H by
F' is also that induced by the space O(A) of continuous functions on the
compact A with a(E, E') (B is the disked hull of A). Therefore, H is a
closed subspace of O(A), hence weakly closed, and for a subset H
to be relatively compact in F' for a(F', F") it is (necessary and)
sufficient that it be weakly relatively compact in O(A), then by con­
tinuity it will be weakly relatively compact in the Banach space F',
i.e. for oi]", F"). Now clearly u' (E') cHand we must show only that
u' transforms an equieontinuous subset of E' into a weakly relatively
compact subset of O(A). Then u' transforms x' E E' into the restriction
of x' to A and we must show that if x' runs through an equicontinuous
subset of E', its restriction to A runs through a weakly relatively com­
pact set in O(A). Now, by Theorem 3, this is clear (since u': E'~ O(A)
being continuous from E' weak into O,(A) transforms an equicontinuous
subset, therefore weakly relatively compact subset ofE', into a relatively
compact subset of Os(A), and we verify besides that it is bounded.
This ends the proof (but notice that in the form of Theorem 3 the
proof uses essentially Eberlein's theorem and the Lebesgue theorem in
integration).

PRoPOSITION 4 Let K be compact with a measure !-l, f a weakly con­
tinuous mapping from K into a quasi-complete LCTVS E. Then f is
weakly integrable in E.

Recall that this means that on one hand f is scalarly integrable
(trivial, since scalarly continuous) and furthermore the linear form
x on E' given by

<x, x') = J<J(t), x'> all

belongs to E . Now, supposing II !-l II < 1, which is permitted, we see
that x belongs to the polar, in the algebraic dual of E', of the polar of
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f(K)-, that is, to the bipolar ofj(K), that is to the weakly closed disked
hull of f(K) in the weak completion of E. It suffices then to show
that this hull is contained in E, therefore that the weakly closed disked
hull of f(K) in E is already weakly compact. Now f(K) being weakly
compact by continuity, it suffices to apply Theorem 4, Corollary 1,
which is also valid for the closed disked hull, either as a result of the
given proof or as an immediate corollary of the given statement.

EXERCISE 1 Show that the conclusion of Proposition 4 remains valid
if we suppose K locally compact only, the measure p, bounded, f weakly
continuous and bounded. (Examine first the case where p, has a compact
support, by Proposition 4, then pass to the limit for any given p,).

EXERCISE 2 Let K be a compact subset of a complete LCTVS. Show
that the closed convex hull of K is the set of weak integrals

fK xdp(x)

where p, runs through the set of positive measures of norm 1 on K.
Show that Theorem 4 would be an easy consequence of Proposition 4.

Supplementary exercises

Here are some exercises on compactness which could have been given
starting from Chapter 2, with the exception of Exercise 3, 3) and
Exercises 4 and 5 which use ~mulian's theorem.

EXERCISE 1 Let (Xi) be a Cauchy sequence in an LCTVS E, show that
its closed disked hull A is metrisable. (Work out the case where E is
complete and Hausdorff, then (Xi) convergent, then the case where the
limit is zero noticing that the sum of two metrisable compact sets A
and B is a homeomorphic compact set since it is metrisable to a separ­
able quotient of A x B. Then using Chapter 2, Section 13. Exercise 2,
notice that A is isomorphic to a quotient space of the unit ball of II with
a(ll, co) and that the latter is a metrisable compact set.)

EXERCISE 2. Let E be an LCTVS, let G) be the set ofsubsets A ofE such
that from every sequence extracted from A, we can extract a Cauchy
subsequence (G) then contains the metrisable precompact spaces).

1) Let u be a linear mapping from E into an LCTVS F. Show that if
u transforms convergent sequences into convergent sequences, then
u transforms Cauchy sequences into Cauchy sequences and the A E G)

into precompact subsets. (For the first part, let A be the closed disked
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hull of the Cauchy sequence (Xi), show that the restriction of u to A is
uniformly continuous, noticing that by Chapter 2, Section 14, Lemma,
it suffices to show the continuity of this restriction at the origin and that
it then suffices, by Exercise 1, to show this continuity for the sequences
in A tending to O. The second point follows from the first in a purely to-
pological way, using Weil's criterion.) ,

2) Let A' be a set of linear forms on E which are continuous on the
sequences, then the following conditions on A' are equivalent:

a) A is precompact for uniform convergence on the convergent
sequences of E;

1;» A' is precompact for G)-convergence;
o) every convergent sequence (or also: every Cauchy sequence) in

E, 'converges uniformly on A'. (Show that this statement is equiva­
lent to the first one, using Chapter 2, Section 13, Theorem 12.)

EXERCISE 3 Let E be LCTVS, G) the set of subsets A of E such that
from every sequence extracted from A we can extract a weak Cauchy
subsequence (G) contains then the bounded sets which are metrisable
for the weak uniform structure since "bounded" is equivalent to
"weakly precompact").

1) Let u be a linear mapping from E into an LCTVS F. If u transforms
the weakly convergent sequences into convergent sequences, it trans­
forms weak Cauchy sequences into Cauchy sequences, and the A E G)

into precompact subsets, (Particular cases of the preceding exercise
applied to E weak; the same proof for 2).)

2) Let A' be asubset of E'. The following conditions are equivalent:

a) A' is precompact for uniform convergence on the weakly con­
vergent sequences of E;

b) A' is precompact for G)-convergence;
c) every weakly convergent sequence (or .also : every weak Cauchy

sequence) in E, converges uniformly on A'.

Following G. Kothe we call such a subset of E' limited ("begrenzt");
this notion depends only on the dual system (E, E') (so that the limited
subsets of E are defined at the same time).

3) ·A' c E' is liinited if it is precompaot for r(E', E). This condition
is' also necessary if E is separable or metrisable (more generally, each
time that Smulian's theorem is valid in E, as it means that the weakly
compact subsets of E are in G)!).

4) A weakly continuous linear mapping (only the dual systems are
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pertinent here) from one LCTVS into another transforms limited
subsets into limited subsets. Show that for a subset A ofE, the following
conditions are equivalent:

a) A is limited;

b) every weakly continuous linear mapping from E into a separable
LCTVS F transform A into a precompact subset;

c) every weakly continuous linear mapping from E into Co

transforms A into a precompact subset of Co.

(a) => b) follows from 3), b) => c) is trivial and c) => a) can be seen
using a canonical bijective correspondence between weakly continuous
linear mappings from E into CO, and sequences weakly convergent to
o in E'). Compare with Section 2, Exercise 2, c).

EXERCISE 4 Let (E, E') be a dual system, GJ the set of subsets A of
E such that from every sequence extracted from A we can extract a
weak Cauchy subsequence, A' the set of analogous subsets of E', .flI
(resp. .flI') the set of limited subsets of E (resp. E') (see Exercise 3).

1) Show that the following conditions are equivalent:

a) GJ c .flI; a') GJ' c .flI';

b) (resp. c) the weakly convergent sequences (resp, the weak
Cauchy sequences) in E are limited;

b') (resp, c') the same statement relative to E' ;

d) For every sequence (Xi) (resp. (x~)) in E (resp. E') which tends
weakly to 0 we have lim <Xi' X~) = o.

2) If E is separable, it cannot have the preceding property unless its
bounded subsets are precompact for i(E, E'); in particular if E is a
normable space this E must be finite dimensional. The same conclusion
follows if E is a reflexive not necessarily separable Banach space (use
Exercise 3, 3)).

3) Let K be a compact Stonian space, set E = O(K), show that
(E, E') satisfies the conditions of 1). (Use Part 4, SectionI, Exercise 12,
2) showing that a weakly convergent sequence in E' converges for
a(E, E") and also the same Section 1, Exercise 11, showing that in a
dual of a space O(K) a sequence convergent for a(E', E") converges
for i(E', E.)

4) Noticing that if in 3) K is infinite (for example O(K) = Zoo when
K is the Stone compactification of the integers), there exist weak

p
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Cauchy sequences not weakly convergent in E = O(K) (see for example
Part 4, Section 2, Exercise 3, 2°), conclude from this that there exist in
E limited subsets that are not even weakly relatively compact. (Com­
pare with Section 2, Exercises 2 and 3.)

EXERCISE 5
1) Let p, be a positive measure countable at infinity on a locally

compact space M, let E = Ll(p,). Show that from every bounded
sequence of the dual E' we can extract a weakly convergent subse­
quence. (Reduce to the case where p, is bounded replacing p, by an
equivalent measure which replaces Ll(p) by an isomorphic space; in
this case we have L" eLI, and the inclusion mapping is continuous
for (J(Lex>, Ll) and the weak topology a(LI, Lex» of LI, therefore the unit
ball of Lex> is a weakly compact subset of LI. Then apply ~mulian's

theorem in Ll.)

2) Let p, be a measure on a locally compact space. Show that the
limited subsets of E = Ll(p) (see Exercise 3) are identical to the pre­
compact subsets of E. (In order to show that a limited subset is pre­
compact we can suppose that it is a sequence in E = Ll(p); reduce
to the case where p, is countable at infinity; in this case, the assertion
follows trivially from 1).)

EXERCISE 6 Let E be an LCTVS whose strong dual is separable, A
linear mapping u from E into an LCTVS F, transforming weakly con­
vergent sequences into convergent sequences, transforms bounded sub­
sets into precompact subsets-and conversely. (Use Exercise 3, 1),
noticing that the bounded subsets of E are weakly metrisable in this
ease.)

PART 4 WEAK COMPACTNESS IN Ll

1 The Dunford-Pettis criterion and its first consequences

In what follows, M stands for a locally compact space, p, a positive
measure on M. We suppose the general theory of integration (Bourbaki,
Integration, Chapters 1 to 5) is known and we follow in general Bour­
baki's terminology. Recall that Ll(p) = Ll the Banach space of equi­
valent classes of summable functions, with the norm

" f" = f J f(s) I df' (s),

and that its dual can be identified with Loo(p) = L'", the space of
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classes of measurable and bounded functions with the norm

II/IIOCI = l.u.b, in measure I/(s) I·
The coupling is given by

<1, g) = ffg df-l (f E L" gEL"').

It is sometimes convenient to introduce the space vII(f-l) = vii of all
classes of measurable scalar functions (modulo the equality locally
almost everywhere), with the topology of convergence in measure on every
compact set, where a fundamental system of neighborhoods of 0 is
formed by sets V(K, 8), K compact cNI and 8 > 0 formed by the f
such that the set of points of K, where I f(s) I > 8, is of measure> 8.

(We thus obtain a TVS topology but in general not a LCTVS). The
convergent sequences for this topology are said to be sequences con­
vergent in measure on every compact set. The LP spaces can be imbedded
canonically and continuously in vii (which explains the use of vii).
Recall Egoroff's theorem, a sequence (fi) which converges almost every­
where, converges in measure on every compact set.

If A is a subset of M, we call c/>A its characteristic function or also
its class in LOCI if A is measurable. With this notation we have for
re t».

<I, "'A) = L1df-l.

LEMMA 1 Let (fin,) be a sequence in L1 such that «fm c/>A» is convergent
for any open set A. Then we have

a) For every 8 > 0 there exists1} > 0 such that A measurable, f-l(A) < 1]

implies <I fn I, c/>A >< 8 for every n.

b) For every 8 > 0 there exists a compaci set K c M such that

<I fn I, c/>CK> < 8

for every n.

Proof
a) I t is well known that for a given f ELl we can find for every

8 > 0 an 1] > 0 such that A measurable, ",(A) < 1} implies

<I f I, c/>A> < 8.

(Since, letting M n be the set of s E M such that If(8) I > n, then

n M n = C/>,

therefore, by Lebesgue's theorem

<I f I, c/>Mn> --+ 0,
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so that there exists n such that

<I I I, 4>M,) <: 8/2;
choose 1) = (8/2n), then A is measurable and p(A) <: 1) implies

<I I I, 4>A> < <I I I, 4>Ar>CMn> + <I I I, 4>Mn> <: 1)!l(A) + 8/2 < 8.

Suppose first that for every open set A, <1m 4>A> tends to o. In order to
prove a) it suffices to show that we can find 1] > 0 such that A measur­
able, p(A) <: 1] implies

<1m 4>A> <: e
for every n, since we shall then have (supposing the l-n real)

<I I I, ePA> = <I, 4>A1> "- <1,4>A.)
(where A b or A 2, is the set of points of A where l-n is positive, resp.
negative) whence,

<III, epA> <: 8 + 8 = 28.

We proceed now by contradiction supposing that for any 1] > 0,
there exists a measurable set.A and an index n such that

p(A) < 1), I <1m 4>A> I > 8.

We can clearly suppose A open (replacing it by a slightly larger open
set and n as big as desired. We shall construct by simultaneous
induction a strictly increasing sequence of indices (ni) and a sequence
of open sets Ai' such that we have, where Aij are the set of elements of
Ai which do not belong to either A; 'or A k for k < i,

(1) I <lfiJ, epA'J> I -c 2-i - ; for every i,j

(2) I <1-nJ' epA j ) I :> 8 for every j.
Suppose the construction is done up to rank It; by the remark at the

beginning we can find an 1) > 0 such that

<I Ii I, epA> < 2-2k - 1 <: 2-i - (k + l )

for p(A) <: 1), j <: k

and since (I-n) tends to 0 on the characteristic functions of open sets
and therefore on their linear combinations 4>A

'1
(i , j <: k) we can find an

index n such that

I <1m, 4>A
'1>

I < 2- 2k - 1 <: 2-i - (k + l )

for m:>n, i,j<:k.
Finally, by hypothesis we can find an open set A = A k+ 1and m = nk+l
such that

p(A) <: 1), m:> n, I <1m, 4>A> I :> 8,
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and we verify immediately that the hypothesis of induction "is still
satisfied. Let A = u A k , which is open, and since

A = Ai U U A ii (disjoint union)
i

<lflj,1JA> = <Inj' 1JAj> + L <Inj' 1JAu>
i

then by (1) and (2)

I <Inj' 1JA> I ;> 8 - L 2-i -1 = 8 - 21•
i

But on the other hand we should have

<Inj, 1JA> -+ 0

which is a contradiction.
We now consider the general case. We claim that there exists an n > 0

and an 1') > 0 such that p(A) < n. p, q ;> n imply

<lip - la I, 1JA ><;; 8/2.
If not, we could find two sequences of indices Pk and qk and a sequence
from A k such that

1
u(Ak) <;; k' Pk, qk > k,

<l/pk - Iqk I, 1JAk> ;> 8/2,
which contradicts the preceding result as the sequence

(/"k - Iqk)
is a sequence which tends to 0 on the 1JA, A open. Then let nand 1J be
as above; choosing 1J sufficiently small we can furthermore suppose that
p(A) <;; 1') implies also

<11m I, 1JA> <;; 8/2
for m <;; n, We then have for p(A) <;; 1') and m ;> n

<11m I, tPA> <;; <I In I, 1JA> + <11m - In I, tPA> <;; 8/2 + 8/2 = 8

whence <11m I, 1J4> < 8

for every m which ends the proof of the first part of the lemma.

b) Let u« be the measure of density In with respect to f.l. From the
hypothesis that Pn(A) is a converging sequence for every open set A, we
wish to conclude that there exists a compact set K such that

I Pn I (C K) <;; 8

for every n. Interpreting the f.ln as bounded measures on the compact set
:if obtained by the adjunction of "a point at infinity" w, the hypothesis
remains valid in this interpretation of the f.ln, and the conclusion means
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that we can find a neighborhood V of w in Sf such that I u« I (V) < E

for every n. Now we can find a measure v on M such that the Pn belong
to Li(v) (identified in the usual fashion with a space of measures) for
example

v =; 2-
n II~II'

By the first part we can find 1} > 0 such that for every measurable
subset A of M, v(A) < 1} implies Iu« I (A) < 8. In particular, we can
choose a neighborhood V of w such that

v(V new) < 1},

which is the desired V.

THEOREM 1 (DUNFORD-PETTIS) Let H be a subset of L», Then H is
weakly relatively compact if and only if it satisfies the two following con­
ditions :

a) For every 1} > 0, there exists 8 > 0 such that A measurable and

p(A) < 1}

implies

for every f E H.

b) For every 8 > 0 there exists a compact set K c M such that

<I f 1, ePcx> < 8

for every f E H.

Suppose H weakly relatively compact. If a) were not true there would
exist a sequence (A-n,) of measurable subsets of ]j,f and a sequence (fn)
extracted from H such that

<I f-n, I, epAn>> 8, p(An) < lin.
But from Smulian's theorem we can extract from (f-n,) a weakly con­
vergent subsequence and this contradicts the first part of the preceding
lemma. Likewise, if b) were not true we could find a sequence of com­
pact sets K; c M pairwise disjoint and a sequence (f-n,) extracted
from H such that <Ifni, ePKn> > 8. Let ((In) be a weakly convergent
subsequence of (fn) (Smulian's theorem), let K be a compact set such
that

<I gn I, epCK> < 8/2
for every n we would have

8

<I gn I, ePKm> < "2 + <I (In I, ePKr.Km>'
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and the second term at the right tends to 0 for m~ 00 uniformly with
respect to n by Lemma 1, a) whence

<I f)n I, eP K m>< e
for every n for m > mo, which is absurd.

Suppose a) and b) verified, we shall show that H is weakly compact.
We use the

LEMMA 2 Let H be a subset of a Banach space E such that for every
e > °there exists a weakly compact subset H' of E such that every x E H
be at a distance < e from H'. Then H is weakly relatively compact.

Let B be the unit ball of E, E" the bidual of E, 11 the closure of Bin
E" with the weak topology (i.e, a(E", E')). H being clearly bounded,
it suffices to show that its weak closure R in E" is contained in E. Now
from

H c H' + eB
we conclude

He H' + e11
since H' being weakly compact and e11 weakly closed the second term
is weakly closed in E". A fortiori we shall have

HcE+e11
for every e > 0, whence H c E since E is strongly closed in E". The
conclusion follows.

We now return to the conditions of Theorem 1. For every compact
K c M, consider the setH' = ePKHofproductsePKf,fEH. ByLemma 2
and condition b) of the theorem it suffices to show that the sets H' are
weakly relatively compact, which leads us to the case where all the
f e H vanish outside a fixed compact set K, therefore to the case where
M is itself a compact set K. In this case we have LW eLI. We see first
of all that a) implies that H is bounded. Let A be the unit ball of L'";
on A, convergence to 0 in the sense of the topology induced by Ll im­
plies uniform convergence on H. In fact, by condition a) on H we see
easily that even the convergence in measure on A implies uniform con­
vergence on H. Now on L" the topology induced by Ll is the topology of
uniform convergence on the subset A of L 1, and the preceding argument
means that for every e > °there exists YJ > 0 such that

A flYJAo c eHo.

By polarity this can be written

~H c r(Ao,~A)
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where A 0 is simply the unit ball B of Ll. Then a fortiori

e
H c - A + f,B,

1]

i.e. we have the conditions of Lemma 2, with H' = !.. A. It suffices to
1]

notice that A is a weakly compact subset of L1 which is immediate,
the identity mapping from L" into L1 being continuous for the weak
topology a(L <Xl, L 1) of L 00 and the weak topology of L 1 and transforming
then the weakly compact subset A of LtX> into a weakly compact subset
of L':

COROLLARY 1 Let HeLl and let H' be the set off e L» such that there
exists g E H with I f I =< I g I· Then H is weakly relatively compact if H' is.

In particular

COROLLARY 2 A subset of L1 which is order bounded is weakly relatively
compact.

(Choose in Corollary 1 H reduced to an element.)

COROLLARY 3 In a space L), a weak Cauchy sequence is weakly con­
vergent.

By Lemma I, the two conditions of Theorem 1 are satisfied.

PROPOSITION 1 Every bounded sequence in L 00 converging to an f in
measure on every compact set, converges to f uniformly on every weakly
compact subset of L1 (i.e. for the Mackey topology --c(Loo, L1).

The proof is immediate by conditions a) and b) of Theorem L The
converse is true, see Exercise L

COROLLARY Let u be a weakly continuous linear mapping from L 00 into
an LCTVS E. Then '1.(, transforms the bounded sequences convergent in
measure into convergent sequences of E.

In fact, the transpose u' of u is a linear mapping from E' into L'
continuous for a(E', E) and a(Lt, Loo) and thus transforms the weakly
compact subsets and a fortiori the weakly closed equicontinuous subsets
of E' into weakly compact subsets ofL': The conclusion of the corollary
means precisely that the sequences (fn) considered, converge uniformly
on the images by u' of equicontinuous subsets of E', which follows from
Proposition 1.
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PROPOSITION 2 Let H c L leu). For H to be relatively compact it is neces­
sary and sufficient that it be weakly relatively compact and relatively com­
pact on the space ..A(ft) (for the topology ofconvergence on measure on every
compact set).

The necessity is clear. For the sufficiency it suffices to show that from
every sequence (!-,,.) extracted from H we can extract a subsequent
convergent in L», Now we can extract from it a weakly convergent
sequence (gn) (Smulian) and from this a sequence which converges
in measure; since if we suppose M countable at infinity then vIt(ft) is
metrisable (therefore every relatively compact sequence of this space
admits a convergent subsequence), and in the general case can be
reduced to the preceding case noticing that the gn are zero outside the
union of a sequence of compact sets (since each gn is integrable). The
proposition follows from

COROLLARY Let (fn) be a sequence in Lt. Then it converges strongly to
[ e L» if and only if it converges weakly and if it converges to f in Jt(u)
(i.e. in measure on every compact set).

. The necessity is obvious. For the sufficiency we notice that the set of
fn being weakly relatively compact in Ll satisfies conditions a) and b) of
Theorem 1. From this, and from the fact that it converges in measure
to f on every compact set, we conclude easily that

f If - I; I djh~ O.

COROLLARY 2 In the space 11 every weakly compact subset is compact,
"every weakly convergent sequence is convergent.

EXERCISE 1 A subset of LOCi is relatively compact for 7:(LOCi, Ll) if and
only if it is bounded and relatively compact in Jt (space of equivalent
classes of measurable scalar functions with convergence in measure on
every compact set). A sequence in LOCi converges for r(LOCi, Ll) if and only
if it is bounded and converges in measure on every compact set.
(Reduce to the second statement and use Proposition 1.)

EXERCISE 2 Let M be a locally compact space, ..A1(M ) the space of
bounded measures on M, the dual of Oo(M).

a) Let ft be a positive measure on M. If to every f E L l(ft) we assign
the measure fft of "density f" with respect to ft we obtain a metric
isomorphism from Ll({t) into ..A1(M ) which' respects the natural order
structures. We shall write Ll(ft) C ..A1(M ). Show that the L1lft)
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(Jt variable in Jtl(M)) form an increasingly directed family of closed
vector subspaces of Jtl(M) whose union is Jll(M). For every sequence
Ll(#i) of such subspaces there exists an Ll(p) of the same type that
contains them all. (Choose

1 u·
Jt = L 2i II u; II

and apply the Lebesgue-Nikodym theorem.)

b) Show that we can find a locally compact space M' with a posi­
tive measure p and an isomorphism of ordered Banach spaces from
Jtl(M) onto Ll(Jt). (Consider a maximal family ({ti) of positive measures
on M pairwise mutually singular and choose for (M', Jt) the sum of the
spaces (M i , #i) where M i is the support of Pi).

c) A subset of Jtl(M) bounded for the lattice structure is relatively
compact for a(Jtl(M), (Jtl(M»)').

EXERCISE 3
a) Let H be a weakly compact subset of a space Ll(p). Show that we

can find a sequence (K i ) of compact subsets of M such that every f E H
vanishes outside uKi , therefore that there exists anf E Ll such that for
every g E H we have gu E Ll(fu).

b) Conclude, with the notation of Exercise 2, that a weakly compact
subset of a space Jtl(M) is contained and is weakly compact in some
subspace LIp,. (Use Exercise 2, b); naturally, by weak topology in
Jll(M) we understand the weak topology defined by the dual of the
Banach space Jtl(M) and not the coarser topology a(Jtl(M), Oo(M».

c) Let A be a subset of a space Jtl(M). Show that the following
conditions are equivalent:

I) There exists a positive bounded measure p on M such that
A c Ll(p);

2) A is contained in the closed vector space generated by some
lattice bounded subset of (Jtl(M);

3) A is contained in the closed vector space generated by some
weakly compact subset of Jtl(M).

Show that the sets A are closed under countable unions. If {t is a
positive measure on M then the subset £1(p,) of Jtl(M) satisfies the
conditions above if and only if f.t is countable at infinity.

d) Let p, be a positive measure countable at infinity on the locally
compact space M, u a continuous linear mapping from Ll(Jt) into a
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space Jll(1J;I') (M' a locally compact space). Show that the image of
Ll(p} is contained in a space Ll(V), where v is some bounded positive
measure on M'. (Use c).}

EXERCISE 4
a) LetK be a compact space,F a quasi-eomplete LCTVS, u a continuous

linear mapping from C(K) into F. For every Hausdorff quotient space
/{ of K we identify O(/{) to a normed subspace of O(K). Show that u is
weakly compact if and only if every metrisable quotient space /{ of
K the restriction of u to O(K) is weakly compact. (Use Eberlein's
theorem and notice that every sequence in C(K) is contained in the space
O(K) with /{ some metrisable quotient of K.)

b) For every Hausdorff quotient space /{ of the compact set K we
consider the transpose rnapping of the canonical embedding from
O(/{) into O(K), we then obtain a canonical metric homomorphism
Jt ~ 4>(p.) from the space JI(K) of measures on K onto the space
JI(/{) of measures on /{ (4)(ft) is known as the i1nage of the measure ft by
the canonical mapping 4> from K into /{). Let A be a subset of JI(K).
Show that A is weakly relatively compact (by weak topology on JI{K)
we understand the topology a(JI(K) , (JI(K»') and not the topology
a(JI(K), O(K))), if and only if for every metric quotient /{ of K the
canonical image of A in vII(/{) is weakly relatively compact (Show that
A is bounded then reduce to the case where A is disked and closed for
a(JI(K), O(K)), therefore equal to the image of the unit ball of a dual
F' by the transpose of a continuous linear mapping u from O(K) into a
Banach space F. Show that u is weakly compact using a)).

EXERCISE 5 Let M be a locally compact space, Jll = Jll(M) the
space of bounded measures on M (the dual of Oo(M)). Every bounded
function f on M measurable for every measure on M (for example a

bore funotion) defines a continuous linear form ft 1-+ ff dft on J(1

of norm sup I f(t) I, which permits the identification of the space of
t

these functions with the uniform norm with a normed subspace of the
dual ofJll. We call E 1 (resp. Eo) the subspace formed of linear combina­
tion of characteristic functions of open sets (resp. of open sets which
are the union of a sequence of closed sets). By weak topology in Jll we
understand the topology a(Jll, (Jll)').

a) A Cauchy sequence for a(Jll, E t ) is already weakly convergent.
(Use Exercise 2, a) in order to reduce to the case of a sequence in a space
L l(ft), then use Lemma 1 and Theorem 1.)
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b) Let A be a subset of Jtl, then A is weakly relatively compact if
and only if A is relatively compact for a(Jtl, Eo). (Reduce to the case
where M is compact, using the one point compactification, then to
the case where M is metrisable by Exercise 4 b). Notice that A is
bounded by Chapter 3, Section 3, Exercise 7, c). It suffices then to
extract from every sequence (lti) in A a weakly convergent subsequence
by Eberlein's theorem. Extract first of all a convergent sequence for
a(Jtl, 0 0 ) using the fact that the unit ball of Jtl is metrisable and
compact for this topology. Then notice that A is also relatively compact
for a(Jtl, Eo), where Eo is the closure of Eo for the norm topology of
..-It 1 and that 0 0 cEo so that every sequence in A which converges for
a(Jtl, 0 0) converges also for a(Jtl, Eo) by compactness, therefore
weakly by a)).

c) Let u be a continuous linear mapping from Oo(M) into a quasi­
complete LCTVS F. Show that the following conditions are equivalent:

1) u is weakly compact;
2) u"(Eo) c F;

, 3) u transforms weak Cauchy sequences into weakly convergent
sequences; .

4) u transforms every bounded non-decreasing sequence into a
weak Cauchy sequence.

(We have immediately 1) ::> 2) => 3) => 4), by the characterization of
weak Cauchy sequences in Oo(M), Part 3, Section 2, Exercise 8; further­
more we easily obtain 4) ::> 2); finally 2) => 1) by bj).

EXERCISE 6 Let M be a locally compact space, F a quasi-complete
LCTVS. We suppose that in F every weak Cauchy sequence is weakly
convergent. Show that every continuous linear mapping from Oo(M)
into F is weakly compact. (Use Exercise 5, c). Every continuous linear
mapping from Oo(M) into a space Ll or Jtl(M), M' being locally com­
pact, is weakly compact. (Use a) and Theorem 1, Corollary 3), finally,
use the fact that Jtl(M) is isomorphic to a space L", Exercise 2 bj.)

EXERCISE 7 Let M be locally compact with a positive measure It,
E a quasi-complete LCTVS, f a scalarly summable mapping from M
into E which defines a natural linear mapping u from E' into Ll(U),
ux' being the equivalent class of the function <f(t), x'). The transpose
of u is a linear mapping from L" into the algebraic dual R of E' usually
denoted by

u'</> = ff</> dft
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("weak'integral"). Show that f f4> dlt is an element of E for every cP E L"
if and only if this is the case for every 4> characteristic function of a
closed set. (Consider the case where F is a Banach space; then show that
u is a continuous linear mapping from E' into Ll using the closed graph
theorem, therefore u' is a continuous linear mapping from L'" into E".
Conclude that it maps Oo(M) into E, then, using Exercise 5, c), Criterion
2), conclude that it is a weakly compact linear mapping from Oo(M) into
E. Conclude by noticing that the unit ball of Oo(M) is weakly dense in
that of LOO).

EXERCISE 8 Let E be a quasi-complete LCTVS in which every weak
Cauchy sequence is weakly convergent (for example, a reflexive space
or LI). Show that in E every scalarly summable sequence is summable.
(Use Chapter 2, Section 18, Exercise 3.)

EXERCISE 9 Let M be a locally compact space, let Jtl = JtI(M) be
the space of bounded measures .on M (dual of 0 0 = 0o(M), H a subset
of Jtl. Show that the following conditions are equivalent:

a) H is relatively compact for U(Jtl, (..It l )') .

b) There exists a positive measure It on M such that H c: Ll(p,)
(when LI(p,) is identified with a space of bounded measures as in
Exercise 2). Then It being thus fixed, H as a subset of Ll(p,) satisfies
the conditions a) and b) of the theorem.

c) There exists a positive measure J.l on M such that H c LI(It).
Then H being thus fixed, every bounded sequence (ffl) in LOO(It) which
converges in measure converges uniformly on H.

d) Every sequence in 0 0 weakly convergent to 0 (i.e. bounded and
converging to zero in every point of M), converges uniformly on H.

e) For every sequence of open sets 0 i pairwise disjoint in M we have
lim Jt(Oi) = o.uniformly when Jt is in H.

f) H satisfies the two conditions: (i) For every compact K c M and
every c. > 0, there exists an open set U ~ K such that

I Jt I (U n CK) <: e

for every Jt E H. (ii) For every c > 0 there exists a compact K c M
such that I It I (C K) =<: e for every Jt E H.

a) => b) by Exercise 3, b) and Theorem 1; b) => c) by Proposition 1;
c) ~ d) trivially; we show without difficulty d) => e) and e) => f).

It remains to be shown that f) :::> a), for this consider, using Eberlein's
theorem, the case where H is countable and contained in a space
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Ll(p,), using Exercise 2 a). (Then use Theorem 1 where we need only
prove condition a); for this we can consider the case where M is compact
and we finally prove the conclusion by contradiction, not at all trivial.)

EXERCISE 10 Let u be a continuous linear mapping from Oo(M) (M
locally compact) into a Banach space E. Show the equivalence of the
following conditions:

a) u is weakly compact;

b) there exists a positive measure Jt on M such that u'(E') c Ll(p,).
Then Jt being fixed the following conditions are satisfied:

(X) For every e > 0 there exists 1] > 0 such that for every borelian
set A with Jt(A) <: 1] we have II U"(epA) II < e.

fl) For every e > 0 there exists a compact X c M such that for
every borelian set Ace X we have II U"(CPA) II < e.

c) There exists a positive measure Jt on M such that u can be ex­
tended by continuity into a mapping from LOO(Jt) into E continuous with
respect to a{LOO(p,) Ll(Jt» and a(E, E').

d) u transforms the weakly convergent sequences of Oo(M) into
strongly convergent sequences of E.

e) For every sequence (Oi) of open pairwise disjoint subsets of M we
have lim u"(epoJ = 0 in E.

f) We have the two properties:

(X) For every compact X c 11 and every s > 0, there exists an
open set U ::J X such that for every X' contained in U n CX we
have II U"(epK') II < e.

fl) For every e > 0 there exists a compact X contained in M such
that for every compact X' disjoint from X we have II U"(epK') II < e.

In the statements of conditions a), c) and f) we have identified as in
Exercise 5, the bounded bore functions on M with elements of the
bidual of0 o(M). epA is the characteristic function of A. (Proof: with the
exception of c), the equivalence of these conditions is merely the
reformulation of the equivalence of the corresponding conditions in
Exercise 9. a) => c) follows directly from Exercise 3, b) and c) :::> a) is
trivial because the unit ball of L«>(Jt) is compact for the considered weak
topology). Extend the equivalence of conditions a, d, e, f (f appropriately
modified) to the case where E is a quasi-complete LCTVS.

Compare the results of Exercises 9 and 10 to those of the following
exercise (and also of Exercise 5).
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EXERCISE 11 Let E be an § space. A subset H of E' is relatively
compact for 7:(E', E) if and only if every weakly convergent sequence in
E converges uniformly on H; a linear mapping from E into an LCTVS
F transforms weakly compact subsets into compact subsets if and only
if it transforms weakly convergent sequences into convergent sequences.
(These two statements are equivalent by Chapter 2, Section 18, Theorem
12; the proof is immediate by Smulian's theorem.)

Let E = Oo(M). A subset of E' is relatively compact for r(E', E) if
and only if it is so for a(E', EO); a linear mapping u from E into a
quasi-complete LCTVS F is weakly compact if and only if it transforms
weakly compact subsets into compact subsets. (Use Theorem 1, and
Exercise 9. Compare with the next section Proposition 3 and Corollaries,
and Theorem 2, and Section 2, Exercise 3, 3), 4), 5).)

EXERCISE 12
1) Let E be a Banach space. Show that the following conditions are

equivalent:

a) Every continuous linear mapping from E into a separable
quasi-complete LCTVS is weakly compact.

b) Every sequence (Xi) of E', which converges weakly to 0, con­
verges to 0 for a(E', E").

(For a :::::> b we consider the mapping

x h)o- «x, Xi»)

from E into Co defined by the given sequence in order to show that
the latter is relatively compact for a(E', EO); for b ::::> a it suffices to
show that the image of an equicontinuous subset of E' by the transpose
u' is relatively a(E', E")-compact, and for this we use Eberlein's
theorem noticing that from an equicontinuous sequence of the dual of
F' we can extract a weakly convergent subsequence.)

2) Let K be a Stonian compact space, i.e. such that O(K) is a com­
plete lattice. Show that O(K) has the properties considered in 1) (We
admit that C(K) is a direct factor of the space lOO(K). Compare with
Chapter 3, Section 3, Exercise 8, cj), this leads us to the case

E = lOO(K) = O(It)
(K a given index set, it. its Stone compactification). It suffices to show
that the sequence (Xi) is relatively compact for a(E', E") and for this
we apply Criterion c) of Exercise 9 noticing that we can suppose the
O, simultaneously open and closed, K being totally discontinuous. Pro­
ceeding as in Chapter 3, Section 3, Exercise 8, a), consider the case
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where I is the set of integers and O, = {i}, then conclude by means of
Chapter 3, Section 7, Exercise 2, c).

3) A separable Banach space isomorphic to a quotient of a space
C(K), K stonian compact, is reflexive (use 2». Conclude that if M is an
infinite locally compact space with countable base, then Co(M) is not a
direct factor in its bidual. (Notice that when the dual of E = Oo(M)
is isomorphic to an Ll space, Exercise 2, its bidual, is isomorphic to a
space L'", then to a O(K) with K a stonian compact set. On the other
hand, E is separable, and therefore cannot be isomorphic to a quotient
of E" since E is not reflexive.) This generalizes Chapter 3, Section 7,
Exercise 2, d).

EXERCISE 13 Let M be a locally compact space with a positive measure
fl, E a Hausdorff LCTVS, E' its dual. A mapping f from Minto E is
said to be strictly weakly summable if it is scalarly summable and if for
every eft E L", the weak integral J eft! dfl (which a priori is a linear form
on E') is an element of E. Then f defines a linear mapping u, from L 00

into E, u/(eft) = J eftf dfl which is continuous for the weak topology
a(L eo , L I) and a(E', E) therefore transforms the unit ball of L 00 into a
weakly compact subset of E.

1) If f is a strictly weakly summable mapping from Minto E, the
mapping u/ transforms the unit ball of L'" into a limited subset of E
(see Part 3, Section 3, Supplementary Exercise 3, 3). (We must show
that every sequence (x;) weakly convergent in E' converges uniformly
on the subset of E in question or equivalently that the sequence u;x~ is
strongly convergent in LI. By Proposition 2, Corollary 1, it suffices to
show that it is a sequence in £1 which is weakly relatively compact and
that it converges at every point.)

2) Conclude that Uf is a compact mapping in each of the following
cases: E is separable; E is a reflexive Banach space or more generally
the dual F' of an (~) space F with the topology r(F', F); E is an £1
space; f is strongly measurable. (Except for the last case, under each
of the preceding conditions, the limited subsets of E are precompact, by
Part 3, Section 3, Supplementary Exercise 3, e, and Supplementary
Exercise 5; in the last case, reduce to the case where E is a Banach space
-using Part 3, Section 2, Exercise 3-then the case where M is count­
able at infinity, finally the case of E separable noticing that we can
assume that/is defined on a separable subspace of E.) Note: We do not
know whether uf is compact in all cases. We can easily reduce the
problem to the case where E is the Banach space Zoo and M is compact
proceeding as above, and thus to the case where M is metrisable or
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even where M is the segment (0, 1) with Lebesgue measure, and we
can finally assume f to be bounded using Section 2 Supplementary
Exercise 4, 3).

3) Let f be a scalarly summable mapping from M into the complete
space E. Show that f is strictly weakly summable if and only if the
mapping from E' into Ll(/l) defined by f transforms equicontinuous
subsets into weakly relatively compact subsets of L», and that we can
find a total subset H of the weak dual LOCi of L» such that J 4>1 d/l E E
for every 4> E H. (Notice that u/ is then a mapping from LOCi into the
algebraic dual E'* of E' continuous for r(LOCi, Ll) and for the equi­
topology of equi-continuous convergence on E' mapping the dense
vector subspace generated by H into the complete, therefore closed
subspace E of E'*.)Note: we do not know whether the second condition
stated above is superfluous. We can reduce this question to the case
where E is a Banach space, M compact and finally (by Section 2,
Supplementary Exercise 4, 3) f scalarly essentially bounded.

2 Application of the Dunford-Pettis criterion

PROPOSITION 3 Let E be an LCTVS, ~ a set ofbounded subsets ofE, ~'

the set of subsets of E' which are disked, equiconiinuous and compact for
a(E', E"). The following assumptions on (E, ~) are equivalent:

a) Every continuous linear mapping u from E into a Hausdorff
LCTVS F which transforms bounded subsets into weakly relatively compact
subseie, transforms the A E ~ into relatively compact subsets.

b) The A E ~ are precompact for the ~'-topology.

c) The A' E ~' are precompact for the ~-topology.

We point out immediately that in the definition of ~' it was not
necessary to suppose the A"s disked (by Krein's theorem, Part 3,
Section 3).

The proof is standard: a) :::::> b), since if we take F to be the com­
pletion of E for ~'-convergence and u the identity mapping of E (with
its given topology) into F, u satisfies the conditions of a) by Chapter 2,
Section 18, Theorem 13 (the transpose u' transforms an equicontinuous

- subset of F' into a set contained in an element of ~', thence equicon­
tinuous and a(E', Ell) compact), therefore transforms the A into rela­
tively compact subsets of F, i.e. the..A E ~ are precompact for ~'-eon­
vergence. b) :::> c) by Chapter 2, Section 18, Theorem 12 applied to the

.preceding mapping u from E into F. Finally c):::> a) by the same
Q
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theorem applied to 'U. (We find that 'U transforms the A E ~ into
precompact subsets of F, but since they are also weakly relatively
compact by the hypothesis on 'U, A being bounded, they will be even
relatively compact-Chapter 2, Section 18, Proposition 37, Corollary 1.)

COROLLARY 1 Let E be a quasi-barrelled space, E' its strong dual, sup­
pose that E' satisfies the conditions ofProposition 3 when ~' stands for the
set of a(E', E")-compact subsets of E'. Then E satisfies the analogous
condition (relative to the set of weakly compact subsets of E).

We use the notations of Proposition 3. The hypothesis on E' means
also (when we choose the statement b) of the proposition, which we
apply to (E', ~')) that the A' E ~' are precompact for the topology of
uniform convergence on the set ~" of subsets A" of E" which are
equicontinuous and a(E", E"') compact. But an A E ~, i.e. a weakly
compact subset of E, clearly belongs also to ~", (since E being quasi­
barrelled is a topological vector subspace of E" strong), therefore a
fortiori the A' E ~' are precompact for ~-convergence, which is merely
Condition b) of Proposition 3 for (E, ~).

COROLLARY 2 Let E be an (§) epace, ~ the set of weakly compact sub­
sets of E. For the conditions ofProposition 3 to be satisfied it is (necessary
and) 8ufficient that every sequence weakly convergent to 0 in E, converges
'Uniformly on every A' E ~'.

We shall use the Condition b) of Proposition 3. The necessity is
trivial. For the sufficiency we must show that every weakly compact
disked subset A ofE is precompact for ~'-convergence. Now (Smulian's
theorem) we are able to extract from the given sequence a weakly
convergent subsequence which by the hypothesis will also converge in
the ~-topology.

COROLLARY 3 Let E be an LCTVS, ~ the set of subsets of E which are
weak Oauchy sequences. Then the conditions ofProposition 3 are equivalent
to the following: '

a') Every continuous linear mapping u from E into a Hausdorff
LCTVS F, which transforms bounded subsets into weakly relatively com­
pact subsets, transforms weak Oauchy sequences into convergent sequences.

b') Every weak Oauchy sequence in E is also a Oauchy sequencefor the
~'-convergence.

If these conditions are satisfied, and ifE is of type (~), then the con­
ditions of Proposition 3 are still satisfied if ~ is the set of weakly
compact subsets of E.
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It is in fact immediate that a') resp. b') are equivalent ways of
expressing a) resp. b). Finally, the last part of the corollary follows from
Corollary 2.

THEOREM 2 Let E be a space Ll(Il) on 0o(M), u a mapping from E into
a Hausdorff LCTVS F which transforms bounded subsets into weakly
relatively compact subsets. Then u transforms weakly compact subset8 into
relatively compact subsets and weak Oauchy sequences into convergent
sequences.

The first assertion means that E satisfies the conditions of Proposi­
tion 3 when ~ is the set of weakly compact subsets of E. Furthermore,
since the dual L" of a space Ll is isomorphic to a space O(K) (Kakutani,
Stone), this assertion on Ll spaces will be already established ifwe show
it for the Oo(M) spaces (by Proposition 3, Corollary 1). Then, the
second assertion will also be proved for the case E === Ll since in Ll a
weak Cauchy sequence is weakly convergent (Theorem 1, Corollary 3).
We are thus reduced to the case E = Oo(M). Furthermore, by Pro­
position 3, Corollary 3, it suffices to prove the second assertion of the
theorem which can also be stated: Let (fi) be a weak Cauchy sequence
in E = 0o(M), A' a subset a(E', E") compact in E'. Show that (fi' Il)
converges uniformly when Il runs through A'. If this is not the case
we could find 8 > 0, extract from A' a sequence (Ilj) and find a strictly
increasing sequence (i j ) of indices such that

I <fii+1 - fii' Ili) I :> 8.

This leads us to the case where A is a weakly relatively compact
sequence. But we know that a bounded positive measure Il then exists
such that all the Ilt are absolutely continuous with respect to Il

1 u,
for example: Il = 1: 2£ II Ui II

so that the Ilt can be identified with elements of Ll(/-L). Since Ll(Il) is a
normed subspace of the space .A'l(M) = E' of bounded measures on E,
which is closed (since it is complete) therefore also closed for a(E', E"),
the sequence A' is also weakly relatively compact i~ Ll(Il). On the
other hand, (fi) being a weak Cauchy sequence, it is bounded in 0o(M),
and furthermore converges in each point, and a fortiori converges in
measure on every compact set with respect to Il' By Proposition 1, it
follows that <fi' Il) converges uniformly when Il runs through A'; this
ends the proof.

COROLLARY 1 Let E, F, G be LCTVS, u a continuous bilinear mapping
from E X F into G. We suppose that E is a space isomorphic to a space
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Ll or to a space Oo(M). Then for every weakly compact subset A of E and
B of F the restriction of u to A X B is continuous for the product of the
weak topologies on A X B, and the weak topology on G (in particular,
u(A X B) is a weakly compact subset of G).

We can reduce this to the case where u is a continuous bilinear form.
By Chapter 2, Section 18, Theorem 12, it suffices to show that the
linear mapping v from E into F' defined by u transforms the weakly
compact subsets A into subsets of F' which are compact for i(E', E).
Now vis a weakly compact mapping when we equip F' with the topology
i(F', F), then the conclusion follows from Theorem 2. Also:

COROLLARY 2 Under the conditions of Oorollary 1, let (Xi) be a weak
Oauchy sequence in E, (Yi) a weak Oauchy sequence in F, then (U(Xi' Yi»
is a weak Oauchy sequence in G.

Reduce to the case where u is a bilinear form, which we interpret as a
linear mapping from F into E'.)

The most important application of Theorem 2 is

THEOREM 3 (DUNFORD-PETTIS-PHILIPPS) Let M be a locally compact
space with a positive measure p" E a Banach space, u a weakly compact
linear mappingfrom Ll(p,) into E. Then there exists a measurable mapping
f from Minto E, BUCh that

II f(t) II < II u II
for every t, and that

(1) 'II</> = f</>(I)f(l) dp.(I).

for every 4> E Ll(p,). (Notice that the product 4>f will be automatically
integrable which gives meaning to the formula-see Bourbaki, Integra­
tion.) This f is unique modulo the locally negligible junctions.

The uniqueness is immediate and well known in a more general con­
text. It follows that it suffices to prove, the theorem when M is compact:
for then, to every compact set K we assign a class F K of bounded and
measurable functionsf on K with values in E, with

llf(t) II <: Ilull
for almost every t E K, such that (1) will be satisfied for the 4> which
vanish in CK; the uniqueness shows that K c K' implies that F K is the
restriction of F K ' ; by a well-known lemma due to Godement, specially
conceived for this sort of situation, there exists a mapping f from
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hI into E which induces on each K the class F K. Then we verify
immediately that this mapping f satisfies the -desired conditions
(II f( t) [I -< II u I[ locally almost everywhere only, and a modification'of
f on a locally negligible set allows the same inequality everywhere).

Suppose M compact. Then L" c L), and the unit ball of Leo is a
weakly compact subset of Ll (for example by Theorem 1, Corollary 2),
hence (Theorem 2) it is transformed into a relatively compact subset of
E. Let E 1 be the closed vector subspace generated by the latter; it is a
separable Banach space and since L" is dense in L1. and mapped into
E 1 , u maps also Ll into E 1 . This reduces the problem to the case
where E is also separable, which we now suppose. Let A be the closure
of the image of the unit ball of L), It is a weakly compact subset of E,
and since E' is weakly separable (E being separablejzl will be metrisable
for its weak topology. A is also the unit ball of the dual of.the Banach
space F obtained (passing to the quotient and then to the completion)
from the space E' with the semi-norm gauge of A 0, and with this
identification the two weak topologies are identical. Since A is a
metrisable compact set for its weak topology, ·it follows that F is
separable. Thus u becomes a linear mapping of norm 1 from Ll into the
dual of the separable Banach space F. From the Dimford-Pettis
theorem in its classical form (as in Bourbaki), u is defined by' a scalarly
mapping f from M into the unit ball of F' by the integral (1) (but
where the integral is a weak integral in F'). A fortiori f is a scalarly
integrable mapping from Minto E, and formula (1) is valid as a weak
integral in E. It remains to point out that in fact f is even measurable:
it is well known that for a mapping with range a separable Banach
space scalarly measurable implies measurable. Finally the inequality
llf(t) II -< ·11 u II is implied by the more precise result f(M)c A (true
without supposing M compact nor E separable). As a first interesting
application see Exercises 8', 9. Theorem 3 plays an important part in the
theory of topological tensor products. ,.

EXERCISE 1 Show that we obtain a condition equivalent- to .the con­
ditions of Proposition 3 if we state b) supposing that F is a Banach
space or even the Banach space loo (in the latter case, use .Part 3,
Section 2, Exercise 3).

EXERCISE 2 We say that an LCTVS E is a DP space (Dunford­
'Pettis) if it satisfies the conditions of Proposition 3, ~ being the set of
its weakly compact subsets.

1) If E is DP so is every direct factor of E. The analogous result is
false for the subspaces and quotients (recall that every Banach space is
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isomorphic to a subspace of a space O(K) and to a quotient space of a
space Ll, see Chapter 1, Section 14, Exercise 1 and Chapter 2, Section
17, Proposition 30, Corollary).

2) A reflexive DP Banach space is finite dimensional. (Show that its
unit ball is precompact.)

3) A reflexive Banach space of infinite dimension is not isomorphic
to a direct factor of a space Ll or of a space Oo(M) (use 1) and 2».
Using the remarks at the end of 1), deduce examples of vector subspaces
in O(K) or Ll which have no topological supplements.

EXERCISE 3
1) Let 'U be a mapping from a uniform space E into a Hausdorff

topological space F. If 'U transforms Cauchy sequences into convergent
sequences, it transforms precompact and metrisable subsets into rela­
tively compact subsets of F. (Show that u can be extended by con­
tinuity to the completion of the precompact metrisable subset in
question.) Corollary: Let u be a mapping from a uniform space E
into another, F, transforming Cauchy sequences into Cauchy sequences,
then u is uniformly continuous on every metrisable precompact subset,
which is transformed by u into a precompact subset. (Consider the
case where F is Hausdorff and complete, then, from the preceding
argumenb ss can be extended by continuity to the completion of the
preeompact subset under consideration, then the conclusion follows.)

2) Particular cases of 1). Let e be a linear mapping from a Hausdorff
LCTVS F transforming weak Cauchy sequences into convergent
sequences, then u transforms the weakly metrisable bounded subsets
into relatively compact subsets.

3) In particular, ifinF the weak Cauchy sequences converge weakly,
then every weakly continuous linear mapping from E into F transforms
weakly metrisable bounded subsets into weakly relatively compact
subsets. In particular (choosing E = F, 'U the identity mapping of F)
every weakly metrisable bounded subset of F is weakly relatively
compact. If the strong dual of E is separable, every weakly continuous
linear mapping from E into F transforms bounded subsets into weakly
relatively compact subsets.

EXERCISE 4
1) A weakly metrisable bounded subset of a space Ll is weakly

relatively compact (use Theorem 1, Corollary 3 and Exercise 3, 3».

2) Let E be a Oo(M) space of infinite dimension. Show that there
exists in E weak Cauchy sequences not weakly convergent (a fortiori
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therefore weakly metrisable bounded subsets not weakly relatively com­
pact), and weakly convergent sequences not convergent. (Proceed
either by direct construction, considering the case of M metrisable by
passage to the quotient, or by noticing that if this were not true the
identity mapping of E would be weakly compact by Section 1, Exercise
5 c, Criterion 3) and Exercise 10, Criterion d); then E would be reflexive
which necessitates that E is finite dimensional.

3) Conclude from 1) and 2) that a space Oo(M) of infinite dimension
is not isomorphic to a topological vector subspace of a space Ll(",,) and
neither is a space Ll of infinite dimension isomorphic to a quotient of a
space Oo(M) (the second statement is equivalent to the first one by
duality; we can also prove the latter first, using Section 1, Exercise
6, b».
EXERCISE 5

1) Let E and F be Banach spaces, E isomorphic to a space Ll or
Oo(M), u a weakly compact bilinear form on E X F, A a weakly com­
pact subset of E, B the unit ball ofF. Show that the restriction of u to
A X B is continuous for the product of the weak topologies. (Consider
'U as a weakly compact linear mapping from E into the Banach space
F' strong and apply Theorem 2.) We can also replace the hypothesis
on .A. by the following: .A. is bounded and weakly metrisable. (Use
Exercise 3, 3).) There is a variant supposing that F is an LCTVS; what
is the hypothesis to be made on 'U?

2) Let E, F be Banach spaces each isomorphic to some space Oo(M).
Let 'U be a continuous bilinear form on E X F, show that if .A. is a
weakly compact subset or a bounded and weakly metrisable subset of
E, B the unit ball of F, the restriction of 'U to A X B is continuous for
the product of the weak topologies. (Use 1) and Section 1, Exercise
6 b).)

EXERCISE 6
1) Let Il be a bounded positive measure on a locally compact space

M. Let E be a vector subspace of Loo(Il) closed in an Lp space with
1 < p < 00. Show that E is finite dimensional. (Using the closed graph
theorem show that on E the topology induced by L 00 or Lp is the same
if p = 1, which allows reduction to reduce the case p > 1; show then
that the unit ball of E induced by Lp is precompact, applying Theorem
2 to the identity mapping from LOO into the reflexive space LP.)

2) Let Il be a positive measure on a space M. Let 1 < p < 00, let E
be a closed vector subspace of Lp and 10 E LP, 10 > 0, such that every
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1 E L'P is bounded above by some multiple of10. Show that E is finite
dimensional. (Introduce the bounded measure of density I 10 I'P with
respect to p" and reduce to 1).)

EXERCISE 7 Prove Theorem 2 for the case where E is an ($") space.
(Reduce to the case of a Banach sp~ce, by Chapter 4, Part 2, Section 2,
Theorem 1, Corollary 2.)

EXERCISE 8 Let M be a locally compact space with a positive measure
p,,1 a scalarly measurable mapping from M into a Banach space E,
g a strongly measurable mapping' from Minto E, scalarly locally
almost everywhere equal to I.

1) Show that 1 defines a weakly compact linear mapping from Ll
into E and apply Theorem 3. In particular, every scalarly measurable
and locally bounded mapping from M into a reflexive Banach space E
"is scalarly locally equal almost everywhere to a strongly measurable
mapping from Minto E. (Note: A deeper study using supplementary

'exercise 4, 3) below would show that this result is still valid without
supposing the given mapping locally bounded, and if the space E is a
reflexive ($") space.)

2) According to general definitions a mapping 1 from Minto E is
weakly measurable if for every compact K c M .and every e > 0 there

I

exists a compact K' c K such that p,(K n CK') <: e and such that
the restriction of1 to K' is weakly continuous. (This implies that 1 is
scalarly measurable but the converse is false.) Show that a weakly
measurable mapping from Minto" E is already strongly measurable.
(Reduce to the case where 1 is weakly continuous and M compact.
Then apply 1) noticing that we even have/(t) = g(t) almost everywhere
and not only scalarly a.e. For the latter point reduce to the case where
g is itself continuous.)

3) Particular case of 2): let / be a weakly continuous mapping from
a locally compact. space M into a Banach space E, then/is measurable
for every measure p, on M.

EXERCISE 9 Let M, N be compact spaces, 1 a ;numerical function on
M X N. For every s EM let F(s) be the function on N given by
F(s)(t) = /(8, t). .

1) The mapping 8 ~ F(s) is weakly continuous from M into the
Banach space O(N) if and only if / is bounded and continuous in each
variable. (The necessity is trivial; for the sufficiency one proves that
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F(M) is a weakly compact subset of O(N), using Part 3, Section 2,
Theorem 3.) ,

2) Suppose that the mapping1 is continuous in each variable. Show
that for every positive measure p, on M and every e > 0, there exists a
compact set K ' c K such that p,(K () CK /) <: e, and such that the
restriction of1 to K ' X N is continuous. (Reduce to the case where 1
takes its values in the segment [0, 1] therefore satisfies the conditions
of 1); it suffices then to apply Exercise 10, 3).)

3) 1 being as in 2), show that 1 is measurable for every positive
measure p, on M X N. (Let p be the image of p, by the projection of
M X Non M, then apply the result of 2) to 1and p.) Show that 2) and
3) are still valid if1 takes its values in a separable metrisable space P
and if in 3) we suppose only M and N locally compact. (Imbed Pinto
the product of a sequence of segments, thus reduce to the case of a
function with values in a segment; in 3), if M and N are only locally
compact reduction, to the compact case is immediate.)

4) Suppose the numerical function Ion the product of compact M
and N to be bounded and continuous in each variable. For every
measure I.t on M and v on N 1 is integrable for p, 0 v by 3); set

p,ht, v) = Jf dp, dv
MxN

Show that we thus obtain a weakly separately continuous bilinear form
on the product ..A'(M) X Jt(N) of duals of O(M) and O(N), the corres­
ponding mapping from Jt(M) into O(N) being

p, f--+ JF dp,
M

(weak integral in O(N». (Use 1).) Conversely, every weakly separately
continuous bilinear form u on Jt(M) x Jt(N) is defined by an 1 as
above uniquely determined, by

1(8, t) = u(cs, et)

(es being the measure +1 at 8). We have

II u" = sup I1(8, t) I·
B,t

EXERCISE 10 Let U be an open set of en, I(Zl' .••, Zt'i), a function
defined on U locally summable or locally bounded and holomorphic in
each variable separately. If 1 is locally bounded, show that if f is
defined on the product of two open sets U c OP and V c O", locally
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bounded and separately holomorphic in U and V thenI is holomorphic.
Since it is measurable by Exercise 11, 3), it will be locally summable
and we examine this case. Consider now the distribution T defined by
I and show that it satisfies

a
-T=Ooz,

by a holomorphie function g, a.e. equal to f. Show finally I = g.

Supplementary exercises

These exercises are not tied directly to the text but use the techniques
therein.

EXERCISE 1
1) Let E = Ll(/l) constructed on a measure countable at infinity.

Let H be a convex subset of the dual E' = LCfJ(/l). Show that the
following conditions are equivalent:

a) H is weakly closed;

b) H is closed with respect to weakly convergent sequences;

c) H is closed for the bounded sequences which converge, a.e,
a) ::> b) trivially; b) ::> c) since the sequences considered in c) are
weakly convergent by Lebesgue's theorem. In order to show c) ::> a)
reduce to the case where H is bounded by the Banach-Dieudonne
theorem (Chapter 4, Part 2, Section 3, Theorem 2), then to the case
where /l is bounded, replacing /l by an equivalent bounded measure
therefore to the case LCfJ eLI. (Show that H is then a closed convex
subset of L), therefore weakly closed in L), thence weakly compact
in Ll, since it is already weakly relatively compact, and it follows
thatHis also weakly compact in L CfJ .)

2) Let E be a separable space, A a convex subset of E'. Then A is
weakly closed if and only if it is weakly closed for the sequences. (Use
the Banach-Dieudonne theorem.) (This exercise could have been given
in Chapter 4, Part 2, Section 3.)

3) Let f be a mapping from a Hausdorff locally compact space M
into a locally convex space E. Show that the subspace H of E' formed
of x' such that </(t), x') is measurable is a vector subspace which is
closed for the weakly convergent sequences. Conclude that if E is a
separable (~) space or if E is an Ll space constructed on a measure
countable at infinity, then I is scalarly measurable if there exists a total
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subset of E' made up of forms x' such that <f(t), x') is measurable.
(Note: this result becomes false if we choose for example E = Zoo or
E = ZI(l) with I not eountable.)

4) Let E be a O(K) space constructed on a compact Stonian space
(see Exercise 12) for example Zoo. Let H be a convex subset of E'. Then
H is closed for the weakly convergent sequences if and only if H is
strongly closed. (Use Exercise 12, 2).) In particular, if dim E = 00 we
can find in E' a hyperplane closed for the weakly convergent sequences
which is not weakly closed, therefore we can find a linear form con­
tinuous for the weakly convergent sequences which is not weakly con­
tinuous. (In fact, E is not reflexive.)

5) Show that 1) is false if we do not suppose p, countable at infinity.
(Take the space E of 4) and recall that a Banach space is always iso­
morphic to a quotient of a space P(I) on an appropriate index set I.)

EXERCISE 2
1) Let E = Ll(p,) constructed on a measure p, countable at infinity.

Let u be a linear form on E'; show that the following conditions are
equivalent:

a) 'U is weakly continuous;

b) u is continuous for the sequences that tend weakly to 0;

c) u is continuous for the sequences bounded in L 00 which tend to 0
almost everywhere. (Use Exercise 1, 1).)

2) Let E = Ll(p,) with p, on a locally compact space M. Show that
we can find a locally compact space .M a topological sum of a family of
compact spaces (Mi ) , and a measure p on Sf of support M such that
Ll(p) is isomorphic as an ordered Banach space, to Ll(p,). We can
suppose 1 reduced to one element, or not countable; the power of I is
well determined and called the order at infinity of the measure p.
(Proceed as in Section 1, Exercise 2, b).)

3) With the notations of 2), let p = power of I = order at infinity
of p,. Show that the following conditions are equivalent:

a) Every linear form on the dual of Ll(p,) continuous for the
weakly convergent sequences, is weakly continuous;

b) Every continuous form on the dual lOO(l) of ll(l), continuous
for the weakly convergent sequences, is weakly continuous.

c) Every positive linear form on lOO zero on CO, continuous for the
weakly convergent sequences, is zero.
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(a) => b) is easy, b) => a) is easy by 1) and 2); for c) => b) consider the
restriction v of 'U to Co as an element of ZI, i.e. a weakly continuous
linear form on l/", and show that 'U - v is zero which reduces b) to
the case of a form 'U zero on Co. Interpreting Zoo(1) as the space 0(1)
(1 the Stone compactification of 1) show that if the measure ft on 1
is a linear form on loo(I) continuous for the weakly convergent sequences,
so is 1ft I (which leads us to the case ft >= 0). For this, interpreting the
continuous linear forms on loo(1) as the bounded "additive set functions"
(defined on the family of all subsets of E), the forms which are con­
tinuous for the weakly convergent sequences become the "completely
additive" set functions and our assertion means that the "absolute
variation" of a completely additive set function is still completely
additive, which is well known although condemned by Bourbaki).

4) In the language of set functions, the hypothesis considered in 3),
which deals only with the cardinal p, means that there does not exist
a completely additive positive set function defined on the family of all
subsets, of I for which the measure of points is 0 and which is not equal
to O. We say that such a cardinal is a cardinal of measure O. If there
exists a cardinal which is not of measure 0, there exists a first one Po'
(and all the following cardinals do not have measure 0). Show that the
sum of a family of cardinals of measure 0 is of measure 0 if the, power
of the index family is also of measure 0; thus the following cardinal
is of measure 0, therefore Po if it exists is a limit cardinal. A cardinal
is inaccessible if it is a limit cardinal and if for every family of strictly
inferior cardinals with an index set of strictly inferior power its sum is
'strictly inferior. Therefore Po would be an inaccessible cardinal. It
seems plausible that we can add without contradictions, to the axioms
of set theory, the non-existence of inaccessible cardinals, and a fortiori
that every cardinal has measure zero (compare with Chapter 4, Part 1,
Section 6, Exercise 3, g).

EXERCISE 3
1) Let" be a positive measure on a locally compact space; consider

E = Ll(ft) as an ordered Banach space. Show that if H is a closed
vector subspace which is a sublattice, there exists a' uniquely deter­
mined projection from E onto H transforming positive elements into
positive elements and conserving the norm of the positive elements; this
projection has norm 1 if H =1:= O. (Reduce to the case where M is a
compact K, then, by consideration of the Kakutani space K, i.e. the
space K such that Loo(ft) is isomorphic to O(K), in which case the natural
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mapping C(K)~ LOO(ft) is an isomorphism onto. Considering
H n Loo = H n C(K),

show that we can find a mapping q, from K onto a Hausdorff quotient
K' of K in such a way that denoting 1'/ the image of fl by q, (see Section
1, Exercise 4, b), H is identical to the set of classes of functions I' 0 q"
where I' E Ll(fl'). Identifying Ll(ft) with the space of measures on K
of base ft, show that if the measure p on K is in Ll(ft) then its image in
K ' is in Ll(fl'). The desired projection is obtained by composing the.
mappings

p~ q,(p) and I' ~I' 0 q,)
2) Show that every separable subspace of Ll(ft) is contained in a

separable direct factor. (Consider the closed vector sub-lattice gener­
ated by the given subspace.) Note: this TVS property of L 1 spaces is
not shared by the spaces L'" (as usual!).
EXERCISE 4 Let ft be a positive measure countable at infinity on the
locally compact space M. Let M(fl) be the set of classes of real functions

-finite or not which are measurable on M (which,has therefore a largest
element + 00 and a smallest element - (0).

1) Let H be an increasingly directed subset of M(fl); show that the
filter of increasing sections on H tends to a limit for convergence in
measure on every compact set and that this limit is the upper bound of
H in M(ft). We can find a sequence in H which converges a.e, to this
upper bound. (Examine the case where flis bounded, therefore Loo <L»,
then examine the classical analogous properties, for the directed sets
bounded in L 1, identifying M with the set of measurable functions
which lie between 0 and 1, by virtue of a strictly increasing homo­
morphism q, from l - 00, 00] onto [0, 1].)

2) Let H be a set of real finite measurable functions on M (not
classes of functions) such that for every t EM we have sup I(t) < + 00.

tEH

Show that there exists a real, finite, measurable function g on M such
that IE H implies j(t) <- g(t) a.e, (Show with the aid of the last part of
1), that the sup in M of the set of classes ofj E H is the class of a function
which is finite a.e,

3) Let j' be a scalarly measurable function from M into an LCTVS E,
let A be a weakly bounded subset of E'. Show that we can find a real
measurable finite function g on M such that for every x' E A we have

I <I(t), x') I < g(t) a.e.
We say that j is scalarly essentially bounded if for x' E E ', the class of the
function <f(t), x') is in L": Deduce from the above that if E is a Banach
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space (or more generally an (§) space), for every compact K c M and
every e > 0 there exists a compact K ' c K such that

",,(K n CK ') <; e

and such that the restriction of f to K ' is scalarly bounded.

4) Let E be a Banach space. Suppose that the pair ("", E) to be such
that the Dunford-Pettis theorem characterizing t.he continuous linear
mappings from Ll into E', or equivalently, from E into L", is valid.
(This is the case if E is separable, or if M is a Kakutani space, etc.)
Let 'U be a continuous linear mapping from E into .../1(",,). The mapping
'U can be defined by means of a scalarly measurable function f from
Minto E' by the usual formula 'UX = class of the function <x, f(t»,
if and only if the image of the unit ball of E in .../1(",,) is bounded for its
lattice structure (for the necessity use 3); for the sufficiency, reduce to
the case where 'U maps the unit ball of E into the unit ball of L'", by
composition of the given mapping with some multiplicative mapping.

5) Suppose the measure zz non-discrete (for example the Lebesque
measure on [0, 1]). Show that for 1 <; p < 00 there exist continuous
linear mappings from E = Ll(",,) into Lp(",,) which cannot be obtained
by a mapping from Minto E' = LOO(ft) i.e. by a kernel function which
is measurable on M X M. (Replace E by II noticing that II is iso­
morphic to a quotient of Ll. Then show that there exist in L» bounded
sequences not bounded for the lattice structure in .../1(",,) and which
define mappings from II of the desired type.)

EXERCISE 5 Let M be a locally compact space with a positive measure
"", f a strictly weakly summable mapping from M into a space E of
type ($F) (see Section 1, Exercise 13). We suppose that in E every
limited subset is precompact and that every separable subspace of E is
contained in a separable direct factor (this condition is verified in par­
ticular if E is a space Ll constructed on an arbitrary measure by
Exercise 3, 2) and Part 3, Section 3, Supplementary Exercise 5). Then
there exists a measurable mapping g from Minto E, scalarly locally
equal to f a.e. (by Section 1, Exercise 13, 1), the mapping 'UJ from L'"
into E defined by f is compact; let F be a separable direct factor of E
containing the image of L" by uJ , let p be a continuous projection from
E onto F, we let g = po f. Then g is measurable since g is a mapping
into a separable (.ji=") space F. Observe that 'UJ = 'Urn which means that
f is equal to g scalarly locally a.e,

EXERCISE 6
. 1) Let M be a locally compact space with a positive measure "", E a
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Hausdorff locally convex space such that every linear form on E'
which is continuous for the equicontinuous weakly convergent sequences
is continuous (for example, E separable and complete since then the
restrictions of the forms considered to the equicontinuous subsets are
weakly continuous, since these subsets are weakly metrisable; or, E a
space Ll constructed on a measure fl' whose order at infinity has
measure zero, see Exercise 2.) Let f be a scalarly measurable bounded
mapping from Minto E and let eP E Ll(fl). Show that the weak integral
Jc/Jf dfl is in E. (It suffices to show that it is a continuous form for the
weakly convergent equicontinuous sequences and for this we apply
Lebesque's theorem.)

2) If we suppose furthermore E metrisable and that, in E, every
weak Cauchy sequence is weakly convergent, then we have the stronger
result: every scalarly summable mapping from Minto E is strictly
weakly summable. (By Section 1, Exercise 13, 3), it suffices to show
that the mapping from E' into Ll defined by f transforms equicon­
tinuous subsets into weakly relatively compact subsets of Ll and that
J c/Jf dfl E E for every continuous function with compact support c/J on
M; using Eberlein's theorem reduce to the case where M is countable
at infinity, then using the second hypothesis on E and Exercise 4, 3)
reduce to the case where M is compact and f scalarly essentially
bounded on M. One is then back to 1).)

EXERCISE 7 Let M, M' be locally compact spaces with positive
measures fl' fl'; let E = Ll(fl/). We suppose that the order at infinity
of fl' is a cardinal of measure zero or that for every compact K eM,
the power of K is a cardinal of measure zero (see Exercise 2). Let f be
a scalarly measurable mapping from Minto E; show that there exists
a measurable mapping g from Minto E which is equal to f scalarly
almost everywhere; if f is weakly summable g is strictly weakly sum­
mable (Section 1, Exercise 13). (Show that we can suppose M compact
using Godement's lemma in the first case and proceeding as in the
preceding exercise 2) in the second case. This allows us to assume that
we are in case where the order at infinity of p-' is of measure zero,
replacing if necessary fl by

u" = sup inf (1, I f(t) Dfl'·
teM

The second assertion results from Exercise 6. For the first assertion,
reduce to the case where f is scalarly essentially bounded using Exercise
4, 3); thenf is scalarly summable, therefore strictly weakly summable,
and we can apply Exercise 5).


