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Preface

In this monograph, we combine operator techniques with state space methods
to solve factorization, spectral estimation, and interpolation problems arising in
control and signal processing. We present both the theory and algorithms with
some Matlab code to solve these problems.

A classical approach to spectral factorization problems in control theory is
based on Riccati equations arising in linear quadratic control theory and Kalman
filtering. One advantage of this approach is that it readily leads to algorithms
in the non-degenerate case. On the other hand, this approach does not easily
generalize to the nonrational case, and it is not always transparent where the
Riccati equations are coming from.

Operator theory has developed some elegant methods to prove the existence
of a solution to some of these factorization and spectral estimation problems in a
very general setting. However, these techniques are in general not used to develop
computational algorithms. In this monograph, we will use operator theory with
state space methods to derive computational methods to solve factorization, spec-
tral estimation, and interpolation problems. It is emphasized that our approach is
geometric and the algorithms are obtained as a special application of the theory.
We will present two methods for spectral factorization. One method derives algo-
rithms based on finite sections of a certain Toeplitz matrix. The other approach
uses operator theory to develop the Riccati factorization method. Finally, we use
isometric extension techniques to solve some interpolation problems.

The monograph is divided into five parts. In the first part, we present some
classical results from operator theory. This includes the Wold decomposition, uni-
lateral and bilateral shifts, the Beurling-Lax-Halmos Theorem, and the Naimark
representation Theorem. Chapter 5 on the Naimark representation Theorem is
one of the fundamental tools that is used throughout the monograph. The reader
familiar with operator theory can skip this part and refer back to it as needed.
This part also includes some results on rational functions which are not usually
presented in elementary operator theory. The first part is self contained and is
written for someone with a minimal background in operator theory. The other
four parts are more or less independent of each other, and can be read separately.
There may be some cross references. However, this should not cause any major
difficulty.

In part II, we develop finite section techniques to compute the inner-outer
factorization of rational functions and solve a spectral factorization problem in
both the square and non-square cases. Furthermore, operator techniques are used
to solve some sinusoid estimation problems in signal processing. In particular,
we use geometric methods to develop the Capon-Genorimus sinusoid estimation
algorithm. Finite section methods are also used to solve some sinusoid estimation
problems. Many of these techniques are based on the Levinson and Kalman-Ho
algorithm. Several examples using Matlab are given.



vi Preface

In part III, we use Riccati techniques to solve factorization and Darlington
synthesis problems. These Riccati techniques are developed from the Naimark
representation Theorem. Chapter 11 is devoted to the Kalman filter. This chapter
can be read independently from the rest of the monograph. This is included to
demonstrate where the Riccati equations in control theory originally came from,
and how they can be used to solve Kalman and Wiener filtering problems.

The fourth part is an introduction to positive real andH∞ type interpolation
problems. Our approach is based on extending a contraction to an isometry. Here
we do not present the set of all solutions, we just give the central solution and
corresponding state space formula. The central solution is the one that is most
widely used in applications.

The fifth part is the appendix which includes a short review of state space
techniques used throughout the monograph. We also place a special emphasis
on the Kalman-Ho algorithm, which plays a fundamental role in some of our
computational techniques. The last chapter is devoted to the Levinson algorithm.
Finally, the Gohberg-Semencul-Heinig inversion formula for a positive Toeplitz
operator is presented.

It is assumed that the reader is familiar with linear algebra, and some ele-
mentary facts from operator theory such as the projection theorem, the adjoint
of an operator and a positive operator. Our approach is geometric and we do not
rely on measure theoretic techniques. It is also assumed that the reader is familiar
with some elementary concepts from linear systems theory such as controllability,
observability and state space realization. A review of some of these state space
techniques is given in the appendix. Some sections can be skipped without any
loss of continuity and the reader will be notified when this is the case. We have
also used the notes at the end of the chapter to develop some technical connections
between our results and some of the existing theory. Finally, it is noted that we
developed our theory using Hardy spaces of functions which are analytic outside
the open unit disc. This was done mainly because these Hardy spaces are more
naturally suited to the fast Fourier transform algorithm in Matlab and state space
methods.

We hope that this monograph is beneficial to both mathematicians and en-
gineers. We believe that the operator theoretic foundation provides additional
insight into spectral factorization and signal processing. Moreover, this framework
may be useful for other engineering applications. Finally, the applications and
examples may provide some additional insight into other mathematical problems.

August, 2009 The authors
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Chapter 1

The Wold Decomposition

In this chapter we will introduce the classical Wold decomposition for an isometry
U on K. The Wold decomposition was initially used to decompose a wide sense sta-
tionary random process into its deterministic and purely nondeterministic parts.
We will also study unilateral and bilateral shifts, and present an introduction to
Toeplitz operators. Finally, the Wold decomposition along with Toeplitz and shift
operators will play a fundamental role in our approach to signal processing and
factorization theory.

1.1 The Unilateral Shift

This section is devoted to the unilateral shift and some of its properties. Recall
that A is an operator if A is a bounded linear map acting between two Hilbert
spaces. The adjoint of an operator A is denoted by A∗. If H is a subspace of
a Hilbert space K, then PH denotes the orthogonal projection onto H. Finally,
the identity operator on a Hilbert space X is denoted by IX or just I when the
underlying space is understood.

Recall that an operator A mapping X into Y is an isometry, if A∗A = I, or
equivalently, ‖Ax‖ = ‖x‖ for all x in X . In other words, an isometry is an operator
which preserves the norm. In particular, an isometry is one to one. We say that
an operator A is a co-isometry, if A∗ is an isometry. The operator A mapping X
into Y is unitary, if A∗A = IX and AA∗ = IY . An operator A is unitary if and
only if A is an isometry and A is onto Y. Observe that A is unitary if and only if
both A and A∗ are isometries. Finally, for an example of an operator which is an
isometry but not unitary, consider the operator A given by

A =
1√
2

[
1
1

]
: C → C2.
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For the moment assume that U is an operator acting on a finite dimensional
space X . Then U is an isometry if and only if U is a unitary operator. If U is an
isometry, then U is one to one. Because X is finite dimensional and U on X is one
to one, U must be onto, and thus, U is unitary. In a moment, we will introduce
the unilateral shift, which is an example of an isometry on an infinite dimensional
space which is not unitary.

Let us establish some further terminology. An operator Φ mapping X into
Y is invertible if Φ admits a bounded inverse, that is, there exists an operator Ψ
mapping Y into X such that ΦΨ = IY and ΨΦ = IX . We say that two operators
A on X and B on Y are unitarily equivalent (respectively similar), if there exists a
unitary operator (respectively an invertible operator) Φ mapping X onto Y such
that ΦA = BΦ. We say that an operator Q intertwines A on X with B on Y, if
Q is an operator mapping X into Y such that QA = BQ. In particular, A and B
are unitarily equivalent (respectively similar) if and only if there exists a unitary
operator (respectively an invertible operator) intertwining A with B. Finally, we
say that L is a cyclic set for an operator A on X , if L ⊆ X and

X =
∞∨

n=0

AnL. (1.1.1)

As expected,
∨

denotes the closed linear span.
Let U be an isometry on K. We say that a subspace L ⊆ K is a wandering

subspace for U , if for all positive integersm and n, the subspace UmL is orthogonal
to the subspace UnL, when m �= n. (By positive we mean greater than or equal to
zero. A subspace is a closed linear space.) Notice that L is a wandering subspace
for U if and only if the subspace UnL is orthogonal to L, for all integers n ≥ 1.
(The proof is left as an exercise.) If L is wandering for U , then M+(L) is the
invariant subspace for U defined by

M+(L) =
∞⊕

n=0

UnL =
∞∨

n=0

UnL. (1.1.2)

It is emphasized that a vector g is in M+(L) if and only if g =
∑∞

0 Ungn where
gn ∈ L for all integers n ≥ 0 and ‖g‖2 =

∑∞
0 ‖gn‖2 is finite.

If U is an isometry on K, then L = kerU∗ is a wandering subspace for U .
(The kernel of an operator A is denoted by kerA.) To see this, let f and g be
any two vectors in L = kerU∗. Then (Unf, g) = (f, U∗ng) = (f, 0) = 0, for all
n ≥ 1. Hence UnL is orthogonal to L for all n ≥ 1. Therefore kerU∗ is a wandering
subspace for U .

We say that S is a unilateral shift or forward shift on �2+(E), if S is the
operator given by
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S =

⎡⎢⎢⎢⎢⎢⎣
0 0 0 0 · · ·
I 0 0 0 · · ·
0 I 0 0 · · ·
0 0 I 0 · · ·
...

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦ on �2+(E). (1.1.3)

The identity operator I on E appears immediately below the main diagonal and
zeros everywhere else. As expected, �2+(E) is the Hilbert space formed by the set
of all vectors of the form

f =

⎡⎢⎢⎢⎣
f0
f1
f2
...

⎤⎥⎥⎥⎦ where ‖f‖2 =
∞∑

n=0

‖fn‖2 <∞ and fn ∈ E for all n ≥ 0.

Notice that S is an isometry. Since the first row of S is all zeros, the unilateral
shift is not onto. In other words, the unilateral shift is not a unitary operator.
The dimension of E is called the multiplicity of S. In a moment, we will show that
two unilateral shifts with the same multiplicity are unitarily equivalent. Notice
that L = kerS∗ is the subspace of �2+(E) obtained by embedding E into the first
component of �2+(E), that is,

L = kerS∗ =
{[

f0 0 0 0 · · · ]tr ∈ �2+(E) : f0 ∈ E
}
.

Clearly, �2+(E) = M+(L) = ⊕∞0 SnL. (The transpose of a vector or matrix is de-
noted by tr.) In other words, L is a cyclic and wandering subspace for S. Motivated
by this analysis we define the following general or abstract version of a unilateral
shift.

Definition 1.1.1. An operator U on K is a unilateral shift, if U is an isometry and
U contains a cyclic wandering subspace L, that is, K = M+(L). In this case, the
dimension of L is called the multiplicity of U .

Assume that U is a (general) unilateral shift on K. Then kerU∗ = K�UK is
the only cyclic wandering subspace for U . Let L be any cyclic wandering subspace
for U . It is sufficient to show that L = kerU∗. Since L is orthogonal to U jL for
all j ≥ 1, and K = ⊕∞0 U jL, we see that L is orthogonal to UK. In other words,
L ⊆ kerU∗. To show that L = kerU∗, assume that g is a vector in kerU∗, which is
orthogonal to L. Since g is in kerU∗, then g must be orthogonal to UK = ⊕∞1 U jL.
Thus g is orthogonal to L and U jL for all j ≥ 1. Because L is cyclic for U , the
vector g must be zero. Therefore L = kerU∗, which proves our claim.

The previous analysis shows that an isometry U on K is a unilateral shift if
and only if K � UK is cyclic for U , or equivalently, K = M+(kerU∗).



6 Chapter 1. The Wold Decomposition

We claim that two unilateral shifts are unitarily equivalent if and only if they
have the same multiplicity. In particular, if U is a unilateral shift of multiplicity
n, then U is unitarily equivalent to the unilateral shift S on �2+(E) where the
dimension of E is n.

To verify this, let U on M+(L) and S on M+(E) be two unilateral shifts,
where L = kerU∗ and E = kerS∗ have the same dimension. Without loss of
generality we can assume that L = E . Any vector f in M+(E) = ⊕∞0 SkE admits
a unique representation of the form f = ⊕∞0 Skgk, where each gk is in E and
‖f‖2 =

∑∞
0 ‖gk‖2 is finite. Let W be the linear relation mapping M+(E) onto

M+(L) = ⊕∞0 UkL defined by

W

∞∑
k=0

Skgk =
∞∑

k=0

Ukgk (gk ∈ E and
∞∑

k=0

‖gk‖2 <∞) . (1.1.4)

Since ‖Wf‖2 = ‖∑∞
0 Ukgk‖2 =

∑∞
0 ‖gk‖2 = ‖f‖2, it follows that W is an

isometry. Because W is onto, W is unitary. We claim that W intertwines S with
U , that is, WS = UW . To show this, observe that

UWf = U
∞∑

k=0

Ukgk =
∞∑

k=0

Uk+1gk = W
∞∑

k=0

Sk+1gk = WSf.

Therefore WS = UW . In other words, U and S are unitarily equivalent.
Let U be a unilateral shift on K and L the cyclic wandering subspace for

U . If Y is a cyclic subspace for U , then dimL ≤ dimY. To see this, recall that
L = K � UK. Because L is orthogonal to UK, we have PLUnY = {0} for all
integers n ≥ 1. Since Y is cyclic for U , we obtain

L = PLK = PL
∞∨

n=0

UnY = PLY.

In other words, L = PLY. Therefore dimL ≤ dimY.

1.2 The Eigenvalues for the Backward Shift

If A is an operator on X , then An converges to zero in the strong operator topology
if Anx converges to zero as n tends to infinity for each x in X . If S is a unilateral
shift on K, then S∗ is called the backward shift on K. In other words, an operator
is a backward shift, if it is adjoint to a unilateral or forward shift.

As before, let S be a unilateral shift on K. We claim that S∗n converges to
zero in the strong operator topology. Due to unitary equivalence, without loss of
generality, we can assume that S is the unilateral shift on �2+(E) given in (1.1.3).
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Then the adjoint S∗ of S is given by

S∗ =

⎡⎢⎢⎢⎢⎢⎣
0 I 0 0 · · ·
0 0 I 0 · · ·
0 0 0 I · · ·
0 0 0 0 · · ·
...

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦ on �2+(E). (1.2.1)

In this case, S∗ is called the backward shift on �2+(E). To show that S∗n converges
to zero in the strong operator topology, let f be any vector in �2+(E). Then S∗nf
is the vector given by

S∗nf =

⎡⎢⎢⎢⎣
fn

fn+1

fn+2

...

⎤⎥⎥⎥⎦ where f =

⎡⎢⎢⎢⎣
f0
f1
f2
...

⎤⎥⎥⎥⎦ ∈ �2+(E) (n ≥ 0).

Since ‖f‖2 =
∑∞

0 ‖fk‖2 is finite, ‖S∗nf‖2 =
∑∞

k=n ‖fk‖2 must converge to zero
as n approaches infinity. In other words, if S∗ is the backward shift, then S∗n

converges to zero in the strong operator topology.
It is easy to verify that the unilateral shift S has no eigenvalues. However,

the set of all eigenvalues for S∗ is the open unit disc D = {z ∈ C : |z| < 1}. In
fact, for each λ in D, a corresponding eigenvector ψλf is given by

ψλf =

⎡⎢⎢⎢⎣
f
λf
λ2f

...

⎤⎥⎥⎥⎦ (f ∈ E and f �= 0) . (1.2.2)

Notice that each nonzero f in E determines an eigenvector for the eigenvalue λ. So
the dimension of the kernel of S∗ − λI equals the dimension of E . In other words,
the dimension of the eigenspace for S∗ corresponding to the eigenvalue λ equals
the dimension of E . (Recall that the kernel of A − λI is called the eigenspace for
the operator A corresponding to the eigenvalue λ.) Finally, the dimension of the
kernel of S∗ − λI equals the multiplicity of S.

To obtain the form of the eigenvectors in (1.2.2), let g=
[
g0 g1 g2 · · · ]tr

be a vector in �2+(E) such that S∗g = λg. (The transpose of a vector is denoted by
tr.) Then ⎡⎢⎢⎢⎣

g1
g2
g3
...

⎤⎥⎥⎥⎦ = S∗g = λg = λ

⎡⎢⎢⎢⎣
g0
g1
g2
...

⎤⎥⎥⎥⎦ . (1.2.3)
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If λ = 0, then gk must be zero for all k ≥ 1. Hence g = ψ0g0 . On the other
hand, if λ �= 0, then (1.2.3) shows that g1 = λg0, g2 = λg1 = λ2g0. By continuing
in this fashion, we see that gk = λkg0 for all k ≥ 0. Therefore the eigenvector
corresponding to λ is given by g = ψλf where f = g0 is nonzero. Finally, observe
that

‖ψλf‖2 = ‖f‖2
∞∑

n=0

|λ|2n =
‖f‖2

1− |λ|2

is finite for all λ in D. Thus ψλf is a nonzero vector in �2+(E) such that S∗ψλf =
λψλf . Therefore the set of all eigenvalues of S∗ is given by D. Moreover, for each
fixed λ in D, the corresponding eigenvector is ψλf . In particular, the eigenspace
for λ is given by

ker(S∗ − λI) = {ψλf : f ∈ E}. (1.2.4)

Observe that ‖f‖2 = ‖√1− |λ|2ψλf‖2. Hence the mapping f → √
1− |λ|2ψλf

defines a unitary operator from E onto the eigenspace for S∗ corresponding to the
eigenvalue λ. Finally, it is noted that the multiplicity of the eigenvalue λ is the
dimension of E .

A contraction is an operator whose norm is less than or equal to one. Recall
that the spectrum of an operator is closed. Because S∗ is a contraction and the
set of all eigenvalues for S∗ is D, it follows that the spectrum for S∗ is the closed
unit disc D. Recall also that λ is in the spectrum of an operator A if and only if
λ is in the spectrum of A∗. Hence the spectrum for the unilateral S is also the
closed unit disc D.

1.3 The Wold Decomposition

Let A be an operator on X . Recall that a subspace X1 reduces A if X1 is an
invariant subspace for both A and A∗. Observe that X1 reduces A if and only if
its orthogonal complement X2 = X � X1 is also a reducing subspace for A∗. The
notation A = A1⊕A2 on X1⊕X2 means that X1, or equivalently, X2 is a reducing
subspace for A, and the space X = X1 ⊕ X2. Furthermore, A1 is the operator on
X1 defined by A1 = A|X1, while A2 is the operator on X2 defined by A2 = A|X2.
Finally, it is noted that the notation A = A1 ⊕ A2 on X1 ⊕ X2 is equivalent to
saying that A admits a matrix representation of the form

A =
[
A1 0
0 A2

]
on
[ X1

X2

]
.

The following result is known as the Wold decomposition, it shows that any isom-
etry U on K can be uniquely decomposed into a unilateral shift and a unitary
operator.

Theorem 1.3.1 (Wold decomposition). Let U be an isometry on K. Then U admits
a unique decomposition of the form U = S⊕V on K+⊕V, where S is a unilateral
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shift on K+ and V is a unitary operator on V. Moreover, the subspace K+ and V
are determined by

K+ =
∞⊕

n=0

Un(kerU∗) and V =
∞⋂

n=0

UnK. (1.3.1)

In particular, U admits a matrix representation of the form

U =
[
S 0
0 V

]
on
[ K+

V
]
. (1.3.2)

The multiplicity of S equals the dimension of the kernel of U∗. Finally, it is noted
that the subspaces K+ or V may be zero.

Proof. Let L = kerU∗. Then L is a wandering subspace for U . Because

kerU∗ = K � UK,
the space K = L ⊕ UK. By induction,

K = L ⊕ UK = L ⊕ U(L⊕ UK)

= L ⊕ UL⊕ U2K = L⊕ UL ⊕ U2(L ⊕ UK)

= L ⊕ UL⊕ U2L ⊕ U3K = · · ·
= ⊕n

k=0U
kL ⊕ Un+1K.

This readily implies that

Un+1K = K � (⊕n
k=0U

kL) (n ≥ 0). (1.3.3)

Let K+ be the subspace of K defined by K+ = ⊕∞0 UnL, and set V = K�K+. We
claim that the subspace V =

⋂∞
n=0 U

nK; see (1.3.1). To verify this, observe that a
vector g is an element in V if and only if g is orthogonal to UkL, for all integers
k ≥ 0. By consulting (1.3.3), this vector g must be in Un+1K, for all n ≥ 0. The
subspaces {UnK}∞0 are decreasing, that is, Un+1K ⊆ UnK for all n ≥ 0. Hence g
is in

⋂∞
n=0 U

nK. Thus g is in V if and only if g ∈ ⋂∞0 UnK. Therefore the subspace
V is given by (1.3.1).

Notice that both K+ and V are both invariant subspaces for U . In other
words, K+ and V are reducing subspaces for U such that K = K+ ⊕V . Now let S
be the operator on K+ defined by S = U |K+, and V be the operator on V given
by V = U |V . Then U admits a matrix representation of the form

U =
[
S 0
0 V

]
on
[ K+

V
]
.

Since L is a cyclic wandering subspace for S, it follows that S is a unilateral shift
on K+.
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To verify that V is unitary it is sufficient to show that V = V V , or equiva-
lently, the kernel of V ∗ is zero. Assume that ϕ is a vector in V such that V ∗ϕ = 0.
Since U = S ⊕ V , we see that U∗ϕ = 0. Hence ϕ is a vector in L ⊆ K+. In other
words, ϕ is in V ∩ K+ = {0}. Therefore ϕ = 0, and V is unitary.

To complete the proof, it remains to show that the decomposition U = S⊕V
is unique. Assume that U = S1⊕V1 on K1⊕V1, where S1 is a unilateral shift and
V1 is unitary. Then the cyclic wandering subspace L1 for S1 is determined by

L1 = kerS∗1 = ker(S∗1 ⊕ V ∗1 ) = kerU∗ = L.

Hence L = L1. This readily implies that

K1 =
∞⊕

n=0

Sn
1L1 =

∞⊕
n=0

UnL1 =
∞⊕

n=0

UnL = K+.

Thus K = K+. Because V is the orthogonal complement of K+ in K, and V1 is the
orthogonal complement of K1 in K, it follows that V = V1. Therefore the Wold
decomposition of U is unique. �

Lemma 1.3.2. Two unitary operators U on K and Z on Z are similar if and only
if they are unitarily equivalent.

Proof. Obviously, if U and Z are unitarily equivalent, then they are similar. As-
sume that U and Z are two unitary operators such that UW = WZ where
W is an invertible operator mapping Z onto K. By taking the adjoint, we see
that W ∗U∗ = Z∗W ∗. Multiplying by U on the right and Z on the left, we ob-
tain W ∗U = ZW ∗. Multiplying by W on the right with UW = WZ, yields
W ∗WZ = ZW ∗W . This readily implies that (W ∗W )nZ = Z(W ∗W )n for all
integers n ≥ 0. So for any polynomial p(λ) this implies that

p(W ∗W )Z = Zp(W ∗W ). (1.3.4)

Recall that if A is any positive operator on X , then there exists a sequence of
polynomials {pn}∞0 such that pn(A) converges to the positive square root A1/2 of
A in the strong operator topology; see Problem 95 in Halmos [126]. So by choosing
the appropriate polynomials and passing limits in (1.3.4), we see that RZ = ZR
where R is the positive square root of W ∗W . Since W is invertible, R is also
invertible. Moreover, Φ = WR−1 is a unitary operator from Z onto K. To see this
simply observe that Φ∗Φ = I and Φ is onto. Using W = ΦR, we obtain

UΦ = UΦRR−1 = UWR−1 = WZR−1 = ΦRZR−1 = ΦZRR−1 = ΦZ.

Therefore UΦ = ΦZ. �

Theorem 1.3.3. Two isometries U on K and Z on Z are similar if and only if
they are unitarily equivalent.



1.4. The Bilateral Shift 11

Proof. Clearly, if U and Z are unitarily equivalent, then they are similar. Assume
that U and Z are two isometries such that UW = WZ where W is an invertible
operator mapping Z onto K. Let U = S ⊕ V on M+(kerU∗)⊕ V and Z = S̃ ⊕ Ṽ
on M+(kerZ∗)⊕ Ṽ be the Wold decompositions of U and Z, where S and S̃ are
unilateral shifts while V and Ṽ are unitary operators. Using W ∗U∗ = Z∗W ∗ along
with the fact that W ∗ in invertible, it follows that kerZ∗ = W ∗ kerU∗. (This is
left as an exercise.) In particular, kerU∗ and kerZ∗ have the same dimension. So
the unilateral shifts S and S̃ have the same multiplicity. In other words, S and S̃
are unitarily equivalent.

It remains to show that V on V = ∩∞0 UnK and Ṽ on Ṽ = ∩∞0 ZnZ are
unitarily equivalent. For any integer n ≥ 0, we have

W Ṽ ⊆WZnZ = UnWZ = UnK.
By taking the infinite intersections, we see that W Ṽ ⊆ V . Using W−1U = ZW−1,
a similar argument shows that W−1V ⊆ Ṽ , or equivalently, V ⊆ W Ṽ. In other
words, W Ṽ = V . Hence W maps Ṽ one to one and onto V . Since UW = WZ,
it follows that W |Ṽ : Ṽ → V is an invertible operator intertwining Ṽ = Z|Ṽ
with V = Z|V . According to Lemma 1.3.2, the operators V and Ṽ are unitarily
equivalent. �

1.4 The Bilateral Shift

This section is devoted to the bilateral shift, which plays a basic role in our ap-
proach to factorization theory. Throughout �2(E) is the Hilbert space consisting
of all square summable two-sided vectors with values in E , that is, �2(E) is the set
of all vectors of the form

f =

⎡⎢⎢⎢⎢⎢⎢⎣

...
f−1

f0
f1
...

⎤⎥⎥⎥⎥⎥⎥⎦ where ‖f‖2 =
∞∑

n=−∞
‖fn‖2 <∞ and fn ∈ E for all n.

Moreover, �2−(E) is the Hilbert space formed by the set of all vectors of the form

f =

⎡⎢⎢⎢⎣
...
f−3

f−2

f−1

⎤⎥⎥⎥⎦ where ‖f‖2 =
−∞∑

n=−1

‖fn‖2 <∞ and fn ∈ E for all n < 0.

Finally, it is noted that �2(E) admits an orthogonal decomposition of the form
�2(E) = �2−(E) ⊕ �2+(E).
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Let U be a unitary operator on K. Let us emphasize that U in this section
is unitary. Using UU∗ = I, we say that a subspace L is wandering for U if and
only if UnL is orthogonal to UkL for all integers n �= k. In this case, we define the
subspace M(L) of K by

M(L) =
∞⊕

n=−∞
UnL. (1.4.1)

It is emphasized that a vector g is in M(L) if and only if g =
∑∞
−∞ Ungn where

gn ∈ E for all integers n and ‖g‖2 =
∑∞
−∞ ‖gn‖2 is finite. Since M(L) is invariant

for both U and U∗, the subspace M(L) is a reducing subspace for U . Moreover,
the subspace M+(L) is an invariant subspace for U . Recall that the wandering
subspace L is uniquely determined by M+(L), that is, L = M+(L) � UM+(L).
However, the subspaceM(L) cannot be used to determine the wandering subspace
L. For example, both L and UL are wandering for U andM(L) = M(UL). Clearly,
L and UL have the same dimension. This is a special case of the following result.

Proposition 1.4.1. Let L and E be two wandering subspaces for a unitary operator
U on K. Assume that M(E) ⊆M(L). Then dim E ≤ dimL. Finally, if E is finite
dimensional, then M(E) =M(L) if and only if E and L have the same dimension.

Proof. Recall that M(E) ⊆M(L). For the moment assume that dimL ≥ ℵ where
ℵ is the cardinality of the integers. Then

ℵ dimL = dimM(L) ≥ dimM(E) = ℵ dim E .
Hence dimL ≥ dim E .

Now assume that the dimension of E equals m is finite. Let {ej}m
1 be an

orthonormal basis for E and {ϕj}n
1 be an orthonormal basis for L. Because E and

L are both wandering subspaces, we see that

{Ukej : 1 ≤ j ≤ m and −∞ < k <∞}
{Ukϕj : 1 ≤ j ≤ n and −∞ < k <∞}

form an orthonormal basis for M(E) and M(L), respectively.
By employing Bessel’s inequality ‖ϕj‖2 ≥

∑
ki |(ϕj , U

kei)|2 and Parseval’s
equality

∑
jk |(U∗kϕj , ei)|2 = ‖ei‖2, we obtain

dimL =
n∑

j=1

‖ϕj‖2 ≥
∑
jki

|(ϕj , U
kei)|2

=
∑
jki

|(U∗kϕj , ei)|2 =
m∑

i=1

‖ei‖2 (1.4.2)

= dim E .
Thus dim E ≤ dimL.



1.4. The Bilateral Shift 13

If dim E = dimL, then we have equality in (1.4.2). Hence

‖ϕj‖2 =
∑
ki

|(ϕj , U
kei)|2 (for all 1 ≤ j ≤ n).

Since {Ukej}jk is an orthonormal basis for M(E), this implies that {ϕj}n
1 is

contained in the subspace M(E). Hence M(L) ⊆ M(E). Combining this with
the hypothesis M(E) ⊆ M(L) yields M(E) = M(L). On the other hand, if
M(E) = M(L), then {Ukej}jk is an orthonormal basis for M(L). In this case, we
have equality in (1.4.2), that is, dimE = dimL. �

An operator U on K is called a bilateral shift if U is a unitary operator and
K = M(L) where L is a wandering subspace for U . The dimension of L is the
multiplicity for U . The wandering subspace L is not uniquely determined by U .
However, Proposition 1.4.1 shows that the multiplicity of U is independent of the
wandering subspace satisfying K = M(L). For an example of a bilateral shift
consider the unitary operator U on �2(E) defined by

U =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

. . .
...

...
...

...
...

· · · I 0 0 0 · · ·
· · · 0 I 0 0 · · ·
· · · 0 0 I 0 · · ·
· · · 0 0 0 I · · ·
...

...
...

...
...

. . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
on �2(E) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

...
E
E
E
E
...

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (1.4.3)

The box around zero represents the zero-zero entry U00 = 0 of U . Notice that the
identity I on E appears immediately below the main diagonal and all other entries
are zeros. Clearly, U in (1.4.3) is unitary. To show that this U is a bilateral shift,
observe that

L =
[
· · · 0 0 E 0 0 · · ·

]tr
is a wandering subspace for U such that �2(E) = M(L). Finally, it is noted that
dim E is the multiplicity of U .

Two bilateral shifts with the same multiplicity are unitarily equivalent. To
see this, let U on M(L) and U1 on M(L1) be two bilateral shifts of the same
multiplicity where L is wandering for U and L1 is wandering for U1. Since U
and U1 have the same multiplicity, without loss of generality we can assume that
L = L1. Now let Φ be the unitary operator mapping M(L) onto M(L1) defined
by

Φ⊕∞−∞ Ungn = ⊕∞−∞Un
1 gn (⊕∞−∞Ungn ∈M(L)).

Then it is easy to verify that Φ intertwines U with U1. In other words, U and U1 are
unitarily equivalent. Finally, it is noted that any bilateral shift with multiplicity
n is unitarily equivalent to the bilateral shift on U on �2(E) in (1.4.3) where n is
the dimension of E .
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Let T be an operator mapping X into Y. Then we say that U is an extension
of T if U is an operator mapping H into K such that U |X = T where X is a
subspace of H and Y is a subspace of K. Notice that U is an extension of T if and
only if U admits a matrix representation of the form

U =
[
A 0
C T

]
:
[ H�X

X
]
→
[ K � Y

Y
]
.

Now assume that T is an operator on X . Then U on K is an extension of T
if U |X = T where X ⊆ K. We say that two extensions U on K and U1 on K1 of T
are isomorphic if there exists a unitary operator Φ mapping K onto K1 such that
ΦU = U1Φ and Φ|X = IX .

For example, let S be the unilateral shift on �2+(E) in (1.1.3) and U on �2(E)
the bilateral shift in (1.4.3). Then U is an extension of S. In other words, U admits
a matrix representation of the form

U =
[
A 0
C S

]
on �2(E) =

[
�2−(E)
�2+(E)

]
. (1.4.4)

Clearly, U and S have the same multiplicity. Recall that any unilateral shift is
unitarily equivalent to the unilateral shift S on �2+(E), and any bilateral shift
is unitarily equivalent to the bilateral shift U on �2(E). This readily yields the
following result.

Proposition 1.4.2. Any unilateral shift can be extended to a bilateral shift with the
same multiplicity.

As before, consider the matrix representation for the bilateral shift U on
�2(E) in (1.4.4) where S on �2+(E) is the unilateral shift. Notice that

�2(E) =
∞∨

n=−∞
Un�2+(E).

Because �2+(E) is an invariant subspace for U , the previous equality is equivalent to
�2(E) =

∨∞
0 U∗n�2+(E). Motivated by this, let U+ be any isometry on K+. Then we

say that U on K is a minimal unitary extension of U+ if U is a unitary extension
of U+ satisfying

K =
∞∨

n=−∞
UnK+ or equivalently K =

∞∨
n=0

U∗nK+. (1.4.5)

Clearly, the bilateral shift U on �2(E) in (1.4.4) is a minimal unitary extension of
the unilateral shift S on �2+(E). By virtue of the Wold decomposition any isometry
U+ admits a minimal unitary extension. To see this, let U+ = S ⊕ V on K+ ⊕ V
be the Wold decomposition of U+ where S is a unilateral shift and V is unitary.
Without loss of generality we can assume that S is the unilateral shift on K+ =
�2+(E). Then U ⊕ V on �2(E) ⊕ V is a minimal unitary extension of S where U is
the bilateral shift on �2(E). This proves the first part of the following result.
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Proposition 1.4.3. Any isometry U+ on K+ admits a minimal unitary extension.
Moreover, all minimal unitary extensions of U+ are unique up to an isomorphism.

Proof. To complete the proof it remains to establish the uniqueness result. Let
U on K and Z on Z be two minimal unitary extensions of U+. Let {gk}∞−∞ be a
sequence of vectors in K+ with compact support, that is, the number of nonzero
vectors in {gk}∞−∞ is finite. Then we obtain

‖
∞∑

k=−∞
Zkgk‖2 =

∑
k,j

(Zkgk, Z
jgj) =

∑
k≥j

(Zk−jgk, gj) +
∑
k<j

(gk, Z
j−kgj)

=
∑
k≥j

(Uk−j
+ gk, gj) +

∑
k<j

(gk, U
j−k
+ gj)

=
∑
k≥j

(Uk−jgk, gj) +
∑
k<j

(gk, U
j−kgj) = ‖

∞∑
k=−∞

Ukgk‖2.

This and the minimality condition imposed on U and Z imply that the relation

Φ
∞∑

k=−∞
Zkgk =

∞∑
k=−∞

Ukgk

defines an isometry mapping a dense set in Z into a dense set in K. So Φ can be
extended by continuity to a unitary operator also denoted by Φ mapping Z onto
K. For any sequence of vectors {gk}∞−∞ in K with compact support, the definition
of Φ yields

ΦZ
∞∑

k=−∞
Zkgk =

∞∑
k=−∞

Uk+1gk = UΦ
∞∑

k=−∞
Zkgk.

In other words, ΦZ = UΦ. Clearly, Φ|K+ = I. �

The spectrum of the bilateral shift. Recall that the spectrum σ(A) of an operator
A on X is the set of all points λ in the complex plane such that λI − A is not
invertible. It is well known that the spectrum for A is closed; see Halmos [126].
Recall that the unilateral shift has no eigenvalues. Moreover, the spectrum for the
unilateral shift is the closed unit disc D. It is easy to show that the bilateral shift
also has no eigenvalues. We claim that the spectrum for the bilateral shift is the
unit circle T = {z ∈ C : |z| = 1}.

To see this, let U be the bilateral shift on �2(E) and λ be any complex number
on the unit circle. Consider the unit vector ϕn determined by

ϕn =
1√
n

[
· · · 0 0 f λf · · · λ

n−2
f λ

n−1
f 0 0 · · ·

]tr
where f is any unit vector in E . Notice that the vector ϕn has precisely n nonzero
components. A simple calculation shows that
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‖(λI − U)ϕn‖2 =
‖λf‖2 + ‖λn−1

f‖2
n

=
2
n
.

This readily implies that ‖(λI−U)ϕn‖ converges to zero as n tends to infinity. So
for any λ on the unit circle, λI−U is not invertible. Hence T ⊆ σ(U). Because the
spectrum of any unitary operator is contained in the unit circle, and the bilateral
shift is a unitary operator, we see that T = σ(U).

1.5 Abstract Toeplitz Operators

Proposition 1.5.2 below will be used to develop some fundamental factorization
results in future chapters. In order to prove Proposition 1.5.2, we needed to present
the notion of an abstract Toeplitz operator and some preliminary results in Propo-
sition 1.5.1. In Chapter 2 these results will also be used to analyze Laurent and
Toeplitz block matrix operators. Finally, the proofs in this section are given for
completeness. However, the techniques developed in these proofs are not used later
on, and thus, may be skipped by the reader.

Let A be an operator on X and B an operator on Y. The set of all operators
T intertwining A with B is denoted by I(A,B), that is, I(A,B) is the set of all
operators T mapping X into Y such that TA = BT . An abstract “causal” Toeplitz
operator is an operator which intertwines two isometries. This is a generalization
of the definition of the classical causal Toeplitz operator which intertwines two
unilateral shifts on the appropriate �2+(·) spaces; see Chapter 2. The following
result provides some insight into studying classical Toeplitz operators.

Proposition 1.5.1. Let U on K be a minimal unitary extension of an isometry U+

on K+ and Z on Z a unitary (not necessarily minimal) extension of an isometry
Z+ on Z+. Let T be an operator in I(U+, Z+). Then the following holds.

(i) There exists a unique operator L in I(U,Z) extending T .

(ii) This operator L is given by

L = strong lim
n→∞Z

∗nTUnPn (1.5.1)

where Pn is the orthogonal projection onto U∗nK+.

(iii) The operator L and T have the same norm, that is, ‖L‖ = ‖T ‖.
(iv) If the range of T is dense in Z+ and Z is a minimal unitary extension of

Z+, then the range of L is dense in Z.

(v) If T is an isometry, then L is an isometry.

(vi) If T is unitary and Z is a minimal unitary extension of Z+, then L is unitary.

Proof. First let us show that L in (1.5.1) is a well-defined operator. Let g be a
vector in K+. For any integers n > j ≥ 0, we have

LU∗jg = Z∗nTUnPnU
∗jg = Z∗nTUn−jg = Z∗nTUn−j

+ g = Z∗nZn−j
+ Tg = Z∗jTg.
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For any integer j ≥ 0, we have

LU∗jg = Z∗jTg (g ∈ K+ and j ≥ 0). (1.5.2)

So L is a well-defined linear map on U∗jK+. Choosing j = 0, yields L|K+ = T .
Notice that {U∗jK+}∞0 is an increasing sequence of subspaces, that is, U∗jK+ ⊆
U∗j+1K+. Since U is a minimal unitary extension, {U∗jK+}∞0 is dense in K. In
other words, L is a well-defined linear map on a dense set in K. To show that L is
bounded, notice that for any integer j ≥ 0 and g in K+, we have

‖LU∗jg‖ = ‖Z∗jTg‖ ≤ ‖T ‖‖g‖ = ‖T ‖‖U∗jg‖.

Thus ‖L‖ ≤ ‖T ‖. Because L|K+ = T , the operators L and T have the same norm.
Finally, observe that L can be uniquely extended by continuity to an operator also
denoted by L from K into Z. In fact, the formula in (1.5.1) yields this extension
of L.

We claim that L is in I(U,Z). For any integer j ≥ 0 and g in K+, equation
(1.5.2) yields

LU∗U∗jg = LU∗j+1g = Z∗j+1Tg = Z∗LU∗jg.

Since {U∗jK+}∞0 is dense in K+, we see that LU∗ = Z∗L. Multiplying by Z on
the left and U on the right, shows that ZL = LU .

Let M be any operator in I(U,Z) extending T . Then (1.5.2) with Z∗M =
MU∗ yields

LU∗jg = Z∗jTg = Z∗jMg = MU∗jg (g ∈ K+ and j ≥ 0).

Since {U∗jK+}∞0 is dense in K, we see that L = M . Therefore Parts (i) to (iii)
hold.

To prove that Part (iv) holds, assume that the range of T is dense in Z+ and
Z is a minimal unitary extension of Z+. By consulting (1.5.2), we see that

ranL ⊇
∞∨

j=0

Z∗jTK+ =
∞∨

j=0

Z∗jZ+ = Z.

In other words, the range of L is dense in Z.
To verify that Part (v) holds, assume that T is an isometry. By consulting

(1.5.2), we obtain

‖LU∗jg‖ = ‖Z∗jTg‖ = ‖g‖ = ‖U∗jg‖ (g ∈ K+ and j ≥ 0).

Since {U∗jK+}∞0 is dense in K, we see that L is an isometry.
Clearly, the range of an isometry is closed. So if an isometry L mapping K

into Z is onto a dense set in Z, then L is a unitary operator. In other words, Part
(vi) is an immediate consequence of Parts (iv) and (v). �
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An operator W from X into Y is a quasi-affinity if W is one to one and the
range of W is dense in Y. This sets the stage for the following result.

Proposition 1.5.2. Let S be the unilateral shift on � 2
+(E) where E is finite dimen-

sional. Let U+ be an isometry on K+ whose wandering subspace L = K � U+K
has the same dimension as E. Then S is unitarily equivalent to U+ if and only if
there is a quasi-affinity intertwining S with U+.

Proof. Let U+ = S+⊕ V on M+(L)⊕V be the Wold decomposition of U+ where
S+ is the unilateral shift and V is unitary. Because S and S+ have the same
multiplicity, S and S+ are unitarily equivalent. So without loss of generality, we
assume that S+ = S is the unilateral shift on �2+(E). To complete the proof, it
remains to show that V = {0} when there exists a quasi-affinity W in I(S,U+).
Let U be the bilateral shift on �2(E) viewed as a minimal unitary extension of
S. Let Z be the minimal unitary extension of U+ given by Z = U ⊕ V on Z =
�2(E) ⊕ V . According to Proposition 1.5.1, there exists a unique operator L in
I(U,Z) extending W . Moreover, the range of L is dense in Z; see Part (iv) of
Proposition 1.5.1.

We claim that U is unitarily equivalent to Z. By taking the adjoint of ZL =
LU , we obtain U∗L∗ = L∗Z∗. Because both U and Z are unitary, L∗Z = UL∗.
Hence ZLL∗ = LL∗Z. This implies that Z(LL∗)n = (LL∗)nZ for all integers
n ≥ 0. So for any polynomial p(λ) we have Zp(LL∗) = p(LL∗)Z. Recall that one
can choose a sequence of polynomials {pn}∞0 such that pn(LL∗) converges in the
strong operator topology to (LL∗)1/2, the positive square root of LL∗; see Problem
121 in Halmos [126]. Thus Z(LL∗)1/2 = (LL∗)1/2Z. Since L is onto a dense set,
kerL∗ is zero. So L admits a polar decomposition of the form L = (LL∗)1/2Ω
where Ω is a co-isometry from �2(E) onto Z (that is, Ω∗ is an isometry). So using
ZL = LU once again

(LL∗)1/2ΩU = LU = ZL = Z(LL∗)1/2Ω = (LL∗)1/2ZΩ .

Since the kernel of (LL∗)1/2 is zero, ΩU = ZΩ. By taking the adjoint, this readily
yields Ω∗Z∗ = U∗Ω∗, or equivalently, UΩ∗ = Ω∗Z.

Now let us show that V = {0}. Let {ϕj}n
1 be an orthonormal basis for E .

Then
{Ukϕj : 1 ≤ j ≤ n and −∞ < k <∞}

is an orthonormal basis for �2(E). Let us embed ϕi ⊕ 0 in E ⊕ V ⊆ �(E) ⊕ V .
Using Parseval’s equality and Bessel’s inequality along with the fact that Ω is a
co-isometry, we have

n =
n∑

i=1

‖ϕi ⊕ 0‖2 =
∑
i, j, k

|(Ω∗(ϕi ⊕ 0), Ukϕj)|2

=
∑
i, j, k

|(Ω∗Z∗k(ϕi ⊕ 0), ϕj)|2 ≤
n∑

j=1

‖ϕj‖2 = n. (1.5.3)
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Since n = n, we have equality in (1.5.3). This means that E which equals the span
of {ϕj}n

1 must be contained in the span of the orthonormal set

{Ω∗Zk(ϕi ⊕ 0) : 1 ≤ i ≤ n and −∞ < k <∞}.

In other words, E ⊂ Ω∗(�2(E)⊕{0}) where E is viewed as a subspace corresponding
to the zero component of �2(E). Since {UnE}∞−∞ spans �2(E) and UkΩ∗ = Ω∗Zk,
for all integers k, the subspace �2(E) ⊆ Ω∗(�2(E)⊕{0}). Hence the isometry Ω∗ is
onto and Ω∗ is unitary. Therefore Ω is unitary and Ω�2(E) = �2(E)⊕{0}. Because
Ω is unitary, V = {0} and U+ is a unilateral shift. �

Corollary 1.5.3. Let S be the unilateral shift on � 2
+(E) where E is finite dimensional,

and U+ be an isometry on K+. Assume that there exists a quasi-affinity W in
I(S,U+), the subspace K+ �WS� 2

+(E) and E have the same dimension. Then S
is unitarily equivalent to U+.

Proof. Because W is a quasi-affinity, the subspace U+K+ equals the closure of
U+W� 2

+(E) = WS� 2
+(E). Hence the wandering subspace kerU∗+ for U+ is given by

L = K+ � U+K+ = K+ �WS� 2
+(E).

Since L and E have the same dimension, Proposition 1.5.2 shows that U+ is uni-
tarily equivalent to S. �

1.5.1 Abstract Toeplitz operators viewed as a compression

Let U+ on K+ and Z+ on Z+ be two isometries. Then we say that T is a Toeplitz
operator with respect to U+ and Z+ if T is an operator mapping K+ into Z+ such
that T = Z∗+TU+. Finally, it is noted that if T is an operator in I(U+, Z+), then
T is a Toeplitz operator with respect to U+ and Z+. In this case, T is called a
causal Toeplitz operator with respect to U+ and Z+. The results in this section will
be used to prove some properties of Toeplitz and Laurent operators in Chapter 2.
As mentioned earlier, the proofs in this section are given for completeness. The
techniques developed in these proofs are not used later on, and thus, may be
skipped by the reader.

Proposition 1.5.4. Let U on K be a minimal unitary extension of an isometry U+

on K+ and Z on Z a minimal unitary extension of an isometry Z+ on Z+. Then
T is a Toeplitz operator with respect to U+ and Z+ if and only if there exists an
operator L mapping K into Z such that

T = PZ+L|K+ where L ∈ I(U,Z). (1.5.4)

In this case the following holds.

(i) There is only one operator L in I(U,Z) satisfying T = PZ+L|K+.



20 Chapter 1. The Wold Decomposition

(ii) This operator L is given by

L = weak lim
n→∞Z

∗nTUnPn (1.5.5)

where Pn is the orthogonal projection onto U∗nK+.

(iii) The operators T and L have the same norm, that is, ‖L‖ = ‖T ‖.
Proof. Assume that T = PZ+L|K+ where L is in I(U,Z). Then for g in K+ and
h in Z+, we have

(Z∗+TU+g, h) = (PZ+LU+g, Z+h) = (LUg, Zh)
= (ZLg, Zh) = (PZ+Lg, h) = (Tg, h).

Since this holds for all g in K+ and h in Z+, we see that T = Z∗+TU+. In other
words, T is a Toeplitz operator with respect to U+ and Z+.

On the other hand, assume that T = Z∗+TU+. For any integer n ≥ 0, let Kn

and Zn be the subspaces defined by

Kn = U∗nK+ and Zn = Z∗nZ+.

Observe that the subspaces {Kn}∞0 and {Zn}∞0 are increasing, that is, Kn ⊆ Kn+1

and Zn ⊆ Zn+1. The minimality conditions on U and Z imply that {Kn}∞0 and
{Zn}∞0 are respectively dense in K and Z. Let Tn be the operator mapping K into
Z defined by

Tn = Z∗nTUnPn (n ≥ 0). (1.5.6)

Notice that T0 = TPK+ . We claim that for all integers n ≥ j:

PZjTn|Kj = Tj |Kj (0 ≤ j ≤ n). (1.5.7)

The equation T = Z∗+TU+ implies that T = Z∗ν+ TUν
+ for all integers ν ≥ 0.

Moreover, U jPjU
∗jg = g where g is in K+. For g in K+ and h in Z+, we have

(PZjTnU
∗jg, Z∗jh) = (TnU

∗jg, Z∗jh) = (Z∗nTUnPnU
∗jg, Z∗jh)

= (TUn−jg, Zn−jh) = (Z∗n−j
+ TUn−j

+ g, h) = (Tg, h)

= (Z∗jTU jPjU
∗jg, Z∗jh) = (TjU

∗jg, Z∗jh).

This yields (1.5.7). By consulting (1.5.6), we see that ‖Tn‖ ≤ ‖T ‖. Since T =
PZ+Tn|K+, we see that ‖Tn‖ = ‖T ‖ for all integers n ≥ 0. Because {Kn}∞0 and
{Zn}∞0 are respectively dense in K and Z, equation (1.5.7) implies that Tn con-
verges in the weak operator topology to an operator L mapping K into Z. Finally,
since ‖Tn‖ = ‖T ‖ for all n ≥ 0, we see that T and L have the same norm.

To show that L is in I(U,Z), first observe that

PZnL|Kn = Tn|Kn (n ≥ 0). (1.5.8)
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For any integers n ≥ j ≥ 0 with g in K+ and h in Z+, equations (1.5.7) and (1.5.6)
yield

(LUU∗j+1g, Z∗jh) = (TnU
∗jg, Z∗jh) = (TjU

∗jg, Z∗jh)

= (Z∗jTU jPjU
∗jg, Z∗jh) = (Tg, h)

= (Z∗j+1TU j+1Pj+1U
∗j+1g, Z∗j+1h)

= (Tj+1U
∗j+1g, Z∗j+1h) = (PZj+1LU

∗j+1g, Z∗j+1h)

= (LU∗j+1g, Z∗j+1h) = (ZLU∗j+1g, Z∗jh).

Hence (LUU∗j+1g, Z∗jh) = (ZLU∗j+1g, Z∗jh). Because {Kn}∞0 and {Zn}∞0 are
respectively dense in K and Z, we arrive at LU = ZL.

To show that there is only one L satisfying (1.5.4), assume that M is an
operator in I(U,Z) such that T = PZ+M |K+. As before, choose any g in K+ and
h in Z+. Then for any integer n ≥ 0, we have

(LU∗ng, Z∗nh) = (ZnLU∗ng, h) = (Tg, h) = (Mg, h) = (MU∗ng, Z∗nh).

Because {Kn}∞0 and {Zn}∞0 are respectively dense in K and Z, we arrive at
L = M . Hence Parts (i) to (iii) hold. �

Let U+ be an isometry on K+. Then we say that T is a Toeplitz operator
with respect to U+ if T is an operator on K+ satisfying U∗+TU+ = T . Recall that
an operator A on X is the compression of an operator L on K if X ⊂ K and
A = PXL|X .

Now let U on K be a minimal unitary extension for an isometry U+ on
K+, and T an operator on K+. Then Proposition 1.5.4 shows that T is a Toeplitz
operator with respect to U+ if and only if there exists an operatorL in I(U,U) such
that T equals the compression of L to K+, that is, UL = LU and T = PK+L|K+.
Moreover, there is only one operator L in I(U,U) such that T is the compression
of L to K+. This operator L is given by

L = weak lim
n→∞U

∗nTUnPn (1.5.9)

where Pn is the orthogonal projection onto U∗nK+. Finally, L and T have the
same norm.

Now assume that T is a self-adjoint Toeplitz operator with respect to U+.
Then U∗nTUnPn is a sequence of self-adjoint operators. Since the weak limit of
self-adjoint operators is self-adjoint, Equation (1.5.9) shows that L is also a self-
adjoint operator.

Recall that an operator A on X is positive if (Ax, x) ≥ 0 for all x in X . We
say that an operator A on X is strictly positive if there exists a positive scalar
δ > 0 such that (Ax, x) ≥ δ‖x‖2 for all x in X . It is noted that A is strictly
positive if and only if A is positive and invertible. Finally, A is a strictly positive
operator if and only if there exists a δ > 0 such that

δ = inf{(Ax, x) : ‖x‖ = 1}. (1.5.10)
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In this case, ‖A−1‖ = 1/δ.

Corollary 1.5.5. Let U on K be a minimal unitary extension of an isometry U+

on K+, and T on K+ a Toeplitz operator with respect to U+. Let L on K be the
unique operator in I(U,U) such that T is the compression of L to K+. Then T is
positive if and only if L is positive. Moreover, L is strictly positive if and only if
T is strictly positive. In this case, L−1 and T−1 have the same norm.

Proof. If L is positive, then its compression T must also be a positive operator.
If T is a positive operator, then equation (1.5.6) shows that Tn = PnU

∗nTUnPn

is a sequence of positive operators. Since Tn converges to L in the weak operator
topology, it follows that L is also a positive operator.

For any integer n ≥ 0, we have UnL = LUn, and thus,

(LU∗ng, U∗ng) = (UnLU∗ng, g) = (Lg, g) (g ∈ K).

Recall that {U∗nK+}∞0 is dense in K and T = PK+L|K+. Using this we have

inf{(Lx, x) : ‖x‖ = 1} = inf{(LU∗ng, U∗ng) : ‖g‖ = 1, g ∈ K+ and n ≥ 0}
= inf{(Tg, g) : ‖g‖ = 1}.

Hence L is strictly positive if and only if T is strictly positive. In this case, the
previous equation also shows that L−1 and T−1 have the same norm. �

1.6 Notes

The results in this chapter are classical. For an introduction to functional analysis
see [59]. An introduction to operator theory with applications is given in Gohberg-
Goldberg-Kaashoek [112] and Young [202]. The results concerning isometries and
the Wold decomposition are also classical; see [80, 82, 126, 112, 114, 182, 198] for
further results in this direction. Finally, the abstract Toeplitz theory in Section
1.5 was taken from Foias-Frazho [82].



Chapter 2

Toeplitz and Laurent Operators

Toeplitz and Laurent operators play a basic role in systems theory. For example, a
lower triangular Toeplitz matrix can be viewed as an input-output map for a linear
causal time invariant system. First we introduce the Fourier transform. Then we
will study Toeplitz and Laurent operators. The Fourier transform will be used to
turn Laurent operators into multiplication operators and visa versa.

2.1 The Fourier Transform

In this section, we will present a short review of the Fourier transform. Through-
out, L2(E) is the Hilbert space formed by the set of all Lebesgue measurable,
square integrable functions with values in E over the interval [0, 2π). In all of our
applications concerning the space L2(E) (or L2

+(E) or H2(E) introduced below),
the subspace E is finite dimensional. So whenever we write L2(E) (or L2

+(E) or
H2(E)) it understood that E is finite dimensional. The inner product between two
functions f and g in L2(E) is given by

(f, g) =
1
2π

∫ 2π

0

(f(eıω), g(eıω))E dω.

It is well known that a Lebesgue measurable function f with values in E is in
L2(E) if and only if f admits a Fourier series expansion of the form

f(eıω) =
∞∑

k=−∞
e−ıωkfk where

∞∑
k=−∞

‖fk‖2 <∞.

Recall that the Fourier coefficients {fk}∞−∞ are the vectors in E determined by

fk =
1
2π

∫ 2π

0

f(eıω)eıωkdω.
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Finally, Parserval’s theorem shows that

(f, g) =
∞∑

k=−∞
(fk, gk)E ,

where f(eıω) =
∑∞
−∞ e−ıωkfk, and g(eıω) =

∑∞
−∞ e−ıωkgk are the Fourier series

expansion for f and g respectively. In particular, ‖f‖2 =
∑∞
−∞ ‖fk‖2.

The Fourier transform FE is the unitary operator mapping �2(E) onto L2(E)
defined by

FE
[
· · · f−2 f−1 f0 f1 f2 · · ·

]tr
=

∞∑
k=−∞

e−ıωkfk. (2.1.1)

The box around f0 represents the zero component of a vector f in �2(E).
We say that Z is the bilateral shift on L2(E) if Z is the unitary operator on

L2(E) defined by

(Zg)(eıω) = e−ıωg(eıω) (g ∈ L2(E)).

To see that Z is indeed a bilateral shift, observe that (Z∗g)(eıω) = eıωg(eıω). Since
Z and Z∗ are both isometries, Z is unitary. Notice that E is a wandering subspace
for Z satisfying L2(E) = M(E). Here E is the set of all constant functions in L2(E).
By definition Z is a bilateral shift. Finally, it is noted that the dimension of E is
the multiplicity of Z. Let U be the bilateral shift on �2(E) and Z the bilateral
shift on L2(E). Since U and Z are both bilateral shifts of the same multiplicity,
they are unitarily equivalent. Moreover, the Fourier transform FE is the unitary
operator which intertwines U with Z, that is, FEU = ZFE .

2.1.1 The subspace L2
+(E)

Throughout L2
+(E) is the subspace of L2(E) consisting of the set of all functions

g in L2(E) whose Fourier coefficients are zero for all n < 0, that is,

L2
+(E) = {g ∈ L2(E) : g(eıω) =

∞∑
k=0

e−ıωkgk}. (2.1.2)

The Fourier transform F+
E is the unitary operator mapping �2+(E) onto L2

+(E)
given by F+

E = FE |L2
+(E), that is,

F+
E
[
g0 g1 g2 · · · ]tr =

∞∑
k=0

e−ıωkgk (
[
g0 g1 g2 · · · ]tr ∈ �2+(E)).

We say that Z is the unilateral shift on L2
+(E) if Z is the isometry on L2

+(E)
defined by

(Zg)(eıω) = e−ıωg(eıω) (g ∈ L2
+(E)).
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Clearly, Z is an isometry. To see that Z is indeed a unilateral shift, observe that
that E is a wandering subspace for Z satisfying L2

+(E) = M+(E). By definition
Z is a unilateral shift. The dimension of E is the multiplicity of Z. Let S be the
unilateral shift on �2+(E). Recall that the multiplicity of S is also the dimension of
E . Hence S is unitarily equivalent to Z. Finally, it is noted that F+

E is the unitary
operator which intertwines S with Z, that is, F+

E S = ZF+
E .

The subspaces L2(E ,Y) and L∞(E ,Y). In all of our applications concerning the
spaces L2(E ,Y) or L∞(E ,Y), the subspace E and Y are finite dimensional. So
whenever we write L2(E ,Y) or L∞(E ,Y) it understood that E and Y are finite
dimensional.

The set of all operators mapping E into Y is denoted by L(E ,Y). Throughout
L2(E ,Y) is the set of all Lebesgue measurable functions F over the interval [0, 2π)
with values in L(E ,Y) such that

‖F‖22 =
1
2π

∫ 2π

0

trace(F (eıω)F (eıω)∗)dω <∞.

Notice that F is in L2(E ,Y) if and only if F admits a Fourier series expansion
of the form F =

∑∞
−∞ e−ıωkFk and

∑∞
−∞ F ∗kFk is finite. In this case, ‖F‖22 =∑∞

−∞ trace(FkF
∗
k ). Finally, if F and G are two function in L2(E ,Y), then the

inner product between F and G is given by

(F,G) =
1
2π

∫ 2π

0

trace(F (eıω)G(eıω)∗)dω =
1
2π

∫ 2π

0

trace(G(eıω)∗F (eıω))dω.

Throughout L∞(E ,Y) is the set of all, uniformly bounded, Lebesgue mea-
surable functions F with values in L(E ,Y) over the interval [0, 2π). Recall that
L∞(E ,Y) is a Banach space under the norm

‖F‖∞ = essential- sup{‖F (eıω)‖ : 0 ≤ ω < 2π}. (2.1.3)

Notice that L∞(E ,Y) is a proper subset of L2(E ,Y).

2.2 Hardy Spaces

In this section we will review some standard results concerning Hardy spaces of
functions which are analytic outside the closed unit disc, that is, analytic in the
region

D+ = {z ∈ C : |z| > 1}. (2.2.1)

It is emphasized that we assume that these functions are also analytic at infinity.
In other words, f(z) is analytic in D+ if and only if f(1/z) is analytic in the open
unit disc D = {z ∈ C : |z| < 1}. So the function f(z) = z is not analytic in D+.
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Let
[
h0 h1 h2 · · · ]tr be a vector in �2+(E). Consider the function h

defined by

h(z) =
∞∑

k=0

z−khk.

We claim that h is analytic in D+. Let z be a complex number such that |z| > r > 1.
The Cauchy-Schwartz inequality yields∣∣∣∣∣

∞∑
k=0

z−khk

∣∣∣∣∣
2

≤
∞∑

k=0

1
|z|2k

∞∑
k=0

‖hk‖2 ≤ 1
1− r−2

∞∑
k=0

‖hk‖2.

Hence the series
∑∞

k=0 z
−khk converges uniformly for any disc of radius r > 1. In

other words, h(z) is analytic in D+.
Throughout, H2(E) is the Hardy space consisting of the set of all E-valued

analytic functions in D+ such that

‖h‖2 =
∞∑

k=0

‖hk‖2 <∞ where h(z) =
∞∑

k=0

z−khk (2.2.2)

is the Taylor’s series expansion of h at infinity. The norm of a function h is H2(E)
is simply the �2+(E) norm of the Taylor coefficients {hk}∞0 of h. So H2(E) is a
Hilbert space under this norm. If E = C is the set of complex numbers, then
we denote H2(C) by H2. Finally, it is noted that not every function analytic
in D+ is in H2(E). For example, the function 1/(z − 1) is analytic in D+ and
not in H2 due to the pole at 1. Observe that 1/(z − 1) =

∑∞
1 z−n, and thus,

‖1/(z − 1)‖2 =
∑∞

1 1 =∞.
Let h be a function in H2(E) and h(z) =

∑∞
0 z−khk its Taylor’s series

expansion about infinity. It is well known that as r > 1 tends to 1, the function
h(reıω) converges to a function h̃(eıω) almost everywhere with respect to the
Lebesgue measure . Moreover, h̃ is a function in L2

+(E) and admits a Fourier
series expansion of the form

h̃(eıω) =
∞∑

k=0

e−ıωkhk.

It is noted that the H2 norm of h(z) equals the L2 norm of h̃, that is,

‖h‖2H2 =
∞∑

k=0

‖hk‖2 =
1
2π

∫ 2π

0

‖h̃(eıω)‖2dω = ‖h̃‖2L2 .

On the other hand, assume that h̃(eıω) is a function in L2
+(E). Then h̃ admits

a Fourier series expansion of the form h =
∑∞

0 e−ıωkhk, and h(z) =
∑∞

0 z−khk

defines a function in H2(E). So the functions h(z) in H2(E) and h̃(eıω) in L2
+(E)
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uniquely determine each other. To be precise, let Φ be the mapping from H2(E)
into L2

+(E) defined by

h̃(eıω) = (Φh)(eıω) =
∞∑

k=0

e−ıωkhk where h(z) =
∞∑

k=0

z−khk

is the Taylor’s series expansion of h in H2(E). Then Φ defines a unitary operator
from H2(E) onto L2

+(E). Due to this unitary identification we drop the tilde no-
tation on h̃ and simply write h(eıω) for the function Φh. In other words, if h is
in H2(E) and we write h(eıω), then we mean that h(eıω) is the function in L2

+(E)
given by h(eıω) = (Φh)(eıω). Finally, using this identification we also view H2(E)
as the subspace of L2(E) corresponding to L2

+(E). Motivated by this identification,
we use H2(E) and L2

+(E) interchangeably.
Due to the previous identification between H2(E) and L2

+(E), we also view
the Fourier transform F+

E as the unitary operator from �2+(E) onto H2(E) defined
by

(F+
E

⎡⎢⎢⎢⎣
f0
f1
f2
...

⎤⎥⎥⎥⎦)(z) =
∞∑

k=0

z−kfk where

⎡⎢⎢⎢⎣
f0
f1
f2
...

⎤⎥⎥⎥⎦ ∈ �2+(E). (2.2.3)

Let ΠE be the orthogonal projection from �2+(E) onto E which picks out the first
component of �2+(E), that is,

ΠE =
[
I 0 0 · · · ] : �2+(E) → E .

Let S be the unilateral shift on �2+(E); see equation (1.1.3). If h is an element in
�2+(E), then the Fourier transform of h is given by the representation

(F+
E h)(z) = ΠE(I − z−1S∗)−1h = zΠE(zI − S∗)−1h (h ∈ �2+(E)). (2.2.4)

To see this, let h =
[
h0 h1 h2 · · · ]tr. Observe that hk = ΠES∗kh for all

integers k ≥ 0. Using the fact that ‖z−1S∗‖ < 1, for each z in D+, we have

ΠE(I − z−1S∗)−1h = ΠE
∞∑

k=0

z−kS∗kh =
∞∑

k=0

z−kΠES∗kh

=
∞∑

k=0

z−khk = (F+
E h)(z).

Finally, it is noted that the Fourier transform in (2.2.4) can also be written in the
following “state space” form:

(F+
E h)(z) = ΠEh+ ΠE(zI − S∗)−1S∗h (h ∈ �2+(E) and z ∈ D+). (2.2.5)
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Let SE be the operator on H2(E) defined by multiplication by 1/z on H2(E),
that is,

(SEh)(z) =
h(z)
z

(h ∈ H2(E) and z ∈ D+). (2.2.6)

Notice that SE is an isometry on H2(E). Moreover, the set of all constant functions
E in H2(E) is a cyclic wandering subspace for SE . In other words, SE is a unilateral
shift on H2(E). Hence SE is unitarily equivalent to the unilateral shift S on �2+(E).
In fact, it is easy to verify that the Fourier transform F+

E intertwines the unilateral
shift S on �2+(E) with SE . To be precise, F+

E S = SEF+
E . Motivated by this, we will

simply call the isometry SE in (2.2.6) the unilateral shift on H2(E). The adjoint
of SE is determined by

(S∗Eh)(z) = zh(z)− zh(∞) (h ∈ H2(E)) . (2.2.7)

By a slight abuse of notation we set

h(∞) = lim
r→∞h(r) (h ∈ H2(E)).

Notice that h(∞) = h0 where h0 is the first component in the Taylor series ex-
pansion for h(z) =

∑∞
0 z−khk.

The set of all eigenvalues for the backward shift operator equals the open
unit disc D; see Section 1.2. In particular, by taking the Fourier transform of
the eigenvector in (1.2.2), or by direct computation, we see that the set of all
eigenvectors ϕ for S∗E corresponding to the eigenvalue λ in D are given by

S∗ϕ = λϕ where ϕ =
z

z − λf (λ ∈ D and f ∈ E). (2.2.8)

Finally, it is noted that the eigenvector ϕ = zf/(z − λ) corresponding to the
eigenvalue λ has a pole at λ.

The subspaces H2(E ,Y) and H∞(E ,Y). In all of our applications concerning the
spaces H2(E ,Y) and H∞(E ,Y), the subspace E and Y are finite dimensional. So
whenever we write H2(E ,Y) or H∞(E ,Y) it is understood that E and Y are finite
dimensional.

We say that a function Θ is in H2(E ,Y) if Θ(z) is analytic in D+, with values
in L(E ,Y), and

‖Θ‖22 =
∞∑

n=0

trace(ΘnΘ∗n) <∞ where Θ(z) =
∞∑

n=0

z−nΘn. (2.2.9)

If Θ is a function in H2(E ,Y), then as r > 1 tends to 1, the function Θ(reıω) con-
verges almost everywhere to a function Θ(eıω) of the form Θ(eıω) =

∑∞
0 e−ıωnΘn.

As expected, {Θn}∞0 are the Taylor coefficients for Θ in (2.2.9). In this case,
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‖Θ‖H2 = ‖Θ(eıω)‖L2 . So without loss of generality, we can also express Θ as a
function on the unit circle, that is, Θ(eıω) =

∑∞
0 e−ıωnΘn. Finally, due to this

identification H2(E ,Y) can be viewed as the subspace of L2(E ,Y) consisting of all
functions of the form

∑∞
0 e−ıωkΘk.

Recall that H∞(E ,Y) is the Banach space formed by the set of all uniformly
bounded, analytic functions in D+ with values in L(E ,Y). The H∞ norm of a
function Θ in H∞(E ,Y), denoted by ‖Θ‖∞, is given by

‖Θ‖∞ = sup{‖Θ(z)‖ : z ∈ D+}. (2.2.10)

Notice that H∞(E ,Y) is a subset of H2(E ,Y). If Θ is a function in H∞(E ,Y),
then Θ(eıω) is a function in L∞(E ,Y) whose Fourier series expansion is of the
form

∑∞
0 e−ıωkΘk. In particular, by the maximum modulus theorem, the H∞

norm of Θ is also given by the L∞ norm of Θ(eıω), that is,

‖Θ‖∞ = essential- sup{‖Θ(eıω)‖ : 0 ≤ ω ≤ 2π}. (2.2.11)

Finally, it is noted that H∞(E ,Y) can be viewed as the subspace of L∞(E ,Y)
consisting of all functions of the form

∑∞
0 e−ıωkΘk.

2.3 Multiplication Operators

Let F be a Lebesgue measurable function with values in L(E ,Y). Throughout MF

denotes multiplication by F , that is,

(MF g)(eıω) = F (eıω)g(eıω) (2.3.1)

where g is a Lebesgue measurable function with values in E . We say that MF is a
multiplication operator if (MF g)(eıω) = F (eıω)g(eıω) defines an operator, that is,
a bounded linear map from L2(E) into L2(Y). In this section, we will show that
MF defines an operator if and only if F is a function in L∞(E ,Y). Moreover, in
this case, ‖MF‖ = ‖F‖∞.

Let F be a function in L∞(E ,Y). Then we claim that ‖MF‖ ≤ ‖F‖∞, and
thus, MF is a well-defined operator mapping L2(E) into L2(Y). To verify this for
g in L2(E), we have

‖MFg‖2 =
1
2π

∫ 2π

0

‖F (eıω)g(eıω)‖2dω ≤ ‖F‖2∞
2π

∫ 2π

0

‖g(eıω)‖2dω = ‖F‖2∞‖g‖2.

Hence ‖MF‖ ≤ ‖F‖∞. Lemma 2.3.1 below shows that ‖MF ‖ = ‖F‖∞. Notice that
MF intertwines the bilateral shift U on L2(E) with the bilateral shift Z on L2(Y).
In Section 2.4, we will show that an operator intertwines two bilateral shifts if and
only if it is a multiplication operator.

We say that a function F is rigid if F is a function in L∞(E ,Y) and F (eıω) :
E → Y is an isometry almost everywhere with respect to the Lebesgue measure.
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Lemma 2.3.1. Let F be a Lebesgue measurable function with values in L(E ,Y) over
the interval [0, 2π). Then MF defines an operator from L2(E) into L2(Y) if and
only if F is in L∞(E ,Y). In this case, the following holds.

(i) The norm of MF equals the L∞ norm of F , that is, ‖MF‖ = ‖F‖∞.

(ii) The operator MF is an isometry if and only if F is rigid.

(iii) The operator MF is invertible if and only if F−1 is a function in L∞(Y, E).
In this case, M−1

F = MF−1 and ‖M−1
F ‖ = ‖F−1‖∞.

Proof. Assume that MF is an operator, that is, ‖MF‖ <∞. Let

ϕ(eıω) =
n∑

k=−n

αke
−ıkω

be any scalar-valued trigonometric polynomial. Then for any vector a in E , we
obtain

1
2π

∫ 2π

0

|ϕ(eıω)|2‖F (eıω)a‖2dω =
1
2π

∫ 2π

0

‖F (eıω)ϕ(eıω)a‖2dω

= ‖MFϕa‖2 ≤ ‖MF‖2‖ϕa‖2

= ‖MF‖2‖a‖2 1
2π

∫ 2π

0

|ϕ(eıω)|2dω.

(Notice that we have equality if MF is an isometry.) Using the fact that the
trigonometric polynomials are dense in the continuous functions of period 2π, we
obtain

1
2π

∫ 2π

0

p(ω)‖F (eıω)a‖2dω ≤ ‖MF‖2‖a‖2 1
2π

∫ 2π

0

p(ω)dω (2.3.2)

where p(ω) is any positive continuous function. (We have equality if MF is an
isometry.) By employing Lebesgue’s dominated convergence theorem, we can find
an appropriate sequence of functions such that the inequality in (2.3.2) holds for
all bounded positive measurable functions p. By choosing p to be the characteristic
function with an arbitrary small support, we see that

‖F (eıω)a‖ ≤ ‖MF‖‖a‖ (2.3.3)

almost everywhere with respect to the Lebesgue measure. So ‖F‖∞ ≤ ‖MF‖. In
particular, F is in L∞(E ,Y). Recall we have already shown that ‖MF ‖ ≤ ‖F‖∞.
Hence ‖MF ‖ = ‖F‖∞ and Part (i) holds.

If MF is an isometry, then we have equality in (2.3.3), that is, ‖F (eıω)a‖ =
‖a‖ almost everywhere with respect to the Lebesgue measure. Hence F is rigid.
On the other hand, if F is rigid, then it readily follows that ‖MFg‖ = ‖g‖ for all
g in L2(E), and thus, MF is an isometry. This yields Part (ii).
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Recall that (MF g)(eıω) = F (eıω)g(eıω) where g is in L2(E). So MF is in-
vertible if and only if F (eıω) is almost everywhere invertible with respect to the
Lebesgue measure and the mapping y → F (eıω)−1y(eıω) defines a bounded lin-
ear map from L2(Y) into L2(E). In other words, MF is invertible if and only if
the multiplication map MF−1 defines an operator. In this case, M−1

F = MF−1 . In
particular, ‖M−1

F ‖ = ‖F−1‖∞. �
Remark 2.3.2. Assume that F is a function in L∞(E , E). Then MF is a positive
operator on L2(E) if and only if F (eıω) is almost everywhere a positive operator
with respect to the Lebesgue measure. Moreover,MF is strictly positive if and only
if F (eıω) is almost everywhere a positive operator with respect to the Lebesgue
measure and F−1 is in L∞(E , E).

To see this observe that for any g in L∞(E , E), we have

(MF g, g) =
1
2π

∫ 2π

0

(F (eıω)g(eıω), g(eıω))dω. (2.3.4)

If F (eıω) is almost everywhere a positive operator with respect to the Lebesgue
measure, then the right-hand side of (2.3.4) is positive, and thus, MF is a positive
operator. On the other hand, if MF is a positive operator, then choosing any
function g which is constant on a set of Lebesgue measure and zero otherwise,
shows that F (eıω) is almost everywhere a positive operator. This prove the first
part of Remark 2.3.2. The second half follows from Part (iii) of Lemma 2.3.1.

2.4 Laurent Operators

The set of all trigonometric polynomials with values in E is denoted by Ptrig(E). In
other words, Ptrig(E) is the set of all functions of the form

∑n
k=m ake

−ıωk where
ak is a vector in E while m and n are finite integers. Throughout �c(E) is the linear
manifold consisting of the set of all vectors in �2(E) with compact support. The
Fourier transform of �c(E) equals Ptrig(E), that is, FE�c(E) = Ptrig(E).

We say that L is a Laurent matrix if L is a block matrix of the form

L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

. . . . . .
...

...
. . . F0 F−1 F−2 · · ·
· · · F1 F0 F−1 · · ·
· · · F2 F1 F0

. . .
...

...
. . . . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.4.1)

Here {Fk}∞−∞ is a sequence of operators mapping E into Y. The box around F0

represents the 0-0 component of the Laurent matrix. Notice that all the diagonal
entries of the Laurent matrix are the same. Moreover, the j + 1 column of the
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Laurent matrix is the j column shifted down. In other words, L is a Laurent
matrix if and only if the entries of Lj,k = Fj−k for all integers j and k where
{Fj}∞−∞ is a sequence of operators mapping E into Y. Now assume that g is a
vector in �c(E). Then Lg is well defined and the n-th component of Lg is given by

(Lg)n =
∞∑

j=−∞
Fn−jgj (⊕∞−∞gj ∈ �c(E)). (2.4.2)

Let F be the function with values in L(E ,Y) formally defined by

F (eıω) =
∞∑

k=−∞
Fke

−ıωk. (2.4.3)

Clearly, F and {Fk}∞−∞ formally determine each other. Motivated by this we
say that F is the symbol for L. In this case, the Laurent matrix L in (2.4.1) is
denoted by L = LF . In systems theory terminology, a Laurent matrix corresponds
to convolution between the (impulse response) sequence {Fj}∞−∞ and the (input)
sequence {gj}∞−∞.

We say that L is a Laurent operator mapping �2(E) into �2(Y) if L is an
operator and L admits a matrix representation of the form in (2.4.1) with respect
to the standard basis for �2(E) and �2(Y). Now assume that L = LF is a Laurent
operator with symbol F . Since LF is an operator all the columns in LF are square
summable, that is,

∑∞
−∞ ‖Fja‖2 is finite for all a in E . In particular, F must be a

function in L2(E ,Y). In this case, F is the Fourier transform of {Fk}∞−∞ and the
symbol F for LF is well defined. In a moment we will see that LF is defined as an
operator from �2(E) into �2(Y) if and only if F is in L∞(E ,Y).

Let F be a function in L2(E ,Y). Then the columns of LF are square sum-
mable, and LF is a well-defined linear map from �c(E) into �2(Y). If g is a vector
in �c(E), then we claim that

FYLFg = MFFEg (g ∈ �c(E) and F ∈ L2(E ,Y)). (2.4.4)

In systems theory terminology, this states that convolution in the time domain
corresponds to multiplication in the frequency domain. To see this observe that
(2.4.2) yields

(FYLFg)(eıω) =
∑
n,j

e−ıωnFn−jgj =
∑
n,j

e−ıω(n−j)Fn−je
−ıωjgj

=
∑

k

e−ıωkFk

∑
j

e−ıωjgj = F (eıω)(FEg)(eıω).

Hence (2.4.4) holds. The following result shows that LF is an operator if and only
if F is a function in L∞(E ,Y). Recall that I(A,B) denotes the set of all operators
intertwining A on X and B on Y.
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Theorem 2.4.1. Let UE and UY be the bilateral shifts on �2(E) and �2(Y), respec-
tively. Then an operator L is in I(UE , UY) if and only if L = LF is a Laurent
operator where F is a function in L∞(E ,Y). In this case, ‖L‖ = ‖F‖∞. Finally,
LF is an isometry if and only if F is rigid.

Proof. Assume that L is a Laurent operator with symbol F . As noted earlier F is
a function in L2(E ,Y). Using the matrix representation for L in (2.4.1), it is easy
to check that UYL = LUE . Therefore L is in I(UE , UY).

Assume that L is an operator in I(UE , UY). Then we claim that L is a
Laurent operator. To see this, let us identify E (respectively Y) with the subspace
of �2(E) corresponding to the zero component of �2(E) (respectively �2(Y)). Then
E is a wandering subspace for UE such that �2(E) = M(E) and Y is a wandering
subspace for UY such that �2(Y) = M(Y). Let Lj,k be the j-k entry of L with
respect to the basis {Un

E E}∞−∞ for �2(E) and {Un
YY}∞−∞ for �2(Y). Then Lj,k =

ΠYU
∗j
Y LU

k
EΠ∗E where ΠY (respectively ΠE) is the orthogonal projection from �2(Y)

onto Y (respectively from �2(E) onto E) which picks out the zero component Y in
�2(Y) (respectively E in �2(E)). Using this we have

Lj,k = ΠYU
∗j
Y LU

k
EΠ∗E = ΠYU

∗j
Y U

k
YLΠ∗E = ΠYU

∗(j−k)
Y LΠ∗E = Lj−k,0.

Hence Lj,k = Lj−k,0 for all integers j and k. Setting Fn = Ln,0 for all integers n,
shows that L admits a matrix representation of the form in (2.4.1). Therefore L
is a Laurent operator, which proves our claim. Finally, L = LF where the symbol
F for L is the Fourier transform of {Fj}∞−∞.

So far we have shown that L is a Laurent operator if and only if L is an
operator in I(UE , UY). Moreover, in this case, L = LF where F is a function in
L2(E ,Y). Clearly, �c(E) is dense in �2(E). Recall that the Fourier transform FV is
a unitary operator mapping �2(V) onto L2(V). According to (2.4.4), the operator
MF defines an operator mapping L2(E) into L2(Y) if and only if LF defines an
operator mapping �2(E) into �2(Y). In this case, LF is unitarily equivalent to MF ,
that is,

FYLF = MFFE . (2.4.5)

Lemma 2.3.1 implies that MF defines an operator if and only if F is a function in
L∞(E ,Y). In other words, if LF is a Laurent operator, then its symbol F must be
a function in L∞(E ,Y) and ‖LF‖ = ‖F‖∞. On the other hand, if F is a function
in L∞(E ,Y), then (2.4.5) shows that LF is a well-defined Laurent operator. So
there is a one to one correspondence between the set of all Laurent operators
mapping �2(E) into �2(Y) and the set of all functions F in L∞(E ,Y). Moreover,
‖LF‖ = ‖MF‖ = ‖F‖∞. Finally, it is noted that Lemma 2.3.1 along with the fact
that MF and LF are unitarily equivalent, also show that LF is an isometry if and
only if F is rigid. �

Let A be a function in L∞(V ,Y) and B in L∞(E ,V). Then AB is a function
in L∞(E ,Y). By consulting (2.4.5), or by performing a simple calculation we see
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that LALB = LAB. Finally, it is noted that if LF is a Laurent operator with
symbol F , then L∗F = LF∗ is a Laurent operator with symbol F ∗ = F (eıω)∗.

Corollary 2.4.2. Let ZE be the bilateral shift on L2(E) and ZY be the bilateral shift
on L2(Y). Then an operator M is in I(ZE , ZY) if and only if M = MF where F is
a function in L∞(E ,Y). In this case, ‖MF‖ = ‖F‖∞. Finally, MF is an isometry
if and only if F is rigid.

Proof. If F is a function in L∞(E ,Y), then clearly, MF is in I(ZE , ZY). Now
assume that M is in I(ZE , ZY). Recall that FEUE = ZEFE and FYUY = ZYFY .
As before, UE is the bilateral shift on �2(E) and UY the bilateral shift on �2(Y).
Then L = F−1

Y MFE is an operator in I(UE , UY). Hence L = LF is a Laurent
operator where F is a function in L∞(E ,Y). According to (2.4.5), the operator
M = MF . �

Corollary 2.4.3. Let SE be the unilateral shift on �2+(E) and UY the bilateral shift on
�2(Y). Then an operator T is in I(SE , UY) if and only if T = LF |�2+(E) where LF

is a Laurent operator and F is a function in L∞(E ,Y). In this case, ‖T ‖ = ‖F‖∞.
Finally, T is an isometry if and only if F is rigid.

Proof. Assume that T is in I(SE , UY). The bilateral shift UE on �2(E) is a (mini-
mal) unitary extension of SE . By Proposition 1.5.1, there exists a unique operator
L in I(UE , UY) extending T . In this case, T = L|�2+(E) and ‖T ‖ = ‖L‖. Moreover,
L is an isometry if and only if T is an isometry. According to Theorem 2.4.1, the op-
erator L is Laurent, that is, L = LF where F is a function in L∞(E ,Y). Moreover,
LF is an isometry if and only if F is rigid. On the other hand, if T = LF |�2+(E),
then T is in I(SE , UY) and LF is an extension of T . Proposition 1.5.1 shows that
LF is the only extension of T in I(UE , UY). Hence ‖T ‖ = ‖LF‖. �

By taking the appropriate Fourier transforms in Corollary 2.4.3, or by mim-
icking the proof of this corollary, we arrive at the following result.

Corollary 2.4.4. Let SE be the unilateral shift on L2
+(E) and UE the bilateral shift

on L2(Y). Then an operator T is in I(SE , UE) if and only if T = MF |L2
+(E) where

MF is a multiplication operator and F is a function in L∞(E ,Y). In this case,
‖T ‖ = ‖F‖∞. Finally, T is an isometry if and only if F is rigid.

2.5 Toeplitz Operators and Matrices

We say that T is a Toeplitz matrix if T is a block matrix of the form

T =

⎡⎢⎢⎢⎣
F0 F−1 F−2 · · ·
F1 F0 F−1 · · ·
F2 F1 F0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (2.5.1)
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Here {Fk}∞−∞ is a sequence of operators mapping E into Y. Let F be the function
with values in L(E ,Y) formally defined by

F (eıω) =
∞∑

k=−∞
Fke

−ıωk. (2.5.2)

Clearly, F and {Fk}∞−∞ formally determine each other. Motivated by this we say
that F is the symbol for T . In this case, the Toeplitz matrix T in (2.5.1) is denoted
by T = TF .

We say that the Toeplitz matrix T in (2.5.1) is an operator if it defines a
bounded linear map from �2+(E) into �2+(Y). In other words, T is a Toeplitz operator
mapping �2+(E) into �2+(Y) if T is a bounded linear map and T admits a matrix
representation of the form

T =

⎡⎢⎢⎢⎣
F0 F−1 F−2 · · ·
F1 F0 F−1 · · ·
F2 F1 F0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ : �2+(E) → �2+(Y) (2.5.3)

with respect to the standard orthonormal basis for �2+(E) and �2+(Y).
Let SE be the unilateral shift on �2+(E) and SY be the unilateral shift on

�2+(Y). Let T be an operator mapping �2+(E) into �2+(Y). Then we claim that T
is a Toeplitz operator if and only if S∗YTSE = T . If T is a Toeplitz operator,
then a simple calculation involving the matrix representation in (2.5.3) shows
that S∗YTSE = T . On the other hand, if S∗YTSE = T , then the entries Tjk of T are
determined by⎡⎢⎢⎢⎣

T00 T01 T02 · · ·
T10 T11 T12 · · ·
T20 T21 T22 · · ·
...

...
...

...

⎤⎥⎥⎥⎦ = T = S∗YTSE =

⎡⎢⎢⎢⎣
T11 T12 T13 · · ·
T21 T22 T23 · · ·
T31 T31 T33 · · ·
...

...
...

...

⎤⎥⎥⎥⎦ .
So if Fj = Tj0 for j ≥ 0 and F−j = T0j for j < 0, then T admits a matrix
representation of the form (2.5.3). In other words, T is a Toeplitz operator.

Recall that the bilateral shift UE on �2(E), respectively UY on �2(Y) is the
minimal unitary extension of SE , respectively SY . Moreover, L is a Laurent op-
erator mapping �2(E) into �2(Y) if and only if L is in I(UE , UY). Let T be an
operator mapping �2+(E) into �2+(Y). According to Proposition 1.5.4, the oper-
ator T is Toeplitz if and only if there exists a Laurent operator L such that
T = P+L|�2+(E) where P+ is the orthogonal projection onto �2+(Y). In this case,
the Laurent operator L is uniquely determined by T . Moreover, the symbol for L
is a function in F in L∞(E ,Y). Since T = P+L|�2+(E), it follows that F is also
the symbol for T . In other words, T and L have the same symbol F . Finally, it is
noted that ‖TF‖ = ‖LF ‖ = ‖F‖∞. This analysis with Remark 2.3.2, readily yields
the following result.
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Proposition 2.5.1. Let T be an operator mapping �2+(E) into �2+(Y) and P+ be the
orthogonal projection onto �2+(Y). Then T is a Toeplitz operator if and only if
there exists a Laurent operator LF with symbol F such that

T = P+LF |�2+(E) where F ∈ L∞(E ,Y). (2.5.4)

Moreover, in this case the following holds.

(i) There is only one Laurent operator LF satisfying T = P+LF |�2+(E).

(ii) The operators T = TF and LF have the same symbol F .

(iii) The operators TF and LF have the same norm: ‖TF‖ = ‖LF‖ = ‖F‖∞.

(iv) Assume that E = Y. Then TF is positive if and only if F (eıω) ≥ 0 almost
everywhere with respect to the Lebesgue measure.

(v) Assume that E = Y. Then TF ≥ δI for some scalar δ > 0 if and only if
F (eıω) ≥ δI almost everywhere with respect to the Lebesgue measure. In this
case, T is strictly positive and ‖T−1

F ‖ = ‖F−1‖∞.

Finally, it is noted that if TF is a Toeplitz operator, then its adjoint T ∗F is
also a Toeplitz operator, and (TF )∗ = TF∗ . In other words, the symbol for the
adjoint of TF is F ∗.

2.6 Toeplitz Matrices and H∞ Functions

We say that L is a lower triangular or causal Laurent matrix if L is a Laurent
matrix of the form

L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

. . . . . .
...

...
. . . Θ0 0 0 · · ·
· · · Θ1 Θ0 0 · · ·
· · · Θ2 Θ1 Θ0

. . .
...

...
. . .

. . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2.6.1)

Here {Θk}∞0 is a sequence of operators mapping E into Y. The box around Θ0

represents the 0-0 component of the Laurent matrix. All the entries above the
main diagonal are zero, and the diagonal entries of the Laurent matrix are the
same. Now assume that g is a vector in �c(E). Then Lg is well defined and the
n-th component of Lg is given by

(Lg)n =
n∑

j=−∞
Θn−jgj (⊕∞−∞gj ∈ �c(E)). (2.6.2)
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The symbol for this Laurent matrix is the function with values in L(E ,Y) formally
defined by

Θ(eıω) =
∞∑

k=0

Θke
−ıωk. (2.6.3)

As before, L is also denoted by L = LΘ. The Laurent matrix LΘ defines an operator
mapping �2(E) into �2(Y) if and only if Θ is a function in L∞(E ,Y). Recall that a
function Θ =

∑∞
0 Θke

−ıωk is in L∞(E ,Y) if and only if Θ(z) =
∑∞

0 z−kΘk is in
H∞(E ,Y). In this case, Θ(eıω) are the boundary values of Θ(z). So LΘ defines an
operator if and only if Θ(z) is in H∞(E ,Y). Finally, ‖LΘ‖ = ‖Θ‖∞.

We say that T is a lower triangular or causal Toeplitz matrix if T is a Toeplitz
matrix of the form

T =

⎡⎢⎢⎢⎣
Θ0 0 0 · · ·
Θ1 Θ0 0 · · ·
Θ2 Θ1 Θ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (2.6.4)

The symbol for T is the function formally defined by Θ(z) =
∑∞

0 z−kΘk. Finally,
it is noted that TΘ defines an operator from �2+(E) into �2+(Y) if and only if Θ(z)
is a function in H∞(E ,Y). In this case, ‖LΘ‖ = ‖TΘ‖ = ‖Θ‖∞.

We say that T is a lower triangular or causal Toeplitz operator mapping �2+(E)
into �2+(Y) if T admits a matrix representation of the form in (2.6.4) with respect
to the standard basis for �2+(E) and �2+(Y). In this case, T is denoted by TΘ where
Θ is the symbol for T . Let SV denote the unilateral shift on �2+(V). Let T be an
operator mapping �2+(E) into �2+(Y). We claim that T is a lower triangular Toeplitz
operator if and only if T intertwines SE with SY , that is, TSE = SYT . If T is a
Toeplitz operator, then using the matrix representations for T , SE and SY , it is
easy to verify that T intertwines SE with SY . On the other hand, if T intertwines
SE with SY , then using Tj,k as the j-k entry of T , we obtain⎡⎢⎢⎢⎣

0 0 0 · · ·
T00 T01 T02 · · ·
T10 T11 T12 · · ·
...

...
...

...

⎤⎥⎥⎥⎦ = SYT = TSE =

⎡⎢⎢⎢⎣
T01 T02 T03 · · ·
T11 T12 T13 · · ·
T21 T32 T24 · · ·
...

...
...

...

⎤⎥⎥⎥⎦ .
By matching the components of this matrix, we see that Tjk = 0 if k > j and
Tj,k = Tj−k,0 if j ≥ k. So T is a lower triangular Toeplitz operator with symbol Θ =∑∞

0 z−jTj,0. Summing up the previous analysis we readily obtain the following
result.

Theorem 2.6.1. The following holds for Toeplitz matrices.

(i) Let TΘ be the lower triangular Toeplitz matrix given in (2.6.4), where {Θk}∞0
is a sequence of operators in L(E ,Y). Then TΘ is an operator mapping �2+(E)
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into �2+(Y) if and only if Θ(z) =
∑∞

0 z−kΘk defines a function in H∞(E ,Y).
In this case, the operator norm of TΘ equals the H∞ norm of Θ, that is,
‖TΘ‖ = ‖Θ‖∞.

(ii) Let T be an operator mapping �2+(E) into �2+(Y). Then T is a lower triangular
Toeplitz matrix if and only if T intertwines the unilateral shift SE on �2+(E)
with the unilateral shift SY on �2+(Y). In this case, T = TΘ where Θ is a
function in H∞(E ,Y).

Alternate proof of Part (i). Assume that Θ is a function in H∞(E ,Y). Then TΘ

can be written as TΘ = LΘ|�2+(E). Since Θ is in H∞(E ,Y), we see that LΘ|�2+(E)
is an operator. Hence TΘ is an operator and ‖TΘ‖ ≤ ‖LΘ‖ = ‖Θ‖∞. Proposition
2.5.1 shows that ‖TΘ‖ = ‖LΘ‖ = ‖Θ‖∞. However, for the moment all we need is
the easy part, that is, ‖TΘ‖ ≤ ‖Θ‖∞.

Assume that TΘ is an operator. The first column of TΘ can be viewed as
an operator from E into �2+(Y). In particular,

∑∞
0 Θ∗kΘk < ∞. This implies that

Θ =
∑∞

0 z−kΘk defines a function in H2(E ,Y). Fix α in D+ = {z ∈ C : |z| > 1}
and consider the vector

ϕα(f) =
[
f (α)−1f (α)−2f · · · ]tr

where f is in Y. Then

T ∗Θ ϕα(f) =

⎡⎢⎢⎢⎣
Θ∗0 Θ∗1 Θ∗2 · · ·
0 Θ∗0 Θ∗1 · · ·
0 0 Θ∗0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

f
(α)−1f
(α)−2f

...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
Θ(α)∗f

(α)−1Θ(α)∗f
(α)−2Θ(α)∗f

...

⎤⎥⎥⎥⎦ .
Observe that the square of the norm of the vector on the right-hand side of the
previous equation is given by

‖T ∗Θ ϕα(f)‖2 =
∞∑

k=0

1
|α|2k

‖Θ(α)∗f‖2 =
‖Θ(α)∗f‖2
1− |α|−2

.

This readily implies that

‖Θ(α)∗f‖2
1− |α|−2

= ‖T ∗Θ ϕα(f)‖2 ≤ ‖T ∗Θ‖2‖ϕα(f)‖2 =
‖TΘ‖2‖f‖2
1− |α|−2

.

Hence for each α in D+, we have ‖Θ(α)∗f‖ ≤ ‖TΘ‖‖f‖. So ‖Θ(α)‖ ≤ ‖TΘ‖. By
taking the supremum over all α in D+, we see that Θ is a function in H∞(E ,Y) and
‖Θ‖∞ ≤ ‖TΘ‖. Thus Θ is in H∞(E ,Y). Because Θ is in H∞(E ,Y), our previous
analysis shows that ‖TΘ‖ ≤ ‖Θ‖∞. Therefore ‖Θ‖∞ = ‖TΘ‖. �

Throughout �c+(E) is the linear manifold consisting of all vectors in �2+(E)
with compact support. Clearly, �c+(E) is dense in �2+(E). Let P(E) be the space of
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all polynomials in 1/z with values in E , that is, P(E) = {f : f =
∑n

0 z
−kfk} where

each fk is a vector in E and n is finite. Notice that P(E) is the Fourier transform
of �c+(E). Now let q be any vector in �c+(E) and p = F+

E q the Fourier transform of
q. Let TΘ be the lower triangular Toeplitz matrix given by (2.6.4) where Θ is in
H2(E ,Y). In this case, TΘq is a vector in �2+(Y), and the Fourier transform of TΘq
is the function in H2(Y) determined by

(F+
E TΘq)(z) = Θ(z)p(z) (z ∈ D+).

In system theory terminology, TΘq corresponds to convolution in the discrete time
domain, while Θ(z)p(z) corresponds to multiplication in the z or frequency do-
main. In other words, the equation (F+

E TΘq)(z) = Θ(z)p(z) says that the Fourier
transform of convolution in the time domain is multiplication in the frequency or
z domain.

Let A be a function in H∞(E ,Y) and B a function in H∞(V , E). Then it is
easy to show that TAB = TATB.

We say that Θ is an inner function if Θ is a function in H∞(E ,Y) and Θ(eıω)
is almost everywhere an isometry mapping E into Y with respect to the Lebesgue
measure. In other words, an inner function is a rigid function in H∞(E ,Y). Finally,
it is noted that in the engineering literature, inner functions are called all-pass
transfer functions or all-pass filters.

Proposition 2.6.2. Let F be a function in L∞(E ,Y). Then F is an inner function
if and only if TF is an isometry. Furthermore, F is a unitary constant mapping E
onto Y if and only if TF is a unitary operator.

Proof. Assume that F is an inner function, then F is rigid and by definition F
is in H∞(E ,Y). Hence LF is an isometry mapping �2(E) into �2(Y). Because F is
in H∞(E ,Y), the operator LF maps �2+(E) into �2+(Y), and thus, TF = LF |�2+(E).
Therefore TF is an isometry.

Now assume that TF is an isometry. Recall that TF admits a matrix repre-
sentation of the form

TF =

⎡⎢⎢⎢⎣
F0 F−1 F−2 · · ·
F1 F0 F−1 · · ·
F2 F1 F0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ : �2+(E) → �2+(Y) (2.6.5)

where F =
∑∞
−∞ e−ıωkFk is the Fourier series expansion for F . Because TF is an

isometry, all the columns of TF are isometries. Consider the zero and n-th column
of TF . So for any a in E and integer n ≥ 0, we have

∞∑
k=0

‖Fka‖2 = ‖a‖2 =
∞∑

k=0

‖Fka‖2 +
−1∑

k=−n

‖Fka‖2 (a ∈ E).
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This readily implies that Fk = 0 for all integers k < 0. In other words, F is a
function in H∞(E ,Y). In particular, this implies that TF = LF |�2+(E). Because
TF is an isometry, the operator LF |�2+(E) from �2+(E) into �2+(Y) is also an isometry.
According to Corollary 2.4.3, the function F must be rigid. Therefore F is a rigid
function in H∞(E ,Y). By definition F is inner.

If F is a unitary constant mapping E onto Y, then F and F ∗ are both inner
functions. Hence TF and TF∗ = T ∗F are both isometries. In other words, TF is
unitary. On the other hand, if TF is unitary, then TF is an isometry, and thus, F
is an inner function. Since T ∗F = TF∗ is also an isometry, F ∗ is an inner function.
Because F and F ∗ are both functions in the appropriate H∞(·, ·) spaces, F is a
constant function mapping E into Y. In other words, F and F ∗ are both constant
inner functions. Therefore F is a unitary constant. �

Let Θ be a function in H∞(E ,Y), then M+
Θ is the multiplication operator

mapping H2(E) into H2(Y) defined by

(M+
Θ f)(z) = Θ(z)f(z) (z ∈ D+ and f ∈ H2(E)). (2.6.6)

Notice that M+
Θ = MΘ|H2(E). Using the Fourier transform, it follows that M+

Θ is
unitarily equivalent to the lower triangular Toeplitz operator TΘ, that is,

F+
Y TΘ = M+

ΘF+
E (Θ ∈ H∞(E ,Y)). (2.6.7)

By taking the Fourier transform, Theorem 2.6.1 in the H2 setting is given by the
following result.

Theorem 2.6.3. Let T be an operator mapping H2(E) into H2(Y). Then T = M+
Θ

for some Θ in H∞(E ,Y) if and only if T intertwines the unilateral shift SE on
H2(E) with the unilateral shift SY on H2(Y). In this case, ‖T ‖ = ‖M+

Θ‖ = ‖Θ‖∞.

Let Θ be a function in H∞(E ,Y), then Proposition 2.6.2 shows that M+
Θ is

an isometry if and only if Θ is an inner function. Moreover, M+
Θ is unitary if and

only if Θ is a unitary constant. Finally, let A be a function in H∞(E ,Y) and B a
function in H∞(V , E). Then it follows that M+

AB = M+
AM

+
B .

2.7 Notes

All the results in this chapter are classical; see [30, 80, 114, 168, 198] for further
results on Toeplitz, Laurent and multiplication operators. In fact, some our ideas
in this chapter were taken from Sz.-Nagy-Foias [198]. For some further results on
Hardy spaces see Duren [76], Granett [106], Hoffman [134] and Koosis [151]. Propo-
sition 2.5.1 is due to Brown-Halmos [45]. Finally, it is noted that we used Hardy
spaces corresponding to functions which are analytic in D+. Many researchers in
operator theory use Hardy spaces corresponding to functions which are analytic in
the open unit disc D. We used the Hardy space corresponding to functions which
are analytic in D+, because these Hardy spaces are more naturally suited for state
space realization theory in engineering and algorithms in Matlab.



Chapter 3

Inner and Outer Functions

In this chapter we will study inner and outer functions. In particular, we will
show that any function in H2(E ,Y) admits a unique inner-outer factorization.
Inner-outer factorizations play a fundamental role in many optimization and in-
terpolation problems arising in systems theory and signal processing. In Chapter
4 we will study state space realizations for rational inner and outer functions. Fi-
nally, recall that throughout this monograph, we assume that the spaces E and Y
in H2(E ,Y), L2(E ,Y), H∞(E ,Y) and L∞(E ,Y) are all finite dimensional. Many
of our results hold in the case when E and Y are separable Hilbert spaces. How-
ever, they are finite dimensional in our applications. So we only work in the finite
dimensional setting.

3.1 The Beurling-Lax-Halmos Theorem

This section is devoted to the Beurling-Lax-Halmos theorem, which shows that
the set of all invariant subspaces for the unilateral shift are characterized by the
set of all inner functions. Recall that Θ is an inner function if Θ is in H∞(E ,Y)
and Θ(eıω) is almost everywhere an isometry mapping E into Y with respect to
the Lebesgue measure.

Theorem 3.1.1 (Beurling-Lax-Halmos). Let S be a unilateral shift on �2+(Y). Then
M is an invariant subspace for S if and only if M admits a representation of
the form M = TΘ�

2
+(E), where Θ is an inner function in H∞(E ,Y). Moreover,

this representation is unique up to a constant unitary operator on the right. To
be precise, if M = TΨ�

2
+(D) where Ψ is an inner function in H∞(D,Y), then

Θ(z) = Ψ(z)Ω where Ω is a constant unitary operator mapping E onto D.

Proof. Let SV denote the unilateral shift on �2+(V). If Θ is an inner function
in H∞(E ,Y), then TΘ is an isometric lower triangular Toeplitz matrix. Using
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SYTΘ = TΘSE it follows that

SYTΘ�
2
+(E) = TΘSE�2+(E) ⊆ TΘ�

2
+(E).

Therefore TΘ�
2
+(E) is an invariant subspace for SY .

Now assume that M is an invariant subspace for SY . Let U be the isometry
on M defined by U = SY |M. Observe that

∞⋂
n=0

UnM =
∞⋂

n=0

Sn
YM⊆

∞⋂
n=0

Sn
Y�

2
+(Y) = {0}.

In other words, the future space in the Wold decomposition of U is {0}, that is,
U is a unilateral shift. Let L = M � SYM be the cyclic wandering subspace
determined by U . In particular, we have M = ⊕∞0 Sn

YL. Let Φ be any isometry
mapping the space E into �2+(Y) such that the range of Φ equals L. By construction
M = ⊕∞0 Sn

YΦE . In particular, {Sn
YΦ}∞0 forms a set of orthonormal operators

mapping E into �2+(Y), that is, (Sk
YΦ)∗Sn

YΦ = δknI where δkn is the Kronecker
delta. This readily implies that

T =
[

Φ SYΦ S2
YΦ S3

YΦ · · · ] : �2+(E) → �2+(Y)

is an isometry whose range equals M. Notice that SYT = TSE . So T is a lower
triangular Toeplitz operator. Since this T is also an isometry, there exists a unique
inner function Θ inH∞(E ,Y) such that T = TΘ. In fact, Θ is the Fourier transform
of Φ, that is,

Θ(z) = (F+
Y Φ)(z) (z ∈ D+). (3.1.1)

Therefore M equals the range of TΘ.
Assume that M = TΘ�

2
+(E) = TΨ�

2
+(D), where Θ is an inner function in

H∞(E ,Y) and Ψ is an inner function in H∞(D,Y). Because TΘ and TΨ are both
isometries with the same rangeM, it follows that W = T ∗ΨTΘ is a unitary operator
mapping �2+(E) onto �2+(D). (If V1 : V1 → K and V2 : V2 → K are two isometries
with the same range M, then V1 : V1 →M and V2 : V2 → M can be viewed as
unitary operators whose ranges are onto M. Hence V ∗2 V1 is unitary.) We claim
that TΨW = TΘ. Because M is the range of an isometry TΨ, this implies that
PM = TΨT

∗
Ψ. Using this, we obtain

TΨW = TΨT
∗
ΨTΘ = PMTΘ = TΘ.

Hence TΨW = TΘ. Using this along with the fact that both TΘ and TΨ intertwine
the appropriate unilateral shifts, we obtain

TΨSDW = SYTΨW = SYTΘ = TΘSE = TΨWSE .

Thus TΨSDW = TΨWSE . Because TΨ is one to one, WSE = SDW . Since W is
a unitary operator intertwining SE with SD, we see that W = TΩ, where Ω is
a constant unitary operator mapping E onto D; see Proposition 2.6.2. In other
words, TΘ = TΨW = TΨTΩ. Therefore Θ(z) = Ψ(z)Ω for all z in D+. �
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Remark 3.1.2. As before, letM be an invariant subspace for the unilateral shift SY
on �2+(Y). Let Φ be any isometry mapping a space E into �2+(Y) such that the range
of Φ equals M� SYM. The proof of the Beurling-Lax-Halmos Theorem shows
that Θ(z) = (F+

Y Φ)(z) is an inner function in H∞(E ,Y) satisfyingM = TΘ�
2
+(Y).

Recall that if Θ is any function in H∞(E ,Y), then the Fourier transform
F+
Y TΘ = M+

ΘF+
E where M+

Θ is the multiplication operator mapping H2(E) into
H2(Y) determined by Θ; see (2.6.6) and (2.6.7). By taking the appropriate Fourier
transforms in Theorem 3.1.1, we obtain the following H2 version of the Beurling-
Lax-Halmos theorem.

Corollary 3.1.3. Let S be a unilateral shift on H2(Y), then M is an invariant sub-
space for S if and only ifM = ΘH2(E) where Θ is an inner function in H∞(E ,Y).
Moreover, this representation is unique up to a constant unitary operator on the
right. To be precise, if M = ΨH2(D) where Ψ is an inner function in H∞(D,Y),
then Θ(z) = Ψ(z)Ω where Ω is a constant unitary operator mapping E onto D.

3.1.1 The invariant subspaces for the backward shift

Let Θ be an inner function in H∞(E ,Y). Then H(Θ) is the subspace defined by

H(Θ) = H2(Y)�ΘH2(E). (3.1.2)

According to the Beurling-Lax-Halmos Theorem, ΘH2(E) is an invariant subspace
for the forward shift S on H2(Y). So H(Θ) is an invariant subspace for the back-
ward shift S∗. (Recall that M is an invariant subspace for an operator A on X if
and only if X �M is an invariant subspace for A∗.) Moreover, H is an invariant
subspace for the backward shift if and only if H = H(Θ) for some inner function
Θ in H∞(E ,Y). Furthermore, this inner function Θ is unique up to a constant
unitary operator on the right.

Let Θ be a function in H∞(E ,Y) and Ψ a function in H∞(D,Y). Then we
say that Ψ is a left divisor of Θ if there exists a function Φ in H∞(E ,D) such that
Θ(z) = Ψ(z)Φ(z) for all z in D+. In this case, if both Θ and Ψ are inner functions,
then Φ must also be an inner function. To see this observe that for all a in E , we
have

‖Φ(eıω)a‖ = ‖Ψ(eıω)Φ(eıω)a‖ = ‖Θ(eıω)‖ = ‖a‖
almost everywhere with respect to the Lebesgue measure. So Φ is a function in
H∞(E ,D) whose boundary values are almost everywhere an isometry. Hence Φ is
an inner function.

Assume that Ψ is an inner function in H∞(D,Y) and Φ is an inner function
in H∞(E ,D). Then we claim that

H(ΨΦ) = H(Ψ)⊕ΨH(Φ). (3.1.3)
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To see this observe that

H(ΨΦ) = H2(Y)�ΨΦH2(E) = H2(Y)�Ψ
(
H2(D)�H(Φ)

)
= H2(Y)� (ΨH2(D)�ΨH(Φ)

)
=
(
H2(Y)�ΨH2(D)

)⊕ΨH(Φ)
= H(Ψ)⊕ΨH(Φ).

Therefore (3.1.3) holds.
Let Θ be an inner function inH∞(E ,Y) and Ψ an inner function inH∞(D,Y).

We claim that Ψ is a left divisor of Θ if and only if

H(Ψ) ⊆ H(Θ). (3.1.4)

To verify this, assume that Θ = ΨΦ where Φ is an inner function. Then (3.1.3)
shows that H(Ψ) ⊆ H(Θ). On the other hand, assume that H(Ψ) ⊆ H(Θ). By
taking the orthogonal complement of the subspaces H(Ψ) and H(Θ), we see that
ΘH2(E) ⊆ ΨH2(D), or equivalently, by employing the inverse Fourier transform
TΘ�

2
+(E) ⊆ TΨ�

2
+(D). Since Θ and Ψ are inner, both TΘ and TΨ are isometries.

So the range of the isometry TΘ is contained in the range of the isometry TΨ.
Thus T = (TΨ)∗TΘ is an isometry mapping �2+(E) into �2+(D). (If V1 : V1 → K
and V2 : V2 → K are two isometries, then V1 : V1 → V1V1 and V2 : V2 → V2V2

can be viewed as unitary operators. If V1V1 ⊆ V2V2, then V ∗2 |V1V1 is an isometry
from V1V1 into V2. Hence V ∗2 V1 is an isometry.) Because TΨT

∗
Ψ is the orthogonal

projection onto the range of TΨ and the range of TΘ is contained in the range of
TΨ, we see that TΨT = TΘ. Let SL denote the unilateral shift on �2+(L). Then we
have

TΨTSE = TΘSE = SYTΘ = SYTΨT = TΨSDT.

Hence TΨ(TSE − SDT ) = 0. Since TΨ is an isometry, TSE = SDT . In other
words, T is an isometry which intertwines the unilateral shift SE with SD. This
implies that T = TΦ where Φ is an inner function in H∞(E ,D). The identity
TΘ = TΨTΦ = TΨΦ, shows that Θ = ΨΦ, which proves our claim.

Let Θ and Ψ be two inner functions acting on the appropriateH∞(·, ·) spaces.
By taking the appropriate orthogonal complements in the Beurling-Lax-Halmos
Theorem, we see that H(Θ) = H(Ψ) if and only if Θ equals Ψ up to a constant
unitary operator on the right.

Let Θ be an inner function inH∞(E ,Y) and Ψ an inner function inH∞(D,Y).
We say that Ω is a common left inner divisor to Θ and Ψ if Ω is a left inner divisor
for both Θ and Ψ. Moreover, Υ is the greatest common left inner divisor to Θ and
Ψ if

• Υ is a left inner divisor for Θ and Ψ;

• if Ω is a left inner divisor for Θ and Ψ, then Ω is a left inner divisor of Υ.

The greatest common left inner divisor is unique up to a unitary constant on the
right. Notice that H(Θ) ∩ H(Ψ) is an invariant subspace for the backward shift
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S∗Y . Hence there exists an inner function Υ such that H(Θ)∩H(Ψ) = H(Υ). This
inner function Υ is the greatest common left inner divisor for Θ and Ψ.

Using the fact that H(Υ) is a subspace for both H(Θ) and H(Ψ), it follows
that Υ is a common left inner divisor for Θ and Ψ. Let Ω be any common left
inner divisor for both Θ and Ψ. Because H(Ω) is a subspace for both H(Θ) and
H(Ψ), we obtain

H(Ω) ⊆ H(Θ) ∩H(Ψ) = H(Υ).

Since H(Ω) ⊆ H(Υ), it follows that Ω is a left inner divisor for Υ. In other words,
Υ the greatest common left inner divisor for Θ and Ψ. If Υ1 is another greatest
common left inner divisor for Θ and Ψ, then Υ is a left divisor for Υ1 and Υ1 is
a left divisor for Υ. In other words, H(Υ) = H(Υ1). Therefore Υ equals Υ1 up to
a unitary constant on the right.

We say that Θ and Ψ are prime on the left if the only common left inner
divisor between Θ and Ψ is a unitary constant. We claim that Θ and Ψ are prime
on the left if and only if H(Θ) ∩ H(Ψ) = {0}. If Θ and Ψ are prime on the
left, then the only common left inner divisor is a unitary constant. So the greatest
common left inner divisor Υ is a unitary constant. In this case,H(Υ) = {0}. Hence
H(Θ)∩H(Ψ) = {0}. On the other hand, if H(Θ)∩H(Ψ) = {0}, then H(Υ) = {0}
where Υ is the greatest common left inner divisor. Using the fact that H(I) = {0},
it follows that Υ equals the identity I up to a unitary constant on the right. In
other words, Υ is a unitary constant, and Θ and Ψ are prime on the left.

Using the fact that ΘH2(E) equals the orthogonal complement of H(Θ), we
obtain the following result.

Remark 3.1.4. Let Θ in H∞(E ,Y) and Ψ in H∞(D,Y) be inner functions. Clearly,
ΘH2(E) and ΨH2(D) are invariant subspaces for the unilateral shift on H2(Y).
Then ΘH2(E) ⊆ ΨH2(D) if and only if Ψ is a left inner divisor of Θ. Moreover,
ΘH2(E) = ΨH2(D) if and only if Θ equals Ψ up to a constant unitary operator on
the right. Finally, H2(Y) = ΘH2(E)

∨
ΨH2(D) if and only if Θ and Ψ are prime

on the left.

3.2 Inner-Outer Factorizations

In this section, we will show that any function Θ in H2(E ,Y) admits a unique
inner-outer factorization.

Let Θ(z) =
∑∞

0 z−kΘk be the Taylor series expansion for a function Θ in
H2(E ,Y). Let TΘ be the lower triangular Toeplitz matrix determined by Θ, that
is,

TΘ =

⎡⎢⎢⎢⎣
Θ0 0 0 · · ·
Θ1 Θ0 0 · · ·
Θ2 Θ1 Θ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (3.2.1)



46 Chapter 3. Inner and Outer Functions

Because Θ is in H2(E ,Y), all the columns of TΘ can be viewed as operators
mapping E into �2+(Y). In other words, TΘ is a well-defined linear map from �c+(E)
into �2+(Y). Let W be any linear map from �c+(E) into �2+(Y), that is, assume that
W is linear and Wx ∈ �2+(Y) for all x in �c+(E). Then W = TΘ for some function
Θ in H2(E ,Y) if and only if SYWx = WSEx for all x in �c+(E). In this case, Θ is
the Fourier transform of the first column of W , that is,

Θ = F+
YW

[
I 0 0 · · · ]tr .

As expected, SV is the unilateral shift on �2+(V).
We say that Θ is an outer function if Θ is a function inH2(E ,Y) and TΘ�

c
+(E)

is dense in �2+(Y). By taking the Fourier transform, we see that a function Θ in
H2(E ,Y) is outer if and only if ΘP(E) = H2(Y). (The set of all polynomials∑

n≥0 anz
−n in z−1 with values in E is denoted by P(E).) In engineering terminol-

ogy, an outer function is called a minimum phase transfer function or minimum
phase filter.

A function Θ in H2(E ,Y) is both inner and outer if and only if Θ is a unitary
constant mapping E onto Y. If Θ is inner and outer, then TΘ is a unitary operator.
According to Proposition 2.6.2, the function Θ must be a unitary constant. On
the other hand, if Θ is a unitary constant, then TΘ is a unitary operator. Hence
Θ is both inner and outer.

Let Θ be a function in H2(E ,Y). Then we say that Θ = ΘiΘo is an inner-
outer factorization of Θ if Θi is an inner function in some H∞(V ,Y) space and
Θo is an outer function in H2(E ,V). In this case, Θi is called the inner part of Θ,
and Θo is called the outer part of Θ. The following result shows that any function
in H2(E ,Y) admits a unique inner-outer factorization.

Theorem 3.2.1. Let Θ be a function in H2(E ,Y). Then Θ admits a unique factor-
ization of the form Θ = ΘiΘo where Θo is an outer function in H2(E ,V) and Θi

is an inner function in H∞(V ,Y). By unique we mean that if Θ = ΨiΨo where Ψo

is an outer function in H2(E ,D) and Ψi is an inner function in H∞(D,Y), then
there exists a constant unitary operator Φ mapping V onto D such that Ψo = ΦΘo

and ΨiΦ = Θi.

Proof. Set M = TΘ�c+(E). Using the fact that TΘ intertwines the forward shifts
SE with SY , we obtain

SYTΘ�
c
+(E) = TΘSE�c+(E) ⊆ TΘ�

c
+(E).

In other words, M is an invariant subspace for SY . By the Beurling-Lax-Halmos
theorem, M = TΘi�

2
+(V) where Θi is an inner function in H∞(V ,Y). Let W be

the linear map from �c+(E) into �2+(V) defined by W = T ∗Θi
TΘ. Because TΘ�

c
+(E) is

dense in M and TΘi is an isometry whose range equals M, it follow that W�c+(E)
is dense in �2+(V). Using PM = TΘiT

∗
Θi

, we arrive at TΘiWx = TΘx for x in �c+(E).
Moreover, we have

TΘiSVWx = SYTΘiWx = SYTΘx = TΘSEx = TΘiWSEx.



3.2. Inner-Outer Factorizations 47

Thus TΘiSVWx = TΘiWSEx. Because TΘi is one to one, we have SVWx = WSEx.
Thus W = TΘo where Θo is a function in H2(E ,V). Since W�c+(E) is dense in
�2+(V), we see that Θo is an outer function. Finally, TΘiΘo = TΘiTΘo = TΘ implies
that Θ admits an inner-outer factorization Θ(z) = Θi(z)Θo(z) for all z in D+.

Now assume that Θ = ΨiΨo where Ψo is an outer function in H2(E ,D) and
Ψi is an inner function in H∞(D,Y). Then we have

ΘiH
2(V) = ΘiΘoP(E) = ΘP(E) = ΨiΨoP(E) = ΨiH

2(D).

In other words, ΘiH
2(V) = ΨiH

2(D). According to the Beurling-Lax-Halmos
Theorem, Θi = ΨiΦ where Φ is a constant unitary operator mapping V onto D.
This readily implies that

ΨiΨo = Θ = ΘiΘo = ΨiΦΘo.

In other words, Ψi(Ψo −ΦΘo) = 0. Because Ψi is almost everywhere an isometry
on the boundary, Ψo = ΦΘo. �
Remark 3.2.2. Let Θ be a function in H2(E ,Y). Notice that M = TΘ�c+(E) is an
invariant subspace for the unilateral shift SY on �2+(Y). Let Φ be any isometry
mapping a space E into �2+(Y) such that the range of Φ equals M�SYM. Let Θi

be the Fourier transform of Φ, that is,

Θi(z) = (F+
Y Φ)(z) (z ∈ D+). (3.2.2)

Then Remark 3.1.2 and the proof of Theorem 3.2.1 shows that Θi is the inner part
of Θ. The outer part Θo of Θ is given by Θo(eıω) = Θi(eıω)∗Θ(eıω).

In some future chapters, we will present algorithms to compute the inner-
outer factorization for matrix-valued rational functions.
Remark 3.2.3. Assume that Θ is an outer function in H2(E ,Y) and fix α in D+.
Then the range of Θ(α) equals Y, that is, Θ(α)E = Y. In particular, the dimension
of Y is less than or equal to the dimension of E . If E and Y are of the same
dimension, then Θ(α) is invertible for each fixed α in D+.

To verify our claim, first let us show that the function

ϕαy(z) =
αz

αz − 1
y (α, z ∈ D+ and y ∈ Y) (3.2.3)

has the reproducing property

(f, ϕαy) = (f(α), y) (y ∈ Y and f ∈ H2(Y)). (3.2.4)

Let f(z) =
∑∞

0 fnz
−n be the Taylor’s series expansion for a function f in H2(Y).

Thus

(f, αz(αz − 1)−1y) = (f,
(

1− 1
αz

)−1

y) = (
∞∑

n=0

fnz
−n,

∞∑
n=0

(αz)−ny)

=
∞∑

n=0

(fnα
−n, y) = (f(α), y).
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This yields the reproducing property of αz(αz − 1)−1y displayed in (3.2.4).
Now let us show that, for any fixed α in D+, the range of Θ(α) equals Y.

Assume that there exists a vector y in Y which is orthogonal to Θ(α)E . Then for
any polynomial h in P(E), the reproducing property of αz(αz − 1)−1y yields

(Θh, ϕαy) = (Θ(α)h(α), y) = 0 (h ∈ P(E)).

Since Θ is an outer function inH2(E ,Y), we must have ΘP(E) = H2(Y), and thus,
the vector y must be zero. Therefore the range of Θ(α) equals Y. This verifies our
claim.

Remark 3.2.4. Assume that Θ is an outer function inH2(E ,Y). Then Θ(eıω)E = Y
almost everywhere with respect to the Lebesgue measure. In particular, if E and
Y are of the same dimension, then Θ(eıω) is almost everywhere invertible.

Because Θ is outer we haveH2(Y) = ΘP(E). So given any y in Y, there exists
a sequence of polynomials pn such that Θpn converges to y in L2(Y). (Here H2(Y)
is viewed as a subspace of L2(Y).) This implies that Θ(eıω)pn(eıω) converges to
y almost everywhere as n tends to infinity. In other words, y ∈ Θ(eıω)E except
on a set of measure zero. Now let y run through a countable dense set Yo in Y.
Since the countable union of sets of measure zero is also a set of measure zero, it
follows that Yo is contained in Θ(eıω)E except on a set of measure zero. Therefore
Θ(eıω)E = Y almost everywhere.

Co-inner and co-outer functions. Let Θ be a function which is analytic in D+

with values in L(E ,Y). Then Θ̃ is the function defined by Θ̃(z) = Θ(z)∗ where
z is in D+. If Θ(z) =

∑∞
0 z−nΘn is the Taylor series expansion for Θ, then

Θ̃(z) =
∑∞

0 z−nΘ∗n is the Taylor series expansion for Θ̃. Notice that Θ̃ is analytic

in D+ with values in L(Y, E). Observe that ˜̃Θ = Θ. Furthermore, (̃AB) = B̃Ã
where A and B are analytic functions in D+ acting between the appropriate spaces.
We say that Θ is co-inner if Θ̃ is inner. If Θ is inner and co-inner, then Θ is
called inner from both sides or a two-sided inner function. Notice that Θ is inner
from both sides if and only if Θ is an inner function and its boundary values
Θ(eıω) are almost everywhere unitary operators with respect to the Lebesgue
measure. As expected, we say that Θ is co-outer if Θ̃ is an outer function. We
say that Θ = ΘcoΘci is a co-outer co-inner factorization of Θ if Θco is co-outer
and Θci is co-inner. So Θ = ΘcoΘci is a co-outer co-inner factorization of Θ if
and only if Θ̃ = Θ̃ciΘ̃co is an inner-outer factorization of Θ̃. Since the inner-outer
factorization, is unique up to a constant unitary operator, the co-outer co-inner
factorization is also unique up to a constant unitary operator. Finally, it is noted
that any function in H∞(E ,Y) admits a co-outer co-inner factorization. To see
this, let Θ̃ = ΘiΘo be the inner-outer factorization for Θ̃ where Θi is inner and
Θo is outer. Then Θ = Θ̃oΘ̃i is the co-outer co-inner factorization of Θ.
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3.3 Invertible Outer Functions

We say that Θ is an invertible outer function if Θ is a function in H∞(E ,Y), the
inverse Θ(z)−1 exists for all z in D+, and Θ−1 is a function in H∞(Y, E). For
example, (2z + 1)/(3z + 1) is an invertible outer function. The function (1 + z)/z
is outer and not an invertible outer function.

Let Θ be a function in H∞(E ,Y). Then TΘ is an invertible operator mapping
�2+(E) onto �2+(Y) if and only if Θ is an invertible outer function. In this case,
(TΘ)−1 = TΘ−1 .

Recall that if A is in H∞(V ,Y) and B is in H∞(E ,V), then TAB = TATB.
So if Θ is an invertible outer function, then TΘTΘ−1 = TI = I and TΘ−1TΘ = I.
In other words, TΘ−1 is the inverse of TΘ. Now assume that TΘ is invertible, and
let Q be the inverse of TΘ. Let SE be the unilateral shift on �2+(E) and SY the
unilateral shift on �2+(Y). Because TΘ intertwines SE with SY , it follows that Q
intertwines SY with SE . In other words, Q is a lower triangular Toeplitz operator.
Hence Q = TΨ where Ψ is a function in H∞(Y, E). Since I = TΨTΘ = TΨΘ and
I = TΘTΨ = TΘΨ, it follows that I = Ψ(z)Θ(z) and I = Θ(z)Ψ(z). Therefore
Θ(z)−1 = Ψ(z) exists and is a function in H∞(Y, E).

Let Θ = ΘiΘo be the inner-outer factorization for a function Θ in H∞(E ,Y).
As expected, Θi is an inner function in H∞(V ,Y) and Θo is an outer function in
H∞(E ,V). We claim that T ∗ΘTΘ is the positive Toeplitz operator determined by

TR = T ∗ΘTΘ where R = Θ∗Θ = Θ∗oΘo (3.3.1)

almost everywhere with respect to the Lebesgue measure on the unit circle. To
verify this observe that for f and g in �2+(E), we have

(T ∗ΘTΘf, g) = (TΘf, TΘg) = (LΘf, LΘg) = (L∗ΘLΘf, g) = (LΘ∗Θf, g).

In other words, T ∗ΘTΘ is the compression of the Laurent operator LΘ∗Θ to �2+(E).
According to Proposition 2.5.1, the operator T ∗ΘTΘ = TR where TR is the positive
Toeplitz operator with symbol R = Θ∗Θ. Since Θi is almost everywhere an isom-
etry on the unit circle, R = Θ∗oΘo. Because Θ is in H∞(E ,Y), it follows that R is
in L∞(E , E). Moreover, TR is an invertible positive operator on �2+(E) if and only
if R−1 is in L∞(E , E); see Part (v) of Proposition 2.5.1.

We claim that TR is an invertible positive operator on �2+(E) if and only if
Θo is an invertible outer function. Using TΘ = TΘiTΘo along with the fact that
TΘi is an isometry, TR = T ∗Θo

TΘo . So if Θo is an invertible outer function, then
TΘo is invertible, and thus, TR is invertible. On the other hand, if TR is invertible,
then there exists a δ > 0 such that

δ2‖f‖2 ≤ (TRf, f) = (T ∗Θo
TΘof, f) = ‖TΘof‖2 (f ∈ �2+(E)).

In other words, the operator TΘo is bounded below. Because the range of TΘo

is dense in �2+(V), the operator TΘo is onto. In other words, TΘo is invertible.
Therefore Θo is an invertible outer function.
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Remark 3.3.1. Assume that R = Θ∗Θ almost everywhere on the unit circle where
Θ is a function in H∞(E ,Y), then TR = T ∗ΘTΘ = T ∗Θo

TΘo where Θo is the outer
part of Θ. Moreover, R = Θ∗oΘo almost everywhere on the unit circle. Finally, the
previous analysis shows us that the following are equivalent.

• The Toeplitz operator TR is invertible.

• The Toeplitz operator TΘo is invertible.

• R−1 is a function in L∞(E , E).

• Θo is an invertible outer function.

The following result provides us with an explicit formula to compute the
inner-outer factorization when TR is strictly positive.

Proposition 3.3.2. Let Θ be a function in H∞(E ,Y). Assume that TR = T ∗ΘTΘ is a
strictly positive operator on �2+(E) where R = Θ∗Θ. Let Ω be the analytic function
obtained by taking the Fourier transform of the first column of T−1

R , that is,

Ω(z) = (F+
E T

−1
R Π∗E )(z) where ΠE =

[
I 0 0 0 · · · ] : �2+(E)→ E .

Then the inner-outer factorization Θ = ΘiΘo is given by

Θi(z) = Θ(z)Ω(z)N−1 and Θo(z) = NΩ(z)−1,

N =
(
ΠET−1

R Π∗E
)1/2

on E . (3.3.2)

Finally, Θo is an invertible outer function in H∞(E , E) while Θi is an inner func-
tion in H∞(E ,Y).

Proof. Let Θ = ΘiΘo be the inner-outer factorization for Θ. Because TR is strictly
positive, TΘo is invertible. So the range of TΘ = TΘiTΘo is closed. Let M be the
invariant subspace for SY defined byM = TΘ�

2
+(E). Let L be the cyclic wandering

subspace for the unilateral shift SY given by L = M � SYM. We claim that
L = TΘT

−1
R Π∗E . To see this first observe that

L = {TΘf : f ∈ �2+(E) and TΘf ⊥ SYTΘ�
2
+(E)}.

So TΘf is in L if and only if TΘf is orthogonal to TΘSE�2+(E), or equivalently,
TRf = T ∗ΘTΘf is orthogonal to SE�2+(E). In other words, TΘf is in L if and only
if TRf is in the kernel of S∗E , or equivalently, f ∈ T−1

R Π∗EE . This readily implies
that L = TΘT

−1
R Π∗EE . We claim that

Φ = TΘT
−1
R Π∗EN

−1 : E → �2+(E)

is an isometry whose range equals the wandering subspace L. Since N is a positive
invertible operator on E , the range of Φ equals L. Now observe that

Φ∗Φ = N−1ΠET−1
R T ∗ΘTΘT

−1
R Π∗EN

−1 = N−1ΠET−1
R Π∗EN

−1 = I.
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Hence Φ is an isometry and L = ΦE , which proves our claim. By Remark 3.2.2,
we see that Θi = F+

Y Φ is the inner part of Θ. Using the fact that convolution in
the time domain is multiplication in the frequency domain, we obtain

Θi = F+
Y Φ = F+

Y TΘT
−1
R Π∗EN

−1 = ΘF+
E T

−1
R Π∗EN

−1 = ΘΩN−1.

In other words, Θi(z) = Θ(z)Ω(z)N−1. Now observe that

Θi = ΘΩN−1 = ΘiΘoΩN−1.

So we see that Θi(I − ΘoΩN−1) = 0. Because Θi is inner, Θi(eıω) is almost
everywhere an isometry with respect to the Lebesgue measure. Thus I = ΘoΩN−1.
Since Θo is an invertible outer function, Θo = NΩ−1. �

3.4 The Determinant of Inner and Outer Functions

Let A be an operator on a finite dimensional space E . Then det[A] is the deter-
minant of the matrix representation of A corresponding to any basis for E . An
operator T is a contraction if ‖T ‖ ≤ 1. Recall that Θ is an invertible outer func-
tion if Θ is a function in some H∞(E ,Y) space and Θ−1 is in H∞(Y, E). We say
that Ω(z) is a contractive analytic function if Ω is a function in H∞(E ,Y) and
‖Ω‖∞ ≤ 1. In other words, Ω in H∞(E ,Y) is a contractive analytic function if and
only if the corresponding Toeplitz matrix TΩ is a contraction.

Theorem 3.4.1. Let Θ be a function in H∞(E , E).

(i) The function Θ is outer if and only if det[Θ] is an outer function.

(ii) The function Θ is an invertible outer function if and only if det[Θ] is an
invertible outer function.

(iii) If Θ is a contractive analytic function, then Θ is an inner function if and
only if det[Θ] is an inner function.

Proof. Set δ(z) = det[Θ(z)]. Clearly, the finite product of H∞ functions is also
in H∞. Because Θ is in H∞(E , E) and the determinant is formed by taking the
appropriate products of the components of Θ, it follows that det[Θ] = δ is in
H∞. Let Ψ be the algebraic adjoint of Θ. Since Ψ is obtained by multiplying
and adding the appropriate components of Θ, the function Ψ is in H∞(E , E) and
Ψ(z)Θ(z) = Θ(z)Ψ(z) = δ(z)I for all z in D+. Now assume that δ is an outer
function. Then we obtain

H2(E) = δH2(E) = ΘΨH2(E) ⊆ ΘH2(E) ⊆ H2(E).

This implies that ΘH2(E) is dense inH2(E). In other words, Θ is an outer function.
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On the other hand, assume that Θ is outer. Let δ = δiδo be the inner-outer
factorization for δ where δi is inner and δo is outer. Let Ψ = ΨiΨo be the inner-
outer factorization for Ψ where Ψi ∈ H∞(V , E) is inner and Ψo ∈ H∞(E ,V) is
outer. Thus

δiH
2(E) = δiδoH2(E) = δH2(E) = ΨΘH2(E) = ΨH2(E) = ΨiH

2(V).

According to the Beurling-Lax-Halmos Theorem 3.1.1, the inner functions δiI and
Ψi are equal up to a unitary constant on the right. So without loss of generality, we
can assume that δiI = Ψi and V = E . This readily implies that δiδoI = ΨiΨoΘ =
δiΨoΘ. In other words, δoI = ΨoΘ. By taking the determinant, we arrive at

δn
o = det[Ψo] det[Θ] = δi det[Ψo]δo

where n is the dimension of E . Since the finite product of outer functions is also an
outer function, we see that δi divides the outer function δn

o , that is, δn
o = δiϕ where

ϕ is a function in H∞. The only inner function which can divide an outer function
is a constant of modulus 1. (Notice that H2 = δn

oH
2 ⊆ δiH

2. So δiH
2 = H2,

and δi is both inner and outer.) So without loss of generality, we can assume that
δi = 1. Therefore the determinant det[Θ] = δ = δiδo = δo is an outer function.
This proves Part (i).

If Θ is an invertible outer function, then Θ−1 is a function in H∞(E , E).
Hence δ−1 = det[Θ−1] is a function in H∞. So the determinant of Θ is also an
invertible outer function. On the other hand, if δ is an invertible outer function,
then Ψ/δ = Θ−1 is a well-defined function in H∞(E , E). This verifies Part (ii).

To prove Part (iii), recall that if A is a contraction on a finite dimensional
space, then A is a unitary operator if and only if | det[A]| = 1. If A is unitary,
then all the eigenvalues of A are of modulus 1. Since the determinant of A is the
product of all the eigenvalues of A, we must have | det[A]| = 1. On the other hand,
if A is a contraction such that | det[A]| = 1, then A∗A is a positive contraction,
such that det[A∗A] = 1. Recall that all finite dimensional positive operators are
unitarily equivalent to a positive diagonal matrix. So A∗A is unitarily equivalent
to a positive diagonal contractive matrix Λ whose determinant is 1. So all the
diagonal entries of Λ are 1. Therefore Λ = I. Because A∗A is unitarily equivalent
to I, it follow that A∗A = I and A is a unitary operator.

Now assume that Θ is a contractive analytic function in H∞(E , E). Then Θ is
an inner function if and only if Θ(eıω) is almost everywhere a unitary operator on
E with respect to the Lebesgue measure. In other words, Θ is an inner function if
and only if det[Θ(eıω)] is almost everywhere a function of modulus 1. Since det[Θ]
is in H∞, we see that Θ is an inner function if and only if the determinant of Θ
is an inner function. �

To complete this section, note that Part (iii) of Theorem 3.4.1 is not true
if Θ is not a contraction. For a counter example, let Θ be the constant diagonal
2× 2 matrix with 2 and 1/2 on the diagonal and zeros elsewhere.
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3.5 Notes

The scalar version of the Beurling-Lax-Halmos Theorem is due to Beurling [31].
The multivariable generalizations are due to Lax [154, 155] and Halmos [124].
The Beurling-Lax-Halmos Theorem is now a classical result in operator theory;
see [80, 82, 182, 198] for further results and historical comments. Our approach to
inner-outer factorization theory was motivated by Foias-Frazho [82] and Sz.-Nagy-
Foias [198]. Proposition 3.3.2 is a classical method of computing the inner-outer
factorization when the outer spectral factor is an invertible outer function. For
further results on the determinant, inner and outer functions see Sz.-Nagy-Foias
[198].



Chapter 4

Rational Inner and Outer
Functions

Rational transfer functions naturally occur in many practical systems and control
problems. Recall that a function admits a finite dimensional state space realization
if and only if it is proper and rational. The finite dimensional state space setting
is ideal for using computers to design feedback controllers and analyzing transfer
functions. In this chapter, we will use state space realizations to characterize inner
and outer rational functions. We will also present an algorithm to compute the
inner-outer factorization for a rational transfer function. Finally, we will describe
a state space method to compute the Douglas-Shapiro-Shields factorization for a
rational function.

4.1 Blaschke Products

We say that a rational function Θ with values in L(E ,Y) is proper if the degree
of the numerator is less than or equal to the degree of the denominator, that is,
Θ = N/d where N =

∑ν
0 z

kNk is a L(E ,Y)-valued polynomial of degree ν while
d =

∑μ
0 z

kdk is a scalar-valued polynomial of degree μ and ν ≤ μ. By definition,
a transfer function is a proper rational function. A stable transfer function is
a proper rational function whose poles are all contained in the open unit disc
D = {z : |z| < 1}. Finally, throughout this chapter, we assume that both E and Y
are finite dimensional.

It is easy to show that a L(E ,Y)-valued rational function Θ is in H∞(E ,Y)
if and only if Θ is a stable transfer function. A rational function Θ is in H∞(E ,Y)
if and only if it is in H2(E ,Y), or equivalently, Θ is a stable transfer function.
In other words, a stable transfer function is a rational function in H∞(E ,Y), or
equivalently, a rational function in H2(E ,Y).
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Recall that Θ is an inner function if Θ is a function in H∞(E ,Y) and TΘ is
an isometry mapping �2+(E) into �2+(Y), or equivalently, Θ is in H∞(E ,Y) and its
boundary values Θ(eıω) are almost everywhere isometries mapping E into Y. In
control theory, an inner function is also referred to as an all pass function.

Let Θ be a L(E ,Y)-valued rational transfer function. In this case, Θ is an
inner function if and only if Θ is a stable transfer function and Θ(1/z)∗Θ(z) = I for
all z in C. To see this, observe that Θ(1/z)∗Θ(z) = N(z)/d(z) is a rational function
where N and d are polynomials in z. If Θ is inner, then Θ is almost everywhere
an isometry on the unit circle. Hence N(z)/d(z) = I for infinitely many points
on the unit circle. In particular, the two polynomials N(z) = d(z)I at infinitely
many points. Recall that two polynomials of degree at most ν are equal if and
only if they are equal at ν + 1 distinct points. Since N(z) = d(z)I at infinitely
many points, N(z) = d(z)I for all z in C. So Θ(1/z)∗Θ(z) = N(z)/d(z) = I for
all z. On the other hand, if Θ(1/z)∗Θ(z) = I for all z, then clearly, Θ(z)∗Θ(z) =
Θ(1/z)∗Θ(z) = I on the unit circle. So Θ is an inner function.

We say that b(z) is a Blaschke product of order n if

b(z) = γ

n∏
j=1

1− αjz

z − αj
, (4.1.1)

where {αj}n
1 is a set of n scalars in D, and γ is a constant of modulus 1. It is

emphasized that the scalars {αj}n
1 do not have to be distinct. For example, if

αj = 0 for all j and γ = 1, then 1/zn is a Blaschke product of order n. Finally, it
is noted that {αj}n

1 is the set of poles for the Blaschke product b(z).
We claim that θ is a scalar-valued rational inner function if and only if θ

is a Blaschke product of order n. To see this, first assume that θ(z) = b(z) is a
Blaschke product of order n. Clearly, all the poles of b(z) are in D. Let bj(z) be
the Blaschke product of order 1 given by

bj(z) =
1− αjz

z − αj
. (4.1.2)

A simple calculation shows that bj(1/z)∗bj(z) = 1, for all z. In other words, each bj
is an inner function. Because b(z) =

∏n
1 bj(z), and the product of inner functions

is also an inner function, we see that b(z) is an inner function.
Now assume that θ is a scalar-valued rational inner function. In particular,

θ is a proper rational function. Let θ(z) = p(z)/q(z) where p and q are two
polynomials with no common zeros of the form

p(z) = p0+p1z+· · ·+pν−1z
ν−1+pνz

ν and q(z) = q0+q1z+· · ·+qm−1z
m−1+zm.

Because θ is proper, ν ≤ m. If ξ(z) =
∑m

0 ξkz
k is a polynomial of degree at most

m, then ξ� is the reverse polynomial defined by

ξ(z)� = zmξ(1/z). (4.1.3)
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In other words,

ξ(z)� = ξ0z
m + ξ1z

m−1 + ξ2z
m−2 + · · ·+ ξm−1z + ξm.

Observe that λ is a nonzero root of ξ if and only if 1/λ is a root of ξ�. (Zero is a
root of ξ if and only if deg(ξ�) < m. Moreover, ξ = (ξ�)�. ) Using the fact that θ
is inner, we obtain

1 = θ(1/z)θ(z) =
zmp(1/z)p(z)
zmq(1/z)q(z)

=
p(z)�p(z)
q(z)�q(z)

. (4.1.4)

This readily implies that

θ(z) =
p(z)
q(z)

=
q(z)�

p(z)�
.

Because p and q have no common roots, p� and q� have no common roots. Hence
p = δq(z)� and q = δp(z)� where δ is a scalar. In other words, θ = δq(z)�/q. Since
θ is in H∞, it is stable and all of its poles are contained in the open unit disc D.
In other words, q(z) =

∏m
1 (z − αj) where {αj}m

1 are scalars contained in D. This
readily implies that q(z)� =

∏m
1 (1− αjz), that is,

θ(z) = δ
q(z)�

q(z)
= δ

m∏
j=1

1− αjz

z − αj
= δ

m∏
j=1

bj(z).

Using |θ(eıω)| = |bj(eıω)| = 1, we arrive at |δ| = 1. So θ is a Blaschke product of
order m.

Remark 4.1.1. In general one can show that the set of all scalar-valued inner
functions are given by θ(z) = γb(z)s(z) where γ is a constant of modulus 1, b is a
Blaschke product of the form

b(z) =
n∏

j=1

1− αjz

z − αj
where

n∑
j=1

(1− |αj |) <∞,

and the set {αj}n
1 is a possibly infinite set of complex numbers contained in the

open unit disc D. Finally, the singular function

s(z) = exp
(
−
∫ 2π

0

zeıω + 1
zeıω − 1

dμ

)
where μ is a positive measure which is singular with respect to the Lebesgue
measure. For further details on the scalar-valued inner functions see [76, 106, 134,
151, 187].
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4.2 State Space Realizations for Rational Inner
Functions

In this section we will use realization theory to determine when a rational transfer
function is inner. A review of state space theory is given in Chapter 14. To establish
some notation recall that {A,B,C,D} is a realization for a transfer function F if

F (z) = D + C(zI −A)−1B.

Here A is an operator on X , the operator B maps E into X , while the operator
C maps X into Y and D is an operator from E into Y. The operator A on X is
stable, if the spectrum of A lives in some compact subset of the open unit disc.
In particular, if X is finite dimensional, then A is stable if and only if all the
eigenvalues for A are contained in the open unit disc.

Consider a pair of operators {C,A}, where A is an operator on a finite di-
mensional space X and C is an operator mapping X into Y. Recall that the
pair {C,A} is observable if {A∗kC∗Y}∞0 spans X , or equivalently, by the Cayley-
Hamilton Theorem {A∗kC∗Y}dimX−1

0 spans X . Moreover, we have

• If A is stable, then the observability Gramian P for {C,A} is the unique
solution to the Lyapunov equation

P = A∗PA+ C∗C.

In this case, P =
∑∞

0 A∗nC∗CAn.

• If A is stable, then P is strictly positive if and only if the pair {C,A} is
observable.

• If {C,A} is observable, then there exists a strictly positive solution to the
Lyapunov equation P = A∗PA+ C∗C if and only if A is stable.

Consider a pair of operators {A,B}, where A is an operator on a finite
dimensional space X and B is an operator mapping E into X . Recall that the
pair {A,B} is controllable if {AkBE}∞0 spans X , or equivalently, by the Cayley-
Hamilton Theorem {AkBE}dimX−1

0 spans X . Furthermore, we have

• If A is stable, then the controllability Gramian Q for {A,B} is the unique
solution to the Lyapunov equation

Q = AQA∗ +BB∗.

In this case, Q =
∑∞

0 AnBB∗A∗n.

• If A is stable, then Q is strictly positive if and only if the pair {A,B} is
controllable.

• If {A,B} is controllable, then there exists a strictly positive solution to the
Lyapunov equation Q = AQA∗ +BB∗ if and only if A is stable.
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We say that {A on X , B, C,D} is an isometric realization (respectively co-
isometric realization, unitary realization) if the systems matrix

Ω =
[
A B
C D

]
:
[ X
E
]
→
[ X
Y
]

(4.2.1)

is an isometry (respectively co-isometry, unitary operator). If {A,B,C,D} is an
isometric realization, then the first column

[
A C

]tr of Ω is also an isometry.
Hence

I = A∗A+ C∗C. (4.2.2)

In particular, the identity I is the observability Gramian for the pair {C,A}. If
{A,B,C,D} is an observable finite dimensional isometric realization, then A is
stable. This follows from the fact that {C,A} is observable and I is a strictly
positive solution to the Lyapunov equation I = A∗A+ C∗C.

If {A,B,C,D} is a co-isometric realization, then the first row
[
A B

]
of Ω

is also a co-isometry. Hence
I = AA∗ +BB∗. (4.2.3)

In particular, I is the controllability Gramian for the pair {A,B}. If {A,B,C,D}
is a controllable finite dimensional co-isometric realization, then A is stable.

Clearly, a realization is unitary if and only if it is isometric and co-isometric.
So if {A,B,C,D} is a unitary realization, then I is the solution to the Lyapunov
equations in (4.2.2) and (4.2.3). Finally, it is noted that a minimal finite dimen-
sional unitary realization is stable. For a finite dimensional system, a minimal
realization is a realization of the lowest possible state dimension. A realization is
minimal if and only if it is controllable and observable; see Chapter 14 for a review
of state space.

Theorem 4.2.1. Let {A on X , B, C,D} be a minimal realization for a L(E ,Y)-
valued rational transfer function Θ. Then the following statements are equivalent.

(i) The function Θ is inner.

(ii) The operator A is stable and[
A∗ C∗

B∗ D∗

] [
P 0
0 I

] [
A B
C D

]
=
[
P 0
0 I

]
, (4.2.4)

where P is the observability Gramian for the pair {C,A}.
(iii) The realization {A,B,C,D} is similar to a stable isometric realization.

In particular, a rational transfer function Θ is inner if and only if Θ admits a
stable minimal isometric realization.

Proof. If Θ is an inner function, then Θ is a function in H∞(E ,Y), and thus all
poles of Θ are in D. Since {A,B,C,D} is a minimal (controllable and observ-
able) realization of Θ, it follows that A is stable. So without loss of generality
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we can assume that {A,B,C,D} is a stable realization for Θ. In particular, the
observability Gramian P for the pair {C,A} is strictly positive.

Let TΘ be the lower triangular Toeplitz operator determined by Θ, that is,

TΘ =

⎡⎢⎢⎢⎣
Θ0 0 0 · · ·
Θ1 Θ0 0 · · ·
Θ2 Θ1 Θ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ : �2+(E) → �2+(Y).

As expected, Θ(z) =
∑∞

0 z−kΘk is the Taylor’s series expansion of Θ. Because
{A,B,C,D} is a realization of Θ, the Taylor’s coefficient of Θ can be written as

Θ0 = D and Θk = CAk−1B (k ≥ 1). (4.2.5)

By definition, Θ is inner if and only if TΘ is an isometry. Notice that TΘ is an
isometry if and only if all the columns of TΘ are isometries mapping E into �2+(Y)
and the columns of TΘ are orthogonal to each other. Due to the Toeplitz structure
of TΘ, the nth column of TΘ is an isometry mapping E to �2+(Y) if and only if
I =
∑∞

0 Θ∗kΘk. By employing P =
∑∞

0 A∗kC∗CAk and (4.2.5), we arrive at

∞∑
k=0

Θ∗kΘk = D∗D +
∞∑

k=1

B∗A∗(k−1)C∗CAk−1B

= D∗D +B∗
( ∞∑

k=0

A∗kC∗CAk

)
B (4.2.6)

= D∗D +B∗PB.

In other words, the nth column of TΘ is an isometry if and only if I = D∗D+B∗PB.
The Toeplitz structure of TΘ also shows that all the columns of TΘ are

orthogonal if and only if the nth column of TΘ is orthogonal to the first column
of TΘ for all n ≥ 1, or equivalently, 0 =

∑∞
k=0 Θ∗kΘk+n for all n ≥ 1. By using

P =
∑∞

0 A∗kC∗CAk and (4.2.5) once again, we see that

∞∑
k=0

Θ∗kΘk+n = D∗CAn−1B +
∞∑

k=1

B∗A∗(k−1)C∗CAk−1+nB

= D∗CAn−1B +B∗
( ∞∑

k=0

A∗kC∗CAk

)
AnB

= (D∗C +B∗PA)An−1B (n ≥ 1). (4.2.7)

Clearly, if 0 = D∗C +B∗PA, then
∑∞

k=0 Θ∗kΘk+n = 0 for all integers n ≥ 1, and
all the columns of TΘ are orthogonal. On the other hand, if all the columns of TΘ

are orthogonal, then (D∗C + B∗PA)An−1B = 0 for all n ≥ 1. Because the pair
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{A,B} is controllable, {AkBE}∞0 spans X , and thus, D∗C+B∗PA = 0. Therefore
all columns of TΘ are orthogonal if and only if 0 = D∗C +B∗PA.

The above analysis shows that TΘ is an isometry if and only if

I = D∗D +B∗PB and 0 = D∗C +B∗PA. (4.2.8)

These equations with P = A∗PA+ C∗C are equivalent to (4.2.4). Hence Θ is an
inner function if and only if A is stable and (4.2.4) holds. Therefore Parts (i) and
(ii) are equivalent.

If {A,B,C,D} is a stable isometric realization, then the observability Gram-
ian P = I and (4.2.4) holds. In other words, the transfer function for a stable
isometric realization is inner. Recall that similar realizations have the same transfer
function. So if {A,B,C,D} is similar to a stable isometric realization, then its
transfer function is inner. Hence Part (iii) implies Part (i).

Now assume that Part (ii) holds, or equivalently, {A,B,C,D} is a minimal
realization of Θ and (4.2.4) holds. By multiplying both sides of (4.2.4) by P−1/2⊕I,
we see that [

P 1/2AP−1/2 P 1/2B
CP−1/2 D

]
:
[ X
E
]
→
[ X
Y
]

(4.2.9)

is an isometry. In other words, Σ = {P 1/2AP−1/2, P 1/2B,CP−1/2, D} is a stable
isometric realization. Notice that P 1/2 is a similarity transformation intertwining
{A,B,C,D} with Σ. In particular, Θ is also the transfer function for Σ. Therefore
{A,B,C,D} is similar to a stable isometric realization. Hence Part (ii) implies
Part (iii), and thus, all three parts are equivalent. �

Notice that {A,B,C,D} is a realization (respectively minimal realization) for
Θ if and only if {A∗, C∗, B∗, D∗} is a realization (respectively minimal realization)
for Θ̃(z) = Θ(z)∗. By definition, Θ is co-inner if Θ̃ is inner. By employing this fact
in Theorem 4.2.1, we readily obtain the following result.

Corollary 4.2.2. Let {A on X , B, C,D} be a minimal realization for a L(E ,Y)-
valued rational transfer function Θ.

(i) The function Θ is co-inner.

(ii) The operator A is stable and[
A B
C D

] [
Q 0
0 I

] [
A∗ C∗

B∗ D∗

]
=
[
Q 0
0 I

]
, (4.2.10)

where Q is the controllability Gramian for the pair {A,B}.
(iii) The realization {A on X , B, C,D} is similar to a stable co-isometric realiza-

tion.

In particular, Θ is a rational co-inner transfer function if and only if Θ admits a
stable minimal co-isometric realization.
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Let Θ be a function in H∞(E ,Y). Recall that Θ is a two-sided inner function
if and only if Θ(eıω) is almost everywhere a unitary operator with respect to the
Lebesgue measure. In particular, Θ is a two-sided inner function if and only if Θ is
inner and dim E = dimY, or equivalently, Θ is co-inner and dim E = dimY. Hence
Theorem 4.2.1 or Corollary 4.2.2 can be used to determine when a rational transfer
function is inner from both sides. For example, assume that {A,B,C,D} is a mini-
mal realization for a rational transfer function in H∞(E ,Y) where dim E = dimY.
Then Θ is a two-sided inner function if and only if (4.2.4) holds where P is the
observability Gramian, or equivalently, the realization {P 1/2AP−1/2, P 1/2B,
CP−1/2, D} of Θ is unitary. Likewise, Θ is a two-sided inner function if and
only if (4.2.10) holds where Q is the controllability Gramian, or equivalently, the
realization {Q−1/2AQ1/2, Q−1/2B,CQ1/2, D} of Θ is unitary. Finally, Θ is a ra-
tional two-sided inner function if and only if Θ admits a stable minimal unitary
realization.

Remark 4.2.3. Assume that Θ is a rational two-sided inner function in H∞(Y,Y).
Let H be the Hankel matrix generated by the Fourier coefficients {Θn}∞1 for Θ,
that is,

H =

⎡⎢⎢⎢⎣
Θ1 Θ2 Θ3 · · ·
Θ2 Θ3 Θ4 · · ·
Θ3 Θ4 Θ5 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ on �2+(Y)

where Θ(z) =
∑∞

0 z−nΘn. We claim that there are δ(Θ) singular values for H
equal to 1 and all the other singular values are zero. (The McMillan degree of
a transfer function G is denoted by δ(G).) To see this, recall that any rational
square inner function Θ in H∞(Y,Y) admits a unitary minimal stable realization
{A on X , B, C,D}. Using Θn = CAn−1B, we arrive at H = WoWc where

Wc =
[
B AB A2B · · · ] : �2+(Y) → X ,

Wo =
[
C CA CA2 · · · ]tr : X → �2+(Y).

The rank of H equals the McMillan degree of Θ. Because {A,B,C,D} is a stable
unitary realization, the controllability and observability Gramian are both the
identity. In other words, WcW

∗
c = I and W ∗

oWo = I. Using H = WoWc, we see
that H∗H = W ∗

c W
∗
oWoWc = W ∗

c Wc. Recall that if M and N are two operators
acting between the appropriate spaces, then MN and NM have the same nonzero
spectrum. Hence H∗H and WcW

∗
c = I have the same nonzero eigenvalues. The

singular values for H are the square root of the eigenvalues for H∗H . Therefore
H has δ(Θ) nonzero singular values equal to 1 and all the other singular values
are zero.

Remark 4.2.4. Let {A,B,C,D} be a finite dimensional, stable, observable realiza-
tion for a function Θ in H∞(Y,Y). Moreover, assume that (4.2.4) holds where P
is the observability Gramian for the pair {C,A}. Then {A,B,C,D} is a minimal
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realization and Θ is a two-sided inner function. Finally, P−1 equals the controlla-
bility Gramian for {A,B}.

To verify this, let Ω be the systems matrix for {A,B,C,D}, that is,

Ω =
[
A B
C D

]
and set Λ =

[
P 0
0 I

]
.

Notice that both Ω and Λ act on X ⊕ Y. Then (4.2.4) states that Λ = Ω∗ΛΩ.
Because P is invertible, Λ is invertible, and thus, Ω is also invertible. Multiplying
Λ = Ω∗ΛΩ on the left by ΩΛ−1 and on the right with Ω−1Λ−1, yields Λ−1 =
ΩΛ−1Ω∗. In other words,[

A B
C D

] [
P−1 0

0 I

] [
A∗ C∗

B∗ D∗

]
=
[
P−1 0

0 I

]
.

In particular, P−1 = AP−1A∗ + BB∗. In other words, P−1 is the controllability
Gramian for {A,B}. Because A is stable and P−1 is invertible, the pair {A,B} is
controllable. Hence {A,B,C,D} is a minimal realization. According to Theorem
4.2.1, the function Θ is two-sided inner.

By replacing {A,B,C,D} in Remark 4.2.4 with its dual {A∗, B∗, C∗, D∗},
we arrive at the following result.
Remark 4.2.5. Let {A,B,C,D} be a finite dimensional, stable, controllable re-
alization for a function Θ in H∞(Y,Y). Moreover, assume that (4.2.10) holds
where Q is the controllability Gramian for the pair {A,B}. Then {A,B,C,D} is
a minimal realization and Θ is a two-sided inner function. Finally, Q−1 equals the
observability Gramian for {C,A}.

Let us conclude this section with the following useful result.

Proposition 4.2.6. Let F be a function in H2(E ,Y) and S the unilateral shift on
H2(Y). Let H be the invariant subspace for the backward shift S∗ defined by

H =
∞∨

n=1

S∗nFE . (4.2.11)

Then the dimension of H equals the McMillan degree of F . In particular, H is
finite dimensional if and only if F is rational. In this case, if {A on X , B, C,D}
is a minimal realization for F , then

∞∨
n=1

S∗nFE = zC(zI −A)−1X . (4.2.12)

Proof. If F (z) =
∑∞

0 z−kFk is the power series expansion for F , then S∗nF =∑∞
0 z−kFn+k. In particular, S∗nF = F+

Y
[
Fn Fn+1 Fn+2 · · ·]tr where F+

Y is
the Fourier transform mapping �2+(Y) onto H2(Y). Therefore H =

∨∞
1 S∗nFY is

the closure of the range of F+
YH where H is the Hankel matrix given by
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H =

⎡⎢⎢⎢⎣
F1 F2 F3 · · ·
F2 F3 F4 · · ·
F3 F4 F5 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (4.2.13)

Recall that the rank of a Hankel matrix H equals the McMillan degree of its
symbol F . Moreover, the rank of H is finite if and only if its symbol F is rational;
see Section 14.2. Since H equals the closure of the range of F+

YH , it follows that
H is finite dimensional if and only if F is rational. Moreover, the dimension of H
equals the rank of H which is the McMillan degree of F .

Assume that F is rational and {A on X , B, C,D} is a minimal realization
for F . Clearly, F (∞) = F0 = D. Recall that the backward shift S∗ on H2(Y) is
determined by

(Sh)(z) =
1
z
h(z) and (S∗h)(z) = zh(z)− zh(∞) (h ∈ H2(Y)). (4.2.14)

Using F (z) = D + C(zI − A)−1B with (4.2.14), it follows that S∗Fv =
zC(zI −A)−1Bv where v is in E . Because A is stable, z(zI −A)−1 =

∑∞
0 z−kAk.

By consulting (4.2.14) once again, we arrive at

S∗2Fv = S∗zC(zI −A)−1Bv = z2C(zI − A)−1Bv − zCBv
= zC

(
z(zI −A)−1 − I)Bv = zC(zI −A)−1 (zI − (zI − A))Bv

= zC(zI −A)−1ABv.

In other words, S∗2Fv = zC(zI−A)−1ABv. By continuing in this fashion, we see
that S∗n+1Fv = zC(zI −A)−1AnBv for all integers n ≥ 0. Hence

H =
∞∨

n=1

S∗nFE =
∞∨

n=0

zC(zI −A)−1AnBE

= zC(zI −A)−1
∞∨

n=0

AnBE = zC(zI −A)−1X .

The last equality follows from the fact that the pair {A,B} is controllable. There-
fore the subspace H = zC(zI −A)−1X . �

4.3 Rational Two-Sided Inner Functions

This section is devoted to the finite dimensional invariant subspaces for the back-
ward shift operator. Let S be the unilateral shift onH2(Y). Throughout we assume
that Y is finite dimensional. The Beurling-Lax-Halmos Theorem 3.1.1 shows that
the set of all invariant subspaces for the backward shift S∗ on H2(Y) are given
by H(Θ) = H2(Y) � ΘH2(E), where Θ is an inner function in H∞(E ,Y). In this
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section, we will show that the set of all finite dimensional invariant subspaces for
S∗ are determined by the rational two-sided inner functions. We begin with the
following result.

Lemma 4.3.1. Let Θ be a two-sided inner function in H∞(Y,Y). If S is the uni-
lateral shift on H2(Y), then

H(Θ) = H2(Y) �ΘH2(Y) =
∞∨

n=1

S∗nΘY. (4.3.1)

The invariant subspace H(Θ) is finite dimensional if and only if Θ is rational. In
this case, if {A on X , B, C,D} is any minimal realization for Θ, then the subspace
H(Θ) = zC(zI −A)−1X .

Proof. Let h be a function in H2(Y) and y ∈ Y. Recall that (Sg)(z) = z−1g(z)
where g is in H2(Y). Because Θ is inner, for any integer n ≥ 1 we obtain

(S∗nΘy,Θh) = (Θy, SnΘh) = (Θy,ΘSnh) = (y, Snh) = 0.

Thus S∗nΘY is orthogonal to ΘH2(Y) for all n ≥ 1. Hence
∨∞

1 S∗nΘY ⊆ H(Θ).
Assume that g is an element in H(Θ), and g is orthogonal to S∗nΘY for all n ≥ 1.
This implies that

0 = (g, S∗nΘy) = (Sng,Θy) =
1
2π

∫ 2π

0

(e−ıωng(eıω),Θ(eıω)y) dω

=
1
2π

∫ 2π

0

(Θ(eıω)∗g(eıω), eıωny) dω (n ≥ 1).

Hence Θ∗g is orthogonal to⊕∞1 eıωnY in L2(Y). (Here we viewH2(Y) as a subspace
of L2(Y); see Section 2.2.) Because g is orthogonal to ΘH2(Y), we see that Θ∗g is
orthogonal to H2(Y). Since H2(Y) = ⊕∞0 e−ıωnY, the vector Θ∗g is orthogonal to
⊕∞−∞eıωnY = L2(Y). In other words, Θ∗g = 0, or equivalently, Θ(eıω)∗g(eıω) = 0
almost everywhere with respect to the Lebesgue measure. Because Θ(eıω) is almost
everywhere a unitary operator, g = 0. So H(Θ) =

∨∞
1 S∗nΘY and (4.3.1) holds.

The rest of the theorem follows by replacing F with Θ in Proposition 4.2.6. �

The following is the main result of this section.

Theorem 4.3.2. Let S be the unilateral shift on H2(Y). Then the following state-
ments are equivalent.

(i) H is a finite dimensional invariant subspace for S∗.

(ii) H = zC(zI − A)−1X where {C,A on X} is a finite dimensional stable, ob-
servable pair.

(iii) H = H(Θ) where Θ is a rational two-sided inner function in H∞(Y,Y).
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If {A,B,C,D} is any minimal realization for a two-sided rational inner function
Θ, then

H(Θ) = zC(zI −A)−1X . (4.3.2)

Finally, the dimension of H(Θ) equals the McMillan degree of Θ.

Recall that a scalar-valued inner function is rational if and only if it is a
Blaschke product of order n where n is finite; see Section 4.1. Notice that the
McMillan degree of a Blaschke product of order n is precisely n. This with Theorem
4.3.2 readily yields the following result.

Corollary 4.3.3. Let S be the unilateral shift on H2. Then the set of all n(< ∞)
dimensional invariant subspaces for the backward shift S∗ are given by H(θ) where
θ is a Blaschke product of order n. In this case, H(θ) = zC(zI − A)−1X where
{A on X , B, C,D} is any minimal realization for θ.

Remark 4.3.4. Let {C,A on X} be a stable, observable pair where X is finite
dimensional and C maps X into Y. Then one can always find operators B mapping
Y into X and D on Y such that {A,B,C,D} is a minimal realization for a two-
sided inner function Θ and

H(Θ) = H2(Y)�ΘH2(Y) = zC(zI −A)−1X . (4.3.3)

To find B and D, compute the singular value decomposition of the operator[
A∗P C∗

]
mapping X ⊕ Y into X to find an isometry

V =
[
V1

V2

]
: Y →

[X
Y
]

such that ranV = ker
([
A∗P C∗

])
. (4.3.4)

(The Matlab command null can also be used to find V .) Here P is the observabil-
ity Gramian for the pair {C,A}. To be precise, P is the unique solution to the
Lyapunov equation P = A∗PA+C∗C. Then the operators B and D are given by

B = V1N
−1/2, D = V2N

−1/2 where N = V ∗1 PV1 + V ∗2 V2. (4.3.5)

To verify this remark, first observe that

P = A∗PA+ C∗C =
[
A∗P C∗

] [A
C

]
.

Notice that
[
A∗P C∗

]
maps X ⊕ Y into X . Because P is invertible, it is onto

X , and thus, the operator
[
A∗P C∗

]
must also be onto X . In other words, the

dimension of the kernel of
[
A∗P C∗

]
equals the dimension X ⊕ Y minus the

dimension of X . So the dimension of the kernel of
[
A∗P C∗

]
equals the dimension

of Y. So we can construct an orthonormal basis of dimension dimY for the kernel
of
[
A∗P C∗

]
. This basis readily yields an isometry V of the form (4.3.4). Using

(4.3.5), it follows that (4.2.4) holds. Remark 4.2.4 shows that {A,B,C,D} is a
minimal realization and its transfer function Θ is two-sided inner. Finally, Lemma
4.3.1 yields (4.3.3).
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Proof of Theorem 4.3.2. Assume that Part (i) holds. Let Φ be a unitary operator
mapping a finite dimensional space X onto H. Here X is any Hilbert space with
the same dimension as H. Let A be the operator on X defined by A = Φ∗S∗Φ. In
other words, S∗Φ = ΦA. Notice that S∗nΦ = ΦAn for all integers n ≥ 0. Because
S∗n converges to zero in the strong operator topology, An must also converge to
zero as n tends to infinity. Since X is finite dimensional, A is stable. The range of
Φ is a subspace of H2(Y). Hence Φ admits a Taylor’s series expansion of the form

(Φx)(z) =
∞∑

k=0

z−kΦkx (x ∈ X and z ∈ D+).

Here Φk is an operator mapping X into Y for all integers k ≥ 0. Let C be the
operator mapping X into Y determined by C = Φ0. We claim that Φk = CAk for
all k ≥ 0. To see this, let ΠY be the orthogonal projection from H2(Y) onto Y
which picks out the constant functions in H2(Y), that is, ΠYh = h(∞) where h is
in H2(Y). Then for any integer k ≥ 0, we have

Φk = ΠYS∗kΦ = ΠYΦAk = Φ0A
k = CAk.

Thus Φk = CAk for all k ≥ 0. Hence for any x in X , we have

Φx =
∞∑

k=0

z−kΦkx =
∞∑

k=0

z−kCAkx = C(I − z−1A)−1x = zC(zI −A)−1x.

In other words, Φ = zC(zI −A)−1.
We claim that {C,A} is observable. Assume CAnx = 0 for all n ≥ 0 and

some x in X . Then

Φx = zC(zI −A)−1x =
∞∑

n=0

z−nCAnx = 0.

Because Φ is one to one, x = 0. In other words,
⋂∞

0 kerCAn = {0}, and the pair
{C,A} is observable. Therefore Part (i) implies Part (ii).

Now assume Part (ii) holds. According to Remark 4.3.4, there exist operators
B and D such that {A,B,C,D} is a minimal realization for a two-sided inner
function Θ and H = H(Θ). Hence Part (iii) holds. Lemma 4.3.1 shows that Part
(iii) implies Part (i). Consulting Proposition 4.2.6 with F = Θ yields (4.3.2). �

By combining Proposition 4.2.6 with Theorem 4.3.2, we arrive at the follow-
ing result which will be used in Section 4.7.
Remark 4.3.5. Let F be a rational function in H2(E ,Y). Let H be the invariant
subspace for the backward shift S∗ on H2(Y) defined by

H =
∞∨

n=1

S∗nFE . (4.3.6)
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Then there exists a two-sided inner function Θ in H∞(Y,Y) such that

∞∨
n=1

S∗nFE = H(Θ) = H2(Y) �ΘH2(Y). (4.3.7)

Let {A on X , B1, C,D1} be a minimal realization for the transfer function F .
Then H(Θ) = zC(zI − A)−1X . Moreover, one can use Remark 4.3.4 to compute
the operatorsB mapping Y into X andD on Y such that {A,B,C,D} is a minimal
realization for Θ.

4.4 Rational Outer Functions

This section is devoted to rational outer functions and their state space realiza-
tions. A rational function Θ is in H2(E ,Y) if and only if Θ is proper and all the
poles of Θ are contained in the open unit disc D. Moreover, a rational function Θ
is in H2(E ,Y) if and only if it is in H∞(E ,Y). Let Θ be a function in H2(E ,Y),
then by definition Θ is an outer function if ΘP(E) = H2(Y). (The space of all
polynomials in 1/z with values in E is denoted by P(E).) Recall that Θ is an in-
vertible outer function if Θ is in H∞(E ,Y) and Θ−1 is in H∞(Y, E). Notice that Θ
is an invertible outer function if and only if Θ is in H∞(E ,Y) and its correspond-
ing Toeplitz matrix TΘ defines an invertible operator mapping �2+(E) onto �2+(Y).
Finally, it is noted that a scalar-valued rational function θ is an invertible outer
function if and only if θ and 1/θ are rational functions in H∞, or equivalently,
θ = q/d where q and d are two polynomials of the same degree, and all the poles
and zeros of θ are contained in the open unit disc D.

Let θ be a scalar-valued rational function. Then θ is an outer function if and
only if the following three conditions hold:

(i) θ = q/d where q and d are two polynomials of the same degree;

(ii) the zeros of θ are contained in D;

(iii) the poles of θ are contained in D.

To prove this, assume that θ is a rational function in H∞. Let θ = q/d where
q and d are two polynomials with no common zeros, the zeros of d are contained
in D, and deg q ≤ deg d. Notice that d/zn is an invertible outer function, where n
is the degree of d. Hence

θH2 =
q

d
H2 =

q

d

d

zn
H2 = z−nqH2. (4.4.1)

Let p(z) = znq(1/z) be the reverse polynomial for q, that is, p(z) = q0z
n+q1z

n−1+
· · ·+ qn where q(z) =

∑n
0 qjz

j. Let S be the unilateral shift on H2. Then we have

p(S∗) = q0S
∗n + q1S

∗n−1 + q2S
∗n−2 + · · ·+ qn−1S

∗ + qnI.
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Since z−nq(z) =
∑n

0 qjz
j−n, equation (4.4.1) implies that θH2 = p(S∗)∗H2. In

other words, θH2 equals the closure of the range of p(S∗)∗, and thus,

ker p(S∗) = H2 � θH2.

So θ is outer if and only if the kernel of p(S∗) is zero, or equivalently, zero is not
an eigenvalue of p(S∗). Recall that the set of all eigenvalues for S∗ equals the open
unit disc D. According to the spectral mapping theorem, the set of all eigenvalues
for p(S∗) are given by p(D); see [126]. Hence θ is not an outer function if and only
if zero is an eigenvalue for p(S∗), or equivalently, p(λ) = 0 for some λ ∈ D. Observe
that p(0) = 0 if and only if qn = 0, or equivalently, deg q < n. In particular, if
deg q < n = deg d, then θ is not outer. Therefore if θ is an outer function, then
deg q = deg d, and Part (i) holds.

Now assume that deg q = n, or equivalently, p(0) = qn �= 0. Notice that
λ �= 0 is a root of p if and only if 1/λ is a root of q. So zero is an eigenvalue for
p(S∗) if and only if p(λ) = 0 for some λ ∈ D, or equivalently, q(α) = 0 for some
α ∈ D+. In other words, the kernel of p(S∗) is zero if and only if all the zeros of q
are contained in D. Therefore θ is outer if and only if Parts (i), (ii) and (iii) hold.

Remark 4.4.1. Let Θ be a rational function in H2(Y,Y). Let {A,B,C,D} be
a minimal realization of Θ. Since Θ is in H2(Y,Y), all the poles of Θ must be
contained in D, and A is stable. Hence any controllable and observable realization
of Θ must be stable. Moreover, the following statements are equivalent.

(i) The function Θ is outer.

(ii) The determinant of Θ is an outer function.

(iii) Θ(∞) = D is invertible, and the eigenvalues of A−BD−1C are all contained
in D.

Finally, the following statements are also equivalent.

(a) Θ is an invertible outer function.

(b) The determinant of Θ is an invertible outer function.

(c) Θ(∞) = D is invertible, and the eigenvalues of A−BD−1C are all contained
in D.

Theorem 3.4.1 shows that Parts (i) and (ii) are equivalent. If Θ is an outer
function, then Θ(∞) = D on Y must be invertible. So it remains to show that
Parts (ii) and (iii) are equivalent. Recall that if N and M are two operators acting
between the appropriate finite dimensional spaces, then

det[I +MN ] = det[I +NM ]. (4.4.2)
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Using this fact along with the state space realization {A,B,C,D} for Θ, we obtain

δ(z) = det[D + C(zI −A)−1B] = det[D] det[I +D−1C(zI −A)−1B]

= det[D] det[I + (zI −A)−1BD−1C]

= det[D] det[(zI −A)−1
(
(zI −A) +BD−1C

)
]

= det[D]
det[zI − (A−BD−1C)]

det[zI −A]
.

In other words, the determinant of Θ is given by

det[Θ(z)] = det[D]
det[zI − (A−BD−1C)]

det[zI − A]
. (4.4.3)

Notice that det[zI−(A−BD−1C)] is the characteristic polynomial for A−BD−1C
and det[zI −A] is the characteristic polynomial for A. Without loss of generality,
assume that the dimension of the state X is n. This readily implies that

det[Θ(z)] = det[D]

∏n
j=1(z − αj)∏n
j=1(z − βj)

(4.4.4)

where {αj}n
1 are the eigenvalues of A − BD−1C and {βj}n

1 are the eigenvalues
of A. Because A is stable, {βj}n

1 must be contained in D. So the only possible
pole zero cancellation in det[Θ(z)] that can occur is perhaps on the eigenvalues of
A − BD−1C contained in D. By virtue of (4.4.3), we see that det[Θ(z)] is outer
if and only if all the eigenvalues of A − BD−1C are contained in D. Thus the
equivalence of Parts (i) to (iii) is established.

By Theorem 3.4.1 and using the fact that Θ is rational, it follows that Parts
(a) and (b) are equivalent. By consulting (4.4.4) once again, we see that det[Θ(z)]
is an invertible outer function if and only if all the eigenvalues of A−BD−1C are
contained in D. In other words, Parts (b) and (c) are equivalent.

The following result will be useful.

Lemma 4.4.2. Let {A on X , B, C,D} be a stable and controllable realization of an
outer function Θ with values in H∞(Y,Y). Then all the eigenvalues of A−BD−1C
are contained in D. Moreover, A−BD−1C is stable if and only if Θ is an invertible
outer function.

Proof. According to Remark 14.2.1, the inverse of Θ is given by

Θ(z)−1 = D−1 −D−1C(zI − J)−1BD−1,

J = A−BD−1C. (4.4.5)

Let Xo be the observable subspace for the pair {C,A} given by

Xo = span{A∗nC∗Y : 0 ≤ n < dimX} =
∞∨

n=0

A∗nC∗Y.
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Then the unobservable subspace is defined by Xo = X �Xo =
⋂∞

0 kerCAn. Notice
that Xo is an invariant subspace for A∗, and Xo is invariant under A. Using this
decomposition of X , we see that {A,B,C,D} admits matrix decompositions of
the form:

A =
[
Ao 0
� Ao

]
on
[ Xo

Xo

]
, B =

[
Bo

Bo

]
: Y →

[ Xo

Xo

]
,

C =
[
Co 0

]
:
[ Xo

Xo

]
→ Y.

The zero in C follows from the fact that C|Xo = 0. Here � represents an unspecified
entry. By construction, {Ao, Bo, Co, D} is a controllable and observable realization
of Θ. According to Remark 4.4.1, all the eigenvalues of Jo = Ao − BoD

−1Co are
contained in the closed unit disc. Moreover, Jo is stable if and only if Θ is an
invertible outer function. Using the previous matrix decompositions, we see that

J =
[
Ao 0
� Ao

]
−
[
Bo

Bo

]
D−1

[
Co 0

]
=
[
Jo 0
� Ao

]
.

BecauseA is stable, Ao must also be stable. Since all eigenvalues of Jo are contained
in D, the previous decomposition shows that all eigenvalues of J must also be
contained in D. Recall that Θ is an invertible outer function if and only if Jo is
stable. Hence J is stable if and only if Θ is an invertible outer function. �

Example. Let g be a rational function in H∞. In this case, g admits an inner-outer
factorization of the form g = gigo where gi is the Blaschke product consisting of
the zeros of g in D+ and go is a rational outer function. By rearranging the poles
and zeros of g, one can theoretically compute the inner-outer factorization for g.
For example, consider the rational function g in H∞ given by

g(z) =
(z − 2)(z − 3)(z − 1)

(z − 0.1)(z − 0.4)(z − 0.5)(z − 0.6)
.

Notice that g has two zeros in D+ and one zero on the unit circle. Moreover, the
degree of the numerator is strictly less than the degree of the denominator. Using
the two zeros of g in D+, and the fact that the degree of the denominator minus
the degree of the numerator equals 1, the inner part gi of g is determined by

gi(z) =
(z − 2)(z − 3)

z(1− 2z)(1− 3z)
=

(1− z/2)(1− z/3)
z(z − 1/2)(z − 1/3)

.

In other words, gi is the Blaschke product of order 3 with zeros at {2, 3,∞}. The
outer part go for g is given by

go(z) =
z(1− 2z)(1− 3z)(z − 1)

(z − 0.1)(z − 0.4)(z − 0.5)(z − 0.6)
.
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Notice that the degree of the numerator and denominator for go are the same.
Moreover, all the zeros of go are contained in D. It is well known that computing the
roots of a polynomial can be numerically sensitive. So this method of computing
the inner-outer factorization may not be reliable for rational functions of large
order. Later we will present several other methods to compute the inner-outer
factorization in the matrix case.

4.5 Inner-Outer Factorization and McMillan Degree

In this section we will show that the inner and outer factors of a rational function
in H∞(·, ·) are also rational functions, and their corresponding McMillan degrees
do not increase. The McMillan degree of a transfer function G is denoted by δ(G).

If Θ(z) =
∑∞

0 z−nΘn is inH∞(E ,Y), thenHΘ is the Hankel operator defined
by

HΘ =

⎡⎢⎢⎢⎣
· · · Θ3 Θ2 Θ1

· · · Θ4 Θ3 Θ2

· · · Θ5 Θ4 Θ3

...
...

...
...

⎤⎥⎥⎥⎦ : �2−(E) → �2+(Y). (4.5.1)

It is well known that Θ is rational if and only if the rank of HΘ is finite. For conve-
nience we have written the columns of HΘ starting on the right-hand side. More-
over, the rank of HΘ equals the McMillan degree of Θ, that is, rank(HΘ) = δ(Θ);
see Section 14.2. Because Θ is in H∞(E ,Y), the Laurent operator LΘ mapping
�2(E) into �2(Y) is lower triangular. Furthermore, LΘ admits a matrix decompo-
sition of the form

LΘ =
[
ΛΘ 0
HΘ TΘ

]
:
[
�2−(E)
�2+(E)

]
→
[
�2−(Y)
�2+(Y)

]
. (4.5.2)

Here ΛΘ = P�2−(Y)LΘ|�2−(E). Since ‖LΘ‖ = ‖Θ‖∞, it follows that ‖HΘ‖ ≤ ‖Θ‖∞,
and thus, HΘ is a well-defined operator mapping �2−(E) into �2+(Y).

Let Θ be a rational function in H∞(E ,Y). Let Θ = ΘiΘo be the inner-
outer factorization for Θ, where Θi is an inner function in H∞(V ,Y) and Θo an
outer function in H∞(E ,V). In this case, TΘ = TΘiTΘo where TΘi is an isometry
mapping �2+(V) into �2+(Y), and the range of TΘo is dense in �2+(V).

We claim that the McMillan degrees

δ(Θo) ≤ δ(Θ) and δ(Θi) ≤ δ(Θ). (4.5.3)

In particular, if Θ is a rational function, then its inner and outer part are both
rational functions.

First let us establish the following result:

T ∗Θi
HΘ = HΘo . (4.5.4)
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In particular, rankHΘo ≤ rankHΘ. In other words, δ(Θo) ≤ δ(Θ), and the first
equation in (4.5.3) holds. If Θ is rational, then T ∗Θi

HΘ = HΘo shows that the
Hankel matrix HΘo defines a bounded operator of finite rank. Therefore Θo admits
a stable minimal realization of McMillan degree at most δ(Θ).

Because Θi is an inner function, the Laurent operator LΘi is also an isometry.
Multiplying LΘ = LΘiLΘo on the left by L∗Θi

yields L∗Θi
LΘ = LΘo . Using the ma-

trix representation for LΘ in (4.5.2), and the corresponding matrix representations
for LΘi and LΘo , we obtain[

ΛΘo 0
HΘo TΘo

]
= LΘo = L∗Θi

LΘ =
[
Λ∗Θi

H∗Θi

0 T ∗Θi

] [
ΛΘ 0
HΘ TΘ

]
=
[
Λ∗Θi

ΛΘ +H∗Θi
HΘ H∗Θi

TΘ

T ∗Θi
HΘ T ∗Θi

TΘ

]
.

By matching like entries, we see that T ∗Θi
HΘ = HΘo which proves our claim.

Finally, it is noted that H∗Θi
TΘ = 0, and as expected, TΘo = T ∗Θi

TΘ. The Moore-
Penrose inverse of an operator M acting between two finite dimensional spaces is
denoted by M−r. If M is right invertible, or equivalently onto, then I = MM−r.

Lemma 4.5.1. Let {A on X , B, C,D} be a stable controllable realization for a ra-
tional function Θ in H∞(E ,Y). Then there exists a state space realization of the
form {A,B,Co, Do} for Θo the outer part of Θ. In this case, a realization for the
inner part Θi of Θ is given by

Θi(z) = DD−r
o + (C −DD−r

o Co)(zI −Ai)−1BD−r
o (4.5.5)

where Ai = A−BoD
−r
o Co. In particular, δ(Θi) ≤ δ(Θ).

Proof. Let Wo be the observability operator mapping X into �2+(Y) and Wc the
controllability operator mapping �2+(E) into X defined by

Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ : X → �2+(Y),

Wc =
[· · · A3B A2B AB B

]
: �2−(E) → X . (4.5.6)

Let Θ(z) =
∑∞

0 z−nΘn be the power series expansion for Θ. Recall that Θn =
CAn−1B for all integers n ≥ 1. Using this we obtain HΘ = WoWc, and thus,
HΘo = T ∗Θi

HΘ = T ∗Θi
WoWc. Notice that T ∗Θi

Wo admits a matrix representation
of the form

T ∗Θi
Wo =

⎡⎢⎢⎢⎣
Co

C1

C2

...

⎤⎥⎥⎥⎦ : X → �2+(V).
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We claim that Cn = CoA
n for all integers n ≥ 1. To see this, let SL denote the

unilateral shift on �2+(L), and ΠV =
[
I 0 0 · · ·] the operator mapping �2+(V)

onto V which picks out the first component of �2+(V). Then using SYTΘi = TΘiSV
with S∗YWo = WoA, we obtain

Cn = ΠVS∗nV T ∗Θi
Wo = ΠVT ∗Θi

S∗nY Wo = ΠVT ∗Θi
WoA

n = C0A
n.

Hence Cn = CoA
n for all n ≥ 1. Using this we have⎡⎢⎢⎢⎣

· · · Θo3 Θo2 Θo1

· · · Θo4 Θo3 Θo2

· · · Θo5 Θo4 Θo3

...
...

...
...

⎤⎥⎥⎥⎦ = HΘo = T ∗Θi
WoWc =

⎡⎢⎢⎢⎣
Co

CoA
CoA

2

...

⎤⎥⎥⎥⎦ [· · · A2B AB B
]
.

Here Θo(z) =
∑∞

0 z−nΘon is the power series expansion for Θo. This readily
implies that Θon = CoA

n−1B for all integers n ≥ 0. Therefore Θo admits a
realization of the form {A,B,Co, Do}.

Because Θo is outer, Do = Θo(∞) is onto V , or equivalently, right invertible.
Lemma 4.5.2 below yields the realization for Θi in (4.5.5). �

Lemma 4.5.2. Let {A,B,C,D} be a realization for a transfer function F with val-
ues in L(E ,Y). Assume that {A,B,Co, Do} is a realization for a transfer function
Θo with values in L(E ,V) and Do is onto. Consider the function Q(z) defined by

Q(z) = D−r
o −D−r

o Co (zI −Ai)
−1
BD−r

o

Ai = A−BD−rCo. (4.5.7)

Then the following holds.

(i) A realization for the transfer function F (z)Q(z) is given by

F (z)Q(z) = DD−r
o + (C −DD−r

o Co)(zI −Ai)−1BD−r
o . (4.5.8)

(ii) The function Q is a right inverse of Θo, that is, I = Θo(z)Q(z). In particular,
if Do is invertible, then the function Q is the inverse of Θo.

(iii) Assume that {A,B,C,D} is a realization for Θ in H∞(E ,Y), and Θ = ΘiΘo

is the inner-outer factorization for Θ where Θo is outer and Θi is inner.
Then Θi admits a realization of the form

Θi(z) = DD−r
o + (C −DD−r

o Co)(zI −Ai)−1BD−r
o . (4.5.9)

In particular, δ(Θi) ≤ δ(Θ).
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Proof. Using the realizations for F and Θo, we arrive at

FQ = (D + C(zI −A)−1B)(D−r
o −D−r

o Co(zI −Ai)−1BD−r
o

= DD−r
o −DD−r

o Co(zI −Ai)−1BD−r
o

+ C(zI −A)−1[I −BD−r
o Co(zI −Ai)−1]BD−r

o

= DD−r
o −DD−r

o Co(zI −Ai)−1BD−r
o

+ C(zI −A)−1[(zI − (A−BD−r
o Co)−BD−r

o Co](zI −Ai)−1BD−r
o

= DD−r
o −DD−r

o Co(zI −Ai)−1BD−r
o + C(zI −Ai)−1BD−r

o

= DD−r
o + (C −DD−r

o Co)(zI − (A−BD−r
o Co))−1BD−r

o .

This yields the state space formula in (4.5.8), and Part (i) holds.
To verify Part (ii), notice that if F = Θo, then C = Co and D = Do. In this

case, (4.5.8) shows that ΘoQ = I, and Part (ii) holds.
For Part (iii) assume that Θ = ΘiΘo is the inner-outer factorizations for Θ.

Because Θo is outer, Θ(∞) = Do is onto the whole space V . Since ΘoQ = I, we
see that Θi = ΘiΘoQ = ΘQ. Therefore the state space realization for Θi in (4.5.9)
follows from (4.5.8). �

Let us conclude this section with the following two useful results.

Proposition 4.5.3. Let Ψ be a function in H∞(E ,Y) and set R = ΨΨ∗. Then

TR = TΨT
∗
Ψ +HΨH

∗
Ψ. (4.5.10)

Moreover, assume Ψ is rational and {A on X , B, C,D} is a minimal realization
for Ψ. Then

TR = TΨT
∗
Ψ +WoQW

∗
o ,

Q = AQA∗ +BB∗,

Wo =
[
C CA CA2 · · ·]tr : X → �2+(Y). (4.5.11)

Proof. Because Ψ is a function in H∞(E ,Y), recall that the Laurent operator LΨ

admits a matrix representation of the form

LΨ =
[
ΛΨ 0
HΨ TΨ

]
:
[
�2−(E)
�2+(E)

]
→
[
�2−(Y)
�2+(Y)

]
.

Using this decomposition, we have[
� �
� TΨΨ∗

]
= LΨΨ∗ = LΨL

∗
Ψ =

[
ΛΨ 0
HΨ TΨ

] [
Λ∗Ψ H∗Ψ
0 T ∗Ψ

]
=
[
ΛΨΛ∗Ψ ΛΨH

∗
Ψ

HΨΛ∗Ψ TΨT
∗
Ψ +HΨH

∗
Ψ

]
.
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Here � represents an unspecified entry. By comparing the components in the lower
right-hand corner, we arrive at TΨΨ∗ = TΨT

∗
Ψ +HΨH

∗
Ψ.

Let Ψ(z) =
∑∞

0 z−nΨn be the Taylor series expansion for Ψ. Assume that
{A,B,C,D} is a minimal realization for Ψ. Recall that Ψn = CAn−1B for all
integers n ≥ 1. Then HΨ admits a matrix representation of the form in (4.5.1)
where Ψ replaces Θ. Hence HΨ = WoWc where Wo is defined in (4.5.11) and

Wc =
[ · · · A2B AB B

]
: �2−(E) → X .

Notice that Q = WcW
∗
c =

∑∞
0 AnBB∗A∗n. Thus

HΨH
∗
Ψ = WoWcW

∗
c W

∗
o = WoQW

∗
o .

Substituting HΨH
∗
Ψ = WoQW

∗
o into (4.5.10) yields (4.5.11). �

Lemma 4.5.4. Let {A on X , B, C,D} be a stable realization for a L(E ,Y)-valued
transfer function Θ. Let P be the observability Gramian for {C,A}, that is, let P
be the unique solution to the Lyapunov equation

P = A∗PA+ C∗C. (4.5.12)

Moreover, let

TR =

⎡⎢⎢⎢⎣
R0 R−1 R−2 · · ·
R1 R0 R−1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ (4.5.13)

be a Toeplitz matrix generated by a L(E , E)-valued sequence {Rn}∞−∞ where R−n =
R∗n for all integers n ≥ 0. Then TR = T ∗ΘTΘ, or equivalently, R = Θ∗Θ if and only
if

R0 = B∗PB +D∗D

Rn = (B∗PA+D∗C)An−1B (n ≥ 1). (4.5.14)

In this case, that is, when R = Θ∗Θ, we have

T tr
R − TΘ̃T

∗
Θ̃

= W ∗PW (4.5.15)

where Θ̃(z) = Θ(z)∗ and W is the controllability operator for {A,B} defined by

W =
[
B AB A2B · · · ] : �2+(E) → X . (4.5.16)

Proof. Let Θ(z) =
∑∞

0 z−nΘn be the Taylor series expansion for Θ. If TR = T ∗ΘTΘ,
then we obtain⎡⎢⎢⎢⎣

R0 R−1 R−2 · · ·
R1 R0 R−1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
Θ∗0 Θ∗1 Θ∗2 · · ·
0 Θ∗0 Θ∗1 · · ·
0 0 Θ∗0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

Θ0 0 0 · · ·
Θ1 Θ0 0 · · ·
Θ2 Θ1 Θ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ .
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By performing the appropriate matrix multiplications we arrive at

Rn =
∞∑

j=0

Θ∗jΘj+n (n ≥ 0). (4.5.17)

Because {A,B,C,D} is a realization for Θ, we also have

Θ0 = D and Θn = CAn−1B (n ≥ 1). (4.5.18)

Recall that the solution to the Lyapunov equation (4.5.12) is given by P =∑∞
0 A∗nC∗CAn. By combining this with (4.5.17) and (4.5.18), we obtain

R0 = Θ∗0Θ0 +
∞∑

j=1

Θ∗jΘj = D∗D +
∞∑

j=1

(CAj−1B)∗CAj−1B

= D∗D +B∗(
∞∑

n=0

A∗nC∗CAn)B = D∗D +B∗PB.

This yields the first equation in (4.5.14). To obtain the second equation in (4.5.14),
observe that for any integer n ≥ 1, we have

Rn = Θ∗0Θn +
∞∑

j=1

Θ∗jΘj+n = D∗CAn−1B +
∞∑

j=1

(CAj−1B)∗CAj+n−1B

= D∗CAn−1B +B∗(
∞∑

j=1

A∗j−1C∗CAj−1)AnB

= D∗CAn−1B +B∗PAnB = (D∗C +B∗PA)An−1B.

Therefore if TR = T ∗ΘTΘ, then (4.5.14) holds.
On the other hand, if (4.5.14) holds, then

R0 = D∗D +B∗PB = D∗D +B∗(
∞∑

j=1

A∗j−1C∗CAj−1)B = Θ∗0Θ0 +
∞∑

j=1

Θ∗jΘj.

Moreover, for n ≥ 1

Rn = (D∗C +B∗PA)An−1B = D∗CAn−1B +B∗PAnB

= D∗CAn−1B +B∗(
∞∑

j=1

A∗j−1C∗CAj−1)AnB

= Θ∗0Θn +
∞∑

j=1

Θ∗jΘj+n.

This implies that TR = T ∗ΘTΘ.
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To complete the proof, it remains to show that T tr
R = TΘ̃T

∗
Θ̃

+W ∗PW . Recall

that Θ̃(z) = Θ(z)∗. Using R = Θ∗Θ, we obtain

R(e−ıω) = Θ(e−ıω)∗Θ(e−ıω) = Θ̃(eıω)Θ̃(eıω)∗.

So R(e−ıω) = Θ̃Θ̃∗. Notice that TR(e−ıω) = T tr
R . Moreover, {A∗, C∗, B∗, D∗} is a

realization for Θ̃. For this realization, the observability operator Wo in (4.5.11)
now becomes W ∗ in (4.5.16), and the controllability Gramian Q becomes the
observability Gramian P . By replacing R with R(e−ıω) and Ψ with Θ̃ and Wo

with W ∗ in Proposition 4.5.3, we arrive at (4.5.15). �

4.6 Inner-Outer Factorization and Finite Sections

In this section, we will present a finite section method to compute the inner-outer
factorization for a rational function. Let Θ be a rational function in H∞(E ,Y).
Let Θ = ΘiΘo be the inner-outer factorization for Θ where Θi is an inner function
in H∞(V ,Y) and Θo is an outer function in H∞(E ,V). Let S be the unilateral
shift on �2+(Y). Because TΘi is an isometry, all the columns of TΘi are orthogonal.
In particular, TΘiV is orthogonal to STΘi�

2
+(V), where V denotes the subspace of

�2+(V) corresponding to the first component of �2+(V). Using this fact along with
TΘ = TΘiTΘo and �2+(V) = TΘo�

2
+(E), we obtain

L = TΘ�2+(E)� STΘ�
2
+(E) = TΘi�

2
+(V)� STΘi�

2
+(V)

=
(
TΘiV ⊕ STΘi�

2
+(V)

)� STΘi�
2
+(V) = TΘiV .

Observe that L is a wandering subspace for the unilateral shift. Let M be the
closure of STΘ�

2
+(E). Clearly, L is orthogonal toM. Let Ω =

[
Θ0 Θ1 Θ2 · · ·]tr

be the first column of TΘ where Θ(z) =
∑∞

0 z−kΘk is the power series expansion
for Θ. This readily implies that

TΘiV = TΘ�2+(E)�M = PLTΘ�2+(E) = PL
(
ΩE
∨
M
)

= PLΩE = {TΘa− PMTΘa : a ∈ E}.

This yields the result that we have been working for,

TΘiV = {TΘa− PMTΘa : a ∈ E}. (4.6.1)

From this fact we can obtain an inner-outer factorization procedure for any rational
function Θ in H∞(E ,Y). The idea is to use the finite sections of TΘ to form an
orthogonal basis for the subspace L. Then use the Kalman-Ho algorithm to extract
a minimal realization {Ai, Bi, Ci, Di} for the inner part Θi of Θ. To compute a
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realization for the outer part, let {A,B,C,D} be any minimal realization for Θ.
Lemma 4.6.1 below shows that a realization {Ao, Bo, Co, Do} for Θo is given by

Ao = A and Bo = B

Co = D∗iC +B∗i PA
Do = D∗iD +B∗i PB
P = A∗iPA+ C∗i C. (4.6.2)

Finally, it is noted that {Ao, Bo, Co, Do} may not be a minimal realization for Θo.
So one may have to extract the minimal realization from {Ao, Bo, Co, Do}. One
can also apply the Kalman-Ho algorithm on {Ao, Bo, Co, Do} to obtain a minimal
realization from {Ao, Bo, Co, Do}. The following presents a method to compute
this inner-outer factorization for a rational function Θ when the range of TΘ is
closed. Finally, it is noted that one of the disadvantages of this method is that we
do not know how to pick n a priori.

(i) For n sufficiently large compute Ωn and the Toeplitz matrix Υn defined by

Ωn =

⎡⎢⎢⎢⎢⎢⎣
Θ0

Θ1

Θ2

...
Θn−1

⎤⎥⎥⎥⎥⎥⎦ and Υn =

⎡⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0 0
Θ0 0 · · · 0 0

Θ1 Θ0
. . . 0 0

...
...

. . .
. . . 0

Θn−2 Θn−3 · · · Θ0 0

⎤⎥⎥⎥⎥⎥⎥⎦ .

Here Ωn maps E into Yn and Υn maps En into Yn. It is noted that Θ0 = D
and Θk = CAk−1B for all integers k ≥ 1 where Θ(z) =

∑∞
0 z−nΘn is the

power series expansion for Θ. (One can also compute {Θj}n−1
0 by using the

fast Fourier transform.)

• Let UΛV ∗ be the singular value decomposition of Υn. Let j be the number
of significant singular values of Υn, and Uj the first j columns of U .

• Compute the singular value decomposition Ũ Λ̃Ṽ ∗ for Ωn − UjU
∗
j Ωn. Let k

be the number of significant singular values of Ωn−UjU
∗
j Ωn and Ũk the first

k columns of Ũ . For large n, the orthogonal projection UjU
∗
j approximates

PM, and the range of Ũk approximates TΘiV .

• Now use the Kalman-Ho algorithm on Ũk to compute a state space realization
{Ai, Bi, Ci, Di} for the inner part Θi of Θ. Check to make sure that the
operator Ai is stable and[

A∗i C∗i
B∗i D∗i

] [
Q 0
0 I

] [
Ai Bi

Ci Di

]
=
[
Q 0
0 I

]
, (4.6.3)

where Q is the observability Gramian for the pair {Ci, Ai}; see Theorem
4.2.1. If this is not the case, then one may have to increase n.
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• Then use (4.6.2) to compute a realization {Ao, Bo, Co, Do} for the outer part
of Θo. Compute a minimal realization from {Ao, Bo, Co, Do} of Θo.

• Finally, it is noted that one can also compute a minimal {Ao, Bo, Co, Do}
for Θo by using the fast Fourier transform on Θo = Θ∗i Θ to compute the
Fourier series expansion Θo(z) =

∑∞
0 z−kΘo,k. Then applying the Kalman-

Ho algorithm to {Θo,k} yields a minimal realization for Θo.

Lemma 4.6.1. Assume that Θ = ΘiΘo is an inner-outer factorization for a rational
transfer function Θ in H∞(E ,Y). Assume that {A,B,C,D} is a minimal realiza-
tion for Θ and {Ai, Bi, Ci, Di} is a minimal realization for Θi. Then a realization
{Ao, Bo, Co, Do} for Θo is given by

Ao = A and B = Bo

Co = D∗iC +B∗i PA
Do = D∗iD +B∗i PB
P = A∗iPA+ C∗i C. (4.6.4)

It is noted that {Ao, Bo, Co, Do} may not be a minimal realization for Θo.
Finally, one can also apply the Kalman-Ho algorithm on {Ao, Bo, Co, Do} to com-
pute a minimal realization from {Ao, Bo, Co, Do}.
Proof. First let us recall that the solution P to the Lyapunov equation P in (4.6.4)
is determined by

P =
∞∑

j=0

A∗ji C
∗
i CA

j . (4.6.5)

For z on the unit circle, we must have

Θo(z) = Θi(z)∗Θ(z) =
(
D∗i +B∗i (zI −A∗i )−1C∗i

) (
D + C(zI −A)−1B

)
=

⎛⎝D∗i +
∞∑

j=1

zjB∗i A
∗j−1
i C∗i

⎞⎠(D +
∞∑

k=1

zkCAk−1B

)

= D∗iD +
∞∑

j=1

B∗i A
∗j−1
i C∗i CA

j−1B

+
∞∑

k=1

zk

⎛⎝D∗iCAk−1B +
∞∑

j=1

B∗i A
∗j−1
i C∗i CA

j−1AkB

⎞⎠
= D∗iD +B∗i PB +

∞∑
k=1

zk
(
D∗iCA

k−1B +B∗i PAA
k−1B

)
= (D∗iD +B∗i PB) + (D∗iC +B∗i PA)(zI −A)−1B

= Do + Co(zI −Ao)−1Bo.
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Because Θo is in H∞(E ,V), we only had to collect the Fourier coefficients of z−k

for all integers k ≥ 0. Thus {Ao, Bo, Co, Do} in (4.6.4) is a realization for Θo. �
Example. Consider the rational transfer function Θ =

[
θ1 θ2

]
where

θ1 =
0.005855z6 − 0.006508z5 − 0.05401z4 + 0.02012z3 + 0.1136z2 + 0.03977z + 0.002669

d
,

θ2 =
0.0074z5 − 0.01646z4 − 0.04998z3 + 0.08018z2 + 0.05736z − 0.008991

d
,

d = z6 − 0.0855z5 − 0.3994z4 + 0.1777z3 − 0.01376z2 − 0.03373z + 0.0101.

By choosing n = 150 in the previous algorithm, we computed the inner factor Θi

and outer factor Θo for Θ. In our computations, Θo =
[
θ1o θ2o

]
where

θ1o =
0.07838z3 + 0.1299z2 + 0.0408z + 0.002669

do

θ2o =
0.09908z2 + 0.0539z− 0.008991

do

do = z3 + 0.2997z2− 0.07713z + 0.1352

Θi =
0.07469z3− 0.2068z2− 0.3852z + 1
z3 − 0.3852z2 − 0.2068z+ 0.07469

.

Using the fast Fourier transform, we computed: ‖Θ − ΘiΘo‖∞ ≈ 8.38 × 10−5.
Finally, it is noted that the outer factor is not square and this may cause problems
in some inner-outer factorization techniques.

4.7 The Douglas-Shapiro-Shields Factorization

In the rest of this chapter, we will present the Douglas-Shapiro-Shields factor-
ization for certain operator-valued functions. This allows one to factor certain
functions into a causal and anti-causal part. Since these results are not used any-
where else in the monograph, an uninterested reader can move on to the next
chapter.

Let K be a function in H∞(D,Y). Recall that Ψ is a left inner divisor or
left inner factor of K if Ψ is an inner function in H∞(E ,Y) and K admits a
factorization of the form K = ΨK2 where K2 is a function in H∞(D, E).

We claim that Ψ is a left inner divisor of K if and only if Ψ is a left inner
divisor of Ki where Ki ∈ H∞(U ,Y) is the inner part of K. If Ψ is a left inner
divisor of Ki, then clearly, Ψ is a left inner divisor of K. On the other hand, if Ψ
is a left inner divisor of K, then

KiH
2(U) = KiKoH2(D) = KH2(D) = ΨK2H2(D) ⊆ ΨH2(E).

Here K = KiKo where Ko is the outer part of K. Since KiH
2(U) ⊆ ΨH2(E), the

function Ψ is a left inner divisor of Ki; see Remark 3.1.4 in Section 3.1.1.
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Let Θ be an inner function in H∞(E ,Y) and K a function in H∞(D,Y).
Then we say that Θ and K are prime on the left if the only common left inner
divisor between Θ and K is a unitary constant. Clearly, Θ and K are prime on
the left if and only if Θ and the inner part of K are prime on the left. Finally,
Remark 3.1.4 shows that Θ and K are prime on the left if and only if

H2(Y) = ΘH2(E)
∨
KH2(D).

Let F be a function in L∞(E ,Y). Then we say that F admits a Douglas-
Shapiro-Shields factorization if

F (eıω) = Θ(eıω)G(eıω)∗ almost everywhere (4.7.1)

where Θ is a two-sided inner function in H∞(Y,Y) and G is a function in
H∞(Y, E). The Douglas-Shapiro-Shields factorization F = ΘG∗ is canonical if
Θ̃ and G̃ are prime on the left, that is, the only common inner factor between Θ̃
and G̃ is a constant unitary operator. (If Ω is an operator-valued analytic function
in D+, then Ω̃(z) = Ω(z)∗.) Because Θ is a two-sided inner function, Λ is a left
inner factor for Θ̃ if and only if Λ is two-sided inner and Λ̃ is a right inner divisor
for Θ, that is, Θ = ΥΛ̃ where Υ is a two-sided inner function. So the Douglas-
Shapiro-Shields factorization F = ΘG∗ is canonical if and only if the only common
right inner divisor between Θ and G is a unitary constant, or equivalently, Θ and
G are prime on the right.

By the Beurling-Lax-Halmos Theorem 3.1.1, the set of all invariant subspaces
for the backward shift operator S∗ onH2(Y) are given byH(Θ) = H2(Y)�ΘH2(E)
where Θ is an inner function in H∞(E ,Y).

Theorem 4.7.1 (Douglas-Shapiro-Shields). Consider a function F in L∞(E ,Y).
Let S be the unilateral shift on H2(Y) and P+ the orthogonal projection from
L2(Y) onto H2(Y). Then the following holds.

(i) F admits a Douglas-Shapiro-Shields factorization of the form F = ΘG∗ where
Θ is an inner function in H∞(Y,Y) if and only if S∗P+FE ⊆ H(Θ).

(ii) The function F admits a Douglas-Shapiro-Shields factorization if and only if
the invariant subspace for the backward shift

∞∨
n=1

S∗nP+FE = H(Θ) (4.7.2)

is determined by an inner function Θ in H∞(Y,Y). In this case, the Douglas-
Shapiro-Shields factorization is of the form F = ΘG∗ and this factorization
is canonical.

(iii) ] All canonical Douglas-Shapiro-Shields factorizations of F are unique up to
a unitary constant factor on the right, that is, if F = ΘG∗ = ΨQ∗ are two
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canonical Douglas-Shapiro-Shields factorizations of F where Ψ is an inner
function in H∞(Y,Y) and Q is a function in H∞(Y, E), then Ψ = ΘΩ and
Q = GΩ where Ω is a unitary constant.

Proof. Let Θ be an inner function inH∞(Y,Y). We claim that S∗P+FE ⊆ H(Θ) if
and only if F admits a Douglas-Shapiro-Shields factorization of the form F = ΘG∗

where G is in H∞(Y, E). To see this observe that the following statements are
equivalent:

S∗P+FE ⊆ H(Θ)⇔ S∗P+FE ⊥ ΘH2(Y) ⇔ P+FE ⊥ SΘH2(Y)

⇔ FE ⊥ e−ıωΘH2(Y) ⇔ Θ∗FE ⊥ e−ıωH2(Y)

⇔ Θ(eıω)∗F (eıω) =
∞∑

n=0

Ane
ıωn where An ∈ L(E ,Y)

⇔ F ∗Θ ∈ H∞(Y, E)
⇔ F ∗Θ = G where G ∈ H∞(Y, E)
⇔ F ∗ = GΘ∗ where G ∈ H∞(Y, E)
⇔ F = ΘG∗ where G ∈ H∞(Y, E).

Hence S∗P+FE ⊆ H(Θ) if and only if F = ΘG∗ whereG is inH∞(Y, E). Therefore
Part (i) holds.

To prove Part (ii), assume that the invariant subspace
∨∞

1 S∗nP+FE for
the backward shift is determined by an inner function Θ in H∞(Y,Y). Clearly,
S∗P+FE ⊆ H(Θ). According to Part (i), the function F admits a Douglas-Shapiro-
Shields factorization of the form F = ΘG∗. On the other hand, assume that F
admits a Douglas-Shapiro-Shields factorization F = ΨQ∗ where Ψ is an inner
function in H∞(Y,Y). Part (i) implies that S∗P+FE ⊆ H(Ψ). Because H(Ψ) is
an invariant subspace for the backward shift S∗, we see that

H(Θ) =
∞∨

n=1

S∗nP+FE ⊆ H(Ψ).

Here Θ is an inner function determined by the invariant subspace
∨∞

n=1 S
∗nP+FE

for S∗. Because H(Θ) ⊆ H(Ψ), it follows that Θ is a left inner divisor of Ψ;
see Section 3.1.1. In other words, Ψ = ΘΩ. Since Ψ(eıω) is almost everywhere
a unitary operator, and Θ(eıω) is almost everywhere an isometry, it follows that
Θ(eıω) is almost everywhere a unitary operator. In other words, Θ is a two-sided
inner function. Multiplying Θ by the appropriate constant unitary operator on
the right, without loss of generality, we can assume that Θ is an inner function
in H∞(Y,Y). Clearly, S∗P+FE ⊆ H(Θ). Therefore F admits a Douglas-Shapiro-
Shields factorization of the form F = ΘG∗. In other words, the first sentence in
Part (ii) holds.

Now assume that the invariant subspace
∨∞

n=1 S
∗nP+FE = H(Θ) deter-

mines an inner function in H∞(Y,Y). Then F admits a Douglas-Shapiro-Shields
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factorization of the form F = ΘG∗. We claim that the factorization F = ΘG∗

is canonical. To see this assume that Θ = ΥΦ and G = QΦ where Φ is a two-
sided inner function and Q is a function in H∞(Y, E). Because Υ is a left inner
divisor for Θ, we have H(Υ) ⊆ H(Θ). Moreover, F = ΘG∗ = ΥQ∗, and thus,
H(Θ) ⊆ H(Υ). Therefore H(Θ) = H(Υ). In other words, Θ equals Υ up to a uni-
tary constant on the right; see Section 3.1.1. Hence Φ must be a unitary constant
and the factorization F = ΘG∗ is canonical. Therefore Part (ii) holds.

To complete the proof, it remains to show that two canonical factorizations
are equal up to a unitary constant on the right. Assume that F = ΨQ∗ is another
canonical factorization and F = ΘG∗ is the canonical factorization in Part (ii).
Recall that H(Θ) ⊆ H(Ψ) and Θ is a left inner divisor of Ψ, that is, Ψ = ΘΩ
where Ω is a two-sided inner function. This readily implies that

ΘG∗ = F = ΨQ∗ = ΘΩQ∗.

Since Θ is almost everywhere a unitary operator on the unit circle, G∗ = ΩQ∗,
or equivalently, Q = GΩ. Hence Ω is a right two-sided inner divisor for both Ψ
and Q. Because the factorization is canonical, Ω must be a unitary constant. In
other words, any canonical factorization of F is equal to the canonical factorization
F = ΘG∗ in Part (ii) up to a constant unitary operator on the right. Therefore
any two canonical factorizations of F are equal up to a constant unitary operator
on the right. �

Now assume that F is a function in H∞(E ,Y). Then S∗P+FE = S∗FE .
Theorem 4.7.1, readily yields the following result.

Corollary 4.7.2. Consider a function F in H∞(E ,Y). Let S be the unilateral shift
on H2(Y). Then the following holds.

(i) F admits a Douglas-Shapiro-Shields factorization of the form F = ΘG∗ where
Θ is an inner function in H∞(Y,Y) if and only if S∗FE ⊆ H(Θ).

(ii) The function F admits a Douglas-Shapiro-Shields factorization if and only if
the invariant subspace for the backward shift

∞∨
n=1

S∗nFE = H(Θ) (4.7.3)

is determined by an inner function Θ in H∞(Y,Y). In this case, the Douglas-
Shapiro-Shields factorization is of the form F = ΘG∗ and this factorization
is canonical.

(iii) All canonical Douglas-Shapiro-Shields factorizations of F are unique up to a
unitary constant factor on the right.
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4.8 The Douglas-Shapiro-Shields Factorization
for Rational Functions

Let F be a rational transfer function in H∞(E ,Y). Then F admits a canonical
Douglas-Shapiro-Shields factorization of the form F = ΘG∗ where Θ is a two-
sided rational inner function in H∞(Y,Y) and G is a rational transfer function in
H∞(Y, E).

Remark 4.3.5 shows that
∨∞

n=1 S
∗nFE = H(Θ) where Θ is an inner function

in H∞(Y,Y). Hence F admits a canonical Douglas-Shapiro-Shields factorization
of the form F = ΘG∗; see Part (ii) in Corollary 4.7.2. To compute the Douglas-
Shapiro-Shields factorization F = ΘG∗, let {A,B1, C,D1} be a minimal realization
for F . (Because F is in H∞(E ,Y) and the realization is minimal, it must also be
stable.) Use Remark 4.3.4 to compute the operators B mapping Y into X and D
on Y such that {A,B,C,D} is a minimal realization for Θ; see also Remark 4.3.5.
To compute a realization for G, let P be the observability Gramian for the pair
{C,A}, that is, compute the unique solution P to the Lyapunov equation

P = A∗PA+ C∗C.

Next compute

C2 = D∗1C +B∗1PA and D2 = D∗1D +B∗1PB. (4.8.1)

Then {A,B,C2, D2} is a controllable realization for G.
It is noted that {A,B,C2, D2}may not be a minimal realization. For example,

if F = Θ is a nontrivial two-sided inner function, then G = I. In this case, we can
choose B = B1, D = D1. Then C2 = 0 and D2 = I; see (4.2.4) in Theorem 4.2.1.
Clearly, {A,B,C2, D2} is not observable.

Remark 4.3.5 shows that {A,B,C,D} is a minimal realization for Θ. To
complete our derivation, it remains to show that {A,B,C2, D2} is a realization for
G. Using F = ΘG∗, it follows that G(z) = F (z)∗Θ(z) for all z on the unit circle
T. Since G is in H∞(Y, E), the function G admits a Fourier series expansion of
the form G =

∑∞
0 z−nGn. Hence

G(z) = F (z)∗Θ(z) =
(
D∗1 +B∗1(zI −A∗)−1C∗

) (
D + C(zI −A)−1B

)
=

⎛⎝D∗1 +
∞∑

j=1

zjB∗1A
∗j−1C∗

⎞⎠(D +
∞∑

k=1

zkCAk−1B

)
=

∞∑
j=0

z−nGn.

By matching like coefficients of zj we obtain

G0 = D∗1D +
∞∑

j=0

B∗1A
∗jC∗CAjB = D∗1D +B∗1PB = D2,
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Gn = D∗1CA
n−1B +

∞∑
j=0

B∗1A
∗jC∗CAjAnB

= (D∗1C +B∗1PA)An−1B = C2A
n−1B,

where n ≥ 1. Here we used the fact that P =
∑∞

0 A∗jC∗CAj . In other words,
G0 = D2 and Gn = C2A

n−1B for all integers n ≥ 1. Therefore {A,B,C2, D2} is
a realization for G.

4.8.1 A Factorization for rational L∞ functions

Assume that F is a rational function in L∞(E ,Y). Then F admits a Douglas-
Shapiro-Shields factorization of the form F = ΘG∗ where Θ is a two-sided ratio-
nal inner function in H∞(Y,Y) and G is a rational function in H∞(Y, E). The
following steps can be used to compute Θ and G:

(i) Use fast Fourier transform (FFT) techniques to compute the Fourier coeffi-
cients {Fj}m

0 of F =
∑∞
−∞ e−ıωnFn where m is sufficiently large.

(ii) Apply the Kalman-Ho algorithm to find a minimal state space realization
{A,B1, C,D1} for {Fj}m

0 withm sufficiently large. The Kalman-Ho algorithm
is classical and presented in Section 14.5.

(iii) Use Remark 4.3.4 to compute the operators B mapping Y into X and D on
Y in (4.3.5). Then {A,B,C,D} is a minimal realization for Θ.

(iv) Use the FFT to compute F and Θ at 2k points around the unit circle, and
then compute F ∗Θ numerically. By employing the inverse FFT compute
the Fourier coefficients {Gn}m

0 where G = F ∗Θ =
∑∞

0 e−ıωnGn with m
sufficiently large.

(v) Apply the Kalman-Ho algorithm to find a minimal state space realization
{A2, B2, C2, D2} for {Gj}m

0 . Then {A2, B2, C2, D2} is a minimal realization
for G.

To see why this algorithm works, observe that F = F+ + F− where F+ =∑∞
0 e−ıωnFn and F− =

∑−1
−∞ e−ıωnFn. Since F is a rational function in L∞(E ,Y),

the function F+ is a rational function inH∞(E ,Y), and F− is a rational function in
L∞(E ,Y). Hence F+ admits a minimal stable realization {A,B1, C,D1}. Moreover,
this realization can be computed from the Kalman-Ho algorithm applied to {Fj}m

0

for m sufficiently large. Using the decomposition F = F+ + F−, we obtain

H =
∞∨

n=1

S∗nP+FE =
∞∨

n=1

S∗nF+E .

According to Theorem 4.7.1 and Corollary 4.7.2, the functions F and F+ both
admit canonical Douglas-Shapiro-Shields factorizations of the form F = ΘG∗ and
F+ = ΘG∗+ with the same two-sided inner function Θ. Moreover, if {A,B1, C,D1}
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is a realization for F+, then the minimal realization {A,B,C,D} for Θ is com-
puted according to Remark 4.3.4; see also Remark 4.3.5. This verifies the first
three parts of our algorithm. Since F = ΘG∗ and Θ is two-sided inner, we have∑∞

0 e−ıωnGn = G = F ∗Θ. Because F and Θ are rational, G is a rational function
in H∞(Y, E). Furthermore, the Fourier coefficients {Gj}m

0 can be computed us-
ing FFT techniques. Finally, one can use the Kalman-Ho algorithm to compute a
minimal realization {A2, B2, C2, D2} for G directly from {Gj}m

0 for m sufficiently
large.
Example. Let us compute the canonical Douglas-Shapiro-Shields factorization f =
θg∗ for the function f in L∞ given by

f(z) =
z4 + 2z3 + 3z2 + 4z + 5

z5 − 4.75z4 + 4.625z3 + 2.125z2 − 0.75z
.

Notice that f =
∑∞
−∞ e−iωkfk where the Fourier coefficients {fk} were computed

by the following Matlab commands:

• f = fft([0, 1, 2, 3, 4, 5], 214)./fft([1,−4.75, 4.625, 2.125,−0.75], 214);

• [f0, f1, f2, f3, . . . , f−3, f−2, f−1] = real(ifft(f));

It is emphasized that [f0, f1, f2, . . . , f−3, f−2, f−1] is a row vector of length 214

which approximates the Fourier coefficients {fk} for f . (We use real(ifft(f)) be-
cause we know that the Fourier coefficients {fk} are real, and we wanted to elim-
inate any small imaginary numbers which may numerically enter in computing
{fk}.) Then we ran the Kalman-Ho algorithm on {fk}5000 and computed a realiza-
tion {A,B1, C,D1} for f+(z) =

∑∞
0 z−kfk. Now using Remark 4.3.4, we computed

B and D such that {A,B,C,D} is a realization for θ. By computing the transfer
function for {A,B,C,D} (use “ss2tf” command in Matlab), we arrived at

θ(z) =
−0.125z2 + 0.25z + 1
z3 + 0.25z2 − 0.125z

.

The poles of θ are {0, 1/4,−1, 2}. Moreover, θ is of the form θ = p�/zp. So θ is
indeed an inner function. To compute g ∈ H∞ such that f = θg∗, we used the
following Matlab commands:

• θ = fft([0,−0.125, 0.25, 1], 214)./fft([1, 0.25,−0.125], 214);

• g = conj(f). ∗ θ;
• [g0, g1, g2, g3, . . . , 0, 0, 0] = real(ifft(g));

Observe that [g0, g1, g2, g3, . . . , 0, 0, 0] is a row vector of length 214 which approxi-
mates the Fourier coefficients {gk} for g. Next, we ran the Kalman-Ho algorithm
on {gk}5000 and computed a realization {A2, B2, C2, D2} for g(z) =

∑∞
0 z−kgk.

Then computing the transfer function for this g in Matlab, we arrived at

g(z) =
0.8333z4 + 0.6667z3 + 0.5z2 + 0.3333z + 0.1667
z4 − 0.5833z3 − 0.1667z2 + 0.1458z − 0.02083

.
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The poles for g are {±1/2, 1/3, 1/4}. So indeed g is a function in H∞. To check
to see if our answer is correct, we computed

• n = fft([0.8333, 0.6667, 0.5, 0.3333, 0.1667], 214);

• q = fft([1,−0.5833,−0.1667, 0.1458,−0.0208], 214);

• g = n./q;

• norm(f − θ. ∗ conj(g), inf) = 1.3337× 10−14.

In other words, ‖f − θg‖∞ = 1.3337 × 10−14. So numerically, f = θg∗ is the
canonical Douglas-Shapiro-Shields factorization for f .

4.9 Notes

All the results in this section are well known. For further results on Blaschke prod-
ucts and H∞ functions see Duren [76], Granett [106], Hoffman [134] and Koosis
[151]. Our approach to a state space realization theory for an inner function is a
special case of the theory of unitary systems in operator theory. The theory of uni-
tary systems started with Livs̆ic [163, 164]. Then using dilation theory Sz.-Nagy-
Foias developed the characteristic function; see [198]. The characteristic function
is a unitary system which plays a fundamental role in operator theory. For further
details on unitary systems see Brodskii [43, 44], Chapter 28 in Gohberg-Goldberg-
Kaashoek [114], Arocena [15] and Arov [19, 20]. The system matrix also plays
a fundamental role in control systems; see Zhou-Doyle-Glover [204]. The results
in Section 4.5 were taken from some joint work with M.A. Kaashoek and A.C.M.
Ran. The results in Section 4.6 are from Bhosri-Du-Frazho [33]. Here we used finite
sections, to compute the inner-outer factorization. For further results on the finite
section method see Böttcher-Silbermann [36], Gohberg-Goldberg-Kaashoek [112]
and Lindner [157]. In Chapter 10 we will present the classical Riccati method to
compute the inner-outer factorization; see also Section 10.8. The Douglas-Shapiro-
Shields factorization discussed in Section 4.7 is due to Douglas-Shapiro-Shields
[73]. Our approach to the Douglas-Shapiro-Shields factorization is taken from
Foias-Frazho [82]. An in depth discussion of the Douglas-Shapiro-Shields factoriza-
tion is given in Cima-Ross [56]. For an application of the Douglas-Shapiro-Shields
factorization to systems theory see Fuhrmann [105]. Finally, reference [94] uses the
Douglas-Shapiro-Shields factorization to study stochastic realization theory.

A classical formula for outer functions. Let us present a method based on the
fast Fourier transform (FFT) and the Kalman-Ho algorithm to compute the inner-
outer factorization for a scalar-valued rational function. Later, we will present
some state space techniques along with the Levinson algorithm to compute the
inner-outer factorization for rational functions in H∞(E ,Y).

It is well known that if g is a function in H2, then ln |g(eıω)| is integrable
with respect to Lebesgue measure. Moreover, an explicit formula for the outer
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factor go of g is given by

go(z) = μ exp
(

1
2π

∫ 2π

0

z + eıω

z − eıω
ln |g(eıω)| dω

)
,

where μ is a constant of modulus 1; see [187, 76, 134, 151] for details. We will not
derive this formula. However, we will demonstrate how one can use this formula
along with the fast Fourier transform and the Kalman-Ho algorithm to compute
the inner-outer factorization for scalar-valued rational functions. This formula can
be rewritten in the following way, which is more suitable for using the FFT to
compute the outer spectral factor:

go(z) = μeh(z),

h(z) =
a0

2
+

∞∑
k=1

ak

zk
,

ak =
1
2π

∫ 2π

0

eıωk ln |g(eıω)|2 dω (k ≥ 0). (4.9.1)

Notice that ln |g(eıω)|2 =
∑∞
−∞ ake

−ıωk, and {ak}∞0 are the Fourier coefficients
for ln |g|2 corresponding to {e−ıωk}∞0 .

To see how one can use the fast Fourier transform (FFT) to compute the
inner-outer factorization via (4.9.1), assume that

g =
p

q
=
pnz

n + pn−1z
n−1 + · · ·+ p1z + p0

qnzn + qn−1zn−1 + · · ·+ q1z + q0
,

num =
[
pn pn−1 · · · p1 p0

]
,

den =
[
qn qn−1 · · · q1 q0

]
is a rational function in H2, where p and q are polynomials of degree at most
n. The method does not require p and q to be prime, that is, p and q can have
common roots. (One can use the FFT to check to see if g is indeed a rational
function in H2; see Part (i) below.) The following algorithm computes the inner-
outer factorization for g.

(i) Use the FFT to compute g(eıω) at 2j points on the unit circle. (A typical
value of j is 12, 13 or 14.) In Matlab,

g = fft(num, 2j)./fft(den, 2j).

(Set mg = ifft(g). Then g is a function in H2 if and only if in Matlab we
have that norm(mg(2j/2 : 2j)) is numerically close to zero.)

(ii) Apply the inverse FFT to compute the Fourier coefficients {ak} of ln |g(eıω)|2.
In Matlab, a = 2 ∗ ifft(log(abs(g))). (In Matlab there is no zero index. So
ak ≈ a(k + 1).)
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(iii) Find the FFT of {ak}, to compute h and set go = eh. In Matlab,

h = fft([a(1)/2, a(2 : 2j/2)], 2j) and go = exp(h).

(iv) Compute the Fourier coefficients {gok}∞0 by taking the inverse FFT of go =∑∞
0 z−kgok. In Matlab, γ = ifft(go), and γ(k + 1) ≈ gok.

(v) Apply the Kalman-Ho algorithm to {γ(k)}m
1 for m sufficiently large to find a

state space realization {A,B,C,D} for go. Then the outer factor go is given
by

go(z) = D + C(zI −A)−1B.

(vi) To compute the inner factor gi, set gi = g/go. Now compute the Fourier
coefficients {gik} via the inverse FFT of gi =

∑∞
0 z−kgik. In Matlab, gi =

g./go and β = ifft(gi). Here gik ≈ β(k + 1).

(vii) Apply the Kalman-Ho algorithm to {β(k)}m
1 with m sufficiently large, to find

a state space realization {Ai, Bi, Ci, Di} of gi. Then the inner factor gi for g
is given by

gi(z) = Di + Ci(zI −Ai)−1Bi.

This algorithm appears to work well even when g is a rational function of large
order. If g has zeros on the unit circle, then any algorithm may have numerical
problems.
Example. Consider the transfer function

g(z) =
(z − 2)(z − 3)(z − 0.9)

(z − 0.1)(z − 0.4)(z − 0.5)(z − 0.6)
. (4.9.2)

Let g = gigo be the inner-outer factorization where gi is inner and go is outer.
Then gi and go are given by

gi(z) =
(1− z/2)(1− z/3)
z(z − 1/2)(z − 1/3)

,

go(z) =
6z(z − 1/3)(z − 0.9)

(z − 0.1)(z − 0.4)(z − 0.6)
. (4.9.3)

By using the previous algorithm we computed that g ≈ fifo where fi is the inner
function and fo is the outer function is given by

fi(z) =
0.1667z2− 0.8333z + 1
z3 − 0.8333z2 + 0.1667z

,

fo(z) =
6z3 − 7.4z2 + 1.8z

z3 − 1.1z2 + 0.34z − 0.024
. (4.9.4)

Finally, it is noted that we used a FFT of length 214 which is more than enough
and a Kalman-Ho of 500 data points which is also much larger than necessary.



Chapter 5

The Naimark Representation

This chapter is devoted to the Naimark representation theorem and its conse-
quences. The Naimark dilation allows us to use geometric methods to compute
inner-outer factorizations and solve signal processing problems. Let A be any ma-
trix whose entries Ajk are operators mapping a Hilbert space E into Y. Then A	

denotes the matrix obtained by taking the adjoint of the entries of A and then
transposing this matrix, that is, the entries of A	 are given by (A	)jk = A∗kj . If
A defines an operator mapping ⊕n

0E into ⊕m
0 Y, then A	 = A∗ is the adjoint of

A. Throughout �c+(E) denotes the set of all vectors in �2+(E) with compact sup-
port. Finally, recall that the controllability matrix W determined by the pair of
operators {A on X , B} where B maps E into X is given by

W =
[
B AB A2B · · · ] . (5.0.1)

In general, W is not necessarily an operator mapping �2+(E) into X . However, W
is a well-defined linear map from �c+(E) into X .

Particularly in this chapter, we will be dealing with infinite matrices which
do not necessarily define operators acting between Hilbert spaces. So let us note
that in general, one has to be careful with the usual matrix product for infinite
matrices. For instance, it may happen that this product does not exist, and when
it exists it does not have to be associative. To illustrate the latter consider the
infinite matrices

M =

⎡⎢⎢⎢⎢⎢⎣
1 −2 0 0 . . .
0 1 −2 0 . . .
0 0 1 −2 . . .
0 0 0 1 . . .
...

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦ and K =

⎡⎢⎢⎢⎢⎢⎣
1

1/2
1/4
1/8
...

⎤⎥⎥⎥⎥⎥⎦
R =

[
1 2 4 8 · · · ] .
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Then the matrix products R(MK) and (RM)K are well defined but not equal,
that is, R(MK) = 0 and (RM)K = 1. In the sequel we shall consider the product
of two operator matrices only when this product exists and the product of the
corresponding linear transformations makes sense.

5.1 The Naimark Representation Theorem

Let {Rk}∞−∞ be any L(E , E)-valued sequence of operators. Throughout we always
assume that the space E is finite dimensional. Consider the block Toeplitz matrix
given by

TR =

⎡⎢⎢⎢⎣
R0 R−1 R−2 · · ·
R1 R0 R−1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (5.1.1)

The {Rk}∞0 determines the first column of TR. The j-k entry of TR is given
by (TR)j,k = Rj−k. One can also view R as the function formally defined by
R =

∑∞
−∞ e−ıωkRk. In this case, R is called the symbol for TR, and TR is the

Toeplitz matrix generated by R. If R is a function in L2(E , E), then {Rk}∞−∞ are
the Fourier coefficients of R.

Let S be the lower shift matrix, that is,

S =

⎡⎢⎢⎢⎣
0 0 0 · · ·
I 0 0 · · ·
0 I 0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (5.1.2)

Here we simply view S as a block matrix with entries in L(E , E), and not necessarily
as an operator on �2+(E). Recall that a block matrix

A =

⎡⎢⎢⎢⎣
A0,0 A0,1 A0,2 · · ·
A1,0 A1,1 A1,2 · · ·
A2,0 A2,1 A2,2 · · ·

...
...

...
. . .

⎤⎥⎥⎥⎦
with operator entries {Aj,k}∞,∞

0,0 in L(E , E) is Toeplitz if Aj,k = Λj−k where
{Λj}∞−∞ is a set of operators in L(E , E). Clearly, the matrix TR in (5.1.1) is
Toeplitz. It is noted that A is a Toeplitz matrix if and only if (Af, g) = (ASf, Sg)
for all f and g in �c+(E). Finally, A is a lower triangular Toeplitz matrix if and
only if (ASf, g) = (SAf, g) for all f and g in �c+(E).

Let TR be the block Toeplitz matrix defined in (5.1.1). By a slight abuse of
terminology we say that TR is a self-adjoint Toeplitz matrix if R−k = R∗k for all
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integers k ≥ 0, or equivalently, TR = (TR)	. If R =
∑∞
−∞ e−ıωnRn is the symbol

for TR, then TR is self-adjoint if and only if R−k = R∗k for all k ≥ 0. Finally, if the
symbol R is in L2(E , E), then the corresponding Toeplitz matrix TR is self-adjoint
if and only if R = R∗ almost everywhere with respect to the Lebesgue measure.
The Toeplitz matrix TR is positive if

0 ≤ (TRg, g) =
∞,∞∑
j,k=0

(Rj−kgk, gj)E (for all g =
[
g0 g1 g2 · · ·]tr ∈ �c+(E)).

Finally, we say that TR is strictly positive, if there exists a scalar δ > 0 such that
0 < δ‖g‖2 ≤ (TRg, g) for all g in �c+(E).

Notice that TR is positive if and only if the n by n block Toeplitz matrix
contained in the upper left-hand corner of TR is positive for all n ≥ 0. To be
precise, let TR,n be the n by n block Toeplitz matrix given by

TR,n =

⎡⎢⎢⎢⎣
R0 R−1 · · · R1−n

R1 R0 · · · R2−n

...
...

. . .
...

Rn−1 Rn−2 · · · R0

⎤⎥⎥⎥⎦ on En. (5.1.3)

Then TR is positive if and only if TR,n is a positive operator on En = ⊕n−1
0 E , for

all n ≥ 1. Observe that TR is strictly positive if and only if there exists a scalar
δ > 0 such that 0 < δI ≤ TR,n for all n ≥ 1. Finally, it is noted that if TR is
positive, then TR,n must be a self-adjoint operator for all integers n ≥ 1. In this
case, R0 ≥ 0 and R−k = R∗k for all n ≥ 0. In other words, if TR is a positive
Toeplitz matrix, then TR is also a self-adjoint matrix.

In this chapter, we will be mainly interested in positive Toeplitz matrices. In
this case, TR is self-adjoint and R−k = R∗k for all integers k ≥ 0. Motivated by
this we say that TR is the self-adjoint Toeplitz matrix generated by {Rk}∞0 , if TR

is the self-adjoint Toeplitz matrix given by (5.1.1) where R−k = R∗k for all k ≥ 0.
We say that {U on K,Γ} is an isometric pair if U is an isometry on K, and

Γ is an operator mapping E into K. The pair {U,Γ} is controllable, if ΓE is cyclic
for U , that is,

K =
∞∨

n=0

UnΓE .

Let {R−n}∞0 be a sequence of operators on E . We say that {U,Γ} is an isometric
representation for {R−n}∞0 if R−n = Γ∗UnΓ for all integers n ≥ 0. It may seem
a bit odd to define an isometric representation using the negative index on R−n.
However, this will be useful in keeping the notation consistent. In almost all of
our problems R∗n = R−n. In this case, {U,Γ} is an isometric representation of
{R−n}∞0 if and only if R∗n = Γ∗UnΓ for all n ≥ 0. Now let TR be any self-adjoint
Toeplitz matrix, that is, let TR be a matrix of the form
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TR =

⎡⎢⎢⎢⎣
R0 R−1 R−2 · · ·
R1 R0 R−1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ (where R−n = R∗n). (5.1.4)

A self-adjoint Toeplitz matrix is uniquely determined by its first column Rn =
(TR)n,0 for all integers n ≥ 0, and the entries in its first row (TR)0,n = R∗n = R−n.
In this case, R =

∑∞
−∞ e−ıωkRk is the symbol for TR. Motivated by this we also

say that {U,Γ} is an isometric representation for a self-adjoint Toeplitz matrix
TR, if {U,Γ} is an isometric pair such that

(TR)0,n = Γ∗UnΓ (for all integers n ≥ 0). (5.1.5)

Consider two operator pairs {U on K,Γ} and {U1 on K1,Γ1} where Γ maps
E into K and Γ1 maps E into K1. Then we say that Φ intertwines {U,Γ} with
{U1,Γ1} if Φ is an operator mapping K onto K1, such that

ΦU = U1Φ and ΦΓ = Γ1. (5.1.6)

These two operator pairs are unitarily equivalent, if there exists a unitary opera-
tor Φ intertwining {U,Γ} with {U1,Γ1}. Observe that if {U,Γ} and {U1,Γ1} are
unitarily equivalent, then {U,Γ} is controllable if and only if {U1,Γ1} is control-
lable. Finally, it is noted that two unitarily equivalent isometric pairs are isometric
representations of the same Toeplitz matrix. The following result is known as the
Naimark representation theorem.

Theorem 5.1.1. Let TR be a self-adjoint Toeplitz matrix; see (5.1.1). Then TR

admits an isometric representation if and only if TR is positive. In this case, TR

admits a controllable isometric representation. Moreover, all controllable isometric
representations of TR are unitarily equivalent.

Proof. Assume that TR admits an isometric representation {U on K,Γ}. Let W
be the controllability matrix determined by {U,Γ}, that is,

W =
[

Γ UΓ U2Γ · · · ] and W 	 =

⎡⎢⎢⎢⎣
Γ∗

Γ∗U∗

Γ∗U∗2
...

⎤⎥⎥⎥⎦ . (5.1.7)

Observe that W 	 is the matrix formed by transposing W and taking the adjoint
of each of its entries. Let us emphasize that W and W 	 are simply matrices, and
not necessarily operators. We claim that TR admits a factorization of the form
TR = W 	W . By employing (TR)0,n = R−n = Γ∗UnΓ and Rn = Γ∗U∗nΓ for all
integers n ≥ 0 with U∗U = I, we obtain



5.1. The Naimark Representation Theorem 95

W 	W =

⎡⎢⎢⎢⎣
Γ∗Γ Γ∗UΓ Γ∗U2Γ · · ·

Γ∗U∗Γ Γ∗U∗UΓ Γ∗U∗U2Γ · · ·
Γ∗U∗2Γ Γ∗U∗2UΓ Γ∗U∗2U2Γ · · ·

...
...

...
. . .

⎤⎥⎥⎥⎦

=

⎡⎢⎢⎢⎣
Γ∗Γ Γ∗UΓ Γ∗U2Γ · · ·

Γ∗U∗Γ Γ∗Γ Γ∗UΓ · · ·
Γ∗U∗2Γ Γ∗U∗Γ Γ∗Γ · · ·

...
...

...
. . .

⎤⎥⎥⎥⎦ = TR.

Hence TR = W 	W . Now let g be any vector in �c+(E), then the quadratic form
(TRg, g) can be written as

(TRg, g) = (W 	Wg, g) = (Wg,Wg) = ‖Wg‖2 ≥ 0. (5.1.8)

So if {U,Γ} is an isometric representation of the Toeplitz matrix TR, then TR is
positive.

Now assume that the Toeplitz matrix TR in (5.1.1) is positive. Consider the
quadratic form mapping �c+(E) × �c+(E) into C determined by

〈f, g〉 = (TRf, g) (f, g ∈ �c+(E)).

Notice that 〈f, g〉 is linear in the first variable, conjugate linear in the second
variable, and satisfies 〈f, f〉 ≥ 0. Let N be the set of all vectors in �c+(E) such that
〈f, f〉 = 0. Let Ko be the quotient space formed by �c+(E)/N . Notice that Ko is
an inner product space with respect to the quadratic form (TRf, g). Finally, let K
be the Hilbert space formed by completing Ko.

To construct an isometric representation for TR, let U be the linear map on
Ko and Γ be the linear mapping from E into Ko defined by

U =

⎡⎢⎢⎢⎣
0 0 0 · · ·
I 0 0 · · ·
0 I 0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ and Γ =

⎡⎢⎢⎢⎣
I
0
0
...

⎤⎥⎥⎥⎦ .
We claim that U is an isometry on Ko. First, notice that U is a lower shift. Because
TR is Toeplitz, (TRf, f) = (TRUf, Uf) for all f in �c+(E). For any vector f in Ko,
we have

‖Uf‖2K = (TRUf, Uf) = (TRf, f) = ‖f‖2K.
Hence U is an isometry on Ko. Since Ko is dense in K, the isometry U admits
a unique extension by continuity to an isometry on all of K. Without loss of
generality, we also denote this isometric extension by the same symbol U . For any
vector a in E , we have

‖Γa‖2K = (TRΓa,Γa) = (R0a, a) ≤ ‖R0‖‖a‖2.
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Therefore Γ is bounded, and thus, we can view Γ as an operator mapping E into
K. Hence {U,Γ} is an isometric pair. Finally, because U is the lower shift and Γ
embeds E into the first component of Ko, it follows that {U,Γ} is controllable.

To verify that {U,Γ} is an isometric representation of the Toeplitz matrix
TR, it remains to show that R−n = (TR)0,n = Γ∗UnΓ for all n ≥ 0. If a is any
vector in E , then we have

(UnΓa,Γa)K = (TRU
nΓa,Γa) =

⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣

R−n

R1−n

R2−n

...

⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
I
0
0
...

⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ = R−n = R∗n (n ≥ 0).

Hence {U,Γ} is a controllable isometric representation of TR.
Let {U on K,Γ} and {U1 on K1,Γ1} be two controllable isometric represen-

tations of the same positive Toeplitz matrix TR. Let W be the controllable matrix
for {U,Γ} defined in (5.1.7), and W1 be the controllable matrix for {U1,Γ1} where
U1 replaces U and Γ1 replaces Γ. Because {U,Γ} and {U1,Γ1} are controllable,
W�c+(E) is dense in K and W1�

c
+(E) is dense in K1. Since {U,Γ} and {U1,Γ1} are

both isometric representations of TR, we have W 	W = TR = W 	
1W1. Using this

with g in �c+(E), we obtain

‖Wg‖2 = (TRg, g) = ‖W1g‖2.
So there exists an isometry Φ mapping W�c+(E) into W1�

c
+(E), such that ΦW =

W1. Because W�c+(E) is dense in K and W1�
c
+(E) is dense in K1, the isome-

try Φ admits a unique extension by continuity to a unitary operator mapping
K onto K1, and this unitary operator is also denoted by Φ. By choosing f =[
a 0 0 · · · ]tr with a in E , we have Γ1a = W1f = ΦWf = ΦΓa. Hence

ΦΓ = Γ1. Let S be the forward shift on �c+(E) defined in (5.1.2). Notice that
UW = WS and U1W1 = W1S. For any g in �c+(E), we have

ΦUWg = ΦWSg = W1Sg = U1W1g = U1ΦWg.

Thus ΦUWg = U1ΦWg. SinceW�c+(E) is dense in K, we obtain ΦU = U1Φ. There-
fore {U,Γ} and {U1,Γ1} are unitarily equivalent. In other words, all controllable
isometric representations of TR are unitarily equivalent. �

If {U on K,Γ} is any isometric representation of TR, then we can always
extract from {U,Γ} a controllable isometric representation {Uc,Γc} of TR. To see
this, let Kc be the invariant subspace for U defined by

∨∞
0 UnΓE = Kc ⊂ K.

Let Uc on Kc be the isometry defined by Uc = U |Kc, and Γc be the operator
mapping E into Kc given by Γc = Γ. Because Kc is invariant under U , we have
Kc =

∨∞
0 Un

c ΓcE . Moreover,

(Un
c Γca,Γca) = (UnΓa,Γa) = ((TR)0,na, a) (for all a ∈ E and n ≥ 0).

Hence {Uc on Kc,Γc} is a controllable isometric representation of TR.
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5.2 The Maximal Outer Spectral Factor

Let Θ(z) =
∑∞

0 z−kΘk be the Taylor series expansion for a function Θ inH2(E ,Y).
Let TΘ be the lower triangular Toeplitz matrix determined by Θ, that is,

TΘ =

⎡⎢⎢⎢⎣
Θ0 0 0 · · ·
Θ1 Θ0 0 · · ·
Θ2 Θ1 Θ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ and T 	
Θ =

⎡⎢⎢⎢⎣
Θ∗0 Θ∗1 Θ∗2 · · ·
0 Θ∗0 Θ∗1 · · ·
0 0 Θ∗0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (5.2.1)

Because Θ is in H2(E ,Y), all the columns of TΘ can be viewed as operators
mapping E into �2+(Y). In other words, TΘ is a well-defined linear map from �c+(E)
into �2+(Y). This also implies that the matrix T 	

ΘTΘ is a well-defined positive
Toeplitz matrix. Recall that TΘ is an operator mapping �2+(E) into �2+(Y) if and
only if Θ is in H∞(E ,Y). In this case, ‖TΘ‖ = ‖Θ‖∞, and T 	

Θ = T ∗Θ is the adjoint
of TΘ. Finally, Θ is an outer function if Θ is a function in H2(E ,Y) and TΘ�

c
+(E)

is dense in �2+(Y), or equivalently, ΘP(E) = H2(Y). (The set of all polynomials in
1/z with values in E is denoted by P(E).)

Let TR in (5.1.1) be a positive Toeplitz matrix determined by the symbol
R =

∑∞
−∞ e−ıωnRn with values in L(E , E); see Section 5.1. We say that a function

Θ in H2(E ,Y) is a maximal outer spectral factor for a positive Toeplitz matrix TR

if the following three conditions hold:

(i) The function Θ is outer.

(ii) The inequality TR ≥ T 	
ΘTΘ holds.

(iii) If Ψ ∈ H2(E ,G) satisfying TR ≥ T 	
ΨTΨ, then T 	

ΘTΘ ≥ T 	
ΨTΨ.

Finally, if there is no nonzero function in H2(E ,Y) satisfying TR ≥ T 	
ΘTΘ, then

Y = {0}, and the maximal outer spectral factor Θ is the zero function mapping
E into {0}. The following result shows that any positive Toeplitz matrix always
admits a unique maximal outer spectral factor.

Theorem 5.2.1. Let TR be a positive Toeplitz matrix generated by the L(E , E)-valued
sequence {Rk}∞0 ; see (5.1.1) where R−k = R∗k for all k ≥ 0. Then the following
holds.

(i) The matrix TR admits a maximal outer spectral factor Θ.

(ii) All maximal outer spectral factors of TR are unique up to a constant unitary
operator on the left. To be precise, if Θ in H2(E ,Y) and Ψ in H2(E ,G) are
two maximal outer spectral factors for TR, then Ψ(z) = ΩΘ(z) for all z in
D+ where Ω is a constant unitary operator mapping Y onto G.

(iii) The equality TR = T 	
ΘTΘ holds if and only if the “future space”

∞⋂
n=0

UnK = {0}
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where {U on K,Γ} is the controllable isometric representation for TR.

(iv) The maximal outer spectral factor for TR is given by

Θ(z) = zΠY(zI − U∗)−1Γ = ΠY(I − z−1U∗)−1Γ (5.2.2)

where Y = kerU∗ and ΠY is the orthogonal projection from K onto Y.

(v) The maximal outer spectral factor for TR is zero if and only if kerU∗ = {0},
or equivalently, U is a unitary operator.

Proof. Let {U on K,Γ} be a controllable isometric representation for TR. Accord-
ing to the Wold decomposition the isometry U admits a matrix representation of
the form

U =
[
S 0
0 V

]
on
[
�2+(Y)
V

]
and Γ =

[
Γ1

Γ2

]
: E →

[
�2+(Y)
V

]
, (5.2.3)

where Y = kerU∗. Here S is a unilateral shift on �2+(Y) and V is a unitary operator
on V . Notice that Γ1 is an operator mapping E into �2+(Y). To be precise, S and
Γ1 have matrix representations of the form:

S =

⎡⎢⎢⎢⎣
0 0 0 · · ·
I 0 0 · · ·
0 I 0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ on �2+(Y) and Γ1 =

⎡⎢⎢⎢⎣
Θ0

Θ1

Θ2

...

⎤⎥⎥⎥⎦ : E → �2+(Y). (5.2.4)

Let Θ be the function defined by taking the Fourier transform of Γ1, that is,

Θ(z) = (F+
Y Γ1)(z) =

∞∑
k=0

z−kΘk (z ∈ D+). (5.2.5)

Since Γ1 is an operator mapping E into �2+(Y), the function Θ is in H2(E ,Y). In
a moment, we will show that Θ is the maximal outer spectral factor for TR.

Let W be the controllability matrix determined by {U,Γ}. Let W1 be the
controllability matrix determined by {S,Γ1}, and W2 be the controllability matrix
determined by {V,Γ2}. (The controllability matrix for the pair {A,B} is defined
in (5.0.1).) By the Wold decomposition of {U,Γ} in (5.2.3), we see that

W =
[
W1

W2

]
=
[

Γ1 SΓ1 S2Γ1 · · ·
Γ2 V Γ2 V 2Γ2 · · ·

]
. (5.2.6)

Let us emphasize that

W1 =
[

Γ1 SΓ1 S2Γ1 · · · ] =

⎡⎢⎢⎢⎣
Θ0 0 0 · · ·
Θ1 Θ0 0 · · ·
Θ2 Θ1 Θ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ = TΘ. (5.2.7)
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In other words, W1 = TΘ is the lower triangular Toeplitz matrix determined by Θ.
Because the pair {U,Γ} is controllable, the pair {S,Γ1} must also be controllable.
By (5.2.6) the columns ofW1 = TΘ must span a dense set in �2+(Y). Hence �2+(Y) =
TΘ�c+(E), and thus, Θ is an outer function. Notice that

TR = W 	W = W 	
1W1 +W 	

2W2 ≥W 	
1W1 = T 	

ΘTΘ.

Therefore TR ≥ T 	
ΘTΘ.

Now assume that there exists another outer function Ψ in H2(E ,G) such that
TR ≥ T 	

ΨTΨ. Recall that TR = W 	W . For any vector g in �c+(E), we have

‖Wg‖2 = (TRg, g) ≥ (T 	
ΨTΨg, g) = ‖TΨg‖2 (g ∈ �c+(E)).

In other words, ‖Wg‖ ≥ ‖TΨg‖. Hence there exists a contraction Y mapping K
into �2+(G) such that TΨ = YW . Let SL denote the forward shift on �2+(L). By
employing UWg = WSEg and TΨSEg = SGTΨg for all vectors g in �c+(E), we
obtain

SGYWg = SGTΨg = TΨSEg = YWSEg = Y UWg.

Because {U,Γ} is controllable, SGY = Y U . In particular, Sk
GY = Y Uk for all

integers k ≥ 1. By the Wold decomposition of U , the future space V =
⋂∞

0 UkK.
Observe that the subspaces {UkK}∞0 are decreasing, that is, Uk+1K ⊆ UkK for
all integers k ≥ 0. In particular, V ⊆ UkK for all k ≥ 0. Using the fact that
Y V ⊆ Y UkK, we have

Y V ⊆
∞⋂

k=0

Y UkK =
∞⋂

k=0

Sk
GYK ⊆

∞⋂
k=0

Sk
G�

2
+(G) = {0}.

Hence Y |V = {0}, and thus, YW = YW1. This implies that

TΨ = YW = YW1 = Y TΘ.

In other words, TΨ = Y TΘ. Using the fact that Y is a contraction, T 	
ΨTΨ ≤ T 	

ΘTΘ.
By definition Θ is a maximal outer spectral factor for TR, and Part (i) holds.

Recall that Θ is a maximal outer spectral factor for TR. If TR admits an-
other maximal outer spectral factor Ψ, then T 	

ΨTΨ ≤ T 	
ΘTΘ ≤ T 	

ΨTΨ implies that
T 	

ΘTΘ = T 	
ΨTΨ. According to Lemma 5.3.1 below, there exists a constant unitary

operator Ω mapping Y onto G such that Ψ = ΩΘ. Thus Part (ii) holds.
Recall that {U,Γ} is a controllable isometric representation of TR. Moreover,

TR = W 	
1W1 +W 	

2W2 = T 	
ΘTΘ +W 	

2W2.

If TR = T 	
ΘTΘ, then W2 must be zero and there is no unitary part in the Wold

decomposition of U . In other words, the future space V =
⋂∞

0 UkK = {0}. Con-
versely, if the subspace V = {0}, then W2 = 0, and thus, TR = T 	

ΘTΘ. Hence Part
(iii) holds.
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Now let us move on to Part (iv). Clearly, the unitary operator V ∗ has no
kernel. Thus Y = kerU∗ = kerS∗. Because the kernel of S∗ equals Y ⊕ 0⊕0⊕· · · ,
the operator ΠY admits a matrix representation of the form:

ΠY =
[ [

I 0 0 · · · ] 0
]

:
[
�2+(Y)
V

]
→ Y. (5.2.8)

Recall that the maximal outer spectral factor Θ is given by (5.2.5). Using this
with (5.2.4) and (5.2.8), for all integers k ≥ 0, we arrive at

Θk =
[
I 0 0 · · · ]S∗kΓ1

=
[ [

I 0 0 · · · ] 0
] [ S∗ 0

0 V ∗

]k [ Γ1

Γ2

]
= ΠYU∗kΓ (k ≥ 0). (5.2.9)

Hence Θk = ΠYU∗kΓ for all k ≥ 0. Since ‖U∗‖ < |z| for all z in D+, we obtain

Θ(z) =
∞∑

k=0

z−kΘk =
∞∑

k=0

z−kΠYU∗kΓ

= ΠY(
∞∑

k=0

z−kU∗k)Γ = ΠY(I − z−1U∗)−1Γ.

Therefore Part (iv) holds.
Finally, Θ is zero if and only if the subspace Y = kerU∗ = {0}. This yields

Part (v). �
Let {U on K,Γ} be a controllable isometric representation for TR. Then the

isometry U admits a Wold decomposition of the form U = S⊕V on K+⊕V where
S is a unilateral shift and V is a unitary operator. Note that the unilateral shift S
or the unitary operator V may not be present. To be precise, it can happen that
U = S or U = V .
Remark 5.2.2. Let {U on K,Γ} be a controllable isometric representation for a
positive Toeplitz matrix TR with L(E , E)-valued symbol R =

∑∞
−∞ e−ıωnRn. Let

U = S ⊕ V and Γ =
[
Γ1 Γ2

]tr be the Wold decomposition for U in (5.2.3)
where S is the unilateral shift on �2+(Y) and V is unitary. Let X1 be the invariant
subspace for S∗ defined by

X1 =
∞∨

n=1

S∗nΓ1E . (5.2.10)

Let A on X1 and B mapping E into X1 and C mapping X1 into Y and D mapping
E into Y be the operators defined by

A = S∗|X1, C = S∗Γ1, C = ΠY |X1 and D = ΠYΓ1. (5.2.11)



5.2. The Maximal Outer Spectral Factor 101

Here ΠY =
[
I 0 0 · · ·] is viewed as the operator mapping �2+(Y) onto Y which

picks out the first component of �2+(Y). Then {A,B,C,D} is a controllable and
observable realization for the maximal outer spectral factor Θ for TR. In particular,
Θ is rational if and only if the dimension of X1 is finite. The McMillan degree of Θ
equals the dimension of X1. Finally, it is noted that {A,B,C,D} is the restricted
backward shift realization for Θ presented in Section 14.6.

To see this, first recall that Γ1 is given by (5.2.4) where Θ(z) =
∑∞

0 z−nΘn

is the power series expansion for Θ. Notice that Θn = ΠYS∗nΓ1 for all integers
n ≥ 0. So for z in D+, we have

Θ(z) =
∞∑

n=0

z−nΘn =
∞∑

n=0

z−nΠYS∗nΓ1 = ΠY(I − z−1S∗)−1Γ1

= zΠY(zI − S∗)−1Γ1 = ΠYΓ1 + ΠY(zI − S∗)−1S∗Γ1.

Since D = ΠYΓ1, it follows that Σ = {S∗, S∗Γ1,ΠY , D} is a realization for Θ.
Clearly, �2+(Y) = ⊕∞0 SnΠ∗YY =

∨∞
0 SnΠ∗YY. Hence the pair {ΠY , S∗} is observ-

able. So the realization Σ is observable. Notice that X1 =
∨∞

0 S∗n(S∗Γ1)E is the
invariant subspace for S∗ obtained by extracting the controllable subspace from Σ.
In particular, {A,B,C,D} is precisely the realization obtained by extracting the
controllable part from the observable realization Σ for Θ. Therefore {A,B,C,D}
is a controllable and observable realization for Θ. This completes the verification
of Remark 5.2.2.

Remark 5.2.3. In certain applications, it may be convenient to view the Wold
decomposition for U as

U =
[
S 0
0 V

]
on
[
H2(Y)
V

]
(5.2.12)

where K = H2(Y) ⊕ V and S is the unilateral shift on H2(Y). As expected,
Y = kerU∗. If the unilateral shift is not present in the Wold decomposition of U ,
then we can set Y = {0} and H2(Y) = H2({0}) = {0}. Finally, it is noted that
using K = H2(Y) ⊕ V , it follows that Γ admits a matrix decomposition of the
form:

Γ =
[

Γ1

Γ2

]
: E →

[
H2(Y)
V

]
. (5.2.13)

The maximal outer spectral factor Θ for TR is uniquely determined by the relation

(Γ1g)(z) = Θ(z)g (z ∈ D+ and g ∈ E); (5.2.14)

see the proof of Theorem 5.2.1. Finally, it is noted that the maximal outer spectral
factor Θ for TR is zero if and only if kerU∗ = {0}, or equivalently, U = V .
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5.2.1 The eigenspace for the unitary part

Throughout we assume that all of our Hilbert spaces are separable. Let U =
S ⊕ V be the Wold decomposition for a controllable isometric pair {U,Γ}. Since
{U,Γ} is controllable, the pair {V,Γ2} is also controllable; see (5.2.3). The unitary
operator V has at most a countable number of eigenvalues. Let {λj}n

1 be the set
of all distinct eigenvalues for V where n is either finite or infinite. Because the
pair {V,Γ2} is controllable, each eigenvalue λj has multiplicity at most dim E . To
see this, let Lλj = ker(V − λjI) be the eigenspace for V corresponding to the
eigenvalue λj . Since V is unitary, the eigenspace Lλj is a reducing subspace for V .
In particular, V commutes with the orthogonal projection PLλj

onto Lλj . Using
this we arrive at

Lλj = PLλj
V = PLλj

∞∨
k=0

V kΓ2E =
∞∨

k=0

PLλj
V kΓ2E =

∞∨
k=0

λk
jPLλj

Γ2E = PLλj
ΓE .

Hence Lλj equals PLλj
ΓE , and thus, dimLλj ≤ dim E . In other words, the di-

mension of the eigenspace corresponding to the eigenvalue λj for V is at most
dim E .

Since Lλj is a reducing subspace for V , the subspace ⊕n
1Lλj is also a reducing

subspace for V . Therefore V admits a matrix representation of the form

V =

⎡⎢⎢⎢⎢⎢⎣
λ1I 0 0 · · · 0
0 λ2I 0 · · · 0
0 0 λ3I · · · 0
...

...
...

. . .
...

0 0 0 · · · V◦

⎤⎥⎥⎥⎥⎥⎦ on

⎡⎢⎢⎢⎢⎢⎣
Lλ1

Lλ2

Lλ3

...
V◦

⎤⎥⎥⎥⎥⎥⎦ (5.2.15)

where V◦ is the unitary operator on V◦ = V � (⊕n
1Lλj ) defined by V◦ = V |V◦. The

operator V◦ is a unitary operator with no eigenvalues. Using this decomposition
the operator Γ2 admits a matrix representation of the form

Γ2 =

⎡⎢⎢⎢⎢⎢⎣
A1

A2

A3

...
Γ◦

⎤⎥⎥⎥⎥⎥⎦ : E →

⎡⎢⎢⎢⎢⎢⎣
Lλ1

Lλ2

Lλ3

...
V◦

⎤⎥⎥⎥⎥⎥⎦ . (5.2.16)

Here {Aj}n
1 are operators from E onto Lλj . If E = C, then without loss of generality

we can always assume that Aj = aj are scalars and aj > 0 for all j = 1, 2, . . . , n.
Finally, Γ◦ is the operator mapping E into V◦ defined by Γ◦ = PV◦Γ2.

Remark 5.2.4. Let {V,Γ2} be a controllable pair where Γ2 is an operator from
E into V . Moreover, assume that V is a unitary operator on a nonzero finite
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dimensional space V . LetW2 be the controllability operator determined by {V,Γ2},
that is,

W2 =
[

Γ2 V Γ2 V 2Γ2 · · · ] .
Then W2 is an unbounded linear map from �2+(E) into V . In other words, W2 does
not determine an operator from �2+(E) into V .

To see this observe that W2 is an operator if and only if

W 	
2 =
[

Γ∗2 Γ∗2V
∗ Γ∗2V

∗2 · · · ]tr
defines an operator from V into �2+(E). To show that W 	

2 is unbounded, let x be
an eigenvector with eigenvalue λ for V ∗, that is, V ∗x = λx. Since V is unitary, λ
is on the unit circle. Because the pair {Γ∗2, V ∗} is observable, Γ∗2x is nonzero. (If
Γ∗2x = 0, then 0 = λnΓ∗2x = Γ∗2V

∗nx. Hence Γ∗2V
∗nx = 0 for all integers n ≥ 0,

which contradicts the observability of the pair {Γ∗2, V ∗}.) Using this, we obtain

‖W 	
2x‖2 =

∞∑
n=0

‖Γ∗2V ∗nx‖2 =
∞∑

n=0

‖λnΓ∗2x‖2 =
∞∑

n=0

‖Γ∗2x‖2 = ∞.

Hence W 	
2 is always unbounded, and thus, W2 is unbounded.

5.3 The Inner-Outer Factorization Revisited

In this section we will use Theorem 5.2.1 to show that any function Θ in H2(E ,Y)
admits a unique inner-outer factorization. Recall that Ω(z) is a contractive analytic
function if Ω is a function in H∞(E ,Y) and ‖Ω‖∞ ≤ 1. In other words, Ω in
H∞(E ,Y) is a contractive analytic function if and only if TΩ is a contraction.

Lemma 5.3.1. Let Θ be an outer function in H2(E ,Y) and Ψ be a function in
H2(E ,G). Then the following holds.

(i) T 	
ΨTΨ ≤ T 	

ΘTΘ if and only if there exists a contractive analytic function Ω in
H∞(Y,G) such that Ψ(z) = Ω(z)Θ(z) for all z in D+. In this case, Ω is the
only function in H∞(Y,G) satisfying Ψ = ΩΘ.

(ii) T 	
ΨTΨ = T 	

ΘTΘ if and only if there exists an inner function Ω in H∞(Y,G)
such that Ψ(z) = Ω(z)Θ(z) for all z in D+.

(iii) If Ψ is outer, then T 	
ΨTΨ = T 	

ΘTΘ if and only if Ψ(z) = ΩΘ(z) where Ω is a
unitary constant in H∞(Y,G).

(iv) If T 	
ΨTΨ ≤ T 	

ΘTΘ, then Ψ(∞)∗Ψ(∞) ≤ Θ(∞)∗Θ(∞).

(v) If T 	
ΨTΨ ≤ T 	

ΘTΘ where Ψ ∈ H2(E ,Y), then Ψ(∞)∗Ψ(∞) = Θ(∞)∗Θ(∞) if
and only if Θ equals Ψ up to a unitary constant operator on the left.
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Proof. Assume that T 	
ΨTΨ ≤ T 	

ΘTΘ. In other words, ‖TΨx‖2 ≤ ‖TΘx‖2 for all x
in �c+(E). This implies that there exists a contraction C mapping TΘ�

c
+(E) into

�2+(G) such that TΨx = CTΘx. Because Θ is outer, TΘ�
c
+(E) is dense in �2+(Y),

and it follows that C admits a unique extension by continuity to a contraction
mapping �2+(Y) into �2+(G). We also denote this extension by C. Let SL denote the
unilateral shift on �2+(L). Recall that a lower triangular Toeplitz matrix intertwines
two unilateral shifts acting on the appropriate spaces. Then for any x in �c+(E),
we have

CSYTΘx = CTΘSEx = TΨSEx = SGTΨx = SGCTΘx.

Because TΘ�
c
+(E) is dense in �2+(Y), we obtain CSY = SGC. In other words,

C = TΩ where Ω is a contractive analytic function in H∞(Y,G). (In fact, ‖Ω‖∞ =
‖TΩ‖ ≤ 1.) Hence TΨ = TΩTΘ, and Θ admits a factorization of the form Ψ = ΩΘ.

On the other hand, if Ψ = ΩΘ where Ω is a contractive analytic function,
then TΨ = TΩTΘ and TΩ is a contraction. So for all x in �c+(E), we have

(T 	
ΨTΨx, x) = ‖TΨx‖2 = ‖TΩTΘx‖2 ≤ ‖TΘx‖2 = (T 	

ΘTΘx, x). (5.3.1)

Therefore T 	
ΨTΨ ≤ T 	

ΘTΘ.
To complete the proof of Part (i), it remains to show that Ω is the only

function in H∞(Y,G) satisfying Ψ = ΩΘ. Assume that Ψ = ΦΘ where Φ is a
function in H∞(Y,G). Then

TΩTΘ = TΩΘ = TΨ = TΦΘ = TΦTΘ.

Since TΘ�
c
+(E) is dense in �c+(Y), it follows that TΩ = TΦ. Thus Ω = Φ, and Part

(i) holds.
To prove Part (ii), assume that T 	

ΨTΨ = T 	
ΘTΘ. According to Part (i), we have

Ψ = ΩΘ, or equivalently, TΨ = TΩTΘ where Ω is a contractive analytic function.
Using TΨx = TΩTΘx for all x in �c+(E), we obtain

‖TΩTΘx‖2 = ‖TΨx‖2 = (T 	
ΨTΨx, x) = (T 	

ΘTΘx, x) = ‖TΘx‖2.
In other words, ‖TΩTΘx‖2 = ‖TΘx‖2. Because TΘ�

c
+(E) is dense in �2+(Y), it follows

that TΩ is an isometry, or equivalently, Ω is an inner function. On the other hand,
if Ψ = ΩΘ where Ω is an inner function, then TΨ = TΩTΘ where TΩ is an isometry.
Since T 	

ΩTΩ = I, we see that T 	
ΨTΨ = T 	

ΘTΘ, and thus, Part (ii) holds.
To obtain Part (iii), assume that Ψ is an outer function and T 	

ΨTΨ = T 	
ΘTΘ.

By consulting Part (ii), we see that TΩ is an isometry satisfying TΨx = TΩTΘx
for all x in �c+(E). Because Ψ is outer, TΨ�

c
+(E) is dense in �2+(G). Hence TΩ is a

unitary operator, or equivalently, Ω is a unitary constant mapping Y onto G; see
Proposition 2.6.2. The equation Ψ = ΩΘ, yields Part (iii).

For Part (iv), recall that Ψ = ΩΘ, where Ω is a contractive analytic function.
Thus Ω(∞) is a contraction. So using Ψ(∞) = Ω(∞)Θ(∞), with Ω(∞)∗Ω(∞) ≤ I,
we obtain Part (iv).
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To complete the proof assume that T 	
ΨTΨ ≤ T 	

ΘTΘ and Θ(∞)∗Θ(∞) =
Ψ(∞)∗Ψ(∞). Here Ψ is a function in H2(E ,Y). According to Part (i), there exists
a contractive analytic function Ω in H∞(Y,Y) such that ΩΘ = Ψ. For all vectors
v in E , we have

‖Θ(∞)v‖ = ‖Ψ(∞)v‖ = ‖Ω(∞)Θ(∞)v‖.
Hence ‖Θ(∞)v‖ = ‖Ω(∞)Θ(∞)v‖ for all v in E . Because Θ is an outer function,
Θ(∞) is onto, and thus, Ω(∞) is an isometry on Y. Using the fact that Y is finite
dimensional, Ω(∞) is unitary. We claim that Ω(z) = Ω(∞) for all z in D+, that
is, Ω is a unitary constant. To see this, let Ω(z) =

∑∞
0 z−nΩn be the Taylor series

expansion for Ω. Since Ω is a contractive analytic function and Ω0 = Ω(∞), we
obtain

‖y‖2 = ‖Ω(∞)y‖2 ≤
∞∑

n=0

‖Ωny‖2 = ‖Ωy‖2H2 ≤ ‖y‖2 (y ∈ Y).

So there is equality in the previous equation, and thus, Ωn = 0 for all n ≥ 1.
Therefore Ω(z) = Ω(∞) is a unitary constant. �

Previously we have used the Wold decomposition to show that any function
in H2(E ,Y) admits an inner-outer factorization; see Theorem 3.2.1. To complete
this section we will present another proof of this fact restated here for convenience
in the following theorem.

Theorem 5.3.2. Let Θ be a function in H2(E ,Y). Then Θ admits a unique factor-
ization of the form Θ = ΘiΘo where Θo is an outer function in H2(E ,G) and Θi

is an inner function in H∞(G,Y). By unique we mean that if Θ = ΨiΨo where Ψo

is an outer function in H2(E ,D) and Ψi is an inner function in H∞(D,Y), then
there exists a constant unitary operator Φ mapping G onto D such that Ψo = ΦΘo

and ΨiΦ = Θi.

Proof. Let TR be the positive Toeplitz matrix determined by TR = T 	
ΘTΘ. Clearly,

TR admits a maximal outer spectral factor Θo in H2(E ,G). Since Θo is a maximal
outer spectral factor, T 	

Θo
TΘo ≤ TR. By using the definition of a maximal outer

spectral factor, we obtain

TR = T 	
ΘTΘ ≤ T 	

Θo
TΘo ≤ TR.

Hence T 	
ΘTΘ = T 	

Θo
TΘo. According to Part (ii) of Lemma 5.3.1, there exists an

inner function Θi in H∞(G,Y) such that Θ = ΘiΘo. In other words, Θ admits an
inner-outer factorization.

Now suppose that Θ = ΨiΨo is another inner-outer factorization of Θ. By
employing TΨiTΨo = TΘ, along with the fact that TΨi is an isometry, we obtain

TR = T 	
Θo
TΘo = T 	

ΘTΘ = T 	
Ψo
T 	

Ψi
TΨiTΨo = T 	

Ψo
TΨo .
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Hence T 	
Θo
TΘo = T 	

Ψo
TΨo . According to Part (iii) of Lemma 5.3.1, there exists a

unitary constant Φ such that Ψo = ΦΘo. Moreover,

Θ = ΨiΨo = ΨiΦΘo = ΘiΘo.

This implies that Ψi(z)ΦΘo(z) = Θi(z)Θo(z) for all z in D+. Because Θo is outer,
ΨiΦ = Θi; see Part (i) of Lemma 5.3.1. �

5.4 Positive Real Functions

We say that a function F is positive real if F is a L(E , E)-valued analytic function
in D+ and �F (z) ≥ 0 for all z in D+. (If A is any operator on X , then �A = (A+
A∗)/2.) It is noted that a positive real function F is not necessarily in H∞(E , E).
For example, consider the scalar-valued function F (z) = (z + 1)/(z − 1). Finally,
F is positive real if and only if F̃ is positive real. (Recall that G̃(z) = G(z)∗.)

Let TR be a self-adjoint Toeplitz matrix determined by a L(E , E)-valued
symbol R =

∑∞
−∞ e−ıωnRn, that is,

TR =

⎡⎢⎢⎢⎣
R0 R−1 R−2 · · ·
R1 R0 R−1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (5.4.1)

It is emphasized that R−n = R∗n for all n ≥ 0. Recall that TR in (5.4.1) is referred
to as the Toeplitz matrix generated by {Rn}∞0 or its symbol R =

∑∞
−∞ e−ıωnRn.

Let F be a L(E , E)-valued analytic function in D+, and F (z) =
∑∞

0 z−nFn be
its Taylor series expansion. Let {Rn}∞0 be the L(E , E)-valued sequence of operators
defined by

R0 = F0 + F ∗0 and Rn = Fn (if n ≥ 1). (5.4.2)

By construction, TR = TF + T 	
F where TF is the lower triangular Toeplitz matrix

determined by F . Theorem 5.4.1 below, shows that TR is a positive Toeplitz matrix
if and only if F (z) is a positive real function. Finally, it is noted that R is formally
given by R = F + F ∗, where F =

∑∞
0 e−ıωnFn.

To gain some further insight, let {U on K,Γ} be an isometric representation
for a positive Toeplitz matrix TR generated by a L(E , E)-valued sequence {Rn}∞0 .
To be precise, R−n = (TR)0,n = Γ∗UnΓ for all integers n ≥ 0. Let F0 be any
operator on E such that R0 = F0 +F ∗0 . For example, since R0 is positive, one can
choose F0 = R0/2. In fact, F0 + F ∗0 = R0 if and only if F0 = R0/2 + Ψ where
Ψ is an operator on E satisfying Ψ = −Ψ∗. By virtue of R0 = Γ∗Γ, it follows
that F0 + F ∗0 = Γ∗Γ. Set Fn = Rn for all integers n ≥ 1. Using Fn = Γ∗U∗nΓ
for all n ≥ 1 and the fact that U is an isometry, we see that the operators Fn
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are uniformly bounded. Hence the function F defined by F (z) =
∑∞

0 z−nFn is
analytic in the open unit disc. Furthermore,

F (z) = F0 +
∞∑

k=1

z−kFk = F0 +
∞∑

k=1

z−kΓ∗U∗k−1U∗Γ = F0 + Γ∗(zI − U∗)−1U∗Γ.

Thus F admits a state space realization of the form

F (z) = F0 + Γ∗(zI − U∗)−1U∗Γ (z ∈ D+). (5.4.3)

In other words, {U∗, U∗Γ,Γ∗, F0} is a realization of F where F0 + F ∗0 = Γ∗Γ and
U∗ is a co-isometry. Moreover, this realization is observable if and only if the
isometric pair {U,Γ} is controllable. Finally, it is noted that {U,Γ,Γ∗U,F ∗0 } is a
realization of F̃ where F0 + F ∗0 = Γ∗Γ and U is an isometry.

Now let us show that F is positive real. For z in D+, we have

F (z) + F (z)∗ = F0 + Γ∗(zI − U∗)−1U∗Γ + F ∗0 + Γ∗U(zI − U)−1Γ

= Γ∗Γ + Γ∗(zI − U∗)−1U∗Γ + Γ∗U(zI − U)−1Γ

= Γ∗
[
I + (zI − U∗)−1U∗ + U(zI − U)−1

]
Γ

= Γ∗(zI − U∗)−1

× [(zI − U∗)(zI − U) + U∗(zI − U) + (zI − U∗)U ]

× (zI − U)−1Γ

= (|z|2 − 1)Γ∗(zI − U∗)−1(zI − U)−1Γ.

In other words,

2�F (z) = (|z|2 − 1)Γ∗(zI − U∗)−1(zI − U)−1Γ (z ∈ D+). (5.4.4)

So for a in E , we obtain

((F (z) + F (z)∗)a, a) = (|z|2 − 1)‖(zI − U)−1Γa‖2 ≥ 0 (z ∈ D+).

Therefore F is positive real.
The previous analysis shows that if F has a state space realization of the

form {U∗, U∗Γ,Γ∗, F0} where U is an isometry and F0 + F ∗0 = Γ∗Γ, then F is a
positive real function. Motivated by this we say that {A,B,C,D} is a positive real
Naimark realization for a function G if {A,B,C,D} is a realization of G where
A is a co-isometry, B = AC∗ and D + D∗ = CC∗. Assume that F has a Taylor
series expansion of the form F (z) =

∑∞
0 z−nFn. Then {A,B,C,D} is a positive

real Naimark realization for F if and only if:

(i) the operator A is a co-isometry, the operator B = AC∗;

(ii) the operator D = F0 and D +D∗ = CC∗;
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(iii) the Taylor coefficient Fn = CAn−1B = CAnC∗ for all integers n ≥ 1.

Two positive real Naimark realizations {U∗, U∗Γ,Γ∗, D} and {U∗1 , U∗1 Γ1,Γ∗1, D1}
are unitarily equivalent if and only if D = D1 and the pairs {U,Γ} and {U1,Γ1}
are unitarily equivalent. So by consulting the Naimark representation theorem, we
see that two observable positive real Naimark realizations of the same function are
unitarily equivalent. The following result shows that F is a positive real function
if and only if F admits a positive real Naimark realization.

Theorem 5.4.1. Let TR be the self-adjoint Toeplitz matrix in (5.4.1) determined
by a L(E , E)-valued symbol R =

∑∞
−∞ e−ıωnRn. Let F be the function formally

defined by F (z) =
∑∞

0 z−kFk where F0 + F ∗0 = R0, and Fk = Rk for all integers
k ≥ 1. Then the following statements are equivalent.

(i) The Toeplitz matrix TR is positive.

(ii) The Toeplitz matrix TR admits a controllable isometric representation {U,Γ}.
(iii) The function F admits an observable realization of the form

F (z) = F0 + Γ∗(zI − U∗)−1U∗Γ,

where U is an isometry and F0 + F ∗0 = Γ∗Γ.

(iv) The function F̃ admits a controllable realization of the form

F̃ (z) = F ∗0 + Γ∗U(zI − U)−1Γ,

where U is an isometry and F0 + F ∗0 = Γ∗Γ.

(v) The function F is positive real.

(vi) The function F̃ is positive real.

In this case, F0 = R0/2 + Ψ = Γ∗Γ/2 + Ψ where Ψ is an operator on E satisfy-
ing Ψ = −Ψ∗. Finally, all observable positive real Naimark realizations of F are
unitarily equivalent.

Proof. The Naimark representation theorem 5.1.1 shows that Parts (i) and (ii) are
equivalent. If {U,Γ} is a controllable isometric representation for TR, then (5.4.3)
shows that F has an observable positive real Naimark realization. Hence Parts (i)
or (ii) imply Part (iii). Clearly, Parts (iii) and (iv) are equivalent. Our previous
analysis shows that if F has a positive real Naimark realization, then F is positive
real. In other words, Part (iii) implies Part (v). Finally, it is noted that Parts (v)
and (vi) are equivalent.

Now assume that Part (v) holds, that is, F is positive real. Let F (z) =∑∞
0 z−kFk be the Taylor series expansion for F . Recall that R0 = F0 + F ∗0 and

Rk = Fk for all integers k ≥ 1. Let g(eıω) = g0 + g1e
−ıω + · · · + gne

−ıωn be any
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polynomial with values in E , and let r > 1 be a scalar. Because F is a positive
real function, we obtain

0 ≤ 1
2π

∫ 2π

0

((F (reıω) + F (reıω)∗)g(eıω), g(eıω)) dω

=
1
2π

∫ 2π

0

(F (reıω)g(eıω), g(eıω)) dω +
1
2π

∫ 2π

0

(g(eıω), F (reıω)g(eıω)) dω

=
n∑

m=0

m∑
k=0

rk−m(Fm−kgk, gm) +
n∑

j=0

j∑
ν=0

rν−j(gj , Fj−νgν)

=
n∑

m>k≥0

rk−m(Fm−kgk, gm) +
n∑

j>ν≥0

rν−j(gj , Fj−νgν) +
n∑

j=0

((F0 + F ∗0 )gj , gj)

=
n∑

m>k≥0

rk−m(Rm−kgk, gm) +
n∑

j>ν≥0

rν−j(gj , Rj−νgν) +
n∑

j=0

(R0gj , gj)

=
n∑

m=0

n∑
k=0

r−|m−k|((TR)m,kgk, gm).

By letting r approach 1, we see that
∑n

m=0

∑n
k=0(Rm−kgk, gm) ≥ 0. Because this

holds for all integers n ≥ 0 and {gk}n
0 is an arbitrary sequence, The Toeplitz

matrix TR is positive. Hence Part (v) implies (i). Therefore Parts (i) to (vi) are
equivalent. �

Let us observe that if F admits a positive real Naimark realization, then F
also admits an observable positive real Naimark realization. To see this, assume
that {U∗ on K, U∗Γ,Γ∗, D} is a positive real Naimark realization for F . Let Ko

be the closed linear span of {UkΓE}∞0 . Clearly, Ko is an invariant subspace for U .
Let Uo be the isometry on Ko defined by Uo = U |Ko. Let Γo be the operator from
E into Ko defined by Γo = Γ. By construction the pair {Uo,Γo} is controllable, or
equivalently, {Γ∗o, U∗o } is observable. Let F (z) =

∑∞
0 z−nFn be the Taylor series

expansion for F . Using Uk|Ko = Uk
o for all integers k ≥ 0, it follows that

Fk = Γ∗U∗kΓ =
(
Γ∗UkΓ

)∗
=
(
Γ∗oU

k
o Γo

)∗
= Γ∗oU

∗k
o Γo (k ≥ 1).

Thus {U∗o , U∗o Γo,Γ∗0, D} is an observable positive real Naimark realization for F .

Remark 5.4.2. Let {U,Γ} be a controllable isometric representation for a posi-
tive Toeplitz matrix TR. Recall that the maximal outer spectral factor for TR is
determined by

Θ(z) = zΠY(zI − U∗)−1Γ (z ∈ D+)

where Y = kerU∗ and ΠY : K → Y is the orthogonal projection from K onto Y;
see Theorem 5.2.1. Let Φ be the function defined by Φ(z) = (zI−U∗)−1. Since U is
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an isometry, the orthogonal projection onto Y is determined by Π∗YΠY = I−UU∗.
Using zΦ(z) = I + U∗Φ(z), we obtain

Θ∗Θ = Γ∗Φ∗zΠ∗YΠYzΦΓ = Γ∗zΦ∗(I − UU∗)zΦΓ

= Γ∗Φ∗zzΦΓ− |z|2Γ∗Φ∗UU∗ΦΓ

= Γ∗(I + Φ∗U)(I + U∗Φ)Γ− |z|2Γ∗Φ∗UU∗ΦΓ

= ΓΓ∗ + Γ∗Φ∗UΓ + Γ∗U∗ΦΓ + Γ∗Φ∗UU∗ΦΓ− |z|2Γ∗Φ∗UU∗ΦΓ

= 2�F (z)− (|z|2 − 1)Γ∗Φ∗UU∗ΦΓ.

Therefore 2�F (z) is given by

2�F (z) = Θ(z)∗Θ(z) + (|z|2 − 1)Γ∗(zI − U)−1UU∗(zI − U∗)−1Γ (z ∈ D+).
(5.4.5)

5.5 Minimal Isometric Liftings

Isometric liftings play an important role in operator theory. In this section we will
present a brief introduction to isometric liftings, and their connection to Naimark
representations. Let A be an operator on X . We say that an operator U on K is
a lifting of A if X is a subspace of K and ΠXU = AΠX . In other words, U is a
lifting of A if and only if U admits a matrix representation of the form

U =
[
A 0
� �

]
on
[X
M
]
.

Here � represents an unspecified entry. Moreover, U on K is a lifting of A if and
only if X is an invariant subspace for U∗ and A∗ = U∗|X . Finally, if U is a lifting
of A, then ΠXUn = AnΠX for all integers n ≥ 0.

Now assume that A is a contraction on X , that is, ‖A‖ ≤ 1. We say that U
is an isometric lifting of A if U is an isometry and U is a lifting of A. Moreover,
U on K is a minimal isometric lifting of A if U is an isometric lifting of A and X
is cyclic for U , that is,

K =
∞∨

n=0

UnX .

In other words, U is a minimal isometric lifting of A if U is a lifting of A and
the pair {U,Π∗X} is controllable. (Recall that Π∗X is the natural embedding of X
into K.) Finally, we say that two isometric liftings U on K and U1 on K1 of a
contraction A on X are isomorphic if there exists a unitary operator Φ mapping
K onto K1 such that ΦU = U1Φ and Φ|X = IX .

If A is a contraction, then A admits a minimal isometric lifting. To construct
a minimal isometric lifting of A, consider the isometry U on K = X ⊕ �2+(DA)
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determined by

U =

⎡⎢⎢⎢⎢⎢⎣
A 0 0 0 · · ·
DA 0 0 0 · · ·
0 I 0 0 · · ·
0 0 I 0 · · ·
...

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦ on

⎡⎢⎢⎢⎢⎢⎣
X
DA

DA

DA

...

⎤⎥⎥⎥⎥⎥⎦ . (5.5.1)

Here DA equals the positive square root of I −A∗A, and DA equals the closure of
the range of DA. By construction U is a lifting of A. It is a simple exercise to verify
that U is an isometry and X is cyclic for U . Therefore U is a minimal isometric
lifting of A. Finally, the isometry U in (5.5.1) is called the the Sz.-Nagy-Schaffer
minimal isometric lifting of A. This proves part of the following result.

Theorem 5.5.1. Let A be a contraction on X . Then A admits a minimal isometric
lifting. Moreover, the following statements are equivalent.

(i) The operator U on K is a minimal isometric lifting for A.

(ii) The pair {U,Π∗X} is a controllable isometric representation for the Toeplitz
matrix

TR =

⎡⎢⎢⎢⎣
I A A2 · · ·
A∗ I A · · ·
A∗2 A∗ I · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (5.5.2)

The symbol R =
∑∞
−∞ e−ıωnRn where R−n = An and Rn = A∗n for all

integers n ≥ 0. In particular, the Toeplitz matrix TR in (5.5.2) is positive.

(iii) The pair {U,Π∗X} is a controllable isometric representation for {An}∞0 .

Finally, all minimal isometric liftings of A are isomorphic.

Proof. Assume that U on K is a minimal isometric lifting for A. Recall that
AnΠX = ΠXUn for all integers n ≥ 0. Since I = ΠXΠ∗X , we see that An =
ΠXUnΠ∗X for all n ≥ 0. Therefore {U,Π∗X} is a controllable isometric representa-
tion for the Toeplitz matrix TR in (5.5.2). So Part (i) implies Parts (ii) and (iii).
Finally, because all controllable isometric representations of the same Toeplitz ma-
trix are unitarily equivalent, all minimal isometric liftings for A are isomorphic.

Assume that Part (ii) holds, that is, {U,Π∗X} is a controllable isometric repre-
sentation for TR in (5.5.2). Now let U1 be the Sz.-Nagy-Schaffer minimal isometric
lifting of A. Then {U1,Π∗X} is also a controllable isometric representation for TR.
Since all controllable isometric representations of the same Toeplitz matrix are
unitarily equivalent, U and U1 must be isomorphic. Therefore U is also a minimal
isometric lifting of A. So Part (ii) implies Part (i). In other words, Parts (i) and
(ii) are equivalent. By definition Parts (ii) and (iii) are equivalent. �
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Recall that an operator A on X is strongly stable if An converges to zero
in the strong operator topology, that is, for each vector x in X the sequence Anx
converges to zero as n tends to infinity.

Proposition 5.5.2. Let U on K be a minimal isometric lifting for a contraction A
on X . Then A∗ is strongly stable if and only if U is a unilateral shift.

Proof. If U is a unilateral shift, then U∗ is strongly stable. Since A∗ = U∗|X , we
see that A∗ is also strongly stable. Now assume that A∗ is strongly stable. Let
U = S ⊕ V on K+ ⊕ V be the Wold decomposition of U where S is a unilateral
shift and V is unitary. Then each vector x in X admits a unique decomposition
of the form x = h⊕ v where h is in K+ and v is in V . Using the fact that A∗ and
S∗ are strongly stable, we obtain

0 = lim
n→∞ ‖A

∗nx‖2 = lim
n→∞ ‖U

∗nx‖2 = lim
n→∞

(‖S∗nh‖2 + ‖V ∗nv‖2) = ‖v‖2.

Hence v = 0. In other words, X is a subspace of K+. Since U = S⊕V and X ⊆ K+

is cyclic for U , we have

K =
∞∨

n=0

UnX =
∞∨

n=0

SnX ⊆ K+ ⊆ K.

Therefore K+ = K, and U = S is a unilateral shift. �
Let A be contraction on X and TR the positive Toeplitz matrix in (5.5.2).

Let C be the operator mapping X into DA∗ defined by C = DA∗ . Then

Θ(z) = zC(zI −A∗)−1 (5.5.3)

is the maximal outer spectral factor for TR.
Let U on K be the minimal isometric lifting for A. Then {U,Π∗X} is the

controllable isometric representation for TR. Since X is an invariant subspace for
U∗ and A∗ = U∗|X , Theorem 5.2.1 shows that

Θ(z) = zΠY(zI − U∗)−1Π∗X = zΠY(zI −A∗)−1 (5.5.4)

is the outer spectral factor for TR. Here Y equals the kernel of U∗. Using Π∗YΠY =
I − UU∗ with x in X , we obtain

‖Cx‖2 = ‖DA∗x‖2 = ((I −AA∗)x, x) = ((I − UU∗)x, x) = ‖ΠYx‖2.
This implies that there exists a unitary operator Φ such that C = ΦΠY |X . Because
the maximal outer spectral factor is unique up to a unitary constant operator on
the left, (5.5.4) shows that Θ(z) = zC(zI − A∗)−1 is the maximal outer spectral
factor for TR.

Finally, it is noted that Proposition 5.5.2 with Theorem 5.2.1 show that
TR = T ∗ΘTΘ if and only if A∗ is strongly stable.
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5.6 Notes

All the results in this chapter are classical. Our approach is based on the Naimark
representation theorem. The Naimark representation theorem in Section 5.1 is a
standard result in operator theory; see Fillmore [80] and Sz.-Nagy-Foias [198].
For a bilinear version of the Naimark representation Theorem see Frazho [94] and
Popescu [177]. The notion of a maximal outer spectral factor was developed in
Chapter 5 of Sz.-Nagy-Foias [198]. Our approach to the maximal outer spectral
factor was taken from Frazho-Kaashoek [98]. The results in Lemma 5.3.1 are now
standard and were essentially taken from Sz.-Nagy-Foias [198] and Foias-Frazho
[82]. For a generalization of the maximal outer spectral factor to a certain non-
commutative case and the inner-outer factorization approach in Theorem 5.3.2;
see Popescu [177]. The Naimark representation theorem and its relation to positive
real functions is a classical result in operator theory; see Fillmore [80] and Frazho-
Kaashoek [98]. Remark 5.4.2 was taken from Frazho-ter Horst-Kaashoek [103].
Isometric liftings play a fundamental role in operator theory; see Sz.-Nagy-Foias
[198], Foias-Frazho [82] and Foias-Frazho-Gohberg-Kaashoek [84]. In general the
isometric lifting is developed without using the Naimark representation theorem.
In Section 5.5, we used the Naimark dilation to prove some elementary properties
concerning isometric liftings.

Classical measure theoretic results. The following classical result due to Bochner
shows that a Toeplitz matrix is positive if and only if its entries are the Fourier
coefficients of an operator-valued positive measure.

Theorem 5.6.1 (Bochner). Let TR be the Toeplitz matrix determined by the self-
adjoint symbol R =

∑∞
−∞ e−ıωkRk with values in L(E , E). Then TR is positive if

and only if

Rn =
1
2π

∫ 2π

0

eıωndΩ (for all integers n) (5.6.1)

where dΩ is a positive measure with values in L(E , E).

Bochner’s theorem is widely used and plays a fundamental role in stochas-
tic processes. In this monograph, we have relied more on geometric results than
measure theoretic ideas to develop factorization algorithms. One can generate an
isometric representation directly from Bochner’s theorem. To see this, assume that
dΩ is the positive measure corresponding to the Toeplitz matrix TR. Consider the
Hilbert space K determined by the closure of the set of all polynomials of the form
g =
∑

n≥0 e
−ıωngn under the inner product

‖g‖2 =
1
2π

∫ 2π

0

(dΩ g, g).

Let U be the isometry on K given by Ug = e−ıωg. Let Γ be the operator mapping
E into K determined by Γa = a where a is in E . Then {U,Γ} is a controllable
isometric representation for TR.
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The positive measure dΩ in Bochner’s theorem admits a decomposition of
the form

dΩ = Θ∗Θ dω + dΞ (5.6.2)

where Θ is the maximal outer spectral factor for TR. Because TR is a positive
Toeplitz matrix, it admits a unique controllable isometric representation {U,Γ}.
Let U = S ⊕ V be the Wold decomposition for U where S is the unilateral shift
on H2(Y) and V is a unitary operator on V while Γ =

[
Γ1 Γ2

]tr is an operator
mapping E into H2(Y)⊕V ; see Remark 5.2.3. Let Eω be the spectral measure for
V , that is,

V =
1
2π

∫ 2π

0

e−ıωdEω .

Let dΞ be the positive measure determined by dΞ = Γ∗2dEωΓ2. Without loss of
generality, we can assume that (Γ1g)(z) = Θ(z)g, where Θ is the maximal outer
spectral factor for TR and g is in E ; see Remark 5.2.3. So for all integers n ≥ 0,
we obtain

(R−ng, g) = (UnΓg,Γg) = (SnΓ1g,Γ1g) + (V nΓ2g,Γ2g)

=
1
2π

∫ 2π

0

e−ıωn(Θg,Θg)dω +
1
2π

∫ 2π

0

e−ıωn(dEωΓ2g,Γ2g)

=
1
2π

∫ 2π

0

e−ıωn(dΩ g, g)

where dΩ = Θ∗Θ dω + dΞ. Clearly, dΩ is a positive measure. Hence the represen-
tation for Rn in (5.6.1) holds for all integers n ≤ 0. Recall that R∗n = R−n. So by
taking the adjoint, we see that (5.6.1) holds for all integers.

Recall that any positive measure dμ admits a unique Lebesgue decomposition
of the form dμ = fdω + dν where f is a positive Lebesgue measure function and
dν is singular with respect to the Lebesgue measure; see [183, 187]. The following
result, due to Helson-Lowdenslager [130, 131], shows that the Wold decomposition
yields the Lebesgue decomposition when the maximal outer spectral factor is a
function in H2(E , E).

Theorem 5.6.2. Let TR be the positive Toeplitz matrix determined by the sym-
bol R =

∑∞
−∞ e−ıωkRk with values in L(E , E). Assume that the maximal outer

spectral factor Θ for TR is a function in H2(E , E). Let dΩ be the L(E , E)-valued
positive measure determined by (5.6.1). Then the Lebesgue decomposition for dΩ
is determined by

dΩ = Θ∗Θ dω + dΞ (5.6.3)

where dΞ is singular with respect to the Lebesgue measure.

Proof. Recall that the positive measure dΩ admits a decomposition of the form
dΩ = Θ∗Θ dω + dΞ. Moreover, dΞ admits a Lebesgue decomposition of the form
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dΞ = Qdω + dν where Q(eıω) is almost everywhere a positive operator. Further-
more, dν is a positive singular measure with respect to the Lebesgue measure.
According to Lemma 5.6.4 below, there exists an outer function Ψ such that
Ψ∗Ψ = Θ∗Θ + Q. This readily implies that T 	

ΘTΘ ≤ T 	
ΨTΨ ≤ TR. Since Θ is

the maximal outer spectral factor for TR, we must have T 	
ΨTΨ ≤ T 	

ΘTΘ. In other
words, T 	

ΨTΨ = T 	
ΘTΘ. Hence Θ equals Ψ up to a constant unitary operator on the

left; see Lemma 5.3.1. Using Θ∗Θ = Ψ∗Ψ = Θ∗Θ + Q implies that Q = 0. Thus
dν = dΞ and dΩ = Θ∗Θ dω + dΞ is the Lebesgue decomposition for dΩ. �

In the scalar case, Theorem 5.6.2 reduces to the following result; see also
Hoffman [134] for a nice proof of this Corollary.

Corollary 5.6.3. Let Tr be the positive Toeplitz matrix determined by the self-
adjoint scalar-valued symbol r =

∑∞
−∞ e−ıωkrk. Assume that the maximal outer

spectral factor θ for Tr is a function in H2, that is, θ is not the zero function
mapping C into {0}. Let dμ be the positive measure determined by

rn =
1
2π

∫ 2π

0

eıωndμ (for all integers n). (5.6.4)

Then the Lebesgue decomposition for dμ is given by dμ = |θ|2dω + dν where dν is
singular with respect to the Lebesgue measure.

For some applications to Corollary 5.6.3 see Hoffman [134]. We say that a
function F is in L1(E ,Y) if F is a L(E ,Y)-valued Lebesgue measurable function
and ‖F‖ is integrable.

Lemma 5.6.4. Let Θ be an outer function in H2(E , E). Assume Q is a function in
L1(E , E) and Q(eıω) is almost everywhere a positive operator on E. Then Θ∗Θ+Q
admits an outer spectral factor, that is, there exists an outer function Ψ in H2(E , E)
such that Ψ∗Ψ = Θ∗Θ +Q.

Proof. Consider the positive function R in L1(E , E) defined by R = Θ∗Θ + Q.
Notice that T 	

ΘTΘ ≤ TR. Let Ψ in H2(E ,Y) be the maximal outer spectral factor
for TR. Then T 	

ΘTΘ ≤ T 	
ΨTΨ. According to Lemma 5.3.1, there exists a contractive

analytic function Φ in H∞(Y, E) such that Θ = ΦΨ. In particular, Θ(∞) =
Φ(∞)Ψ(∞). Since Θ(∞) is invertible, Φ(∞)Ψ(∞) must also be invertible. Because
the space E is finite dimensional and Ψ is outer, Ψ(∞) is invertible. So without
loss of generality we can assume that Ψ is an outer function in H2(E , E).

Let R =
∑∞
−∞Rne

−ıωn be the Fourier series expansion for R. Let K be
the subspace of L2(E) defined by the closed linear span of {e−ıωn

√
RE}∞0 , where√

R(eıω) is almost everywhere the positive square root of R(eıω). Let U be the
isometry on L2(E) defined by restricting the bilateral shift to K, that is, Uf =
e−ıωf where f is in K. Let Γ be the operator mapping E into K defined by
Γa =

√
Ra where a is in E . Then {U,Γ} is a controllable isometric representation
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for TR. To see this, observe that for any integer n ≥ 0 and a in E , we have

(R−na, a) =
1
2π

∫ 2π

0

e−ıωn(Ra, a)dω

=
1
2π

∫ 2π

0

e−ıωn(
√
Ra,

√
Ra)dω

= (UnΓa,Γa).

Hence {U,Γ} is a controllable isometric representation for TR.
By consulting the proof of Theorem 5.2.1, there exists a contraction Y map-

ping K onto �2+(Y) such that TΨg = YWg. Here

W =
[
Γ UΓ U2Γ · · · ]

and g is in �c+(E). Moreover, SY = Y U where S is the unilateral shift on �2+(E)
and Y V = {0} where V =

⋂∞
0 e−ıωnK. Because R is almost everywhere invertible,

L2(E) =
∞∨

n=−∞
e−ıωn

√
RE =

∞∨
n=−∞

e−ıωnΓE =
∞∨

n=−∞
e−ıωnK.

This readily implies that the minimal unitary extension for U is the bilateral shift
on L2(E). Clearly, the minimal unitary extension for S is the bilateral shift on
�2(E). Recall that the Fourier transform FE is a unitary operator which intertwines
the bilateral shift on �2(E) with the bilateral shift on L2(E), and SY = Y U .
According to Proposition 1.5.1, the operator F+

E Y admits a unique extension
which commutes with the bilateral shift on L2(E). Therefore we can view F+

E Y as
the restriction of a multiplication operator F+

E Y = MF |K where F is in L∞(E , E);
see Corollary 2.4.2. For a in E , we obtain

Ψa = F+
E TΨ

[
a 0 0 · · ·]tr = MFW

[
a 0 0 · · ·]tr = F

√
Ra (a ∈ E).

In other words, Ψ(eıω) = F (eıω)
√
R(eıω) almost everywhere. Because Ψ(eıω)

is almost everywhere unitary, F (eıω) is also almost everywhere invertible. Since
{0} = F+

E Y V = F |V , it follows that V is zero. So there is no unitary part in the
Wold decomposition of U . Therefore TR = T 	

ΨTΨ; see Part (iii) in Theorem 5.2.1.
In other words, Ψ∗Ψ = R = Θ∗Θ +Q. �

It is noted that Helson-Lowdenslager [130, 131] showed that a positive func-
tion R in L1(E , E), admits a square outer spectral factor if and only if∫ 2π

0

ln det[R(eıω)]dω > −∞; (5.6.5)

see also Chapter 5 in Sz.-Nagy-Foias [198]. Using this fact one can also give another
proof of Lemma 5.6.4. Here we presented a proof of this result using an isometric
representation.



Chapter 6

The Rational Case

In this chapter, we will present some results on Toeplitz matrices with rational
symbols. Then we will introduce the positive real lemma in systems theory. Finally,
we will present some classical ergodic theorems, and show how they can be used
to estimate the unitary part in the Wold decomposition of a controllable isometric
representation. Throughout we assume that E and Y are finite dimensional.

6.1 Rational Symbols

In this section, we will study positive Toeplitz matrices TR when its symbol R is
a rational function. Let TR be a positive Toeplitz matrix generated by the symbol
R =

∑∞
−∞ e−ıωnRn with values in L(E , E), that is,

TR =

⎡⎢⎢⎢⎣
R0 R−1 R−2 · · ·
R1 R0 R−1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (6.1.1)

We say that TR is a rational Toeplitz matrix, if its symbol R defines a rational
function. In this case, let F be the positive real function associated with TR defined
by

F (z) =
R0

2
+

∞∑
n=1

z−nRn. (6.1.2)

Using R∗n = R−n for all integers n ≥ 0, it follows that TR = TF + T 	
F and its

symbol R(eıω) = F (eıω) + F (eıω)∗. In particular, F is rational if and only if R
is rational, or equivalently, TR is a rational Toeplitz matrix. Finally, recall that
F is a positive real function if F is analytic in D+ and the Toeplitz matrix TR

determined by R = F + F ∗ is positive; see Section 5.4 and Theorem 5.4.1.
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Assume that TR is a positive Toeplitz matrix, or equivalently, F is positive
real. Let {U on K,Γ} be a controllable isometric representation for TR. Recall that
Rn = Γ∗U∗nΓ for all integers n ≥ 0. Using this with z in D+, it follows that

F (z) =
R0

2
+

∞∑
n=1

z−nRn =
1
2
Γ∗Γ +

∞∑
n=1

z−nΓ∗U∗nΓ

=
1
2
Γ∗Γ + z−1Γ∗(I − z−1U∗)−1U∗Γ

=
1
2
Γ∗Γ + Γ∗(zI − U∗)−1U∗Γ.

Hence Σ = {U∗, U∗Γ,Γ∗,Γ∗Γ/2} is an observable realization for F . The observ-
ability follows from the fact that the pair {U,Γ} is controllable. Because U∗ is a
contraction, F (z) is analytic in D+. Let X be the invariant subspace for U∗ defined
by extracting the controllable subspace from Σ, that is,

X =
∞∨

n=0

U∗n(U∗Γ)E . (6.1.3)

Let {A,B,C} be the set of operators defined by

A = U∗|X on X , B = U∗Γ : E → X and C = Γ∗|X : X → E . (6.1.4)

The realization {A,B,C,R0/2} was obtained by extracting the controllable part
from the observable realization Σ for F . Hence {A,B,C,R0/2} is a controllable and
observable realization for F . Therefore the dimension of X equals the McMillan
degree of F . In other words, F is rational if and only X is finite dimensional.
Finally, dimX = δ(F ). (Recall that the McMillan degree of a transfer function G
is denoted by δ(G).)

As before, let

U =
[
S 0
0 V

]
on
[
�2+(Y)
V

]
and Γ =

[
Γ1

Γ2

]
: E →

[
�2+(Y)
V

]
(6.1.5)

be the Wold decomposition for the pair {U,Γ}. Here S is the unilateral shift on
�2+(Y) where Y = kerU∗ and V is a unitary operator on V . Now let X1 be the
invariant subspace for S∗ defined by extracting the controllable subspace from the
pair {S∗, S∗Γ1}, that is,

X1 =
∞∨

n=0

S∗n(S∗Γ1)E . (6.1.6)

Let A1 be the operator on X1 and B1 the operator mapping E into X1 defined
by

A1 = S∗|X1 on X1 and B1 = S∗Γ1 : E → X1. (6.1.7)
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We claim that F is rational if and only if both X1 and V are finite dimen-
sional. In this case, X = X1 ⊕ V . Moreover, the minimal state space realization
{A,B,C,R0/2} of F in (6.1.4) admits a matrix representation of the form

A =
[
A1 0
0 V ∗

]
on
[ X1

V
]

and B =
[

B1

V ∗Γ2

]
: E →

[ X1

V
]
,

C =
[

Γ∗1 Γ∗2
]

:
[ X1

V
]
→ E and D =

1
2
(Γ∗1Γ1 + Γ∗2Γ2). (6.1.8)

To see this, observe that the Wold decomposition U = S ⊕ V yields

X =
∞∨

n=1

U∗nΓE =
∞∨

n=1

{S∗nΓ1a⊕ V ∗nΓ2a : a ∈ E} ⊆ X1 ⊕ V . (6.1.9)

If X1 and V are both finite dimensional, then X ⊆ X1 ⊕ V must also be finite
dimensional. Since {A,B,C,D} is a minimal realization, F is rational.

On the other hand, if F is rational, then X is finite dimensional. By consulting
the second equality in (6.1.9), we see that both X1 =

∨∞
1 S∗nΓ1E and X2 =∨∞

1 V ∗nΓ2E must be finite dimensional subspaces. Clearly, X2 is invariant under
V ∗, and V ∗|X2 is an isometry on X2. Because the subspace X2 is finite dimensional,
V ∗|X2 is a unitary operator on X2. In particular, X2 is a reducing subspace for V .
Using the fact that {V,Γ2} is controllable, we arrive at

V ⊇ X2 =
∞∨

n=0

V nX2 =
∨

n≥0,k>0

V nV ∗kΓ2E =
∞∨

n=−∞
V nΓ2E ⊇

∞∨
n=0

V nΓ2E = V .

Hence V = X2. In particular, V is finite dimensional. Finally, it is noted that the
pair{V ∗, V ∗Γ2} is controllable. To see this, recall that V = X2 =

∨∞
0 V ∗n(V ∗Γ2)E .

It remains to show that X = X1 ⊕ V , when F is rational. Recall that S∗n

converges to zero in the strong operator topology. Since A1 = S∗|X1 and X1 is
finite dimensional, An

1 converges to zero. In particular, A1 is stable, and all the
eigenvalues for A1 are inside the open unit disc. Using the fact that V ∗ is unitary,
A1 and V ∗ have no common eigenvalues. Because {A1, B1} and {V ∗, V ∗Γ2} are
both controllable, Lemma 6.1.2 below shows that X = X1 ⊕ V and A = A1 ⊕ V ∗.
Using this decomposition, we obtain the matrix representation {A,B,C,D} for F
in (6.1.8). In particular, the McMillan degree of F equals the dimension of X1 plus
the dimension of V .

Let Θ be the maximal outer spectral factor for TR. Then Remark 5.2.2 shows
that {A1, B1,ΠY |X1,Θ(∞)} is a controllable and observable realization for Θ. This
with δ(F ) = dimX1 + dimV readily implies that

δ(F ) = δ(Θ) + dim(V). (6.1.10)

In particular, if F is rational, then Θ is rational. Moreover, if F is rational, then
δ(F ) = δ(Θ) if and only if U = S is a unilateral shift. In this case, Θ is a function
in H∞(E ,Y), and TR = T ∗ΘTΘ, or equivalently, R = Θ∗Θ; see Theorem 5.2.1.
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Assume that F is rational, or equivalently, X is finite dimensional. Let U =
S ⊕ V on K+ ⊕ V be the Wold decomposition of U , where S is a unilateral shift
and V is unitary. Recall that in the Wold decomposition, the subspace K+ or V
may or may not be present. If V is not present, then U = S. On the other hand, if
K+ is not present, then U = V . If U = S is the unilateral shift, then A = S∗|X is
stable. This follows from the fact that S∗n converges to zero in the strong operator
topology. In this case, all the poles of F are inside the open unit disc D. Finally,
if U = V is unitary and F is rational, then V = X , and {V ∗, V ∗Γ,Γ∗, R0/2} is a
minimal realization for F . In this case, all the poles of F are on the unit circle.

Theorem 6.1.1. Let TR be a positive Toeplitz matrix where R =
∑∞
−∞ e−ıωnRn is

rational, and its corresponding positive real function F = R0/2+
∑∞

1 e−ıωnRn. Let
Θ be the maximal outer spectral factor for TR. Then the following are equivalent.

(i) The function F admits a stable finite dimensional realization.

(ii) The Toeplitz matrix TR = T ∗ΘTΘ, or equivalently, R = Θ∗Θ.

(iii) The functions F and Θ have the same McMillan degree, that is, δ(F ) = δ(Θ).

(iv) If {U,Γ} is a controllable isometric representation for TR, then U is a uni-
lateral shift.

(v) The Toeplitz matrix TR defines an operator on �2+(E).

In this case, F and Θ both admit stable minimal realizations of the form {A,B, �, �}
where � represents an unspecified entry.

Proof. Recall that Θ admits a minimal realization of the form {A1, B1, �, �} where
A1 = S∗|X1 and B1 = S∗Γ1; see Remark 5.2.2. Since A1 is stable, Θ is a ra-
tional function in H∞(E ,Y) and TΘ is a well-defined operator. Recall also that
{A,B,C,R0/2} in (6.1.8) is a minimal realization for F . Because all minimal re-
alizations for F are similar, F admits a stable realization if and only if V = {0},
or equivalently, U = S is a unilateral shift. Hence F admits a stable realization
if and only if TR = T ∗ΘTΘ where Θ is the maximal outer spectral factor for TR;
see Part (iii) of Theorem 5.2.1. Therefore Parts (i) and (ii) are equivalent. In this
case, A = A1 = S∗|X1 is stable and B = B1. So F and Θ both admit minimal
realizations of the form {A,B, �, �}.

Assume that Part (iii) holds, that is, F and Θ have the same McMillan degree.
According to (6.1.10), the subspace V = {0}. In other words, A = A1 is stable and
F admits a stable realization. So Part (iii) implies Part (i), or equivalently, Part
(ii). If Part (ii) holds, then Theorem 5.2.1 shows that U = S and V is not part of
the Wold decomposition for U . Equation (6.1.10) implies that δ(F ) = δ(Θ) and
Part (iii) holds. Therefore Parts (i), (ii) and (iii) are equivalent.

Part (iii) in Theorem 5.2.1 shows that Parts (ii) and (iv) are equivalent. If F
admits a finite dimensional stable realization, then F is in H∞(E , E). In particular,
TF defines an operator on �2+(E). Hence TR = TF +T ∗F is also an operator on �2+(E).
In other words, Part (i) implies Part (v). On the other hand, if TR defines an
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operator on �2+(E), then the first column TR|E of TR defines an operator mapping
E into �2+(E). So F (z) = R0/2 +

∑∞
1 z−nRn is a rational function in H2(E , E). In

particular, the poles of F are in the open unit disc. Therefore F admits a finite
dimensional stable realization, and Part (i) holds. �

As before, assume that TR is a rational positive Toeplitz matrix, and F is the
positive real function determined by (6.1.2). The matrix representation in (6.1.8)
for the minimal realization {A,B,C,D} of F (z) shows that F = F1 + F2, where
F1 and F2 are the functions determined by

F1(z) =
1
2
Γ∗1Γ1 + C1(zI −A1)−1B1,

F2(z) =
1
2
Γ∗2Γ2 + Γ∗2(zI − V ∗)−1V ∗Γ2. (6.1.11)

Here F1 is the positive real function corresponding to the controllable isometric
pair {S,Γ1}, and F2 is a positive real function corresponding to the controllable
unitary pair {V,Γ2} in the Wold decomposition of {U,Γ}. As expected, C1 is the
operator from X1 into E given by C1 = Γ∗|X1. Let {Â, B̂, Ĉ, D̂} be any minimal
realization of F . Then Â is similar to A1⊕V ∗. In particular, U is a unilateral shift
if and only if Â is stable. Since F is rational and the realization is minimal, U is
a unilateral shift if and only if F is in H∞(E , E). On the other hand, U is unitary
if and only if all the eigenvalues of Â are on the unit circle.

Let us present a state space method to obtain F1 and F2 from any minimal
realization of F . By employing the Jordan decomposition of Â, without loss of
generality, we can assume that the minimal realization {Â, B̂, Ĉ, D̂} of F can be
written as

Â =

[
Â1 0
0 Â2

]
on

[
X̂1

X̂2

]
, B̂ =

[
B̂1

B̂2

]
: E →

[
X̂1

X̂2

]
,

Ĉ =
[
Ĉ1 Ĉ2

]
:

[
X̂1

X̂2

]
→ E .

Here Â1 is stable, and all the eigenvalues of Â2 are on the unit circle. We claim
that F1 and F2 can be computed by the following formula:

F1(z) = (D̂ − 1
2
Ĉ2Â

−1
2 B̂2) + Ĉ1(zI − Â1)−1B̂1,

F2(z) =
1
2
Ĉ2Â

−1
2 B̂2 + Ĉ2(zI − Â2)−1B̂2. (6.1.12)

To see this, first observe that F can be expressed as

F (z) = D̂ + Ĉ1(zI − Â1)−1B̂1 + Ĉ2(zI − Â2)−1B̂2 = F1(z) + F2(z), (6.1.13)
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where F1 and F2 are given in (6.1.11). Notice that F1 is a rational function with
all its poles in D, while F2 is a rational function with all its poles on the unit circle.
In fact, (6.1.13) can be viewed as a partial fraction expansion of F . Since Â1 is
stable, and all the poles of Â2 are on the unit circle, equation (6.1.13) implies that

Ĉ1(zI − Â1)−1B̂1 = C1(zI −A1)−1B1

Ĉ2(zI − Â2)−1B̂2 = C2(zI − V ∗)−1V ∗Γ2. (6.1.14)

Recall that D̂ = (Γ∗1Γ1 + Γ∗2Γ2)/2. So to compute F1 and F2, all we need is either
Γ∗1Γ1 or Γ∗2Γ2. Since {Â2, B̂2, Ĉ2, 0} and {V ∗, V ∗Γ2,Γ∗2, 0} are minimal realizations
of the same transfer function, there exists a similarity transformation Φ mapping
V onto X̂2 such that

Â2Φ = ΦV ∗, B̂2 = ΦV ∗Γ2 = Â2ΦΓ2 and Ĉ2Φ = Γ∗2.

Because Â2 is invertible, ΦΓ2 = Â−1
2 B̂2. Using this, we obtain Γ∗2Γ2 = Ĉ2ΦΓ2 =

Ĉ2Â
−1
2 B̂2. Therefore F1 and F2 are given by (6.1.12). This proves our claim.

Lemma 6.1.2. Let {A1 on X1, B1} and {A2 on X2, B2} be two finite dimensional
pairs of operators such that A1 and A2 have no common eigenvalues. Consider the
operators A on X = X1 ⊕X2 and B mapping E into X defined by

A =
[
A1 0
0 A2

]
and B =

[
B1

B2

]
.

Then the pair {A,B} is controllable if and only if both {A1, B1} and {A2, B2} are
controllable.

Proof. If {A,B} is controllable, then
∞∨

n=0

{An
1B1a⊕An

2B2a : a ∈ E} =
∞∨

n=0

AnBE = X1 ⊕X2.

Hence both {A1, B1} and {A2, B2} must be controllable.
On the other hand, assume that both {A1, B1} and {A2, B2} are controllable.

Recall that A1 and A2 have no common eigenvalues. According to the Popov-
Belevitch-Hautus test, the pair {A,B} is controllable if and only if the range of
the matrix

Jλ =
[
A1 − λI 0 B1

0 A2 − λI B2

]
is onto X1 ⊕X2 for all λ in C . If λ is not an eigenvalue of A1 or A2, then clearly
Jλ is onto. If λ is an eigenvalue for A1, then λ is not an eigenvalue for A2, and
thus, A2 − λI is invertible. Hence 0⊕X2 is contained in the range of Jλ. Because
{A1, B1} is controllable, X1 = ran[A1 − λI B1]. Therefore

ranJλ ⊇ ran
[
A1 − λI B1

0 B2

]∨[ 0
X2

]
=
[ X1

X2

]
,
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and thus, Jλ is onto. A similar argument shows that if λ is an eigenvalue of
A2, then λ is not an eigenvalue of A1 and Jλ is onto. Therefore Jλ is onto for
all complex numbers λ. By the Popov-Belevitch-Hautus test, the pair {A,B} is
controllable. �

6.2 The Positive Real Lemma

This section is devoted to the positive real lemma. This lemma uses state space
techniques to determine when a rational Toeplitz matrix is positive. This lemma
also forms the foundation for the state space factorization techniques discussed in
Chapter 10.

Lemma 6.2.1 (Positive Real). Let {A on X , B, Ĉ, R0/2} be a stable controllable
finite dimensional realization for a L(E , E)-valued rational function F , where R0

is positive. Then F is positive real if and only if there exists a positive operator P
on X and C mapping X into Y, and D mapping E onto Y such that the following
conditions hold:

P = A∗PA+ C∗C,

Ĉ = B∗PA+D∗C,
D∗D = R0 −B∗PB. (6.2.1)

Moreover, if Θ is the transfer function for {A,B,C,D}, then Θ is a spectral factor
for TR, that is, TR = T ∗ΘTΘ, or equivalently, R = Θ∗Θ. Finally, the outer factor
Θo for Θ is the outer spectral factor for TR.

Remark 6.2.2. Let F be a positive real function in H∞(E , E) corresponding to a
positive rational Toeplitz matrix TR, that is, R = F + F ∗. Then the positive real
lemma can be used to compute the maximal outer spectral Θo factor for TR. To
see this, let {A,B, Ĉ, R0/2} be a stable controllable realization for F where R0 is
positive. Let Ξ be the set of all positive operators P satisfying the three conditions
in Lemma 6.2.1. Then there exists a minimal Po in Ξ, that is, there exists a unique
Po in Ξ such that Po ≤ P for all P in Ξ. Moreover, for this Po, let Do be any
operator mapping E onto Y such that D∗oDo = R0 − B∗PoB. Then there exists a
unique Co mapping X into Y such that

Po = A∗PoA+ C∗oCo and Ĉ = B∗PoA+D∗oCo. (6.2.2)

In this case, {A,B,Co, Do} is a realization for the outer spectral factor Θo for TR.
The proof of the Positive Real Lemma 6.2.1, uses Lemma 4.5.4 restated here

for convenience as follows.

Lemma 6.2.3. Let {A on X , B, C,D} be a stable realization for a L(E ,Y)-valued
transfer function Θ. Let P be the observability Gramian for {C,A}, that is, let P
be the unique solution to the Lyapunov equation

P = A∗PA+ C∗C. (6.2.3)
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Moreover, let TR be the self-adjoint Toeplitz matrix generated by a L(E , E) sequence
{Rn}∞0 where R−k = R∗k; see (6.1.1). Then TR = T ∗ΘTΘ if and only if

R0 = B∗PB +D∗D

Rn = (B∗PA+D∗C)An−1B (n ≥ 1). (6.2.4)

In this case,

T tr
R − TΘ̃T

∗
Θ̃

= W ∗PW (6.2.5)

where Θ̃(z) = Θ(z)∗ and W is the controllability operator for {A,B} defined by

W =
[
B AB A2B · · · ] : �2+(E) → X . (6.2.6)

Proof of the Positive Real Lemma 6.2.1. Let {A,B, Ĉ, R0/2} be a stable control-
lable realization for a function F . Let F = R0/2+

∑∞
1 z−nRn be the Taylor series

expansion for F , and TR the Toeplitz matrix determined by R = F + F ∗.
Assume that TR is a positive Toeplitz matrix. Because A is stable, TR =

T ∗ΘTΘ where Θ is the maximal outer spectral factor for TR. Moreover, Θ admits
a realization of the form {A,B,C,D}; see Theorem 6.1.1. Let P be the observ-
ability Gramian for the pair {C,A}. Because {A,B, Ĉ, R0/2} is a realization of
F , equation (6.2.4) in Lemma 6.2.3 shows that

ĈAn−1B = Rn = (B∗PA+D∗C)An−1B (n ≥ 1).

Since {A,B} is controllable, Ĉ = B∗PA + D∗C. So the first two conditions in
(6.2.1) hold. The last condition D∗D = R0−B∗PB follows from (6.2.4) in Lemma
6.2.3. In other words, all the conditions in (6.2.1) hold.

Assume that P is a positive operator satisfying (6.2.1). Lemma 6.2.3 shows
that TR = T ∗ΘTΘ where {A,B,C,D} is a realization of Θ. �
Proof of Remark 6.2.2. Let P be any positive solution satisfying all three condi-
tions in the positive real lemma. Recall that TR = T ∗ΘTΘ where Θ is the transfer
function determined by {A,B,C,D}. Clearly, Θ = ΘiΘo where Θi is an inner
function, and Θo is an outer function. Since TR = T ∗Θo

TΘ∗i TΘiTΘo = T ∗Θo
TΘo , we

see that Θo is the maximal outer spectral factor for TR. For a rational Toeplitz
matrices, one can choose realizations of the form {A,B, �, �} for both F and Θo;
see Theorem 6.1.1. So without loss of generality, we can assume that Θo admits
a controllable realization of the form {A,B,Co, Do}. If Po is the observability
Gramian for {Co, A}, then Po also satisfies the three conditions (6.2.1) in Lemma
6.2.1, where Co replaces C and Do replaces D. Since Θ = ΘiΘo, we see that
Θ̃ = Θ̃oΘ̃i. Because Θi is inner, 1 = ‖Θi‖∞ = ‖Θ̃i‖∞. So Θ̃i is a contractive
analytic function, and TΘ̃i

is also a contraction. In particular, TΘ̃i
T ∗

Θ̃i
≤ I. By

employing (6.2.5), we arrive at

W ∗PW = T tr
R − TΘ̃T

∗
Θ̃

= T tr
R − TΘ̃o

TΘ̃i
T ∗

Θ̃i
T ∗

Θ̃o

≥ T tr
R − TΘ̃o

T ∗
Θ̃o

= W ∗PoW.
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Hence W ∗PoW ≤ W ∗PW . Because the pair {A,B} is controllable, this readily
implies that Po ≤ P . In other words, Po is the smallest solution in Ξ.

We claim that Po is unique. If P1 is another minimal solution in Ξ, then
P1 ≤ Po ≤ P for all P in Ξ. Since Po is also a minimal solution, Po ≤ P1 ≤ P .
Therefore Po = P1. In other words, the minimal solution Po is unique.

To complete the proof, it remains to show that if Do is onto and Co is
determined by (6.2.2), then {A,B,Co, Do} is a realization for the maximal outer
spectral factor Θo. If P = Po, then condition R0−B∗PoB = D∗oDo implies that Do

is unique up to a unitary constant operator on the left. Without loss of generality,
we can assume that Do = Θo(∞) (Recall that if Ω is an outer function, then Ω(∞)
is onto; see Remark 3.2.3.) The second condition (6.2.1) in Lemma 6.2.1, implies
that D∗oCo = Ĉ − B∗PoA. Since D∗o is one to one, Co is uniquely determined.
Hence {A,B,Co, Do} must be a realization for Θo. �

The McMillan degree of the outer factor. Let δ(G) denote the McMillan degree
of a transfer functionG. Let Θ be a rational transfer function inH∞(E ,Y). Clearly,
Θ admits a unique inner-outer factorization of the form Θ = ΘiΘo where Θi is
inner and Θo is outer. In this case, the following holds:

(i) Both Θi and Θo are rational functions.

(ii) δ(Θo) ≤ δ(Θ) and δ(Θi) ≤ δ(Θ).

(iii) Let {A on X , B, C,D} be any minimal realization for Θ and P the corre-
sponding observability Gramian. Then δ(Θo) = δ(Θ) if and only if the pair
{Ĉ, A} is observable where Ĉ = B∗PA+D∗C.

Lemma 4.5.1 shows that Parts (i) and (ii) hold. Let us present an alternate proof of
the fact that δ(Θo) ≤ δ(Θ). Set TR = T ∗ΘTΘ. According to Lemma 6.2.3, the entries
{Rn}∞0 in the first column of TR are computed by (6.2.4). So {A on X , B, Ĉ, R0/2}
is a controllable realization for the positive real function F corresponding to TR. In
particular, δ(F ) ≤ dimX , with equality if and only if the pair {Ĉ, A} is observable.
Using TΘ = TΘiTΘo along with the fact that TΘi is an isometry, TR = T ∗Θo

TΘo .
Hence Θo is the outer spectral factor for TR. Because F and Θo have the same
McMillan degree (see Theorem 6.1.1), we obtain

δ(Θo) = δ(F ) ≤ dimX = δ(Θ). (6.2.7)

Hence δ(Θo) ≤ δ(Θ). Since the McMillan degree of Θo is finite, Θo must be a
rational function. Finally, Part (iii) follows from the fact that there is equality in
(6.2.7) if and only if {Ĉ, A} is observable.

6.3 Finite Dimensional Unitary Part

In this section, we will study the case when the unitary part of the Wold decom-
position acts on a finite dimensional space.
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Proposition 6.3.1. Let Θ be an outer function in H2(E ,Y) and Γ1 the operator
mapping E into H2(Y) determined by Γ1f = Θf for all f in E. Let {V,Γ2} be
a controllable isometric pair where V is a unitary operator acting on a finite
dimensional space V. Consider the isometric representation {U on K,Γ} given
by

U =
[
S 0
0 V

]
on
[
H2(Y)
V

]
and Γ =

[
Γ1

Γ2

]
: E →

[
H2(Y)
V

]
(6.3.1)

where S is the unilateral shift on H2(Y). Then {U,Γ} is controllable.

Proof. Assume that h⊕ x is a vector in H2(Y)⊕ V such that h⊕ x is orthogonal
to UnΓE for all integers n ≥ 0. By using the Wold decomposition this implies that
Γ∗1S

∗nh+ Γ∗2V
∗nx = 0 for all n. Because the backward shift S∗n converges to zero

in the strong operator topology, we see that Γ∗2V
∗nx converges to zero as n tends

to infinity. Since {V,Γ2} is controllable, the pair {Γ∗2, V ∗} is observable. Lemma
6.3.2 below, shows that x = 0. Therefore h is orthogonal to SnΓ1E for all integers
n ≥ 0, or equivalently, h is orthogonal to ΘP(E). (Recall that P(E) is the space of
all polynomials in 1/z with values in E .) Because Θ is an outer function, we see
that h = 0. In other words, the only vector orthogonal to

∨∞
0 UnΓE is the zero

vector, or equivalently,
∨∞

0 UnΓE equals H2(Y)⊕ V . Therefore the pair {U,Γ} is
controllable. �

Lemma 6.3.2. Let {C,A} be an observable pair where A is a unitary operator on
a finite dimensional space X and C is an operator mapping X into Y. Let x be
any vector in X . Then

lim
n→∞CAnx = 0 (6.3.2)

if and only if x = 0.

Proof. LetM be the set of all vectors x in X such that CAnx converges to zero as
n tends to infinity. Notice that M is a linear space. Moreover, if x is in M, then
CAnAx also converges to zero. In other words, M is an invariant subspace for A.
So A|M defines a unitary operator on M. In particular, the operator A|M has
an eigenvector. Let x be any eigenvector for A contained in M, that is, Ax = λx
where x is in M. Then CAnx = λnCx converges to zero as n tends to infinity.
Because λ must be on the unit circle, Cx = 0. Hence CAnx = λnCx = 0 for all
integers n ≥ 0. Since the pair {C,A} is observable, x must be zero. Therefore the
subspace M = {0}. �

Example. Let Θ be an outer function in H∞(E ,Y). Let Aj mapping E onto Ej

where dim Ej ≤ dim E for j = 1, 2, . . . , ν be a finite set of operators. Consider the
sequence {Rn}∞−∞ determined by

Rn =
1
2π

∫ 2π

0

eıωnΘ(eıω)∗Θ(eıω)dω +
ν∑

k=1

A∗kAke
−ıωkn (6.3.3)
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where {ωk}ν
1 are distinct frequencies. Let TR be the Toeplitz matrix determined

by R =
∑∞
−∞ e−ıωnRn. We claim that TR is a positive Toeplitz matrix and Θ is

the maximal outer spectral factor for TR.
To see this, consider the isometric representation {U,Γ} determined by

U =
[
S 0
0 V

]
on
[
H2(Y)
⊕ν

1Ej

]
and Γ =

[
Γ1

Γ2

]
: E →

[
H2(Y)
⊕ν

1Ej

]
. (6.3.4)

As expected, S is the unilateral shift on H2(Y), and Γ1 is the operator mapping
E into H2(Y) given by Γ1ξ = Θξ where ξ is in E . Moreover, V is the diagonal
unitary operator on ⊕ν

1Ej determined by

V =

⎡⎢⎢⎢⎣
eıω1I 0 · · · 0

0 eıω2I · · · 0
...

...
. . .

...
0 0 · · · eıωνI

⎤⎥⎥⎥⎦ and Γ2 =

⎡⎢⎢⎢⎣
A1

A2

...
Aν

⎤⎥⎥⎥⎦ . (6.3.5)

Notice that {eıωj}ν
1 are the eigenvalues for V . Proposition 6.3.1 guarantees that the

pair {U,Γ} is controllable. Finally, it is noted that in most engineering problems
the eigenvalues {eıωj}ν

1 for V come in complex conjugate pairs. Moreover, in this
case, the corresponding amplitudes A∗jAj are the same. For example, if eıω2 is the
complex conjugate of eıω1 , then in applications A∗1A1 = A∗2A2.

A simple calculation shows that Γ∗1 is the operator mapping H2(Y) into E
given by

Γ∗1h =
1
2π

∫ 2π

0

Θ(eıω)∗h(eıω) dω (h ∈ H2(Y)),

Γ∗1S
nΓ1 =

1
2π

∫ 2π

0

e−ıωnΘ(eıω)∗Θ(eıω) dω (for all integers n ≥ 0).

Moreover, Γ∗2V
nΓ2 =

∑ν
k=1A

∗
kAke

ıωkn for all integers n. By construction R−n =
Γ∗UnΓ for all integers n ≥ 0. So {U,Γ} is a controllable isometric representation for
the Toeplitz matrix TR generated by the symbolR =

∑∞
−∞ e−ıωnRn. In particular,

TR is positive and Θ is the maximal outer spectral factor for TR.

6.4 A Classical Ergodic Result

In this section, we will present a classical ergodic result involving a contraction.
Then we will use the inverse fast Fourier transform on {Rn} to find the eigenvalues
for U on the unit circle, where {U,Γ} is the controllable isometric representation
for {Rn}. Finally, it is noted that these ergodic results may require large data sets
to work effectively.

Recall that an operator C is a contraction if ‖C‖ ≤ 1. Finally, it is noted
that e−iθ is an eigenvalue for C on H if and only if the kernel of e−iθI − C is
nonzero. The following is a classical ergodic result for a contraction.
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Theorem 6.4.1. Let C be a contraction on H, and set L = ker(e−iθI − C). Then
the orthogonal projection PL onto L is given by

PL = lim
n→∞

1
n

n−1∑
k=0

eiθkCk (6.4.1)

in the strong operator topology.

Proof. Set

Cn =
1
n

n−1∑
k=0

eiθkCk.

Let x be a vector in L, or equivalently, assume that Cx = e−iθx. Then Cnx = x.
In other words, Cnx = x = PLx. Notice that Cn is a contraction. To see this,
observe that because C is a contraction,

‖Cn‖ = ‖ 1
n

n−1∑
k=0

eiθkCk‖ ≤ 1
n

n−1∑
k=0

‖eiθkCk‖ ≤ n

n
= 1.

Therefore ‖Cn‖ ≤ 1 and Cn is a contraction.
We claim that L = ker(eiθI−C∗). Assume that x is in L, that is, Cx = e−iθx.

Using the fact that C is a contraction, we obtain

‖eiθx− C∗x‖2 = ‖eiθx‖2 − 2�(eiθx,C∗x) + ‖C∗x‖2
= ‖x‖2 + ‖C∗x‖2 − 2�(eiθCx, x)

≤ 2‖x‖2 − 2�(eiθe−iθx, x) = 2‖x‖2 − 2‖x‖2 = 0.

Hence ‖eiθx− C∗x‖ ≤ 0, or equivalently, x is in ker(eiθI − C∗). In other words,

L = ker(e−iθI − C) ⊆ ker(eiθI − C∗). (6.4.2)

Notice that this holds for any contraction C and complex number eiθ on the unit
circle. So replacing eiθ by e−iθ and C by C∗ in equation (6.4.2), we see that
ker(eiθI −C∗) ⊆ ker(e−iθI −C). Therefore L = ker(eiθI −C∗) = ker(I − e−iθC∗).
Recall that for any operator M , we have ker(M)⊥ = ranM∗. By taking the adjoint
of I − e−iθC∗ this readily implies that

L⊥ = (I − eiθC)H. (6.4.3)

For h in H, we obtain

Cn(I − eiθC)h =
1
n

n−1∑
k=0

eiθkCkh− 1
n

n∑
k=1

eiθkCkh =
1
n

(
h− eiθnCnh

)
.

Because C is a contraction, Cn(I − eiθC)h converges to zero for every h in H.
Recall that Cn is also a contraction. Since (I − eiθC)H is dense in L⊥, it follows
that Cnh converges to zero for all h in L⊥. Recall that Cnx = x for all x in L.
Therefore the sequence Cn converges to PL in the strong operator topology. �
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Let {U,Γ} be any controllable isometric representation for a positive Toeplitz
matrix TR with symbol R =

∑∞
−∞ e−ıωnRn. Recall that R−n = Γ∗UnΓ for all

integers n ≥ 0. Moreover, U admits a Wold decomposition of the form U = S⊕V
where S is a unilateral shift on �2+(E) and V is a unitary operator on V . Recall
that S∗ has no eigenvalues on the unit circle. Theorem 6.4.1 with C = U∗ shows
that

Γ∗PLΓ = Γ∗ lim
n→∞

1
n

n−1∑
k=0

eiθkU∗kΓ = lim
n→∞

1
n

n−1∑
k=0

eiθkRk (6.4.4)

where PL is the orthogonal projection onto ker(e−iθI−V ∗) = ker(eiθI−V ). If eiθ

is not an eigenvalue for V , then PL equals zero.
Consider the controllable isometric pair {U,Γ} presented in (6.3.4) and (6.3.5)

of the example at the end of Section 6.3. Here {Rn} is defined by (6.3.3). Then
(6.4.4) reduces to

lim
n→∞

1
n

n−1∑
k=0

eiθkRk = A∗jAj if θ = ωj

= 0 if θ /∈ {ωj}ν
1 . (6.4.5)

The inverse fast Fourier transform with Theorem 6.4.1 can be used to com-
pute the eigenvalues for V and sometimes even Γ∗PLΓ. To see this, recall that the
inverse fast Fourier transform of a sequence {ak} is given by 1

n

∑n−1
0 eıωkak where

eıω is chosen at n points evenly spaced around the unit circle. For large n the in-
verse fast Fourier transform of Rn = Γ∗U∗nΓ, that is, 1

n

∑n−1
0 eıωkRk “converges

to” zero if eıω is not an eigenvalue for V and Γ∗PLΓ if eıω is an eigenvalue for V .
If one runs the inverse fast Fourier transform on the controllable isometric

pair in the example in Section 6.3, then for large n equation (6.4.5) holds. Finally,
it is noted that due to the partitioning of the unit circle by the fast Fourier
transform, there can be a significant error in using the fast Fourier transform to
estimate the amplitude Γ∗PLΓ.
Example. Consider the outer function given by

θ(z) =
1.1465z2− 0.2850z + 0.1125

z2 − 0.2802z− 0.0585
. (6.4.6)

Let TR be the Toeplitz matrix with symbol R =
∑∞
−∞ = rne

−ıωn determined by

rn = (eıωnθ, θ)L2 +
1
2

cos(nπ/2) +
1
4

cos(nπ/4). (6.4.7)

In this case, rn is real and rn = r−n for all integers n. Moreover, the controllable
isometric representation {U,Γ} for TR admits a Wold decomposition of the form

U =
[
S 0
0 V

]
on
[
H2

C4

]
and Γ =

[
Γ1

Γ2

]
: C →

[
H2

C4

]
. (6.4.8)
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As expected, S is the unilateral shift on H2, and Γ1 is the operator mapping C

into H2 given by Γ1ξ = θξ where ξ is in C. The unitary operator V on C4 is
determined by

V =

⎡⎢⎢⎣
eıπ/2 0 0 0

0 e−ıπ/2 0 0
0 0 eıπ/4 0
0 0 0 e−ıπ/4

⎤⎥⎥⎦ and Γ2 =

⎡⎢⎢⎣
1/2
1/2

1/
√

8
1/
√

8

⎤⎥⎥⎦ . (6.4.9)

Proposition 6.3.1 guarantees that the pair {U,Γ} is controllable. The plot for the
inverse fast Fourier transform for {rn} is given in Figure 6.1. The peaks in the
spectrum occur at 0.785 ≈ π/4, 1.57 ≈ π/2, 4.71 ≈ 3π/2 and 5.5 ≈ 7π/4. We
computed a 214 point inverse fast Fourier transform of {rj}10000 padded with the
appropriate number of zeros. Then we plotted the power spectrum which is the
absolute value squared of the inverse fast Fourier transform for {rj}10000 . The power
spectrum displays the peaks better than plotting the absolute value of the inverse
fast Fourier transform. The corresponding Matlab commands are

• num = [1.1465,−0.2850, 0.1125]; den = [1,−0.2802,−0.0585];

• f = fft(num, 2 ∧ 14)./fft(den, 2 ∧ 14);

• r1 = real(ifft(abs(f). ∧ 2)); r2 = cos((0 : 1000) ∗ π/4)/4 + cos((0 : 1000) ∗
π/2)/2;

• a = ifft(r1(1 : 1001) + r2, 2 ∧ 14);

• w = linspace(0, 2 ∗ π, 2 ∧ 14);

• plot(w, (abs(a)∗2∧14/1001)); Here 214/1001 is used to normalize the padding
in the fast Fourier transform and at the same time plot 214 points on the
“ spectrum”.

Finally, it is noted that the peaks in Figure 6.1 yields 1/4 = (1/2)2 corresponding
to e±ıπ/2 and 1/8 = (1/

√
8)2 corresponding to e±ıπ/4.

6.5 Another Ergodic Result

If the unitary part in the Wold decomposition is finite dimensional, then the
following result can be used to compute this unitary part.

Proposition 6.5.1. Let TR be the positive Toeplitz matrix generated by the con-
trollable isometric pair {U on K,Γ} where the maximal outer spectral factor Θ is
a function in H∞(E ,Y) and the unitary part {V on V ,Γ2} acts on a finite di-
mensional state space; see (5.2.3). Without loss of generality, assume that {V,Γ2}
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Figure 6.1: The “ spectrum”.

admits a matrix representation of the form:

V =

⎡⎢⎢⎢⎣
λ1I 0 · · · 0
0 λ2I · · · 0
...

...
. . .

...
0 0 · · · λνI

⎤⎥⎥⎥⎦ on

⎡⎢⎢⎢⎣
E1

E2

...
Eν

⎤⎥⎥⎥⎦ and Γ2 =

⎡⎢⎢⎢⎣
A1

A2

...
Aν

⎤⎥⎥⎥⎦ : E →

⎡⎢⎢⎢⎣
E1

E2

...
Eν

⎤⎥⎥⎥⎦ . (6.5.1)

Here {λj}ν
1 are ν distinct complex numbers on the unit circle, and Aj are operators

from E onto Ej. Let TR,n on En be the positive block Toeplitz matrix contained in
the n× n upper left-hand corner of TR; see (5.1.1) and (5.1.3). Then the nonzero
singular values of TR,n/n converge to the singular values of the diagonal matrix
diag [{AjA

∗
j}ν

1 ].

Proof. Recall that {U,Γ} admits a Wold decomposition of the form (5.2.3). More-
over, the Toeplitz matrix TR,n = W ∗

nWn where Wn is the controllability matrix
defined by

Wn =
[
Γ UΓ U2Γ · · · Un−1Γ

]
,

Wn,1 =
[
Γ1 SΓ1 S2Γ1 · · · Sn−1Γ1

]
,

Wn,2 =
[
Γ2 V Γ2 V 2Γ2 · · · V n−1Γ2

]
. (6.5.2)

Observe that Wn =
[
Wn,1 Wn,2

]tr. Hence

1
n
TR,n =

1
n
W ∗

n,1Wn,1 +
1
n
W ∗

n,2Wn,2. (6.5.3)
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Notice that Wn,1 = TΘ|En; see (5.2.7). Because Θ is a function in H∞(E ,Y)
the Toeplitz operator TΘ is bounded. In particular, ‖Wn,1‖ ≤ γ for some finite
scalar γ and all integers n ≥ 1. This readily implies that 1

nW
∗
n,1Wn,1 converges

to zero as n tends to infinity. So to complete the proof, it remains to show that
the nonzero singular values converge to the singular values of the diagonal matrix
diag [{AjA

∗
j}ν

1 ].
Clearly, W ∗

n,2Wn,2 and Wn,2W
∗
n,2 have the same singular values. To finish the

proof it is sufficient to show that

lim
n→∞

1
n
Wn,2W

∗
n,2 = diag [{AjA

∗
j}ν

1 ]. (6.5.4)

To this end, observe that

Wn,2 =

⎡⎢⎢⎢⎣
A1 λ1A1 λ2

1A1 · · · λn−1
1 A1

A2 λ2A2 λ2
2A2 · · · λn−1

2 A2

...
...

... · · · ...
Aν λνAν λ2

νAν · · · λn−1
ν Aν

⎤⎥⎥⎥⎦ .
Since {λj}ν

1 are on the unit circle, the {k, k} entry of Wn,2W
∗
n,2/n is determined

by (
1
n
Wn,2W

∗
n,2

)
k,k

=
1
n

n−1∑
j=0

|λk|2AkA
∗
k = AkA

∗
k.

Recall that if r �= 1, then
∑n−1

0 rj = (1 − rn)/(1 − r). Using this we see that the
{k,m} entry of Wn,2W

∗
n,2/n is given by(

1
n
Wn,2W

∗
n,2

)
k,m

=
1
n

n−1∑
j=0

λkλmAkA
∗
m =

1− (λkλm)n

n(1− λkλm)
AkA

∗
m → 0.

Combining this with (Wn,2W
∗
n,2)k,k/n = AkA

∗
k yields (6.5.4). Finally, (6.5.3) and

(6.5.4) show that the nonzero singular values of TR,n/n converge to the singular
values of the diagonal matrix diag [{AjA

∗
j}ν

1 ]. �

The Frobenius norm of a matrix M is denoted by ‖M‖2, that is, ‖M‖22 =
trace(MM∗). Recall that UΛV ∗ is the singular value decomposition for a finite
dimensional operator T mapping X into Y, if Λ is the rectangular diagonal matrix
mapping Cν into Cμ consisting of the singular values of T , while V is a unitary
operator mapping Cν into X and U is a unitary operator mapping Cμ into Y.

Theorem 6.5.2 (Procrustes problem). Let X mapping U into X and Y mapping
U into X be finite dimensional matrices. Consider the optimization problem

σ = inf{‖AX − Y ‖2 : A is a unitary operator on X}. (6.5.5)

Then an optimal solution to (6.5.5) is given by A = V U∗ where UΛV ∗ = XY ∗ is
the singular value decomposition of XY ∗.
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Proof. If B is a unitary operator on X , then we have

‖BX − Y ‖2 = ‖BX‖22 − 2�(BX, Y )2 + ‖Y ‖22 = ‖X‖22− 2� trace(BXY ∗) + ‖Y ‖22.
Observe that ‖BX − Y ‖2 is minimized by choosing B such that � trace(BUΛV ∗)
is as large as possible. Since V ∗BU is a contraction, the diagonal entries of V ∗BU
are all in the closed unit disc. Recall that trace(MN) = trace(NM) where M
and N are operators acting on the appropriate finite dimensional spaces. So by
choosing A = V U∗, we obtain

� trace(BXY ∗) = � trace(BUΛV ∗) = � trace(V ∗BUΛ) =
∑

j

�(V ∗BU)jjΛjj

≤
∑

j

Λjj = trace(Λ) = trace(V ∗V U∗UΛ)

= trace(V ∗AUΛ) = trace(AUΛV ∗)
= trace(AXY ∗) = � trace(AXY ∗).

The last equality follows from the fact that trace(AXY ∗) = trace(Λ) is real.
Therefore A = V U∗ is an optimal solution to (6.5.5). �

It is noted that an optimal solution to (6.5.5) is not necessarily unique. For
example, if X = 0 and Y = 1, then A = ±1 are two optimal solutions to (6.5.5).

Computing the unitary part. To motivate our algorithm to compute the unitary
part, assume that Wn = Wn,2 and n > dimV where V = ⊕ν

1Ej. In other words,
due to the controllability of the pair {V,Γ2}, the operator Wn−1,2 is onto ⊕ν

1Ej .
Now let Jn and Qn be the matrices defined by

Jn =
[
I
0

]
: En−1 →

[En−1

E
]

and Qn =
[
0
I

]
: En−1 →

[ E
En−1

]
. (6.5.6)

Then Wn,2Qn = VWn,2Jn = VWn−1,2. Thus V = Wn,2Qn(Wn,2Jn)−r. (Here A−r

denotes the Moore-Penrose pseudo-inverse of A.) Finally, Γ2 = Wn,2|E where E
denotes the subspace of En contained in the first component of En. So if one is
given Wn,2 for n > dimV , then one can compute the unitary part {V,Γ2}.

Let TR be the positive Toeplitz matrix generated by the controllable isomet-
ric pair {U on K,Γ}, where the maximal outer spectral factor Θ is a function in
H∞(E ,Y) and the unitary part {V on V ,Γ2} acts on a finite dimensional state
space; see (5.2.3) and (6.5.1). Proposition 6.5.1 shows that for large n the singular
values of TR,n = W ∗

nWn will contain dimV large singular values approximately
equal to the singular values for n × diag [{AjA

∗
j}ν

1 ]. In fact, the proof of Propo-
sition 6.5.1 shows that for large n the first dimV singular values of W ∗

nWn are
approximately equal to the nonzero singular values for W ∗

n,2Wn,2, and the sin-
gular values contributed by W ∗

n,1Wn,1 will be much smaller; see (6.5.3). So by
keeping the large singular values for W ∗

nWn we can approximate W ∗
n,2Wn,2 and
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thus, Wn,2. For n large, let Mn be any operator mapping En onto Xn such that
TR,n = M∗

nMn. One can use the singular value decomposition on TR,n to compute
Mn. Then ΦMn = Wn where Φ is a unitary operator from the range of Mn onto
the range of Wn. Using this unitary equivalence, we obtain the following algorithm
to compute {V,Γ2}.

(i) For large n compute the singular value decomposition U1Λ1V
∗
1 for Mn. One

criteria for choosing n is to find n such that the significant singular values
for TR,n/n are starting to converge. Theoretically, they should converge to
the singular values for diag [{AjA

∗
j}ν

1 ].

(ii) Let μ be the number of large singular values for Mn and Ψ = U1|Cμ the
first μ columns of U1. Set Ω = Ψ∗Mn and Γ3 = Ψ∗Mn|E . Here E is the
first component of En. Due to this singular value decomposition, Ψ∗Mn is
approximately equal to Wn,2 up to a unitary operator on the left.

(iii) Compute the matrices Jn and Qn defined in (6.5.6). Find a unitary operator
V3 on Cμ using the Procrustes Theorem 6.5.2 such that V3ΩJn ≈ ΩQn.

(iv) To find V3 compute the singular value decomposition U2Λ2V
∗
2 for ΩJn(ΩQn)∗.

Then V3 = V2U
∗
2 .

(v) Finally, one can compute a unitary transformation to convert {V3,Γ3} to a
controllable pair {V,Γ2} of the form in (6.5.1).

Example. Let us return to our previous example. Consider the positive Toeplitz
matrix TR with symbol R =

∑∞
−∞ e−ıωkrk determined by (6.4.6) and (6.4.7). The

unitary part {V,Γ2} for TR is given by (6.4.9). We ran the previous algorithm for
n = 200. The six largest singular values for TR,200 are

50.9631, 50.9630, 26.2778, 26.2692, 2.1686, 2.1666.

Clearly, there are only four large singular values. In this case, the first five singular
values for TR,200/200 are 0.2548, 0.2548, 0.1314, 0.1313 and 0.0108. As expected
the first four singular values are approximately equal to |A1|2 = |A2|2 = 1/4 and
|A3|2 = |A3|2 = 1/8 = 0.1250. By running the previous algorithm we obtained:

V =

⎡⎢⎢⎣
ı 0 0 0
0 −ı 0 0
0 0 0.7072 + 0.7070ı 0
0 0 0 0.7072− 0.7070ı

⎤⎥⎥⎦ and Γ2 =

⎡⎢⎢⎣
0.5067
0.5067
0.3631
0.3631

⎤⎥⎥⎦ .
Finally, it is noted that our algorithm produced some complex numbers in Γ2.
However, taking the absolute value of those numbers yields our Γ2.

The computer can easily handle n = 200. However, if we choose n = 40,
then the five largest singular values for TR,40 are 10.9779 , 10.977, 6.3067, 6.2633,
2.1541. The first four singular values for TR,40/40 are 0.2744, 0.2744, 0.1577 and
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0.1566. The corresponding computations for {V,Γ2} yield:

V =

⎡⎢⎢⎣
ı 0 0 0
0 −ı 0 0
0 0 0.7093 + 0.7049ı 0
0 0 0 0.7093− 0.7049ı

⎤⎥⎥⎦ and Γ2 =

⎡⎢⎢⎣
0.5327
0.5327
0.3996
0.3996

⎤⎥⎥⎦ .
Finally, it is noted that for n = 40, we still have a good estimate for the eigenvalues
for V .

6.6 Notes

The Positive Real Lemma 6.2.1 is a classical result in systems theory, and some-
times referred to as the Kalman-Popov-Yakubovich Theorem. Two fundamental
papers on the positive real lemma are Anderson [8] and Hitz-Anderson [133].
For some further results and historical comments on the positive real lemma see
Anderson-Moore [11], Caines [47], and Kailath-Sayed-Hassibi [143]. The positive
real lemma is intimately related to the stochastic realization problem; see Caines
[47], Faurre [77, 78], Foias-Frazho [81], Lindquist-Picci [158, 159, 160, 161, 162] and
Ruckebusch [185, 186] for further results in this direction. The ergodic Theorem
6.4.1 is a classical result; see Halmos [125]. The fast Fourier transform method to
compute the frequencies or eigenvalues for V in Section 6.4 is a classical method
in signal processing. The results in Section 6.5, were motivated by Allen-Smith
[5]. The algorithm in Section 6.5 to compute {V,Γ2} was taken from Bhosri [32].
Finally, it is noted that ergodic methods can be slow to converge depending on
the data.

The LMI Positive Real Lemma. For completeness let us sketch a Linear Matrix
Inequality (LMI) version of the positive real lemma in Faurre [77, 78]. This version
of the positive real lemma includes the case when R has poles on the unit circle,
and is intimately related to the Naimark representation theorem. Linear matrix
inequalities play a fundamental role in systems and control theory; see Boyd-
Ghaoui-Feron-Balakrishnan [37] for some nice results in this direction. Finally,
the results in the rest of this section are not used anywhere in this monograph.

Recall that a rational transfer function is a proper rational function. It will
be convenient to represent a rational transfer function G in the form G(z) =
zC(zI−A)−1B where {A,B,C, 0} is a minimal realization. Notice that any ratio-
nal transfer functionG admits a representation of the formG(z) = zC(zI−A)−1B.
To see this, simply observe that z−1G is also a rational transfer function. So z−1G
admits a realization of the form {A,B,C, 0}, and thus, G = zC(zI − A)−1B. In
this case, all minimal realizations {A,B,C, 0} such that G = zC(zI −A)−1B are
unique up to a similarity transformation. Finally, observe that a rational trans-
fer function G admits a power series expansion of the form G(z) =

∑∞
0 z−nGn.
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Therefore G(z) = zC(zI−A)−1B if and only if Gn = CAnB for all integers n ≥ 0.
The following is a LMI version of the positive real lemma.

Lemma 6.6.1 (LMI Positive Real Lemma). Let TR in (6.1.1) be a self-adjoint
rational Toeplitz matrix determined by a L(E , E)-valued sequence {Rn}∞0 where
R−n = R∗n. Let G be the rational function defined by G(z) =

∑∞
0 z−nRn. Let

{A on X , B, C, 0} be a minimal realization for z−1G. Then TR is positive if and
only if there exists an operator Q on X such that

Q > 0, Q ≥ A∗QA and C∗ = QB. (6.6.1)

Proof. Let TR be a positive Toeplitz matrix. Then TR admits a controllable iso-
metric representation {U on K,Γ}. Thus Rn = Γ∗U∗nΓ for all integers n ≥ 0,
and {U∗,Γ,Γ∗, 0} is an observable realization for z−1G. Let H be the invariant
subspace for U∗ determined by H =

∨∞
0 U∗nΓE . Let Λ be an operator on H de-

fined by Λ = U∗|H, and ΓH the operator mapping E into H given by ΓH = Γ.
By construction the pair {Λ,ΓH} is controllable. Moreover, for all integers n ≥ 0,
we have Γ∗HΛnΓH = Γ∗U∗nΓ = Rn. Thus {Λ,ΓH,Γ∗H, 0} is a controllable realiza-
tion of z−1G. Since {Λ,ΓH,Γ∗H, 0} is the realization obtained by extracting the
controllable subspace from the observable realization {U∗,Γ,Γ∗, 0}, we see that
{Λ,ΓH,Γ∗H, 0} is a controllable and observable realization for z−1G.

Recall that {A on X , B, C, 0} is also a minimal realization of z−1G. So there
exists a similarity transformation M mapping X onto H such that

ΛM = MA, ΓH = MB and Γ∗HM = C. (6.6.2)

Hence Λ = MAM−1. Because Λ = U∗|H and U is an isometry, it follows that Λ
is a contraction. Therefore

0 ≤ I − Λ∗Λ = I −M−∗A∗M∗MAM−1.

Multiplying by M∗ on the left and M on the right, yields M∗M ≥ A∗M∗MA.
Because M is invertible, M∗M is a strictly positive operator. Set Q = M∗M , then
Q is a strictly positive operator satisfying Q ≥ A∗QA. Furthermore,

C∗ = M∗ΓH = M∗MB = QB.

So if TR ≥ 0, then there exists a strictly positive operator Q on X such that
Q ≥ A∗QA and C∗ = QB, that is, (6.6.1) holds.

Assume there exists a strictly positive operator Q such that Q ≥ A∗QA and
C∗ = QB. Let Λ = MAM−1 where M is any operator on X such that Q = M∗M .
In fact, we can choose M = Q1/2. Then M∗M ≥ A∗M∗MA. Multiplying the
previous inequality by M−∗ on the left M−1 on the right yields

I ≥M−∗A∗M∗MAM−1 = Λ∗Λ
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where Λ = MAM−1. In other words, I ≥ Λ∗Λ, and thus, Λ is a contraction. Set
Γo = MB, or equivalently, B = M−1Γo. Since C = B∗Q = B∗M∗M , we have
C = Γ∗oM . Using the fact that {A,B,C, 0} is a realization of z−1G, we obtain

Rn = CAnB = Γ∗oMAnM−1Γo = Γ∗oΛ
nΓo (n ≥ 0).

By taking the adjoint, we arrive at R−n = Γ∗oΛ∗nΓo for all integers n ≥ 0.
Now let us construct an isometric representation {U,Γ} for TR. Let U on

K be an isometric lifting of the contraction Λ∗; see Section 5.5. In particular, X
is an invariant subspace for U∗ and Λ = U∗|X . In other words, ΠXU = Λ∗ΠX .
Let Γ be the operator mapping E into K given by Γ = Γo. Using the fact that
ΠXUn = Λ∗nΠX for all integers n ≥ 0, we have

Γ∗UnΓ = Γ∗oΠXU
nΓ = Γ∗oΛ

∗nΠXΓ = Γ∗oΛ
∗nΓo = R−n.

Therefore {U,Γ} is an isometric representation for TR. It follows that TR is a
positive Toeplitz matrix. �
Theorem 6.6.2. Let TR in (6.1.1) be a positive rational Toeplitz matrix deter-
mined by a L(E , E)-valued sequence {Rn}∞0 where R−n = R∗n, and set G(z) =∑∞

0 z−nRn. Let {A on X , B, C, 0} be a minimal realization for z−1G. Let Q be
an operator on X such that

Q > 0, Q ≥ A∗QA and C∗ = QB. (6.6.3)

Let Ĉ be an operator mapping X onto Y such that Ĉ∗Ĉ = Q− A∗QA, and Θ be
the rational function defined by Θ(z) = zĈ(zI−A)−1B. Then the following holds.

(i) The sequence A∗nQAn is monotonically decreasing and converges to a posi-
tive operator Ω, that is,

Ω = lim
n→∞A

∗nQAn. (6.6.4)

(ii) The function Θ is in H∞(E ,Y).

(iii) The Toeplitz matrix TR admits a decomposition of the form

TR = T ∗ΘTΘ + (W 	ΩW )tr where W =
[
B AB A2B · · · ] . (6.6.5)

(iv) The transpose of TR admits a decomposition of the form

T tr
R = STΘ̃T

∗
Θ̃
S∗ +W 	QW, (6.6.6)

where S is a unilateral shift on �2+(E).

(v) If Θo in H2(E ,L) is the maximal outer spectral factor for TR, then Θ(z) =
Ψ(z)Θo(z) where Ψ is a contractive analytic function in H∞(L,Y).
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(vi) Finally, TR = T ∗ΘTΘ if and only if A is stable.

Proof. Notice that Q is the observability Gramian for the pair {Ĉ, A}, that is,

Q = A∗QA+ Ĉ∗Ĉ. (6.6.7)

By recursively solving for Q, we obtain

Q =
n−1∑
j=0

A∗jĈ∗ĈAj +A∗nQAn. (6.6.8)

Because the sum in the previous equation forms an increasing sequence of pos-
itive operators, A∗nQAn is a decreasing sequence of positive operators, that is,
A∗nQA ≥ A∗(n+1)QAn+1. Hence A∗nQAn converges to a positive operator Ω.
Thus Part (i) holds. Finally, it is noted that A∗ΩA = Ω.

By letting n approach infinity in (6.6.8), we obtain

Q =
∞∑

j=0

A∗jĈ∗ĈAj + Ω. (6.6.9)

Let Θ(z) =
∑∞

0 z−nΘn be the Taylor’s series expansion of Θ. Since Θ(z) =
zĈ(zI − A)−1B, we see that Θn = ĈAnB for all integers n ≥ 0. By consulting
(6.6.9), we have

B∗QB =
∞∑

n=0

(B∗A∗nĈ∗)(ĈAnB) +B∗ΩB =
∞∑

n=0

Θ∗nΘn +B∗ΩB ≥
∞∑

n=0

Θ∗nΘn.

Hence Θ is a function in H2(E ,Y). Because Θ is a rational function, Θ must be
in H∞(E ,Y). Therefore Part (ii) holds.

To verify that Part (iii) holds, we claim that W 	ΩW is a positive Toeplitz
matrix. For x in �c+(E) we have WSx = AWx. Using this, we obtain

(S∗W 	ΩWSx, x) = (ΩAWx,WSx) = (A∗ΩAWx,Wx) = (W 	ΩWx, x).

So W 	ΩW is Toeplitz. Because Ω is positive, W 	ΩW is a positive Toeplitz matrix.
Clearly, T ∗ΘTΘ is a positive Toeplitz matrix. Hence the sum T ∗ΘTΘ+(W 	ΩW )tr

is also a positive Toeplitz matrix. So to verify that

TR = T ∗ΘTΘ + (W 	ΩW )tr

holds, it is sufficient to show that TR and T ∗ΘTΘ + (W 	ΩW )tr have the same first
column. Recall that {A,B,C, 0} is a minimal realization for z−1G and C = B∗Q.
By employing this with (6.6.9), the (n + 1)th component in the first column of
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T ∗ΘTΘ + (W ∗ΩW )tr is given by

(T ∗ΘTΘ + (W 	ΩW )tr)n,0 =
∞∑

j=0

Θ∗jΘj+n + ((W 	ΩW )tr)n,0

=
∞∑

j=0

(B∗A∗jĈ∗)(ĈAjAnB) + (W 	ΩW )0,n

= B∗(
∞∑

j=0

A∗jĈ∗ĈAj)AnB +B∗ΩAnB

= B∗QAnB = CAnB = Rn.

Therefore TR = T ∗ΘTΘ + (W ∗ΩW )tr, and Part (iii) holds.
Part (iv) is left as an exercise. To verify that Part (v) holds, let Θo be the

maximal outer spectral factor for TR. Then Θo is a rational function in some
H∞(E ,L) space; see Section 6.1. Equation (6.6.5) yields T ∗ΘTΘ ≤ TR. By the
definition of the outer spectral factor, we must have T ∗ΘTΘ ≤ T ∗Θo

TΘo. According
to Lemma 5.3.1, there exists a contractive analytic function Ψ in H∞(L,Y) such
that Θ(z) = Ψ(z)Θo(z). Therefore Part (v) holds.

To complete the proof, recall that TR = T ∗ΘTΘ + (W ∗ΩW )tr. Hence TR =
T ∗ΘTΘ if and only if Ω = 0. Because Q is strictly positive, Ω = 0 if and only if A
is stable. Therefore TR = T ∗ΘTΘ if and only if A is stable. �

Theorem 6.6.3. Let TR in (6.1.1) be a positive rational Toeplitz matrix deter-
mined by a L(E , E)-valued sequence {Rn}∞0 , and set G(z) =

∑∞
0 z−nRn. Let

{A on X , B, C, 0} be a minimal realization for z−1G. Then there exists a unique
minimal solution Qo to (6.6.3), that is, Qo is a strictly positive operator on X
such that

Qo ≥ A∗QoA, C∗ = QoB and Qo ≤ Q (6.6.10)

where Q is any other solution to (6.6.3). In this case, the maximal outer spectral
factor Θo for TR is given by

Θo(z) = zCo(zI −A)−1B (6.6.11)

where Co is any operator from X onto D such that

C∗oCo = Qo −A∗QoA. (6.6.12)

Proof. Let {U,Γ} be a controllable isometric representation for the Toeplitz matrix
TR. Let {Λ on H,ΓH,Γ∗H, 0} be the controllable and observable realization for
z−1G extracted from {U,Γ} in the proof of the LMI Positive Real Lemma 6.6.1.
Recall that H =

∨∞
0 U∗nΓE and Λ = U∗|H, while ΓH = Γ is an operator from

E into H. Since {A,B,C, 0} is also a minimal realization of z−1G, there exists
a similarity transformation M intertwining {A,B,C, 0} with {Λ,ΓH,Γ∗H, 0}; see
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(6.6.2). Because M is invertible, Qo = M∗M is strictly positive. The proof of
Lemma 6.6.1 also shows that Qo = M∗M is a solution to (6.6.3), that is,

Qo > 0, Qo ≥ A∗QoA and C∗ = QoB.

Let us show that the maximal outer spectral factor for TR is determined
by Θo = zCo(zI − A)−1B where Co is an operator from X onto D satisfying
(6.6.12). Recall that the maximal outer spectral factor Θo for TR is determined by
Θo(z) = zΠY(zI − U∗)−1Γ, where ΠY : K → Y is the orthogonal projection from
K onto Y = kerU∗; see Theorem 5.2.1. Using (6.6.2) with the fact that the range
of Γ is contained in H and Λ = U∗|H, we have

Θo(z) = zΠY(zI − U∗)−1Γ = zΠY(zI − Λ)−1ΓH
= zΠY(zI − Λ)−1MB = zΠYM(zI −A)−1B.

In other words, Θo(z) = zΠYM(zI −A)−1B. Finally, because Θ(∞) = ΠYMB is
onto Y, the range of ΠYM equals Y.

We claim that

(ΠYM)∗ΠYM = Qo −A∗QoA. (6.6.13)

This follows from Π∗YΠY = I − UU∗ and the calculation

(ΠYM)∗ΠYM = M∗ΠHΠ∗YΠYM = M∗ΠH(I − UU∗)M
= Qo −M∗Λ∗ΛM = Qo −A∗M∗MA

= Qo −A∗QoA.

Therefore (6.6.13) holds.
Let Co be any operator mapping X onto D satisfying C∗oCo = Qo −A∗QoA.

Then (6.6.13) implies that C∗oCo = (ΠYM)∗ΠYM . Because both Co and ΠYM
are onto, there exists a unitary operator Φ such that ΦCo = ΠYM . Recall that
the maximal outer spectral factor Θo for TR is given by

Θo(z) = zΠYM(zI −A)−1B = zΦCo(zI −A)−1B.

Because the maximal outer spectral factor is unique up to a unitary constant on
the left, zCo(zI −A)−1B is the maximal outer spectral factor for TR.

To complete the proof, it remains to show that Qo is the smallest solution to
(6.6.3). Let Q be any other solution to (6.6.3). Set Θ = zĈ(zI −A)−1B where Ĉ
is any operator mapping X onto G such that ĈĈ∗ = Q − A∗QA. By Part (v) of
Theorem 6.6.2, we see that Θ = ΨΘo where Ψ is a contractive analytic function.
Since TΨ is a contraction, Part (iv) of Theorem 6.6.2 implies that

W 	QW = T tr
R − STΘ̃T

∗
Θ̃
S∗ = T tr

R − STΘ̃o
TΨ̃T

∗
Ψ̃
T ∗

Θ̃o
S∗

≥ T tr
R − STΘ̃o

T ∗
Θ̃o
S∗ = W 	QoW.

Thus W 	QoW ≤W 	QW . Because the pair {A,B} is controllable, Qo ≤ Q. �
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For an example, consider the positive Toeplitz matrix TR determined by
R0 = 2 and Rn = 1 for all integers n �= 0. Then Θ = 1 is the maximal outer
spectral factor for TR and corresponding unitary pair {V,Γ2} is given by V = 1
on C and Γ2 = 1. Indeed, the controllable isometric representation {U,Γ} for TR

is determined by

U =
[
S 0
0 1

]
on
[
�2+
C

]
and Γ =

[
Π∗

C

1

]
: C →

[
�2+
C

]
.

Here S is the unilateral shift on �2+ and Π∗
C

embeds C in the first component
of �2+. A simple calculation shows that R−n = Γ∗UnΓ for all integers n ≥ 0.
Proposition 6.3.1 guarantees that {U,Γ} is controllable. So {U,Γ} is a controllable
isometric representation for TR. Finally, its maximal outer spectral factor Θ(z) =
zΠC(zI − S∗)−1Π∗

C
= 1; see Theorem 5.2.1.

In this setting, a minimal realization {A on C2, B, C, 0} for z−1G is given by

A =
[
0 0
0 1

]
, B =

[
1
1

]
,

C =
[
1 1

]
.

Notice that Q = I on C2 is the only solution to (6.6.3). In this case,

Ω =
[
0 0
0 1

]
and Ĉ =

[
1 0

]
.

In particular, Θ(z) = zĈ(zI −A)−1B = 1. Finally, it is easy to verify that (6.6.5)
and (6.6.6) hold.
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Finite Section Techniques



Chapter 7

The Levinson Algorithm and
Factorization

In this chapter we show how one can use the Levinson algorithm, along with
the finite section inversion method and the Kalman-Ho algorithm to compute
the inner-outer factorization for certain rational functions. We will also present
some elementary results concerning contractive analytic functions and contractive
realizations.

7.1 The Case when TR is Invertible

Assume that TR is a positive Toeplitz matrix. If Θ is an outer function in H2(E ,Y)
satisfying TR = T 	

ΘTΘ, then Θ is called the outer spectral factor for TR. In this case,
Θ is also the maximal outer spectral factor for TR. According to Theorem 5.2.1,
the outer spectral factor Θ for TR is unique up to a constant unitary operator on
the left. To be precise, if Ψ is an outer function in H2(E ,G) satisfying TR = T 	

ΨTΨ,
then Θ = ΦΨ where Φ is a unitary operator mapping G onto Y.

If Θ is any function (not necessarily outer) inH2(E ,Y) satisfying TR = T 	
ΘTΘ,

then Θ is called a spectral factor for TR. If TR admits a spectral factor Θ, then
the outer part Θo of Θ is the outer spectral factor for TR. To see this, recall that
Θ admits a unique inner-outer factorization of the form Θ = ΘiΘo where Θi is an
inner function and Θo is an outer function. In other words, TΘ = TΘiTΘo . Because
TΘi is an isometry, TR = T 	

Θo
TΘo . Therefore Θo is the outer spectral factor for TR.

Let Θ be a function in H∞(E ,Y). Recall that TΘ is an invertible operator
mapping �2+(E) into �2+(Y) if and only if Θ is an invertible outer function. In
this case, (TΘ)−1 = TΘ−1 . Proposition 3.3.2 provides a method of computing the
inner-outer factorization for a function Θ which admits an invertible outer factor.
This method involved inverting the Toeplitz operator T ∗ΘTΘ. The following is a
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modification of this result and shows that any strictly positive Toeplitz operator
admits an invertible outer spectral factor.

Theorem 7.1.1. Let TR be a positive Toeplitz matrix generated a L(E , E)-valued
symbol R =

∑∞
∞ e−ıωkRk; see (5.1.1). Then the following statements are equiva-

lent.

(i) The Toeplitz matrix TR defines an invertible operator on �2+(E) .

(ii) The function R and R−1 are both in L∞(E , E).

(iii) The maximal outer spectral factor Θ for TR is an invertible outer function
in H∞(E , E), and TR = T ∗ΘTΘ.

In this case, the outer spectral factor Θ for R is computed by

Θ(z) = Δ−1/2Ω(z)−1 where Ω(z) = (F+
E T

−1
R Π∗E)(z) (z ∈ D+),

ΠE =
[
I 0 0 0 · · · ] : �2+(E) → E ,

Δ = (ΠET−1
R Π∗E)

−1. (7.1.1)

Finally, R is in L∞(E , E) and R = Θ∗Θ.

Proof. Proposition 2.5.1 shows that Parts (i) and (ii) are equivalent. If Θ is an
invertible outer function in H∞(E , E), then TΘ is invertible. Hence TR = T ∗ΘTΘ is
an invertible positive Toeplitz operator on �2+(E), and Part (i) holds. Finally, in
this case, R is in L∞(E , E) and R = Θ∗Θ; see Proposition 2.5.1.

Now assume that TR defines an invertible positive Toeplitz operator on �2+(E).
Let {U on K,Γ} be any controllable isometric realization for TR. Let

W =
[
Γ UΓ U2Γ · · · ]

be the controllability matrix corresponding to {U,Γ}. Recall that TR = W 	W .
For any x in �c+(E), we have ‖Wx‖2 = (TRx, x) ≤ ‖TR‖‖x‖2. This implies that W
defines an operator from �2+(E) into K. Since TR is bounded below, there exists
a constant δ > 0 such that TR ≥ δI. Moreover, for any x in �c+(E), we obtain
‖Wx‖2 = (TRx, x) ≥ δ‖x‖2. Hence W is bounded below, and thus, the range of
W is closed. Because {U,Γ} is controllable, W is invertible.

Observe that UW = WS, where S is the unilateral shift on �2+(E). Thus
S∗W ∗ = W ∗U∗. BecauseW ∗ is invertible, S∗ is similar to U∗. Since S∗n converges
to zero in the strong operator topology, we see that U∗n also converges to zero
in the strong operator topology. By virtue of the Wold decomposition, it follows
that U is also a unilateral shift. Without loss of generality, we can assume that U
is the unilateral shift on �2+(Y) where Y = kerU∗. Since UW = WS, this implies
that W = TΘ where Θ is a function in H∞(E ,Y). Because W is invertible, Θ is
an invertible outer function satisfying TR = W ∗W = T ∗ΘTΘ. Finally, since Θ(z) is
invertible for z in D+, the spaces E and Y have the same dimension. So without
loss of generality we can assume that E = Y. Hence Part (iii) holds. Clearly, Part
(iii) implies Part (i). Therefore Parts (i), (ii) and (iii) are equivalent.
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To complete the proof, it remains to establish the inversion formula for Θ
in (7.1.1). By taking the inverse of TR = T ∗ΘTΘ, we arrive at T−1

R = T−1
Θ T−∗Θ =

TΘ−1T ∗Θ−1 . Notice that Θ−1 admits a Taylor series expansion of the form

Θ(z)−1 = Θ(∞)−1 + z−1A1 + z−2A2 + z−3A3 + · · · .
(Using I = (Θ−1Θ)(∞), it follows that (Θ−1)(∞) = Θ(∞)−1.) Hence T ∗Θ−1 is an
upper triangular Toeplitz matrix with the entry Θ(∞)−∗ on the main diagonal.
Thus

T−1
R Π∗E = T−1

Θ T−∗Θ Π∗E = TΘ−1(TΘ−1)∗Π∗E = TΘ−1Π∗EΘ(∞)−∗.

By taking the Fourier transform, we obtain F+
E T

−1
R Π∗E = Θ(z)−1Θ(∞)−∗. Using

the fact that ΠEg = (F+
E g)(∞), for any vector g in �2+(E), we arrive at

Δ−1 = ΠET−1
R Π∗E = (F+

E T
−1
R Π∗E)(∞) = Θ(∞)−1Θ(∞)−∗.

In other words, Δ = Θ(∞)∗Θ(∞). This readily implies that there exists a unitary
operator Φ on E such that Δ1/2 = ΦΘ(∞). Since all maximal outer spectral factors
are unique up to a constant unitary operator on the left, without loss of generality,
we can assume that Δ1/2 = Θ(∞). Thus

Ω(z) = (F+
E T

−1
R Π∗E )(z) = Θ(z)−1Θ(∞)−∗ = Θ(z)−1Δ−1/2.

In other words, Θ(z) = Δ−1/2Ω(z)−1, which is precisely the formula for Θ in
equation (7.1.1). �
Remark 7.1.2. Let R be a function in L∞(E , E). Then Theorem 7.1.1 shows that
R = Θ∗Θ where Θ is an invertible outer function in H∞(E , E) if and only if
δI ≤ R(eıω) ≤ γI almost everywhere with respect to the Lebesgue measure for
some positive scalars δ > 0 and γ <∞.
Remark 7.1.3. Let TR be a strictly positive Toeplitz operator on �2+(E). In pre-
diction theory one uses a slightly different formula to compute the outer spectral
factor Θ for TR. To this end, let {Aj}∞1 and Δ be the operators in L(E , E) obtained
from the unique solution to

TR

[
I A1 A2 A3 · · ·]tr =

[
Δ 0 0 0 · · ·]tr . (7.1.2)

Then the outer spectral factor Θ for TR is given by

Θ(z) = Δ1/2
(
I + z−1A1 + z−2A2 + z−3A3 + · · · )−1

. (7.1.3)

We claim that

Δ =
(
ΠET−1

R Π∗E
)−1

and
[
I A1 A2 A3 · · ·]tr = T−1

R Π∗EΔ (7.1.4)

is the unique solution to (7.1.2). By construction ΠET−1
R Π∗EΔ = I. So the first

component of T−1
R Π∗EΔ equals I. In other words, T−1

R Π∗EΔ is of the form presented
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in (7.1.4). Multiplying (7.1.4) by TR on the left, yields TR

[
I A1 A2 · · ·]tr =

Π∗EΔ. Therefore the operators {Aj}∞1 and Δ in (7.1.4) provide a solution to (7.1.2).
To show that this solution is unique, assume that {Aj}∞1 and Δ is any solu-

tion to (7.1.2). By taking the inverse of TR, we see that[
I A1 A2 A3 · · ·]tr = T−1

R Π∗EΔ.

By applying ΠE to both sides, I = ΠET−1
R Π∗EΔ. Thus Δ equals the inverse of

ΠET−1
R Π∗E . Therefore {Aj}∞1 and Δ are uniquely determined by (7.1.4).
To show that the outer spectral factor is given by (7.1.3), observe that (7.1.1)

yields

Θ(z)−1 = (F+
E T

−1
R Π∗E)(z)Δ

1/2 = (F+
E T

−1
R Π∗EΔ)(z)Δ−1/2

=
(
I + z−1A1 + z−2A2 + z−3A3 + · · · )Δ−1/2.

By taking the inverse we arrive at the formula for Θ in (7.1.3).

7.2 The Classical Schur Inversion Formula

The following result is a self-adjoint version of Schur’s classical matrix inversion
formula.

Lemma 7.2.1. Let T be a block self-adjoint matrix of the form

T =
[
A X∗

X Y

]
on
[ U
Y
]
. (7.2.1)

Assume that Y is strictly positive, and let Δ = A −X∗Y −1X be the Schur com-
plement of T . Then Δ is given by the error in the following optimization problem:

(Δf, f) = min{(Th, h) : ΠUh = f} (f ∈ U) (7.2.2)

where ΠU =
[
I 0

]
maps U ⊕ Y onto U . Moreover, T is strictly positive if and

only if Δ is strictly positive. In this case,

T−1 =
[

Δ−1 −Δ−1X∗Y −1

−Y −1XΔ−1 Y −1 + Y −1XΔ−1X∗Y −1

]
(7.2.3)

and the Schur complement Δ is given by

Δ = A−X∗Y −1X = (ΠUT−1Π∗U )−1. (7.2.4)

Proof. A straightforward calculation shows that T admits a factorization of the
form

T =
[
I X∗Y −1

0 I

] [
A−X∗Y −1X 0

0 Y

] [
I 0

Y −1X I

]
. (7.2.5)
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Notice that T = L∗ΛL where

Λ =
[
A−X∗Y −1X 0

0 Y

]
and L =

[
I 0

Y −1X I

]
.

Hence (Th, h) = (ΛLh,Lh) for h in U⊕Y. Since L is invertible, it follows that T is
strictly positive if and only if Λ is strictly positive. Because Λ is a diagonal matrix
and Y is strictly positive, T is strictly positive if and only if Δ = A−X∗Y −1X is
strictly positive.

If Δ is strictly positive, then

T−1 = L−1Λ−1L−∗ =
[

I 0
−Y −1X I

] [
Δ−1 0

0 Y −1

] [
I −X∗Y −1

0 I

]
.

By performing these matrix calculations, we obtain the form of the inverse of T
in (7.2.3). Equation (7.2.4) follows from (7.2.3) and the definition of the Schur
complement.

To complete the proof, it remains to establish that the Schur complement Δ
is given by the error in the optimization problem (7.2.2). Let h = f⊕g be a vector
in U ⊕ Y. The Schur factorization of T in (7.2.5), yields

(Th, h) = (ΛLh,Lh) = (Δf, f) + (Y (Y −1Xf + g), Y −1Xf + g)

= (Δf, f) + ‖Y 1/2(Y −1Xf + g)‖2
= (Δf, f) + ‖Y −1/2Xf + Y 1/2g‖2.

So (Th, h) ≥ (Δf, f). By choosing g = −Y −1Xf , we have (Th, h) = (Δf, f).
Hence the minimum is uniquely attained. This establishes (7.2.2). �

7.3 The Schur Complement and Toeplitz Matrices

In this section, we will use the Schur complement to gain some further insight
into positive Toeplitz matrices. Let TR be the Toeplitz matrix generated by a
L(E , E)-valued symbol

∑∞
−∞ e−ıωnRn where Rn = R∗−n. (Throughout E is finite

dimensional.) Let TR,n be the block Toeplitz operator on En = ⊕n
1E determined

by compressing TR to En, that is,

TR,n =

⎡⎢⎢⎢⎢⎢⎣
R0 R∗1 R∗2 · · · R∗n−1

R1 R0 R∗1 · · · R∗n−2

R2 R1 R0 · · · R∗n−3
...

...
...

. . .
...

Rn−1 Rn−2 Rn−3 · · · R0

⎤⎥⎥⎥⎥⎥⎦ on

⎡⎢⎢⎢⎢⎢⎣
E
E
E
...
E

⎤⎥⎥⎥⎥⎥⎦ . (7.3.1)

Because there is only a finite number of copies of E in En, the matrix TR,n is a
well-defined operator. Recall that TR is positive if and only if TR,n is positive for
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all integers n ≥ 0. Consider the matrix decomposition of the Toeplitz matrix TR,n

given by

TR,n =
[
R0 X∗

X TR,n−1

]
(7.3.2)

where X∗ =
[
R∗1 R∗2 · · · R∗n−1

]
. Assume that TR,n−1 is a strictly positive

operator. Then the Schur complement Δn associated with TR,n is the operator on
E defined by

Δn = R0 −X∗T−1
R,n−1X and Δ1 = R0. (7.3.3)

If T−1
R,n−1 is not invertible, then the Schur complement Δn is not well defined and

for convenience in this case we set Δn = −∞. Finally, if TR,n is strictly positive,
then the matrix inversion Lemma 7.2.1 shows that

Δn = (ΠnT
−1
R,nΠ∗n)−1,

Πn =
[
I 0 0 · · · 0

]
: En → E . (7.3.4)

The following result allows us to determine whether or not TR,n is strictly positive
by checking the positivity of the Schur complements.

Lemma 7.3.1. Let TR,n be the n × n Toeplitz matrix on En given by (7.3.1), and
let Δj on E be the Schur complement associated with TR,j for 1 ≤ j ≤ n. Then
TR,n is strictly positive if and only if Δj is strictly positive for all 1 ≤ j ≤ n.
Moreover, in this case, {Δj}n

1 forms a decreasing sequence of positive operators,
that is, Δ1 ≥ Δ2 ≥ · · · ≥ Δn.

Proof. Since Δ1 = R0, this lemma is true for n = 1. Now let us proceed by
induction and assume that the lemma is true for n− 1, that is, Δ1,Δ2, . . . ,Δn−1

are all strictly positive if and only if TR,n−1 is strictly positive. By applying the
matrix inversion Lemma 7.2.1 to the decomposition of TR,n in (7.3.2), we see that
TR,n is strictly positive if and only if TR,n−1 and Δn are both strictly positive.
This completes the proof of the induction.

Now assume that {Δj}n
1 are all strictly positive, or equivalently, TR,n is

strictly positive. Notice that TR, j is the compression of TR,n to Ej , that is, TR, j

is contained in the j × j upper left-hand corner of TR,n for j ≤ n. Hence the
optimization problem in (7.2.2) shows that

(Δjf, f) = inf{(TR,nx, x) : x ∈ Ej ⊕ {0} and Πnx = f} (f ∈ E). (7.3.5)

Here (Δjf, f) is the cost of the optimization problem. Because the infimum for
(Δj+1f, f) is taken over a larger set (Ej+1 ⊃ Ej) than the infimum corresponding
to (Δjf, f), it follows that (Δjf, f) forms a decreasing sequence. Therefore {Δj}
forms a decreasing sequence of positive operators. �

Assume that TR,n is strictly positive for all n. The previous lemma shows
that the Schur complements Δn form a decreasing sequence of strictly positive
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operators. So Δn converges to a positive operator Δ on E as n approaches infinity,
that is,

Δ = lim
n→∞Δn. (7.3.6)

Moreover, by consulting the optimization problems in (7.3.5), we see that

(Δf, f) = inf{(TRx, x) : x ∈ �c+(E) and ΠEx = f} (f ∈ E). (7.3.7)

Here ΠE is the linear map from �c+(E) onto E which picks out the first component
of �c+(E). If TR defines an invertible positive operator on �2+(E), then

Δ = (ΠT−1
R Π∗)−1. (7.3.8)

This follows by observing that TR admits a block matrix decomposition of the
form

TR =
[
Ro X∗

X TR

]
,

and Δ is the Schur complement for TR. Finally, it is noted that if TR is invertible,
then

(ΠT−1
R Π∗)−1 = lim

n→∞(ΠnT
−1
R,nΠ∗n)−1. (7.3.9)

7.4 Schur Complement and Maximal Outer Factor

We say that a L(E ,Y)-valued function Θ is a square outer function if Θ is an outer
function and E and Y have the same dimension. It is emphasized that throughout
this section we assume that dim E = dimY.

Let TR be the positive Toeplitz matrix determined by a symbol
∑∞
−∞e

−ıωnRn

with values in L(E , E). Moreover, assume that its finite sections TR,n are strictly
positive operators for all integers n ≥ 0. If Θ is the maximal outer spectral factor
for TR, then

Θ(∞)∗Θ(∞) = lim
n→∞Δn. (7.4.1)

As expected, Δn = (ΠnT
−1
R,nΠ∗n)−1 is the Schur complement for TR,n. To verify

this, let {U on K,Γ} be a controllable isometric representation for TR and

W =
[
Γ UΓ U2Γ · · · ]

its corresponding controllability matrix. Recall that TR = W 	W . Let Y = kerU∗.
By consulting (5.2.2) in Theorem 5.2.1, we see that Θ(∞) = ΠYΓ. Using this with
the fact that K = W�c+(E), we obtain

(Δf, f) = inf{(TRx, x) : x ∈ �c+(E) and ΠEx = f}
= inf{‖Wx‖2 : x ∈ �c+(E) and ΠEx = f}
= inf{‖Γf + UWg‖2 : g ∈ �c+(E)}
= inf{‖Γf + Uξ‖2 : ξ ∈ K}
= ‖PYΓf‖2 = ‖Θ(∞)f‖2. (7.4.2)
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The second from the last equality follows from the projection theorem. Since this
holds for all f in E , we see that Δ = Θ(∞)∗Θ(∞). Because Δn converges to Δ,
we arrive at (7.4.1). In particular, if the maximal outer spectral factor is square,
then Θ(∞) is invertible. In this case, there exists a positive scalar δ such that
0 < δI ≤ Δn for all n ≥ 1. This proves part of the following result.

Theorem 7.4.1. Let TR be the Toeplitz matrix determined by a L(E , E)-valued sym-
bol
∑∞
−∞ e−ıωnRn where Rn = R∗−n. Let Δn be the Schur complements associated

with the finite sections TR,n for TR where n ≥ 1. Then the Toeplitz matrix TR is
positive and admits a maximal square outer spectral factorization Θ if and only if
Δn ≥ δI for all n and some δ > 0. In this case, the sequence {Δn} is decreasing
and converges to the strictly positive operator Θ(∞)∗Θ(∞). Furthermore, if G is
a function in H2(E , E) such that TR ≥ T 	

GTG, then

Θ(∞)∗Θ(∞) ≥ G(∞)∗G(∞). (7.4.3)

In this case, Θ(∞)∗Θ(∞) = G(∞)∗G(∞) if and only if G is the maximal outer
spectral factor of TR.

Proof. If TR is positive and admits a maximal square outer spectral factor Θ, then
TR,n is strictly positive for all n. Indeed, if (TR,nx, x) = 0 for some x in En, then
we have

0 = (TR,nx, x) = (TR(x⊕0), (x⊕0)) ≥ (T 	
ΘTΘ(x⊕0), (x⊕0)) = ‖TΘ(x⊕0)‖2 ≥ 0.

In other words, TΘ(x⊕ 0) = 0. In particular, this implies that⎡⎢⎢⎢⎣
Θ0 0 · · · 0
Θ1 Θ0 · · · 0
...

...
. . .

...
Θn−1 Θn−2 · · · Θ0

⎤⎥⎥⎥⎦ x = 0

where Θ(z) =
∑∞

0 z−nΘn is the Taylor series expansion for Θ. Because Θ(∞) =
Θ0 is invertible, x = 0. Therefore TR,n is strictly positive for all integers n ≥ 0.
By our previous analysis, Δn converges to Θ(∞)∗Θ(∞), and thus, δI ≤ Δn for
all n ≥ 1 and some δ > 0.

Now assume that δI ≤ Δn for some δ > 0. According to Lemma 7.3.1,
the operators TR,n are strictly positive. In particular, TR is a positive Toeplitz
matrix. Our previous analysis shows that Δn converges to Θ(∞)∗Θ(∞) where Θ
is the maximal outer spectral factor for TR; see (7.4.1). Since δ > 0, the operator
Θ(∞)∗Θ(∞) must be invertible. Because Θ is outer, the range of Θ(∞) is onto.
Therefore Θ(∞) is invertible and Θ must be a square outer function.

To complete the proof, assume that G is a function in H2(E ,D) such that
TR ≥ T 	

GTG. By the definition of the maximal outer spectral factor, T 	
ΘTΘ ≥ T 	

GTG.
Part (iv) of Lemma 5.3.1, yields (7.4.3). Finally, Part (v) of Lemma 5.3.1 shows
that Θ(∞)∗Θ(∞) = G(∞)∗G(∞) if and only if G is the maximal outer spectral
factor of TR. �
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Remark 7.4.2. In some applications one is given a Toeplitz matrix TR and a
function G in H2(E ,D) such that TR ≥ T 	

GTG where G(∞) is one to one. In this
case, TR admits a square maximal outer spectral factor Θ. By definition T 	

ΘTΘ ≥
T 	

GTG. Due to Part (iv) of Lemma 5.3.1, we have Θ(∞)∗Θ(∞) ≥ G(∞)∗G(∞).
Because G(∞) is one to one, Θ(∞) must be one to one. Recall that Θ(∞) is onto.
Hence Θ must be square.

Recall that G is a spectral factor for a Toeplitz matrix TR if G is in H2(E ,D)
and TR = T 	

GTG. It is noted that not all positive Toeplitz matrices admit an outer
spectral factor. However, if TR admits an outer spectral factor Θ, then Θ is also
the maximal outer spectral factor for TR. If R is a function in L∞(E , E), then the
corresponding Toeplitz matrix TR defines an operator (by definition a bounded
linear map) on �2+(E), and ‖TR‖ = ‖R‖∞; see Proposition 2.5.1. In this case, TR

is positive if and only if R ≥ 0 almost everywhere with respect to the Lebesgue
measure. Finally, G ∈ H∞(E ,D) is a spectral factor for TR if and only if R = G∗G
almost everywhere on the unit circle.

Corollary 7.4.3. Let TR be the Toeplitz matrix determined by a self-adjoint function
R in L∞(E , E). Let Δn be the Schur complements associated with the finite sections
TR,n for TR where n ≥ 1. Then TR = T ∗ΘTΘ where Θ is a square outer function
if and only if Δn ≥ δI for all n and some δ > 0. In this case, the sequence
{Δn} is decreasing and converges to the strictly positive operator Θ(∞)∗Θ(∞).
Furthermore, if G ∈ L∞(E , E) is a spectral factor for TR, that is, TR = T ∗GTG,
then

Θ(∞)∗Θ(∞) ≥ G(∞)∗G(∞). (7.4.4)

In this case, Θ(∞)∗Θ(∞) = G(∞)∗G(∞) if and only if G is the outer spectral
spectral factor for TR.

Proof. If TR = T ∗ΘTΘ where Θ is a square outer function, then Theorem 7.4.1
guarantees that Δn ≥ δI for all n and some δ > 0. Now assume that Δn ≥ δI for all
n and some δ > 0. According to Theorem 7.4.1, the Toeplitz matrix TR is positive
and admits a maximal outer spectral factor Θ. It remains to show that TR = T ∗ΘTΘ.
As before, let {U on K,Γ} be the controllable isometric representation for TR, and
W its corresponding controllability matrix; see (5.1.7). Because R is in L∞(E , E),
the Toeplitz matrix TR defines an operator on �2+(E); see Proposition 2.5.1. In
particular, ‖TR‖ = ‖R‖∞. Since TR is bounded and TR = W 	W , the controllability
matrix W defines an operator from �2+(E) onto a dense set in K. Finally, it is noted
that W 	 = W ∗ and TR = W ∗W .

Since 0 < δI ≤ Δn for all integers n ≥ 1, Lemma 7.2.1 guarantees that TR,n

is strictly positive for all n ≥ 1. Hence TR is a positive operator. Moreover, the
sequence Δn converges to a strictly positive operator Δ. We claim that kerTR is
zero. Let us proceed by contradiction, and assume that TRx = 0 for some nonzero
x in � 2

+(E). Hence (TRx, x) = 0. By using the band structure of the Toeplitz
matrix TR, we can assume without loss of generality, that ΠEx = f is nonzero.
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The optimization problem in (7.3.7) shows that 0 = (TRx, x) ≥ (Δf, f). Since Δ
is strictly positive f must be zero, which leads to a contradiction. Therefore kerTR

is zero. Since TR = W ∗W , this also implies kerW is also equal to zero.
Because the pair {U,Γ} is controllable and W is one to one, W is a quasi-

affinity. Notice that UW = WS where S is the unilateral shift on �2+(E). By
consulting equation (5.2.2) in Theorem 5.2.1, we see that Θ(∞) = ΠYΓ where
Θ is the maximal outer spectral factor for TR and Y = kerU∗. Theorem 7.4.1,
shows that Θ is a square outer function, and thus, Θ(∞) is invertible. So Y and
E have the same dimension. According to Proposition 1.5.2, the isometries U and
S are unitarily equivalent. In other words, U is a unilateral shift of multiplicity
dim E . Therefore TR = T ∗ΘTΘ; see Theorem 5.2.1. The rest of this corollary follows
directly from Theorem 7.4.1. �

If R is in L∞(E , E) and the corresponding Schur complements satisfy Δn ≥ δI
for all n and some δ > 0, then TR is not necessarily an invertible operator on �2+(E).
For example, consider the outer function θ(z) = (z − 1)/z and set R = |θ|2. Then
θ is a square outer factor for TR. Since θ has a zero on the unit circle, Tθ is not an
invertible operator on �2+. Hence TR = T ∗θ Tθ is not invertible. Finally, it is noted
that in this case, Δn converges to 1 as n tends to infinity.

If R is in L∞(E , E) and TR,n is strictly positive for all n, then TR is positive.
However, it does not necessarily follow that TR admits a square outer spectral
factorization. For example, let r be the function in L∞ defined by r(eıω) = 1 if
0 ≤ ω ≤ π and r = 0 for all other ω. Since r ≥ 0 almost everywhere, it follows
that Tr defines a positive Toeplitz operator on �2+(E); see Proposition 2.5.1. We
claim that Tr,n is strictly positive for all n and Tr does not admit an outer spectral
factor θ. If r = |θ|2 for some θ in H∞, then θ = 0 almost everywhere on a set of
positive Lebesgue measure, and thus, θ = 0. (Recall that if f is a nonzero function
in H2, then f(eıω) �= 0 almost everywhere; see Chapter 5 in Hoffman [134].) So
Tr does not admit an outer spectral factor. To complete the argument, it remains
to show that Tr is one to one. Assume that Trx = 0 for some x in �2+. Recall that
Tr = P+Lr|�2+ where Lr is the Laurent operator on �2 determined by r and P+ is
the orthogonal projection onto �2+. This readily implies that 0 = P+Lrx, and thus,
Lrx is in �2 � �2+. By taking the Fourier transform, FLrx = rFx is a function in
L2�H2. The definition of r shows that r(eıω)(Fx)(eıω) = 0 for π < ω ≤ 2π. Since
r(e−ıω)(Fx)(e−ıω) is in H2 and equals zero on a set of positive Lebesgue measure,
r(eıω)(Fx)(eıω) = 0 almost everywhere. Recall that r(eıω) = 1 for 0 ≤ ω ≤ π.
So Fx = 0 on a set of positive Lebesgue measure. Since Fx is in H2, we must
have x = 0. So the kernel of Tr equals zero. Therefore Tr,n is strictly positive for
all n and Tr does not admit an outer spectral factor. Finally, it is noted that the
maximal outer spectral factor θ for Tr is the zero function θ = 0 mapping C onto
{0}. Moreover, the Schur complements Δn converge to zero as n tends to infinity.
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7.5 Carathéodory Interpolation

Let TR be a strictly positive Toeplitz operator on �2+(E), and R =
∑∞
−∞ e−ıωnRn

its symbol. Then TR,n+1 is a strictly positive Toeplitz operator on En+1. Here
TR,n+1 = ΠEn+1TR|En+1 is the compression of TR to En+1. Now let {Rj}n

0 be a
L(E , E)-valued sequence of operators. Moreover, assume that the Toeplitz matrix

Υn+1 =

⎡⎢⎢⎢⎢⎢⎣
R0 R∗1 R∗2 · · · R∗n
R1 R0 R∗1 · · · R∗n−1

R2 R1 R0 · · · R∗n−2
...

...
...

. . .
...

Rn Rn−1 Rn−2 · · · R0

⎤⎥⎥⎥⎥⎥⎦ on En+1 (7.5.1)

is strictly positive. One version of the Carathéodory interpolation problem is to find
a strictly positive Toeplitz operator TR on �2+(E) such that Υn+1 = TR,n+1, that
is, Υn+1 = ΠEn+1TR|En+1 equals the compression of TR to En+1. In this case, TR

or its symbol R is called a solution to the Carathéodory interpolation problem for
the data {Rj}n

0 . In this section, we will show that the Carathéodory interpolation
problem always has a solution. In fact, we will construct a solution by computing
a special invertible outer function Θ in H∞(E , E) such that R = Θ∗Θ is a solution,
that is, Υn+1 = ΠEn+1TΘ∗Θ|En+1.

For a positive real formulation of the Carathéodory interpolation problem,
let {Rj}n

0 be a L(E , E)-valued sequence of operators, such that Υn+1 is strictly
positive. Then find a L(E , E)-valued positive real function F of the form

F (z) =
R0

2
+

n∑
k=1

z−kRk +
∞∑

k=n+1

z−kFk.

In this case, R = 2�F = F + F ∗ is a solution to this problem.
The solution to the Carathéodory interpolation problem is not unique. The

set of all solutions is parameterized by the unit ball in the H∞(E , E) space; see
[113] for further details. Finally, in Chapter 12 we will use isometric representations
to solve a tangential Nevanlinna-Pick interpolation problem, which includes the
Carathéodory interpolation problem as a special case.

Assume that the Toeplitz operator Υn+1 on En+1 is strictly positive; see
(7.5.1). The Levinson system associated with Υn+1 is defined by

Υn+1

⎡⎢⎢⎢⎣
I
A1

...
An

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
R0 R∗1 · · · R∗n
R1 R0 · · · R∗n−1
...

...
. . .

...
Rn Rn−1 · · · R0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
I
A1

...
An

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
Δn+1

0
...
0

⎤⎥⎥⎥⎦ . (7.5.2)

Here {Aj}n
0 and Δn+1 are operators on E with A0 = I. There is a unique solution

to this system of equations. In fact, the unique solution to the Levinson system
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(7.5.2) is given by

Δn+1 =
(
ΠEΥ−1

n+1Π
∗
E
)−1

and
[
I A1 A2 · · · An

]tr = Υ−1
n+1Π

∗
EΔn+1.

Here ΠE =
[
I 0 0 · · · 0

]
is the operator mapping En+1 onto E which picks

out the first component of En+1. Observe that Δn+1 is the Schur complement of
Υn+1 with respect to the operator R0 contained in the upper left-hand corner
of Υn+1. Moreover, one can use the Levinson algorithm to recursively compute
the solution {Aj}n

0 and Δn+1. The Levinson algorithm is discussed in Chapter
15. Finally, Υk denotes the Toeplitz matrix contained in the upper left-hand k
by k corner of Υn+1 when k ≤ n + 1. Motivated by Remark 7.1.3, we obtain the
following solution to the Carathéodory interpolation problem.

Theorem 7.5.1. Let Υn+1 in (7.5.1) be a strictly positive Toeplitz matrix on En+1

generated by a L(E , E)-valued sequence of operators {Rj}n
0 . Let {Aj}n

0 and Δn+1

be the unique solution to the Levinson system in (7.5.2) with A0 = I. Let Θ be the
function defined by

Θ(z) = Δ1/2
n+1

(
I + z−1A1 + z−2A2 + · · ·+ z−(n−1)An−1 + z−nAn

)−1

= znΔ1/2
n+1

(
An +An−1z +An−2z

2 + · · ·+A1z
n−1 + znI

)−1
. (7.5.3)

Then Θ is a rational invertible outer function in H∞(E , E). Moreover, R = Θ∗Θ
is a solution to the Carathéodory interpolation problem, that is, Υn+1 equals the
compression of TR to En+1. Furthermore, let A on En be the companion matrix,
B the operator from E into En and C the operator from En into E be defined by

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−A1 I 0 · · · 0 0
−A2 0 I · · · 0 0

...
...

...
. . .

...
...

−An−2 0 0 · · · I 0
−An−1 0 0 · · · 0 I
−An 0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, B = −

⎡⎢⎢⎢⎢⎢⎢⎢⎣

A1

A2

...
An−2

An−1

An

⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

C =
[

Δ1/2
n+1 0 0 · · · 0 0

]
and D = Δ1/2

n+1. (7.5.4)

Then the following holds.

(i) {A,B,C,D} is an observable realization for Θ(z).

(ii) The operator Υn is the observability Gramian for the pair {C,A}, that is,

Υn = A∗ΥnA+ C∗C. (7.5.5)

(iii) The operator A is stable, and

det[zI −A] = det
[
An +An−1z +An−2z

2 + · · ·+A1z
n−1 + znI

]
. (7.5.6)
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(iv) The Fourier coefficients R =
∑∞
−∞Rke

−ıωk are computed by

R0 = B∗ΥnB +D∗D,

Rk = (B∗ΥnA+D∗C)Ak−1B (k ≥ 1). (7.5.7)

Proof. Let Ω and Γ be the L(E , E)-valued polynomials defined by

Ω(z) = An +An−1z +An−2z
2 + · · ·+A1z

n−1 + znI,

Γ(z) = −(An +An−1z +An−2z
2 + · · ·+A1z

n−1).

A simple calculation shows that

Θ(z) = znΔ1/2
n+1Ω(z)−1 = Δ1/2

n+1Ω(z)−1 (Ω(z) + Γ(z)) = Δ1/2
n+1 + Δ1/2

n+1Ω(z)−1Γ(z).

Classical state space results in Section 14.3 show that {A,B,C,D} is an observable
realization for Θ, and (7.5.6) holds.

To show that Υn is the observability Gramian for {C,A}, notice that Υn+1

admits a matrix decomposition of the form

Υn+1 =
[
R0 X∗n
Xn Υn

]
on
[ E
En

]
(7.5.8)

where Xn =
[
R1 R2 · · · Rn

]tr. In particular, the Schur complement

Δn+1 = R0 −X∗nΥ−1
n Xn = (ΠEΥ−1

n+1Π
∗
E)
−1.

Using this decomposition, equation (7.5.2) implies that

Xn = −Υn

[
A1 A2 · · · An

]tr
,

R0 −Δn+1 = −X∗n
[
A1 A2 · · · An

]tr
,

R0 −Δn+1 = − [ A∗1 A∗2 · · · A∗n
]
Xn. (7.5.9)

The last equation follows by taking the adjoint of the second equation. By com-
bining the first and last equation, we arrive at

R0 −Δn+1 =
[
A∗1 A∗2 · · · A∗n

]
Υn

[
A1 A2 · · · An

]tr
. (7.5.10)

Let V and Λ be the block matrices on En defined by

V =

⎡⎢⎢⎢⎢⎢⎣
0 I 0 · · · 0
0 0 I · · · 0
...

...
...

. . .
...

0 0 0 · · · I
0 0 0 · · · 0

⎤⎥⎥⎥⎥⎥⎦ and Λ =

⎡⎢⎢⎢⎢⎢⎣
−A1 0 · · · 0
−A2 0 · · · 0

...
...

. . .
...

−An−1 0 · · · 0
−An 0 · · · 0

⎤⎥⎥⎥⎥⎥⎦ . (7.5.11)
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The shift matrix V has the identity operator I immediately above the main diag-
onal and zeros elsewhere. The first column of Λ is − [ A1 A2 · · · An

]tr and
all the other columns of Λ are zero. By construction A = Λ +V . Observe that Υn

admits a decomposition of the form

Υn =
[

R0 X∗n−1

Xn−1 Υn−1

]
and V ∗ΥnV =

[
0 0
0 Υn−1

]
. (7.5.12)

As expected, Xn−1 =
[
R1 R2 · · · Rn−1

]tr. By (7.5.9) and (7.5.10), we have

A∗ΥnA = (V + Λ)∗Υn(V + Λ)
= V ∗ΥnV + V ∗ΥnΛ + Λ∗ΥnV + Λ∗ΥnΛ

=
[

0 0
0 Υn−1

]
+
[

0 0
Xn−1 0

]
+
[

0 X∗n−1

0 0

]
+
[
R0 −Δn+1 0

0 0

]
=
[
R0 −Δn+1 X∗n−1

Xn−1 Υn−1

]
= Υn − C∗C.

Hence Υn = A∗ΥnA + C∗C. In other words, Υn is the observability Gramian
for {C,A}. Because the pair {C,A} is observable and Υn is strictly positive, A is
stable. Therefore Parts (i), (ii) and (iii) hold. Equation (7.5.6) follows from (14.3.5)
in Chapter 14.

Since A is stable and Θ = D + C(zI − A)−1B, we see that Θ is a rational
function in H∞(E , E). Because Θ−1 is a polynomial in 1/z, the function Θ−1 is
also a rational function in H∞(E , E). Therefore Θ is an invertible outer function.

To complete the proof, it remains to show that Υn+1 is the compression of
TR to En+1. Let R =

∑∞
−∞ e−ıωkQk be the Fourier series expansion for R. Recall

that {A,B,C,D} is a realization for Θ. By employing Lemma 4.5.4, with P = Υn,
we have

Q0 = B∗ΥnB +D∗D,

Qk = (B∗ΥnA+D∗C)Ak−1B (k ≥ 1). (7.5.13)

To verify that Υn+1 is the compression of TR to En+1, it suffices to show that
Qk = Rk for 0 ≤ k ≤ n. According to (7.5.10), we see that

R0 −Δn+1 = R0 −D∗D = B∗ΥnB.

So the first equation in (7.5.7) holds. By taking the adjoint in (7.5.2) along with
the definition of B, we obtain

[
I −B∗] [R0 X∗n

Xn Υn

]
=
[
Δn+1 0

]
.
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In particular, B∗Υn = X∗n. For 1 ≤ k ≤ n, the equations in (7.5.2) yield

(B∗ΥnA+D∗C)Ak−1B = (X∗nA+D∗C)Ak−1B

= (X∗n(Λ + V ) +D∗C)Ak−1B

=
[
R0 R∗1 R∗2 · · · R∗n−1

]
Ak−1B

=
[
R0 R∗1 R∗2 · · · R∗n−1

]
(Λ + V )Ak−2B

=
[
R1 R0 R∗1 · · · R∗n−2

]
(Λ + V )Ak−3B

=
[
R2 R1 R0 · · · R∗n−3

]
(Λ + V )Ak−4B

...

=
[
Rk+1 Rk · · · R∗n−k−2

]
B = Rk.

For example, to obtain the fifth equality we used the second row in (7.5.2), that is,
−R1 = R0A1 +R∗1A2 + · · ·R∗n−1An. Continuing in this fashion yields the previous
equation. �

7.6 A Finite Sections Approach to Factorization

Recall that if H1 and H2 are two subspaces of K, then H1 ⊆ H2 if and only if
PH1 ≤ PH2 . (The orthogonal projection onto H is denoted by PH.) Let {Hk}∞1
be an increasing sequence of subspaces (Hk ⊆ Hk+1 for all integers k ≥ 1) such
that

∨∞
1 Hk = K. Then PHk

converges to the identity I in the strong operator
topology as k tends to infinity. To be precise, PHk

x converges to x for each vector
x in K.

The following result shows that the inverse of the finite sections of a strictly
positive operator converge to the inverse in the strong operator topology.

Lemma 7.6.1. Let T be a strictly positive operator on H. Let PHk
be a sequence of

orthogonal projections onto a set of subspaces {Hk} for all integers k ≥ 1. Assume
that PHk

converges to the identity I in the strong operator topology as k tends to
infinity. Let Tk be the operator on Hk obtained by compressing T to Hk, that is,
Tk = PHk

T |Hk. Then

T−1g = lim
k→∞

T−1
k PHk

g (for all g ∈ H).

In other words, the inverse of Tk converges to the inverse of T is the strong operator
topology.

Proof. Since T is strictly positive, there exists a scalar δ > 0 such that T ≥ δI.
Hence Tk ≥ δI for all integers k ≥ 1. Let hk ∈ Hk be the unique solution to
Tkhk = PHk

g, and h ∈ H the unique solution to Th = g. To complete the proof it
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remains to show that hk converges to h. To this end, observe that

‖hk − PHk
h‖ = ‖T−1

k Tk(hk − PHk
h)‖ ≤ δ−1‖Tk(hk − PHk

h)‖
= δ−1‖PHk

g − TkPHk
h‖ = δ−1‖PHk

g − PHk
TPHk

h‖
≤ δ−1‖g − TPHk

h‖ → δ−1‖g − Th‖ = 0.

In other words, ‖hk − PHk
h‖ converges to zero. Since PHk

h converges to h, the
triangle inequality implies that hk converges to h. �

7.6.1 A finite section approach to outer factorization

Let TR be a strictly positive Toeplitz operator on �2+(E) of the form

TR =

⎡⎢⎢⎢⎣
R0 R∗1 R∗2 · · ·
R1 R0 R∗1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ on �2+(E). (7.6.1)

According to Remark 7.1.3, the operator TR admits an invertible outer spectral
factor Θ. Moreover, this outer spectral factor is given by

Θ(z) = Δ1/2
(
I + z−1A1 + z−2A2 + z−3A3 + · · · )−1

,

TR

[
I A1 A2 A3 · · ·]tr =

[
Δ 0 0 0 · · ·]tr . (7.6.2)

Let us use Lemma 7.6.1, to compute an approximation Ψk to the outer spectral
factor Θ for TR. To this end, let TR,k = ΠEkTR|Ek on Ek be the k × k Toeplitz
matrix contained in the upper left-hand corner of TR. Now consider the function
defined by

Ψk(z) = Δ1/2
k

(
I + z−1Ak,1 + z−2Ak,2 + · · ·+ z−(k−1)Ak,k−1

)−1

,

TR,k

[
I Ak,1 Ak,2 · · · Ak,k−1

]tr =
[
Δk 0 0 · · · 0

]tr
. (7.6.3)

Recall that Δ is the Schur complement for TR with respect to R0 in the upper
left-hand corner of TR, while Δk is the Schur complement for TR,k with respect
to R0 in the upper left-hand corner of TR,k; see Section 7.2. The Levinson algo-
rithm presented in Chapter 15 can be used to recursively compute {Ak,j} and Δk.
Theorem 7.5.1 shows that Ψk is an invertible outer function. Recall that

Δ = (ΠET−1
R Π∗E)

−1,

Δk = (ΠET−1
R,kΠ∗E)

−1,

T−1
R Π∗EΔ =

[
I A1 A2 A3 · · · ]tr ,

T−1
R,kΠ∗EΔk =

[
I Ak,1 Ak,2 · · · Ak,k−1

]tr
. (7.6.4)
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By employing the finite section inversion Lemma 7.6.1, we see that Δk con-
verges to Δ and T−1

R,kΠ∗EΔk converges to T−1
R Π∗EΔ. In fact, according to the

results in Section 7.2, the operators Δk are monotonically decreasing and con-
verge to Δ = Θ(∞)∗Θ(∞). By taking the Fourier transform, Ψ−1

k converges to
Θ−1 in the H2(E , E) topology. Therefore Ψk(z) converges to Θ(z) uniformly on
{z ∈ C : |z| > r} where r is any fixed positive scalar such that r > 1.

Now assume that the Toeplitz matrix TR is strictly positive and R is rational.
Then TR admits a rational invertible outer spectral factor Θ in H∞(E , E); see
Section 6.1. Let Θ(z) =

∑∞
0 z−nΘn be the Taylor series expansion for Θ. If one

knows the Taylor coefficients {Θn}2j−1
0 where j > δ(Θ) the McMillan degree of Θ,

then one can use the Kalman-Ho algorithm to compute the minimal realization
{A,B,C,D} for Θ; see Section 14.5 for a review of the Kalman-Ho algorithm.

Remark 7.6.2. One can also compute a minimal realization for Θ directly from
{An}2j−1

0 and Δ. To see this, recall that Θ−1 is a rational outer function. Remark
14.2.1 shows that Θ and Θ−1 have the same McMillan degree. By consulting
(7.6.2), we see that

Θ(z)−1 =

(
I +

∞∑
n=1

z−nAn

)
Δ−1/2. (7.6.5)

Let {Â, B̂, Ĉ, I} be a minimal realization for
∑∞

0 z−nAn = Θ−1Δ1/2 where A0 =
I. Then {Â, B̂Δ−1/2, Ĉ,Δ−1/2} is a minimal realization for Θ−1. According to
Remark 14.2.1, a minimal realization {A,B,C,D} for Θ is given by

Θ(z) = D + C(zI −A)−1B where A = Â− B̂Ĉ,
B = B̂, C = −Δ1/2Ĉ and D = Δ1/2. (7.6.6)

So if one knows Δ and {An}2j−1
0 where j > δ(Θ), then one can apply the Kalman-

Ho algorithm directly to {An}2j−1
0 to compute a minimal realization {Â, B̂, Ĉ, I}

for Θ−1Δ1/2. Then {A,B,C,D} in (7.6.6) is a minimal realization for Θ.

According to Theorem 7.5.1, the invertible outer function Ψk admits an ob-
servable realization of the form {A on X , B, C,D} where dimX = (k−1)×dim(E);
see (7.5.4). In general this realization is controllable and observable. So in many
problems the McMillan degree of Ψk approaches infinity as k tends to infinity. Re-
call that the McMillan degree of Θ is finite. So it may appear that Ψk is not very
useful in computing a state space realization for Θ. However, since Ψk converges
to Θ uniformly on compact sets in D, we can apply the Kalman-Ho algorithm to
the Fourier coefficients of Ψ−1

k (or even Ψk) to find an approximate realization for
Θ. To see this, for large k one can run the Kalman-Ho algorithm on {Ak,j}k−1

j=0

where Ak,0 = I and k > 2δ(Θ). The McMillan degree of Θ does not have to be
known a priori. By throwing out all the small singular values in the Hankel matrix
corresponding to {Ak,j}, compute a minimal realization {Â, B̂, Ĉ, I} for the data
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{Ak,j}. Then compute the realization {A,B,C,D} in (7.6.6). For k sufficiently
large, Θ(z) ≈ D + C(zI −A)−1B.

To see why this works, observe that the Hankel matrix in the Kalman-Ho
algorithm corresponding to {Ak,j} is given by

Hk =

⎡⎢⎢⎢⎣
Ak,1 Ak,2 · · · Ak,j

Ak,2 Ak,3 · · · Ak,j+1

...
...

...
...

Ak,j Ak,j+1 · · · Ak,2j−1

⎤⎥⎥⎥⎦ and set H =

⎡⎢⎢⎢⎣
A1 A2 · · · Aj

A2 A3 · · · Aj+1

...
...

...
...

Aj Aj+1 · · · A2j−1

⎤⎥⎥⎥⎦ .
Now assume that j is fixed and j > δ(Θ). For large k the Hankel matrix Hk will
have δ(Θ) nonzero singular values and all the other singular values will be zero.
Because T−1

R,kΠ∗EΔk converges to T−1
R Π∗EΔ in the operator topology, Hk converges

to H in the operator norm; see (7.6.4). Since Hk is the Hankel matrix in the
Kalman-Ho algorithm corresponding to the data {Ak,ν}2j−1

ν=0 for Ψ−1
k Δ1/2

k , we see
that

Θ(z)−1Δ1/2 ≈ I + Ĉ(zI − Â)−1B̂

where {Â, B̂, Ĉ, I} is computed by using the Kalman-Ho algorithm on the data
{Ak,ν}2j−1

ν=0 . Hence for k sufficiently large, Θ(z) ≈ D + C(zI −A)−1B.
Remark 7.6.3. One can also compute an approximate state space realization for
the outer spectral factor Θ by applying the Kalman-Ho algorithm directly to the
Taylor coefficients {Ψk,ν} in the Taylor series expansion for

Ψk(z) =
∞∑

ν=0

z−νΨk,ν .

To compute the Taylor coefficients {Ψk,ν} by using state space methods, recall that
transfer function Ψk(z) = Dk + Ck(zI − Ak)−1Bk where Ak, Bk, Ck and Dk are
determined by (7.5.4). According to Theorem 7.5.1, the Taylor coefficients Ψk,0 =
Dk and Ψk,ν = CkA

ν−1
k Bk for all integers ν ≥ 1. Notice that this method requires

multiplying matrices with many zero entries to compute {Ψk,ν}. If these matrices
are large, this method may be inefficient. However, the fast Fourier transform
is an efficient method to compute {Ψk,ν}, especially in the scalar setting. Once
one obtains {Ψk,ν}, run the Kalman-Ho algorithm on the data {Ψk,ν}2j−1

ν=0 where
j > δ(Θ) and k is sufficiently large to compute a minimal realization {A,B,C,D}
for Ψk. Then Θ(z) ≈ D + C(zI −A)−1B.

7.7 An Inner-Outer Factorization Procedure

In this section, we will use the finite section inversion method in Lemma 7.6.1
to compute the inner-outer factorization for a rational transfer function G in
H∞(E ,Y). To be precise, assume that G admits an inner-outer factorization of
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the form G = GiGo where Go is an invertible outer function in H∞(E , E) and Gi

is an inner function in H∞(E ,Y). To compute Go set R = G∗G = G∗oGo. Now use
the state space techniques in Lemma 4.5.4 or the fast Fourier transform, to com-
pute the Fourier coefficients {Rn}∞0 for R =

∑∞
−∞ e−ıωnRn. Then invert TR,k and

use the Kalman-Ho algorithm to compute a minimal realization {Ao, Bo, Co, Do}
for Ψk. For k sufficiently large, {Ao, Bo, Co, Do} can be used as a realization for
Θ = Go the outer spectral factor for TR.

To compute a realization for the inner factor Gi, observe that

Gi = GG−1
o ≈ G

(
I + z−1Ak,1 + z−2Ak,2 + · · ·+ z−(k−1)Ak,k−1

)
Δ−1/2

k .

Now there are several different approaches to compute Gi. First one can use stan-
dard fast Fourier transform techniques to compute the Taylor coefficients {Gi,n}
for Gi =

∑∞
n=0 z

−nGi,n. For another method, recall that convolution in the time
domain corresponds to multiplication in the z domain. Hence {Gi,n}∞n=0 can also
be computed by the matrix multiplication

⎡⎢⎢⎢⎢⎢⎣
Gi,0

Gi,1

Gi,2

Gi,3

...

⎤⎥⎥⎥⎥⎥⎦ ≈ TG

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ak,0

Ak,1

...
Ak,k−1

0
0
...

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Δ−1/2

k (7.7.1)

where Ak,0 = I and TG is the lower triangular Toeplitz matrix determined by
the Taylor coefficients {Gn}∞0 for G =

∑∞
0 z−nGn. To obtain {Gn}∞0 by state

space techniques, let {A,B,C,D} be any realization for G, then G0 = D and
Gn = CAn−1B for all integers n ≥ 0. (In fact, one can use the Matlab command
“dlsim” to compute {Gi,n} in (7.7.1).) Now run the Kalman-Ho algorithm on
{Gi,n}2j−1

n=0 for j sufficiently large to compute a minimal realization {Ai, Bi, Ci, Di}
for Gi.

One can also use state space techniques to compute a realization for Gi. To
this end, let {A,B,C,D} be a minimal realization for G, and {Ao, Bo, Co, Do} be
the minimal realization for its outer spectral factor Go. Recall that

{Ao −BoD
−1
o Co, BoD

−1
o ,−D−1

o Co, D
−1
o }

is a realization for G−1
o ; see Remark 14.2.1. Using Gi = GG−1

o with Remark 14.2.2,
we see that a realization {Ai, Bi, Ci, Di} for Gi is given by

Ai =
[
A −BD−1

o Co

0 Ao − BoD
−1
o Co

]
, Bi =

[
B
Bo

]
D−1

o ,

Ci =
[
C −DD−1

o Co

]
and Di = DDo. (7.7.2)
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This realization may not be minimal. One may have to apply standard model
reduction techniques on {Ai, Bi, Ci, Di} (the Matlab command is minreal) to find
a minimal realization for Gi. Finally, one can also use the Kalman-Ho algorithm
on the Taylor coefficients of Gi to compute a minimal realization for Gi.
Example. Consider the rational transfer function g in H∞ given by

g =
1.1909z3 + 0.8735z2 − 0.5210z + 0.0492

z7 + 0.1211z6 − 0.3788z5 − 0.2342z4 + 0.0222z3 + 0.0408z2 + 0.0025z − 0.0011
.

Let g = gigo denote the inner-outer factorization for g where go is outer and gi is
inner. By keeping only three significant singular vales in the Kalman-Ho algorithm,
for computing the outer part, we obtained

go(z) =
1.365z3 + 0.64z2 − 0.2777z + 0.1551
z3 + 0.1308z2− 0.2608z − 0.1922

.

The singular values for the 500× 500 Hankel matrix corresponding to go are

{0.9152, 0.5789, 0.2881, 0.0108, 0.0016, 0, · · · }.
Running the Kalman-Ho algorithm on {gi,n}500n=0 and keeping five singular values,
we arrived at the inner function

gi(z) =
0.8722z+ 1

z4 (z + 0.8722)
. (7.7.3)

In fact, the singular values for the 500× 500 Hankel matrix corresponding to the
gi are {1, 1, 1, 1, 1, 0, . . .}. Using the fast Fourier transform, ‖g‖∞ = 2.7818 and
‖g − gigo‖∞ = 0.014. On the surface, it appears that gigo is eighth order, while g
is seventh order. However, there is an approximate pole zero cancellation in gigo.
One can obtain a more accurate approximation of the inner and outer factors by
keeping more singular values in the Kalman-Ho algorithm for go. In fact, keeping
six singular values, we arrive at ‖g− gigo‖∞ = 1.5027× 10−8 where the McMillan
degree of go is now six.

A typical procedure for computing the inner-outer factorization for g = p/q
in Matlab is given by the following steps.

(i) Set g = fft(p, 2 ∧ 13)./fft(q, 2 ∧ 13). Compute R = abs(g). ∧ 2. Set Rn =
real(ifft(R)). The vector Rn(1 : 2 ∧ 12) contains the first 212 Fourier coeffi-
cients for R = |g|2. Finally, it is noted that in Matlab,

p = [0, 0, 0, 0, 1.1909, 0.8735,−0.5210, 0.0492];
q = [1, 0.1211,−0.3788,−0.2342, 0.0222, 0.0408, 0.0025,−0.0011];

One must include the zeros in p.

(ii) Now invert the Toeplitz matrix TR,k for k sufficiently large. In Matlab
[
a e
]
=

levinson(Rn(1 : 1000)). The vector a corresponds to {Ak,n} and e to Δk.
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(iii) Compute go =
∑∞

0 z−ngo,n. In Matlab go = sqrt(e)./fft(a, 2∧ 13); and gn =
real(ifft(go)). Then gn(1 : 2∧ 12) contains the first 212 Fourier coefficients of
go.

(iv) Run the Kalman-Ho algorithm on gn(1:500). Select the appropriate number
of significant singular values to compute the realization {A,B,C,D} for go.

(v) Compute gi. In Matlab, compute gi = g./go. Set gni = real(ifft(gi)). Then
gi(1 : 2 ∧ 12) contains the first 212 Fourier coefficients of gi.

(vi) Run the Kalman-Ho algorithm on gni(1:500) to compute the realization
{Ai, Bi, Ci, Di} for gi.

There is nothing magical about 1000 for the Levinson or 500 for the Kalman-Ho.
Certainly these numbers can be much smaller, or even larger depending on the
problem. We choose these numbers to demonstrate that this kind of an algorithm
works well for large numbers. Finally, by making minor modifications, the previous
algorithm can be converted to compute the inner-outer factorization for a rational
function G in H∞(E ,Y) when the outer factor is an invertible outer function. The
details are left to the reader as a simple exercise.

Let H be the Hankel matrix corresponding to a two-sided inner function
Θ. Then H has δ(Θ) singular values equal to 1 and all the other singular values
are zero; see Remark 4.2.3. So it is not surprising that the singular values for
the 500× 500 Hankel matrix corresponding to the inner function gi in (7.7.3) are
{1, 1, 1, 1, 1, 0, 0, . . .} and δ(gi) = 5. In other words, numerically, there are δ(gi)
nonzero singular values for this Hankel matrix and these singular values are all
one. This happens for any square rational inner function once the finite section of
the corresponding Hankel matrix becomes large enough.

7.8 Rational Contractive Analytic Functions

We say that G is a contractive analytic function if G is a function in H∞(E ,Y)
and ‖G‖∞ ≤ 1. In other words, a function G in H∞(E ,Y) is a contractive analytic
function if and only if its corresponding Toeplitz matrix TG defines a contraction
mapping �2+(E) into �2+(Y).

We say that {A on X , B, C,D} is a contractive realization if its system matrix

Ω =
[
A B
C D

]
:
[ X
E
]
→
[ X
Y
]

(7.8.1)

is a contraction. An isometric realization studied in Section 4.2 is a special case
of a contractive realization. In Chapter 13 we will show that G is a contractive
analytic function if and only if G admits a contractive realization. It is noted that
if {A,B,C,D} is a minimal realization for a contractive analytic function, then Ω
is not necessarily a contraction. For example, {0, 2, 1/2, 0} is a minimal realization
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for 1/z and ‖Ω‖ = 2. In this section we will concentrate on rational contractive
analytic functions and their contractive realizations.

Let {A on X , B, C,D} be a contractive realization for a function G. The
state space X can be finite or infinite dimensional. Let TG be the lower trian-
gular Toeplitz matrix corresponding to the Taylor series expansion for G(z) =∑∞

0 z−nGn, and Wo the observability matrix determined by the pair {C,A}. To
be precise,

TG =

⎡⎢⎢⎢⎣
G0 0 0 · · ·
G1 G0 0 · · ·
G2 G1 G0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ and Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ . (7.8.2)

Then we claim that

Ξ =
[
Wo TG

]
:
[ X
�2+(E)

]
→ �2+(Y) (7.8.3)

is a contraction. In particular, TG is a contraction mapping �2+(E) into �2+(Y). In
other words, if G admits a contractive realization, then G is a contractive analytic
function.

To show that Ξ is a contraction consider the state space system[
x(n+ 1)
y(n)

]
=
[
A B
C D

] [
x(n)
u(n)

]
. (7.8.4)

Here the state x(n) is in X , the input u(n) is in E and the output y(n) is in Y for
all integers n ≥ 0. Using the fact that the systems matrix Ω is a contraction, we
have

‖y(0)‖2 + ‖x(1)‖2 ≤ ‖x(0)‖2 + ‖u(0)‖2,
‖y(1)‖2 + ‖x(2)‖2 ≤ ‖x(1)‖2 + ‖u(1)‖2,

...

‖y(n)‖2 + ‖x(n+ 1)‖2 ≤ ‖x(n)‖2 + ‖u(n)‖2.
Summing up the previous inequalities yields

n∑
j=0

‖y(j)‖2 +
n+1∑
j=1

‖x(j)‖2 ≤
n∑

j=0

‖x(j)‖2 +
n∑

j=0

‖u(j)‖2.

By eliminating the terms {‖x(j)‖2}n
1 , we obtain

n∑
j=0

‖y(j)‖2 ≤
n∑

j=0

‖y(j)‖2 + ‖x(n+ 1)‖2 ≤ ‖x(0)‖2 +
∞∑

j=0

‖u(j)‖2.
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If {u(j)}∞0 is any square summable sequence, then we have

∞∑
j=0

‖y(j)‖2 ≤ ‖x(0)‖2 +
∞∑

j=0

‖u(j)‖2. (7.8.5)

Recall that the solution to the state space system in (7.8.4) is given by⎡⎢⎢⎢⎣
y(0)
y(1)
y(2)

...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦x(0) +

⎡⎢⎢⎢⎣
G0 0 0 · · ·
G1 G0 0 · · ·
G2 G1 G0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
u(0)
u(1)
u(2)

...

⎤⎥⎥⎥⎦ , (7.8.6)

where G(z) =
∑∞

0 z−nGn is the Taylor series expansion for G; see equation
(14.1.5) in Section 14.1. By consulting (7.8.5), we see that

‖Wox(0) + TG(⊕∞0 u(j))‖2 =
∞∑

j=0

‖y(j)‖2 ≤ ‖x(0)‖2 +
∞∑

j=0

‖u(j)‖2.

Therefore Ξ is a well-defined contraction mapping X ⊕ �2+(E) into �2+(Y).
In summary, if {A,B,C,D} is a contractive realization for a transfer function

G, then G is a contractive analytic function. Recall that two similar realizations
have the same transfer function. So if {A,B,C,D} is similar to a contractive
realization, then its transfer function is also a contractive analytic function. This
proves part of the following result known as the bounded real lemma in systems
theory.

Theorem 7.8.1. Let {A on X , B, C,D} be a minimal realization for a L(E ,Y)-
valued rational transfer function G. Then the following statements are equivalent.

(i) G is a contractive analytic function.

(ii) The operator A is stable and[
A∗ C∗

B∗ D∗

] [
Y 0
0 I

] [
A B
C D

]
≤
[
Y 0
0 I

]
, (7.8.7)

where Y is a strictly positive operator on X .

(iii) The realization {A,B,C,D} is similar to a stable contractive realization.

In particular, G is a rational contractive analytic function if and only if G admits
a stable minimal contractive realization.

Proof. Assume that G is a contractive analytic function. Let R be the rational
function in L∞(E , E) defined by R(eıω) = I − G(eıω)∗G(eıω) for all 0 ≤ ω ≤ 2π.
Because G is a contractive analytic function, R(eıω) ≥ 0 for all 0 ≤ ω ≤ 2π. Hence
TR is a rational positive Toeplitz operator on �2+(E). By consulting Lemma 4.5.4,
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we see that the entries (TR)j,k = Rj−k of the Toeplitz matrix TR are determined
by

R0 = I −D∗D −B∗PB,
Rn = ĈAn−1B (for n ≥ 1),

Ĉ = −(D∗C +B∗PA). (7.8.8)

Here P is the observability Gramian for the pair {C,A}. The results in Section
6.1, show that TR admits a rational outer spectral factor Θ. Moreover, according
to Theorem 6.1.1, the outer spectral factor Θ admits a realization of the form
{A,B,Co, Do}. Let Φ be the function in H∞(E ,Y ⊕E) defined by Φ =

[
G Θ

]tr.
We claim that Φ is an inner function. Using the fact that I −G∗G = R = Θ∗Θ on
the unit circle, we have

Φ∗Φ = G∗G+ Θ∗Θ = G∗G+ I −G∗G = I

on the unit circle. Therefore Φ is an inner function.
Observe that {A,B, [C Co

]tr
,
[
D Do

]tr} is a minimal realization for Φ.
According to Theorem 4.2.1, we have[

A∗ C∗ C∗o
B∗ D∗ D∗o

]⎡⎣ Y 0 0
0 IY 0
0 0 IE

⎤⎦⎡⎣ A B
C D
Co Do

⎤⎦ =
[
Y 0
0 IE

]
(7.8.9)

where Y is the observability Gramian for {[C Co

]tr
, A}, that is,

Y = A∗Y A+ C∗C + C∗oCo. (7.8.10)

So for x⊕ v in X ⊕ E , we obtain∥∥∥∥[Y 1/2A Y 1/2B
C D

] [
x
v

]∥∥∥∥2 ≤
∥∥∥∥∥∥
⎡⎣Y 1/2A Y 1/2B

C D
Co Do

⎤⎦[x
v

]∥∥∥∥∥∥
2

=
∥∥∥∥[Y 1/2 0

0 I

] [
x
v

]∥∥∥∥2 .
This yields the inequality in (7.8.7). In other words, Part (i) implies Part (ii).

Assume that Part (ii) holds. Multiplying both sides of (7.8.7) by Y −1/2 ⊕ I,
we see that [

Y 1/2AY −1/2 Y 1/2B

CY −1/2 D

]
:
[ X
E
]
→
[ X
Y
]

(7.8.11)

is a contraction. In other words,

Σ = {Y 1/2AY −1/2, Y 1/2B,CY −1/2, D}
is a stable contractive realization of G. Notice that Y 1/2 is a similarity transfor-
mation intertwining {A,B,C,D} with Σ. Therefore {A,B,C,D} is similar to a
stable contractive realization. So Part (ii) implies Part (iii). We have already seen
that Part (iii) implies Part (i). Therefore Parts (i), (ii) and (iii) are equivalent. �
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Remark 7.8.2. Let {A,B,C,D} be a minimal realization for a rational contractive
analytic functionG. Let {A,B,Co, Do} be a realization for the outer spectral factor
Θ for I −G∗G. Then[

A∗ C∗

B∗ D∗

] [
Y 0
0 I

] [
A B
C D

]
≤
[
Y 0
0 I

]
, (7.8.12)

where Y is the observability Gramian for the pair {[C Co

]tr
, A}. Moreover,

{Y 1/2AY −1/2, Y 1/2B,CY −1/2, D}
is a stable contractive realization for G. Finally,

{A,B, [C Co

]tr
,
[
D Do

]tr}
is a minimal realization for the inner function

[
G Θ

]tr in H∞(E ,Y ⊕ E) and
(7.8.9) holds.

7.8.1 A contractive realization procedure

Assume that G is a rational contractive analytic function in H∞(E ,Y) satisfying
‖G‖∞ < 1. Then one can use the finite section method in Section 7.6 to compute
a realization {A,B,C,D} for G satisfying (7.8.12). To this end, compute the outer
spectral factor Θ for R = I−G∗G. One can compute the Fourier coefficients {Rn}
for R by using the fast Fourier transform or the state space method in (7.8.8). Now
let {A,B, [C Co

]tr
,
[
D Do

]tr} be a minimal realization for the inner function[
G Θ

]tr. Then {A,B,C,D} satisfies the inequality in (7.8.12) where Y is the
observability Gramian for {[C Co

]tr
, A}.

Example. Consider the contractive analytic function

g(z) =
−0.7165z2 + 0.1796z − 0.0706

z3 − 0.2824z2− 0.0580z + 0.0003
. (7.8.13)

A simple computation shows that ‖g‖∞ = .92. Using the finite section method
with the Kalman-algorithm, the outer spectral factor θ for 1− |g|2 is given by

θ(z) =
0.6671z3 − 0.2471z2− 0.1627z + 0.0004497

z3 − 0.2824z2− 0.058z + 0.0003
. (7.8.14)

A minimal realization {A,B,Ci, Di} for the inner function
[
g θ

]tr is given by

A =

⎡⎣ 0.0983 −0.3295 −0.0116
−0.4965 0.1097 −0.2787

0.0178 0.2840 0.0744

⎤⎦ , B =

⎡⎣0.8548
0.0515
0.0196

⎤⎦ ,
Ci =

[ −0.8344 −0.0757 0.0294
−0.0882 0.3187 0.0154

]
and Di =

[
0

0.6671

]
. (7.8.15)
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Then a realization for g is given by {A,B,C, 0} where

C =
[−0.8344 −0.0757 0.0294

]
is the first row of Ci. The observability Gramian Y for the pair {Ci, A} is given
by

Y =

⎡⎣0.7590 0 0
0 0.1934 0
0 0 0.0163

⎤⎦ . (7.8.16)

Finally, the inequality (7.8.12) holds with D = 0.
A typical procedure for computing {A,B,C,D} for the rational contractive

analytic function g = p/q in Matlab is given by the following steps.

(i) Compute g = fft(p, 2 ∧ 13)./fft(q, 2 ∧ 13). Here

p = [0,−0.7165, 0.1796,−0.0706] and q = [1,−0.2824,−0.0580, 0.0003].

Then ‖g‖∞ = norm(g, ’inf’). Compute R = 1 − abs(g). ∧ 2. Set Rn =
real(ifft(R). The vector Rn(1:2 ∧ 12) contains the first 212 Fourier coefficients
for R = 1− |g|2.

(ii) Invert the Toeplitz matrix TR,k for k sufficiently large. In Matlab
[
a e

]
=

levinson(Rn(1:1000)). The vector a corresponds to {Ak,n} and e to Δk.

(iii) Compute θ =
∑∞

0 z−nθn, the outer spectral factor for 1 − |g|2. In Matlab
θ = sqrt(e)./fft(a, 2 ∧ 13); and ϑ = real(ifft(θ)). Then ϑ(1:2 ∧ 12) contains
the first 212 Fourier coefficients of θ.

(iv) Run the Kalman-Ho algorithm on ϑ(1:500). Select the appropriate number
of singular values and compute the realization {Ao, Bo, Co, Do} for θ.

(v) Now use standard state space techniques to find a minimal state space real-
ization {A,B,Ci, Di} for the inner function

[
g θ

]tr.
(v-a) Another method to compute {A,B,Ci, Di} which skips part of step (iv) is to

find the Fourier expansion g =
∑∞

0 z−ngn. In Matlab gn = real(ifft(g)); the
vector gn contains {gn}2

12−1
0 in the vector gb(1:2 ∧ 12). Let α be the vector

defined by

α =
[
gn(1) ϑ(1) gn(2) ϑ(2) gn(3) ϑ(3) · · · gn(500) ϑ(500)

]
.

Then run the Kalman-Ho algorithm on α to compute a minimal realization
for
[
g θ

]tr
. In fact, this is how we computed {A,B,Ci, Di}.

(vi) Finally, use the “dlyap” command to compute the observability Gramian for
the pair {Ci, A}. Then {A,B,C,D} is a realization for g where C is the first
row of Ci and D is the first component of Di.
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As noted earlier there is nothing magical about 1000 for the Levinson or 500 for
the Kalman-Ho. Finally, by making minor modifications, the previous algorithm
can be converted to compute a minimal realization for any rational contractive
analytic function G in H∞(E ,Y) satisfying ‖G‖∞ < 1. The details are left as a
simple exercise.

7.9 A Spectral Factorization Approach to Filtering

Let {A,B,C,D} be a minimal stable realization for a scalar-valued rational trans-
fer function g(z) in H∞. The corresponding state space system is given by

x(n+ 1) = Ax(n) +Bu(n) and y(n) = Cx(n) +Du(n). (7.9.1)

The output y(n) corresponding to the input u(n) is determined by the Toeplitz
matrix Tg and the observability matrix corresponding to {C,A}, that is,⎡⎢⎢⎢⎣

y(0)
y(1)
y(2)

...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦x(0) +

⎡⎢⎢⎢⎣
g0 0 0 · · ·
g1 g0 0 · · ·
g2 g1 g0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
u(0)
u(1)
u(2)

...

⎤⎥⎥⎥⎦ . (7.9.2)

Here g(z) =
∑∞

0 z−kgk where g0 = D and gk = CAk−1B for all integers k ≥ 1;
see Section 14.1.

The steady state response to an input u(n) is the output yss(n) after all the
transients have died out. The steady state response is usually computed for a
sinusoid input. For example, consider the sinusoid input u(n) = aeıω0n. Here a is
the amplitude of the sinusoid and ω0 is the angular frequency. In this case, the
output y(n) is determined by

y(n) = CAnx(0) +
n∑

k=0

gn−kae
ıω0k

= CAnx(0) + aeıω0n
n∑

k=0

gn−ke
−ıω0(n−k)

= CAnx(0) + aeıω0n
n∑

k=0

gke
−ıω0k

= CAnx(0) + g(eıω0)aeıω0n − aeıω0n
∞∑

k=n+1

gke
−ıω0k.

Observe g(eıω0) is the value of the rational transfer function g(z) computed at the
boundary z = eıω0 . Because g is a rational function inH∞, the last term converges
to zero as n tends to infinity, that is,
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∞∑

k=n+1

gke
−ıω0k

∣∣∣∣∣ ≤ |a|
∞∑

k=n+1

|gk| → 0.

Since A is stable, CAnx(0) also converges to zero as n tends to infinity. So for
large n the output y(n) ≈ g(eıω0)aeıω0n. Recall that the steady state response
is the output yss(n) after all the transients have died out. So in our example
yss(n) = g(eıω0)aeıω0n. Notice that g(eıω0) admits a polar decomposition of the
form g(eıω0) = |g(eıω0)|eıφ0 where φ0 is the angle for g(eıω0). This readily implies
that the steady state response is given by

yss(n) = a|g(eıω0)|eı(ω0n+φ0). (7.9.3)

The steady state response yss(n) corresponding to the input u(n) = aeıω0n is a
sinusoid with the same frequency ω0 as the input, while the amplitude had changed
to a|g(eıω0n)| and there has been a phase shift of φ0 radians.

Now assume that the input u(n) is a finite linear combination of sinusoids,
that is,

u(n) =
ν∑

k=1

ake
ıωkn. (7.9.4)

Here {ak}ν
1 are the amplitudes and {ωk}ν

1 are the distinct frequencies for the
sinusoid input. Because the system in (7.9.1) is linear, the corresponding steady
state output is given by

yss(n) =
ν∑

k=1

ak|g(eıωk)|eı(ωkn+φk) (7.9.5)

where g(eıωk) = |g(eıωk)|eıφk is the polar decomposition for g(eıωk).
In most applications (7.9.1) is a state space system consisting of real matrices

{A,B,C,D}. In this case, the Taylor coefficients {gk}∞0 are also real. Moreover,
if φ is the phase for g(eıω), then we see that

g(e−ıω) = g(eıω) = |g(eıω)|eıφ = |g(eıω)|e−ıφ.

In other words, g(eıω) and g(e−ıω) have the same magnitude, while φ is the phase
for g(eıω) if and only if −φ is the phase for g(e−ıω). Recall that sines and cosines
of φ are linear combinations of eıφ. Now consider the sinusoidal input of the form:

u(n) =
ν∑

k=1

ak cos(ωkn+ ϕk). (7.9.6)

Here {ak}ν
1 are the amplitudes and {ωk}ν

1 are the distinct frequencies and {ϕk}ν
1

are the phases. Because the system in (7.9.1) is linear and the Taylor coefficients
of g are real, the steady state output is given by

yss(n) =
ν∑

k=1

ak|g(eıωk)| cos(ωkn+ φk + ϕk). (7.9.7)
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An ideal filter is a “causal” function θ which accepts sinusoids in a specified
frequency range κ and rejects sinusoids outside the frequency range of κ, that is,
if u(n) = aeıωn, then

yss(n) = aeıωn if ω ∈ κ,
= 0 otherwise.

A filter is called low pass if the filter accepts low frequencies and rejects high fre-
quencies, that is, κ = [0, ω0]. A filter is high pass if the filter rejects low frequencies
and accepts high frequencies, that is, κ = [ω0, π]. Finally, a filter is bandpass if
it accepts frequencies in a specified band κ = [ω0, ω1] and rejects all the other
frequencies. (Filters are symmetric about π, and thus, κ is only specified in the in-
terval [0, π].) Filters are usually implemented as stable rational transfer functions.
Because a nonzero rational transfer function cannot be zero on a set of positive
measure, it is impossible to implement an ideal filter. So the practical problem is
to find a rational transfer function to approximate an ideal filter. Finally, McMil-
lan degree plays a fundamental role in filter design. In general filters with a higher
McMillan degree tend to be more accurate. However, they are more expensive to
implement.

There are many methods to design a filter of a specified McMillan degree; see
[12, 65, 127, 172, 192]. Here we will use our outer spectral factorization theory in
Section 7.6 along with the Kalman-Ho algorithm to design a filter. A major prob-
lem with this design method is that it does not allow one to specify the McMillan
degree a priori. The method is really quite simple. First specify in the frequency
domain a positive function f(ω) for ω in [0, 2π] which is symmetric about π. The
function should be smooth and f(eıω) ≈ 1 if ω is in some specified frequency range
κ, then outside this range, the function f should decay smoothly and relatively
fast to ε > 0. The filter which we want to design will select frequencies in κ and
reject frequencies outside of κ. (The faster the function decays to ε the larger
the McMillan degree of the filter will be.) To take advantage of the fast Fourier
transform, the function f is specified by 2k points around the unit circle for some
integer k say 12, 13 or 14 is sufficient. Then the idea is to find a rational outer
function θ of the lowest possible McMillan degree such that f(eıω) ≈ |θ(eıω)|. To
accomplish this one can use the fast Fourier transform to find the Fourier coeffi-
cients {rk}∞−∞ for f(eıω)2 = r =

∑∞
−∞ e−ıωkrk. Because f is symmetric about π,

the Fourier coefficients rk are real. The corresponding Toeplitz matrix

Tr =

⎡⎢⎢⎢⎣
r0 r1 r2 · · ·
r1 r0 r1 · · ·
r2 r1 r0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ on �2+ (7.9.8)

is positive and invertible; see Proposition 2.5.1. Hence Tr admits an invertible outer
spectral factor, or equivalently, r = |θ|2 where θ is an invertible outer function in
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H∞. Then one can use the results in Section 7.6 with the Kalman-Ho algorithm
to compute a minimal realization {A,B,C,D} for the outer spectral factor θ for
r(eıω). Finally, θ is the transfer function or filter which picks out the sinusoids in
the frequency range κ.

Recall that the steady state response yss(n) for a transfer function θ corre-
sponding to the sinusoid input u(n) = aeıω0n is given by

yss(n) = a|θ(eıω0)|eı(ω0n+φ0)

where φ0 is the phase for θ(eıω0). So if the input frequency ω0 is in κ, then
|θ(eıω0)| ≈ 1, and yss(n) ≈ aeı(ω0n+φ0). In other words, the steady state output of
the filter θ is the same as the input except for a phase shift φ0. In many applica-
tions, this phase shift does not pose any problems. However, one can eliminate this
phase shift by adding the appropriate Blaschke product b to the transfer function
θ. To see this, consider the transfer function g = bθ. Recall that |b(eıω)| = 1 over
all frequencies ω. Hence r = |θ|2 = |g|2. So by choosing the appropriate Blaschke
product b one can eliminate the phase shift φ0 at ω0 by implementing the filter bθ.
Finally, it is noted that if the input frequency ω0 is sufficiently far from κ, then
the steady state output yss(n) ≈ a|θ(eıω0)|eı(ω0n+φ0) ≈ 0.
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Figure 7.1: A bandpass filter.

Example. Consider the bandpass filter given in Figure 7.1. The cutoff frequencies
are 3π/10 and 6π/10. In fact, for simplicity of presentation, we choose f2 = r =
|ξ|2+10−4 where ξ is the the fourth-order Butterworth filter with cutoff frequencies
[3π/10, 6π/10]. (In Matlab butter(4,[3, 6]/10).) Notice that f > 1/100 over all
frequencies. (If the function f(eıω) ≈ 0 over some interval, then the Levinson
algorithm will not work properly. Moreover, since our Butterworth filter ξ has
eight zeros on the unit circle, the outer spectral factor for |ξ|2 is not invertible,
and the Levinson algorithm may have numerical problems when inverting the
corresponding Toeplitz matrix. All these problems are avoided by choosing |ξ|2 +
10−4.) Using the inverse fast Fourier transform on r, we computed {rk}ν

0 for ν
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sufficiently large. Then running this through the Levinson algorithm, we computed
the transfer function θ =

√
e/a. Now the fast inverse Fourier transform can be used

to approximate the Fourier coefficients {θk} for θ =
∑∞

0 z−kθk. Finally, by running
the Fourier coefficients {θk} through the Kalman-Ho algorithm, we obtained the
filter

θ =
0.087z8 − 0.044z7 − 0.091z6 + 0.024z5 + 0.077z4 − 0.014z3 − 0.026z2 + 0.002z + 0.004

z8 − 0.978z7 + 1.94z6 − 1.339z5 + 1.627z4 − 0.735z3 + 0.583z2 − 0.139z + 0.076
.

Figure 7.1 plots both |θ| and f on the same graph. They are so close that they
appear as one graph. Our algorithm is summarized in the following steps:

(i) Compute r = ifft(f. ∧ 2). The Fourier coefficients {rk}ν
0 for r = f2 are

contained in the first ν components of r where ν < 2k−1 and f contains 2k

points.

(ii) Compute [a, e] = levinson(r(1:ν)) for ν sufficiently large (we used ν = 1200).
Next compute θ =

√
e./fft(a, 2 ∧ k) and γ = real(ifft(θ)). Then the first

ν < 2k−1 Fourier coefficients {θk}ν
0 for θ =

∑∞
0 z−kθk are contained in γ.

(iii) Run the Kalman-Ho algorithm on γ(1:μ) for μ sufficiently large (we choose
μ = 800) to compute a state space realization {A,B,C,D} for θ. Finally,
using ss2tf we arrived at our eighth-order model for θ.

By keeping the first six singular values in the Kalman-Ho algorithm, we
arrived at the following sixth-order approximation ϑ for the filter θ:

ϑ =
0.0874z6 − 0.0251z5− 0.1158z4 + 0.0072z3 + 0.0972z2 + 0.0053z − 0.0431

z6 − 0.7640z5 + 1.5558z4− 0.8172z3 + 1.0408z2 − 0.2793z + 0.2230
.

The sixth order approximation ϑ for θ is very close. In fact, the H∞ distance
between θ and ϑ is given by ‖θ − ϑ‖∞ = 0.0051. So when |ϑ| is plotted on the
same graph as |θ| or f , all the graphs are virtually indistinguishable.

Finally, by retaining only four singular values in the Kalman-Ho algorithm,
we obtained the following fourth-order approximation ψ for θ:

ψ =
0.0874z4− 0.0079z3 − 0.1262z2− 0.0357z + 0.1666

z4 − 0.5406z3 + 1.1581z2 − 0.3621z + 0.4919
.

The H∞ distance between θ and ψ is given by ‖θ − ψ‖∞ = 0.0886. The plot of
|ψ| and f is displayed in Figure 7.2.

7.10 Notes

Theorem 7.1.1 is a classical result in inverting strictly positive Toeplitz oper-
ators; for example see Rosenblum-Rovnyak [182]. The results in Section 7.2 are
well known and were taken from the Appendix in Foias-Frazho-Gohberg-Kaashoek
[84]. The Carathéodory interpolation problem was solved by Carathéodory [50, 51]
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Figure 7.2: A bandpass filter approximation.

and plays a fundamental role in modern H∞ interpolation theory. The literature
on H∞ interpolation theory is massive. For some monographs in H∞ interpola-
tion theory; see Agler-McCarthy [4], Bakonyi and T. Constantinescu [22], Ball-
Gohberg-Rodman [24], Foias-Frazho [82], Foias-Frazho-Gohberg-Kaashoek [84],
Chapter XXXIII in Gohberg-Goldberg-Kaashoek [114] and their historical com-
ments. The finite section inversion Lemma 7.6.1 is a special case of the projec-
tion matrix inversion formulas in Section 2.17 of Gohberg-Goldberg-Kaashoek
[112]. For some further results on the finite section method in operator theory
see Böttcher-Silbermann [36] and Lindner [157]. Using the Levinson algorithm
with the finite section inversion formulas to compute the outer spectral factor and
inner-outer factorization is a straightforward application of the Kalman-Ho algo-
rithm. The bounded real lemma (Theorem 7.8.1) is a classical result in systems
theory; see Kailath-Sayed-Hassibi [143] and Zhou-Doyle-Glover [204] for histori-
cal comments and applications to systems theory. A general theory of contractive
analytic functions and unitary realizations was developed independently of the
bounded real lemma in operator theory. In operator theory the contractive ana-
lytic functions were not necessarily rational and the unitary realizations were in
general infinite dimensional. The theory of unitary systems started with Livs̆ic
[163, 164]. Then using dilation theory, Sz.-Nagy-Foias developed the characteristic
function; see [198]. The characteristic function is a unitary system which plays a
fundamental role in operator theory. The Sz.-Nagy-Foias characteristic function
can be used to study the spectrum and invariant subspaces of contractions. For
further results on unitary systems; see Brodskii [43, 44], Chapter 28 in Gohberg-
Goldberg-Kaashoek [114], Arocena [15] and Arov [19, 20]. Finally, it is noted that
the results in Section 7.9 is a rather naive approach to filtering theory for sinu-
soids. However, it may provide a reasonable filter for certain applications. For
an in-depth study of sinusoid filtering theory; see Antoniou [12], Daryanani [65],
Hayes [127], Peled-Liu [172], Oppenheim-Schafer-Buck [169], Schafer-Oppenheim
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[191] and Schaumann-Van Valkenburg [192].

A Wiener optimization problem. A Wiener filtering problem is discussed in
Chapter 11. Motivated by Wiener filtering, a classical Wiener optimization prob-
lem is given by

μ = inf{‖G−ΘH‖2 : H ∈ H2(U , E)}. (7.10.1)

Here Θ is a specified function in H∞(E ,Y) and G is a function in H∞(U ,Y). As
always, we assume that the spaces U , E and Y are all finite dimensional. Moreover
the inner product between two functions P andQ in the appropriateH2(·, ·) spaces
is determined by

(P,Q)2 =
1
2π

∫ 2π

0

trace (P (eıω)Q(eıω)∗) dω.

Now assume that Θ admits an inner-outer factorization of the form Θ = ΘiΘo

where Θi is an inner function in H∞(E ,Y) and Θo is an invertible outer function
in H∞(E , E). The solution Ĥ to the Wiener optimization problem in (7.10.1) is
unique and computed by

Ĥ(z) = Θ−1
o (z)(P+(Θ∗iG))(z) and μ2 = ‖G‖22 − ‖P+(Θ∗iG)‖22. (7.10.2)

Here P+ is the orthogonal projection from L2(·, ·) onto the appropriate H2(·, ·)
space, that is

∑∞
0 Fne

−ıωn = P+

∑∞
−∞ Fne

−ıωn.
To verify that the solution is determined by (7.10.2), observe that

ΘH2(U , E) = ΘiΘoH
2(U , E) = ΘiH

2(U , E)

is a linear subspace. Because Θo is an invertible outer function, the projection
theorem guarantees that the solution Ĥ to the optimization problem in (7.10.1)
is unique. Moreover, this solution is determined by the unique function Ĥ in
H2(U , E) such that ΘiΘoĤ − G is orthogonal to ΘiH

2(U , E). So using the fact
that Θ∗i Θi = I on the unit circle, ΘoĤ−Θ∗iG is orthogonal to H2(U , E) on the unit
circle. Hence ΘoĤ = P+Θ∗iG, or equivalently, Ĥ = Θ−1

o P+Θ∗iG on the unit circle.
So the optimal solution Ĥ is unique and given by the first equation in (7.10.2). To
obtain the expression for the cost μ in (7.10.2), observe that

μ2 = ‖G−ΘiΘoĤ‖22 = ‖G−ΘiP+Θ∗iG‖22
= ‖G‖22 − 2�(G,ΘiP+Θ∗iG) + ‖ΘiP+Θ∗iG‖22
= ‖G‖22 − 2�(Θ∗iG,P+Θ∗iG) + ‖P+Θ∗iG‖22
= ‖G‖22 − ‖P+Θ∗iG‖22.

Therefore the expression for the cost μ in (7.10.2) holds.



178 Chapter 7. The Levinson Algorithm and Factorization

Example. Now let us try an example in Matlab. Consider the function

θ =
z3 − 4.833z2 + 3.5z − 0.6667
z4 − 0.7z3 + 0.225z2 − 0.025z

,

g =
z2 + 2z + 3

z3 + 0.5333z2 − 0.01667z− 0.01667
.

In this case, the Wiener optimization problem is μ = inf{‖g − θh‖ : h ∈ H2}. By
using Matlab and keeping four singular values in the Kalman-Ho algorithm, we
arrived at

ĥ =
−0.3976z4 − 0.4819z3 + 0.3073z2 − 0.09307z + 0.001575

z4 − 0.1106z3− 0.311z2 + 0.02745z + 0.01511
.

Moreover, the error μ = 1.4434. The corresponding Matlab commands we used
are given by

• theta=fft([0,1,−4.833,3.5,−0.6667],213)./fft([1,−0.7,0.225,−0.025,0],213);

• g=fft([0,1,2,3],213)./fft([1,0.5333,−0.01667,−0.01667],213);

• r=real(ifft(abs(theta).∧2));

• [a, e] =levinson(r(1:1000));

• thetao=sqrt(e)./fft(a,213);

• thetai=theta./thetao;

• q=conj(thetai).*g; dq=ifft(q);

• h=fft(dq(1:212),213)./thetao;

• mh=real(ifft(h));

• [a, b, c, d, s]=kalho(mh(1:600));

• [hn, hd]=ss2tf(a,b,c,d); hopt=tf(hn,hd);

• μ = norm(ifft(g − θ. ∗ h));

• Finally, μ is also given by: μ2 =norm(ifft(g)).∧2 − norm(dq(1:212))∧2.

(The Kalman-Ho algorithm is not yet in the standard Matlab package and we
programmed a Kalman-Ho algorithm.) Finally, it is noted that we only kept four
singular values in the Kalman-Ho algorithm.



Chapter 8

Isometric Representations and
Factorization

Let TR be a positive Toeplitz matrix with a rational symbol R. In this chapter,
we will use the finite sections TR,n of TR to compute the maximal outer spectral
factor and the unitary part for TR. Then we shall use the lower triangular Cholesky
factorization of TR,n to approximate the Taylor’s coefficient of the maximal outer
spectral factor for TR.

8.1 Isometric Representations and Finite Sections

Let {U on K,Γ} be a controllable isometric representation for a positive Toeplitz
matrix TR with L(E , E)-valued symbol R =

∑∞
−∞ e−ıωkRk. Recall that U is an

isometry and Γ is an operator mapping E into K such that R−n = Γ∗UnΓ for all
integers n ≥ 0. Consider the function G(z) defined by

G(z) =
∞∑

n=0

1
zn+1

R−n. (8.1.1)

The function G will be used to gain some further insight into the maximal outer
spectral factor for TR. Notice that {U,Γ,Γ∗, 0} is a controllable realization for
G(z). However, this realization may not be minimal. To construct a minimal re-
alization for G(z), we simply extract the observable subspace from {U,Γ,Γ∗, 0},
that is, let X be the observable subspace for the pair {Γ∗, U}, or equivalently, the
controllable subspace for the pair {U∗,Γ} given by

X =
∞∨

n=0

U∗nΓE .
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Clearly, X is an invariant subspace for U∗. Let A be the operator on X and B the
operator mapping E into X defined by

A = ΠXU |X on X and B = Γ : E → X .

It is emphasized that {A,B,B∗, 0} is obtained by extracting the observable part
from the controllable realization {U,Γ,Γ∗, 0} of G. Thus {A,B,B∗, 0} is a con-
trollable and observable realization for G. In particular, X is finite dimensional if
and only if G is a rational function. Finally, the McMillan degree of G equals the
dimension of X .

Throughout we assume that G is rational, or equivalently, the symbol R for
TR is rational. To obtain the maximal outer spectral factor for TR, recall that
{U,Γ} admits a Wold decomposition of the form

U =
[
S 0
0 V

]
on
[
�2+(Y)
V
]

and Γ =
[
Γ1

Γ2

]
: E →

[
�2+(Y)
V
]
. (8.1.2)

As expected, Y = kerU∗ and S is the unilateral shift on �2+(Y). Moreover, V is a
unitary operator on V . We claim that {A,B} admits a matrix representation of
the form

A =
[
Ao 0
0 V

]
on
[Xo

V
]

and B =
[
Bo

Γ2

]
: E →

[Xo

V
]
. (8.1.3)

Here Bo = Γ1 is viewed as an operator mapping E into Xo, and Ao is the operator
on Xo determined by

Xo =
∞∨

n=0

S∗nΓ1E and Ao = ΠXoS|Xo. (8.1.4)

Moreover, the subspace Xo is a finite dimensional invariant subspace for the back-
ward shift S∗. Finally, the operator Ao is stable.

To see this, first notice that the Wold decomposition in (8.1.2) shows that

X =
∞∨

n=0

[
S∗nΓ1

V ∗nΓ2

]
E ⊆ Xo ⊕ V .

Because X is finite dimensional, Xo and Vo =
∨∞

0 V ∗nΓ2E are both finite dimen-
sional. Using the fact that Xo is invariant for S∗ and A∗o = S∗|Xo, it follows that
A∗no x = S∗nx converges to zero for all x in Xo. Since the state space is finite
dimensional, A∗o is stable, and thus, Ao is stable.

Now let us show that Vo = V . Notice that Vo is invariant for V ∗, and thus,
V ∗|Vo defines an isometry on Vo. Since Vo is finite dimensional, V ∗|Vo is unitary,
and V ∗Vo = Vo. Hence V Vo = Vo. In particular, Vo is an invariant subspace for
V . Using the fact that Γ2E is contained in Vo and Vo is invariant for V , we obtain
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Vo ⊇
∨∞

0 V nΓ2E = V . The equality follows from the controllability of {V,Γ2}.
This readily implies that Vo = V . Finally, it is noted that the pair {V ∗,Γ2} is
controllable.

The above analysis shows that {A∗o, Bo} and {V ∗,Γ2} are both controllable
and X ⊆ Xo ⊕ V . The operator A∗o is stable and all the eigenvalues for V ∗ are on
the unit circle. By consulting Lemma 6.1.2, we see that X = Xo⊕V , and the pair
{A,B} admit a matrix decomposition of the form (8.1.3). This proves our claim.

Recall that the maximal outer spectral factor Θ for TR is determined by

Θ(z) = zΠY(zI − U∗)−1Γ = zΠY(zI − S∗)−1Γ1, (8.1.5)

where ΠY is the orthogonal projection onto Y = kerU∗; see Theorem 5.2.1. We
claim that the pair {ΠY |Xo, A

∗
o} is observable. To verify this, assume that there

exists a vector x =
[
x0 x1 x2 · · ·]tr in Xo such that 0 = ΠYA∗no x for all

integers n ≥ 0. Since A∗o = S∗|Xo, we obtain

0 = ΠYA∗no x = ΠYS∗nx = xn (n ≥ 0).

In other words, xn = 0 for all n and the vector x must be zero. Hence {ΠY |Xo, A
∗
o}

is observable. (Essentially, the observability of {ΠY |Xo, A
∗
o} follows from the ob-

servability of {ΠY , S∗}.) By construction, the pair {A∗o, Bo} is controllable. So
{A∗o, Bo,ΠY |Xo, 0} is both controllable and observable. Since X is an invariant
subspace for U∗ and A∗ = U∗|X , we obtain

Θ(z) = z(ΠY |X )(zI −A∗)−1B = z(ΠY |Xo)(zI −A∗o)−1Bo. (8.1.6)

Therefore {A∗o, Bo,ΠY |Xo, 0} is a controllable and observable realization for z−1Θ.
The subspace X = Xo if and only if the unitary part V is not presented

in the Wold decomposition of U . Because {A∗o, Bo,ΠY |Xo, 0} and {A∗, B,B∗, 0}
are both controllable and observable, the McMillan degree of z−1Θ equals the
McMillan degree of G if and only if the unitary operator V is not presented in the
Wold decomposition of U .

We claim that the maximal outer spectral factor for TR is given by

Θ(z) = zCo(zI −A∗o)−1Bo (8.1.7)

where Co is any operator mapping Xo onto Z such that

I −AoA
∗
o = C∗oCo. (8.1.8)

To see this, first observe that Π∗YΠY = I −UU∗. Let C1 be the operator mapping
Xo into Y given by C1 = ΠY |Xo. Using the fact that A∗o = S∗|Xo = U∗|Xo, we
arrive at

C∗1C1 = ΠXoΠ
∗
YΠY |Xo = ΠXo(I − UU∗)|Xo

= I −ΠXoUA
∗
o = I −AoA

∗
o.
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Hence C∗1C1 = I − AoA
∗
o. We claim that C1 is onto Y. Equation (8.1.5), shows

that ΠYΓ = Θ(∞). Since ΓE is a subspace of X = Xo ⊕ V and ΠYV = {0}, we
have

C1Xo = ΠYXo = ΠYX ⊇ ΠYΓE = Θ(∞)E = Y.
The last equality follows from the fact that Θ is outer, and thus, Θ(∞) is onto Y.
So C1 maps Xo onto Y. Equation (8.1.6) shows that Θ(z) = zC1(zI −Ao)−1Bo is
the maximal outer spectral factor for TR.

Let Co be any operator mapping Xo onto Z such that I − AoA
∗
o = C∗oCo.

Then C∗oCo = C∗1C1 and there exists a unitary operator Φ such that Co = ΦC1.
Hence zCo(zI −A∗o)−1Bo = ΦΘ(z). Because the maximal outer spectral factor is
unique up to a constant unitary operator on the left, zCo(zI −A∗o)−1Bo is also a
maximal outer spectral factor for TR. Finally, {A∗o, Bo, Co, 0} is a controllable and
observable realization for z−1Θ. This verifies our claim.

Let us construct a sequence of finite dimensional operators to approximate
the pair {A,B}. This approximation will be used to develop some computational
algorithms. To this end, let Hn be the subspace of K defined by

Hn =
n−1∨
j=0

U jΓE (n ≥ 1). (8.1.9)

Let Un be the operator on Hn and Bn the operator mapping E into Hn defined
by

Un = UPHn−1 |Hn on Hn and Bn = Γ : E → Hn. (8.1.10)

Notice that UnPHn converges to U in the strong operator topology, and Bn equals
Γ for all n. By employing the definition of Un and Bn, we have U j

nBn = U jΓ for
all integers j = 0, . . . , n− 1. Thus we arrive at

B∗nU
j
nBn = Γ∗U jΓ = R−j (for j = 0, 1, 2, . . . , n− 1). (8.1.11)

Remark 8.1.1. Assume that U = S is the unilateral shift. Then Un is stable, that
is, all eigenvalues of Un are contained in the open unit disc D.

Since Un = UPHn−1 |Hn where U = S is an isometry, ‖Un‖ ≤ 1. In other
words, Un is a contraction and all eigenvalues of Un are contained in the closed
unit disc. To prove that Un is stable, it remains to show that Un has no eigenvalue
on the unit circle. Let us proceed by contradiction. Assume that λ is an eigenvalue
of Un on the unit circle corresponding to the eigenvector x in Hn. Then we obtain

‖x‖ = |λ|‖x‖ = ‖λx‖ = ‖Unx‖ = ‖SPHn−1x‖ = ‖PHn−1x‖.
In other words, ‖x‖ = ‖PHn−1x‖ which implies that x is a vector in Hn−1. Thus

Sx = SPHn−1x = Unx = λx.

So λ must also be an eigenvalue for the unilateral shift. Recall that the unilateral
shift has no eigenvalues; see Section 1.2. This leads to a contradiction. Hence none
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of the eigenvalues of Un are on the unit circle. Therefore all eigenvalues of Un are
contained in D and Un is stable.

Recall that TR = W 	W where W is the controllability matrix determined by

W =
[
Γ UΓ U2Γ · · · ] .

Let TR,n on En be the block Toeplitz matrix determined by the n by n block upper
left-hand corner of TR, that is,

TR,n =

⎡⎢⎢⎢⎣
R0 R∗1 · · · R∗n−1

R1 R0 · · · R∗n−2
...

...
. . .

...
Rn−1 Rn−2 · · · R0

⎤⎥⎥⎥⎦ on En. (8.1.12)

Let Wn be the operator mapping En onto Hn restricted to the first n columns of
W , that is,

Wn =
[
Γ UΓ · · · Un−1Γ

]
: En → Hn ⊂ K.

Then TR,n admits a factorization of the form TR,n = W ∗
nWn. Let Jn and Qn be

the operators mapping En−1 into En defined by

Jn =
[
I
0

]
: En−1 →

[En−1

E
]

and Qn =
[
0
I

]
: En−1 →

[ E
En−1

]
. (8.1.13)

Notice that Hn−1 = ranWnJn. Moreover, UnWnJn = UWnJn = WnQn. The
contraction Un = WnQn(WnJn)−r where L−r denotes the Moore-Penrose pseudo-
inverse of L. Finally, Bn = Wn|E where E is identified as the subspace correspond-
ing to the first component of En.

Let Mn be any operator mapping En onto Xn such that TR,n = M∗
nMn. Then

there exists a unitary operator Φ mapping Xn onto Hn such that Wn = ΦMn.
Using this, we obtain

UnΦ = Φ[MnQn(MnJn)−r] and Bn = ΦMn|E .

Clearly, the pairs {Un, Bn} and {MnQn(MnJn)−r,Mn|E} are unitarily equiva-
lent. Due to this unitary equivalence, without loss of generality we can ignore the
unitary operator Φ, and thus, Un and Bn can be computed by

Un = MnQn(MnJn)−r and Bn = Mn|E . (8.1.14)

Notice that U∗n converges to U∗ in the strong operator topology. (This is left
as an exercise.) Recall that X =

∨∞
0 U∗jΓE and A∗ = U∗|X . For large n and fixed

k ≥ dimX = δ(G), the number of significant singular values of

Ξ =
[
Bn U∗nBn U∗2n Bn · · · U∗kn Bn

]
(8.1.15)
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is equal to the dimension of X . Moreover, one can use the singular value decompo-
sition of Ξ to find an approximation of {A,B} and this readily leads to the outer
spectral factor and the unitary part V . This computational method is described
in the following algorithm. Finally, it is emphasized that this method does not
require Θ to be square.

Because the pair {V on V ,Γ2} acts on finite dimensional spaces and V is
unitary, by performing the appropriate unitary transformation, without loss of
generality we can assume that V is a diagonal operator with distinct eigenvalues
eıωj with multiplicity νj , that is,

V =

⎡⎢⎢⎢⎣
eıω1I 0 · · · 0

0 eıω2I · · · 0
...

...
. . .

...
0 0 · · · eıωkI

⎤⎥⎥⎥⎦ on

⎡⎢⎢⎢⎣
Cν1

Cν2

...
Cνk

⎤⎥⎥⎥⎦ and Γ2 =

⎡⎢⎢⎢⎣
Γ2,1

Γ2,2

...
Γ2,k

⎤⎥⎥⎥⎦ . (8.1.16)

Here Γ2,j is an operator mapping E onto Cνj for j = 1, 2, . . . , k, and V = ⊕k
1Cνj .

The Wold decomposition algorithm

Assume that G in (8.1.1) is a rational function corresponding to a positive Toeplitz
matrix TR. We say that ŨΛṼ ∗ is the singular value decomposition for a finite
dimensional operator T if Λ is the (rectangular) diagonal matrix consisting of the
singular values for T while Ũ and Ṽ are unitary operators acting between the
appropriate spaces.

(i) For sufficiently large n, construct TR,n on En.

(ii) Compute a factorization TR,n = M∗
nMn where Mn maps En onto Xn.

(iii) Construct Jn and Qn in (8.1.13). Then compute Un = MnQn(MnJn)−r and
Bn = Mn|E .

(iv) Now construct the controllability matrix

Ξk =
[
Bn U∗nBn U∗2n Bn · · · U∗kn Bn

]
for a fixed k ≥ δ(G), or an integer k such that the number of significant
singular values for Ξk and Ξk+1 are the same.

(v) Let ŨΛṼ ∗ be the singular values decomposition of Ξk. By selecting the first
μ largest significant singular values σ1 ≥ σ2 ≥ · · · ≥ σμ > 0 where σμ+1 ≈ 0,
set Φ̃ = Ũ |Cμ by keeping the first μ columns of Ũ .

(vi) Compute A = Φ̃∗UnΦ̃ and B = Φ̃∗Bn.

(vii) Compute the matrix representation of A and B of the form

A =
[
Ao 0
0 V

]
on
[Xo

V
]

and B =
[
Bo

Γ2

]
: E →

[Xo

V
]
.
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Here Ao is stable and V is unitary.

(viii) Let ŨoΛoṼ
∗
o be the singular value decomposition of I −AoA

∗
o. Let Λq be the

q by q diagonal matrix contained in the upper left-hand corner of Λo where
q is the number of significant nonzero singular values of Λo, or equivalently,
I −AoA

∗
o. Compute the matrix Co mapping Xo onto Cq by

Co =
[
Λ1/2

q 0
]
Ṽ ∗o : Xo → Cq.

Observe that C∗oCo = I −AoA
∗
o.

(ix) The maximal outer spectral factor Θ for TR is given by the state space
realization

Θ(z) ≈ zCo(zI −A∗o)−1Bo.

Here Θ is a rational function in H∞(E ,Cq).

(x) Finally, {V,Γ2} is our approximation for the unitary part of {U,Γ}. In par-
ticular, one can use a unitary transformation to convert {V,Γ2} to a diagonal
representation {V,Γ2} given in (8.1.16).

It is noted that this algorithm converges faster when the unitary part is not present
in the Wold decomposition. In Section 8.4, we will show how the lower triangular
Cholesky factorization can also be used to compute the maximal outer spectral
factor. Finally, it is noted that one disadvantage of this method is that the size n
of TR,n is not known a priori.
Remark 8.1.2. One can also compute the maximal outer spectral factor Θ for a
rational positive Toeplitz matrix TR and its corresponding unitary pair {V,Γ2}
directly from {Un, Bn}, when n is sufficiently large. To this end, let Cn be any
matrix mapping Hn onto Cq such that C∗nCn = I − UnU

∗
n. Then

Θ(z) ≈ zCn(zI − U∗n)−1Bn.

It is noted that this realization is not necessarily minimal. One can extract a
minimal realization for Θ from the system {U∗n, U∗nBn, Cn, CnBn}. In fact, one can
run the Kalman-Ho algorithm on {CnU

∗j
n Bn} to compute a minimal realization

{A,B,C,D} for Θ.
To compute {V,Γ2}, let Ψ be an isometry mapping Cm into Hn such that

UnΨ = ΨV where V is a unitary matrix of the form (8.1.16) consisting of all the
eigenvalues for Un of modulus 1. Set Γ2 = Ψ∗B. This yields {V,Γ2} in (8.1.16).
Finally, it is noted that this computational method involves larger matrices.

8.2 A Basic Optimization Problem

Let Θ(z) =
∑∞

0 z−nΘn in H2(E ,Y) be the maximal outer spectral factor for a
positive Toeplitz matrix TR. Recall that Θ is unique up to a unitary operator on



186 Chapter 8. Isometric Representations and Factorization

the left. Let

Ωk = ΠYkTΘ|Ek =

⎡⎢⎢⎢⎣
Θ0 0 · · · 0
Θ1 Θ0 · · · 0
...

...
. . .

...
Θk−1 Θk−2 · · · Θ0

⎤⎥⎥⎥⎦ : Ek → Yk (8.2.1)

be the k × k block lower triangular Toeplitz matrix contained in the upper left-
hand corner of TΘ. Let TR,n on En be the block Toeplitz matrix contained in the
upper n× n left-hand corner of TR; see (8.1.12). For a fixed k ≤ n, the space En

admits a decomposition of the form En = Ek ⊕En−k where Ek is embedded in the
first k components of En, while En−k is embedded in the last n − k components
of En. For a fixed k ≤ n and a specified vector f in Ek, consider the optimization
problem

(Δk,nf, f) = inf{(TR,n(f ⊕ h), (f ⊕ h)) : h ∈ En−k}. (8.2.2)

The solution to this optimization problem is not necessarily unique. However, the
cost ρ(f) = (Δk,nf, f) where Δk,n is a positive operator on Ek.

To obtain an expression for Δk,n, let Mn be any operator mapping En onto
Hn such that TR,n = M∗

nMn. In fact, one could choose Mn = T
1/2
R,n. Now let G be

the subspace defined by G = Mn(0⊕En−k). According to the projection theorem,
we have

ρ(f) = inf{(TR,n(f ⊕ h), (f ⊕ h)) : h ∈ En−k}
= inf{‖Mn(f ⊕ h)‖2 : h ∈ En−k}
= inf{‖Mn(f ⊕ 0)−Mn(0⊕ h)‖2 : h ∈ En−k}
= inf{‖Mn(f ⊕ 0)− ϕ‖2 : ϕ ∈Mn(0⊕ En−k)}
= ‖(I − PG)Mn(f ⊕ 0)‖2 = (ΠEkM∗

n(I − PG)MnΠ∗Ekf, f).

Hence ρ(f) = (Δk,nf, f) where

Δk,n = ΠEkM∗
n(I − PG)MnΠ∗Ek . (8.2.3)

Remark 8.2.1. One can use the eigenvalue decomposition of TR,n to compute the
cost function Δk,n in the optimization problem 8.2.2. To see this, let ΨΛΨ∗ = TR,n

be the eigenvalue decomposition of TR,n where Λ on Cν is a diagonal operator
consisting of the nonzero eigenvalues of TR,n and Ψ is an isometry mapping Cν

into En. Let Φ1 be the operator mapping Ek into Cν defined by Φ1 = Λ1/2Ψ∗|Ek.
Let Φ be any isometry mapping Cm into Cν whose range equals the range of
Λ1/2Ψ∗(0⊕En−k). (One can use the singular value decomposition or the command
“orth” in Matlab to compute the isometry Φ.) Then

Δk,n = Φ∗1 (I − ΦΦ∗)Φ1. (8.2.4)
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To see this simply observe that TR,n = M∗
nMn where Mn = Λ1/2Ψ∗. In this case,

MnΠ∗Ek = Φ1 and PG = ΦΦ∗ is the orthogonal projection onto

Mn|(0⊕ En−k) = Λ1/2Ψ∗(0⊕ En−k).

So equation (8.2.4) follows from (8.2.3).

Remark 8.2.2. Assume that TR,n is strictly positive. Consider the decomposition
of TR,n given by

TR,n =
[
TR,k X∗

X TR,n−k

]
on
[ Ek

En−k

]
. (8.2.5)

Then Lemma 7.2.1 shows that Δk,n is the Schur complement of TR,n, that is,

Δk,n = TR,k −X∗T−1
R,n−kX. (8.2.6)

In other words, the cost Δk,n in the optimization problem 8.2.2 is precisely the
Schur complement of TR,k in the matrix representation (8.2.5).

Theorem 8.2.3. Let Θ(z) =
∑∞

0 z−jΘj in H2(E ,Y) be the maximal outer spectral
factor for a positive block Toeplitz matrix TR with L(E , E)-valued symbol R. For a
fixed k ≤ n and f in Ek, let Δk,n be the cost in the optimization problem

(Δk,nf, f) = inf{(TR,n(f ⊕ h), (f ⊕ h)) : h ∈ En−k} (8.2.7)

where TR,n on En is the block Toeplitz matrix contained in the upper n×n left-hand
corner of TR; see (8.1.12). Then for k fixed {Δk,n} forms a decreasing sequence
of positive operators, that is, Δk,n+1 ≤ Δk,n. Moreover,

lim
n→∞Δk,n = Ω∗kΩk (8.2.8)

where Ωk = ΠYkTΘ|Ek; see (8.2.1). In particular, Δ1,n converges to Θ(∞)∗Θ(∞)
as n tends to infinity.

Proof. Observe that TR,n is contained in the n × n upper left-hand corner of
TR,n+1. To show that for k fixed {Δk,n} is decreasing, notice that

(Δk,n+1f, f) = inf{(TR,n+1(f ⊕ h), (f ⊕ h)) : h ∈ En+1−k}
≤ inf{(TR,n+1(f ⊕ h⊕ 0), (f ⊕ h⊕ 0)) : h⊕ 0 ∈ En−k ⊕ E}
= inf{(TR,n(f ⊕ h), (f ⊕ h)) : h ∈ En−k} = (Δk,nf, f).

Hence Δk,n+1 ≤ Δk,n and the sequence {Δk,n} is decreasing in n.
To obtain the limit in (8.2.8), let {U on K,Γ} be a controllable isometric

representation for TR. Let Wn be the controllability matrix determined by

Wn =
[
Γ UΓ · · · Un−1Γ

]
: En → K.
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Let U = S ⊕ V on �2+(Y)⊕ V and Γ =
[
Γ1 Γ2

]tr be the Wold decomposition for
{U,Γ} where S is a unilateral shift and V is unitary; see equation (8.1.2). In this
decomposition Γ1 =

[
Θ0 Θ1 Θ2 · · ·]tr. The Wold decomposition for {U,Γ}

shows that Wn admits a matrix decomposition of the form

Wn =
[
TΘ

�

]
|En :→

[
�2+(Y)
V
]

(8.2.9)

where � represents an unspecified operator; see Section 5.2. Recall that Y = K�UK
is the wandering subspace for U which determines S. In particular,

K � UkK = ⊕k−1
j=0U

jY =
[⊕k−1

j=0S
jY

0

]
=
[Yk

0

]
where Yk is viewed as the first k components of �2+(Y). This with (8.2.9) readily
implies that

ΠK�UkKWn|Ek = ΠYkTΘ|Ek = Ωk (k ≤ n).

Because the pair {U,Γ} is controllable,
∨∞

0 U jΓE = K, and thus, UkK =∨∞
k U jΓE . In particular, UkK ⊇ ∨n−1

k U jΓE . Using this along with the fact that
TR,n = W ∗

nWn, we obtain

‖Ωkf‖2 = ‖ΠK�UkKWkf‖2
= inf{‖Wkf − h‖2 : h ∈ UkK}

≤ inf{‖Wkf − h‖2 : h ∈
n−1∨
j=k

U jΓE}

= inf{‖Wn(f ⊕ h)‖2 : h ∈ En−k}
= inf{(TR,n(f ⊕ h), (f ⊕ h)) : h ∈ En−k}
= (Δk,nf, f). (8.2.10)

Hence Ω∗kΩk ≤ Δk,n. Since
∨∞

k U jΓE = UkK, the inequality in (8.2.10) shows
that Δk,n converges to Ω∗kΩk as n tends to infinity.

Finally for k = 1, the matrix Ω1 = Θ(∞) = Θ0. So in this case, Δ1,n

converges to Θ(∞)∗Θ(∞) as n tends to infinity. �

8.3 The Lower Triangular Cholesky Factorization

In this section, we will develop the lower triangular Cholesky factorization for a
positive matrix. In the next section, we will use this factorization to obtain an
algorithm to compute the maximal outer spectral factor.

Let M be an operator mapping Cμ into Cν . Let {mj,k}ν,μ
1,1 be the entries of

M . Let kj denote the position in the j-th row of M corresponding to the last
nonzero element in this row, that is, mj,kj �= 0 and mj,kj+i = 0 for all i ≥ 1.
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Definition 8.3.1. A matrix M mapping Cμ into Cν is a lower triangular Cholesky
matrix if the following conditions hold:

(i) The number of rows of M is less than or equal to the number of columns,
that is, ν ≤ μ.

(ii) The entries mj,kj > 0 for all j = 1, 2, . . . , ν.

(iii) The entries mj,q = 0 for all q > kj .

(iv) k1 < k2 < · · · < kν .

A generic structure of a lower triangular Cholesky matrix is given by⎡⎢⎢⎢⎢⎢⎣
� � m1,k1

� � � � � m2,k2

...
...

...
...

...
...

. . .
� � � � � � � mν−1,kν−1

� � � � � � � � � � mν,kν δ

⎤⎥⎥⎥⎥⎥⎦ . (8.3.1)

Here � represents unspecified entries, the blank spots represent zero elements and
the last nonzero element of every row is strictly positive. Furthermore, δ is a row
of zeros or δ is empty. Finally, it is noted that the rank of the lower triangular
Cholesky matrix mapping Cμ into Cν is ν.

We say that M is a lower triangular Cholesky factor for a positive operator
T on Cμ, if M is a lower Cholesky matrix satisfying T = M∗M .

Theorem 8.3.2. Let T be a positive operator on Cμ. Then T admits a unique lower
triangular Cholesky factor.

Proof. Let T = ΨΛΨ∗ be the eigenvalue decomposition for T where Λ is a nonsin-
gular diagonal matrix on Cν consisting of the nonzero eigenvalues for T and Ψ is
an isometry from Cν into Cμ. Let QM = Λ1/2Ψ∗ be the factorization of Λ1/2Ψ∗

where Q is a unitary operator on Cν and M is a lower triangular matrix mapping
Cμ into Cν . Because Λ1/2Ψ∗ is onto Cν , the matrix M is also onto Cν . By multi-
plying each row of M by the appropriate complex number on the unit circle, with
out loss of generality, we can assume that the last nonzero entry in each row of M
is strictly positive. In other words, M is a lower triangular Cholesky matrix. Since
Q is unitary, M = Q∗Λ1/2Ψ∗ satisfies M∗M = ΨΛΨ∗ = T . Therefore M is a lower
triangular Cholesky factor for T . (Most algorithms compute a factorization of the
form QR = A for a matrix A where Q is unitary and R is an upper triangular
matrix. In Matlab [Q,R] = qr(A). However, reversing the columns of A and then
reversing the rows and columns of R yields a lower triangular matrix M .)

Assume that N is another lower triangular Cholesky factor for T . Then
N∗N = M∗M , and thus, there exists a unitary operator Z such that ZM = N .
Lemma 8.3.3 below shows that Z = I, or equivalently, M = N . Therefore the
lower triangular Cholesky factor is uniquely determined by T . �
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A Gram-Schmidt orthogonalization proof of Theorem 8.3.2. Let us present anoth-
er proof based on the Gram-Schmidt orthogonalization procedure. To this end,
consider the Hilbert space H determined by the inner product

(x, y)H = (Tx, y)Cμ (x, y ∈ Cμ).

To guarantee that H is a Hilbert space, we say that x is zero in H if and only
if x is in the kernel of T . In other words, x = y in H if and only if x − y is
in the kernel of T . The dimension of H equals the rank of T . Let {ej}μ

1 be the
standard orthonormal basis for Cμ, that is, the j-th component of ej is one and
all the other components are zero. Let {ϕν , ϕν−1, . . . , ϕ1} be the orthonormal
basis for H obtained by applying the Gram-Schmidt orthogonalization procedure
to {eμ, eμ−1, . . . , e1}. It is emphasized that the Gram-Schmidt procedure is done
in reverse order starting with eμ, and ν = rankT . Let Φ be the unitary matrix
mapping Cν onto H defined by

Φ =
[
ϕ1 ϕ2 · · · ϕν

]
: Cν → H.

Because the Gram-Schmidt orthogonalization procedure is done in reverse order,
and H is composed of vectors in Cμ, the unitary operator Φ also defines a lower
triangular matrix mapping Cν into Cμ. The adjoint Φ∗ mapping H into Cν is
given by Φ∗ = Φ

tr
T where Φ

tr
is the conjugate transpose of the matrix Φ. Let

M be the operator mapping Cμ into Cν determined by M = Φ
tr
T . In this case,

M∗ = M
tr

. For x in Cμ, we have

(M∗Mx, x)Cμ = ‖Mx‖2Cν = ‖Φ∗x‖2Cν = ‖x‖2H = (Tx, x)Cμ .

In other words, (M∗Mx, x) = (Tx, x) for all x in Cμ. Therefore T = M∗M .
Since T = M∗M , to complete the proof, it remains to show that M is a lower

triangular Cholesky matrix. The entries mi,j of M are determined by

mi,j = (Mej, ei) = (Φ
tr
Tej, ei) = (Tej,Φei) = (Tej, ϕi) = (ej , ϕi)H.

Therefore the components of M are given by mi,j = (ej , ϕi)H.
We claim that M is a lower triangular Cholesky matrix. Starting the Gram-

Schmidt orthogonalization procedure with eμ, let ϕν be the unit vector defined by
ϕν = eμ/‖eμ‖H. Then mν,μ = (eμ, ϕν)H = ‖eμ‖H > 0. (Without loss of generality,
we assume that the last column of T is nonzero, and thus, eμ is not in the kernel of
T .) Let k be the largest integer strictly less than μ such that ek is not an element
in the subspace Gν = span{ϕν}. Let ϕν−1 be the next unit vector computed by
the Gram-Schmidt orthogonalization procedure, that is, ϕν−1 = ϕ̃ν−1/‖ϕ̃ν−1‖H
where ϕ̃ν−1 = ek − PGνek. The ν − 1 row of M is given by[

(e1, ϕν−1)H (e2, ϕν−1)H · · · (ek, ϕν−1)H (ek+1, ϕν−1)H · · · (eμ, ϕν−1)H
]
.

Since ek+1, . . . , eμ are contained in Gν , the inner products (ej , ϕν−1)H are all zero
for j > k, that is, the ν − 1 row of M is given by[

(e1, ϕν−1)H (e2, ϕν−1)H · · · (ek, ϕν−1)H 0 · · · 0
]
.
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Using the fact that PGν ek is orthogonal to ek − PGνek = ϕ̃ν−1 in H, we obtain

(ek, ϕ̃ν−1)H = (ek, ek − PGνek)H = (ek − PGνek, ek − PGνek)H
= ‖ek − PGνek‖2H = ‖ϕ̃ν−1‖2H > 0.

Since ϕν−1 = ϕ̃ν−1/‖ϕ̃ν−1‖H, it follows that

mν−1,k = (ek, ϕν−1)H =
(ek, ϕ̃ν−1)H
‖ϕ̃ν−1‖H = ‖ek − PGνek‖H > 0.

Hence the last nonzero element of the ν − 1 row of M is strictly positive.
Let q be the next largest integer less than k such that eq is not in the subspace

Gν−1 = span{ϕν , ϕν−1}. Then the ν − 2 row of M is determined by[
(e1, ϕν−2)H (e2, ϕν−2)H · · · (eq, ϕν−2)H 0 · · · 0

]
.

The zeros after (eq, ϕν−2)H follow from the fact that {ej}μ
q+1 are contained in

Gν−1. In this case, ϕν−2 = ϕ̃ν−2/‖ϕ̃ν−2‖H where ϕ̃ν−2 = eq − PGν−1eq. Using the
fact that PGν−1eq is orthogonal to eq − PGν−1eq, we obtain

mν−2,q = (eq, ϕν−2)H =
(eq, ϕ̃ν−2)H
‖ϕ̃ν−2‖H = ‖eq − PGν−1eq‖H > 0.

In other words, the last nonzero element of the ν − 2 row of M is also strictly
positive. By continuing in this fashion, we see thatM is a lower triangular Cholesky
matrix and

mj,kj = ‖ϕ̃j‖H = ‖ekj − PGj+1ekj‖H > 0,
Gj+1 = span{eη : η > kj} (8.3.2)

where kj is the last nonzero entry in the j-th row of M . Since T = M∗M , the
operator M is a lower triangular Cholesky factor for T . Lemma 8.3.3 below shows
that the lower triangular Cholesky factor of T is unique. �

Lemma 8.3.3. If A and B are two lower triangular Cholesky matrices such that
ZA = B where Z is a unitary operator, then A = B.

Proof. Without loss of generality, we can assume that both A and B map Cμ onto
Cν . Let {ej} be the standard orthonormal basis and let aij and bij be entries of A
and B, respectively. By eliminating the appropriate number of columns, without
loss of generality we can assume that the last column of A and B are nonzero. In
this case, aνμ and bνμ are the only nonzero elements of the last column of A and
B. Moreover, both aνμ and bνμ are strictly positive. Observe that

aνμZeμ = Zaνμeμ = ZAeμ = Beμ = bνμeμ.
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In other words, aνμ‖Zeμ‖ = bνμ‖eμ‖. Since Z is unitary and ‖eμ‖ = 1, it follows
that aνμ = bνμ. Moreover, Zeμ = eμ. Because Z is unitary, it must admit a matrix
decomposition of the form

Z =
[
Z11 0
0 1

]
:
[
Cν−1

C

]
→
[
Cν−1

C

]
.

Furthermore, Z11 is a unitary operator on Cν−1. Now observe that A and B admit
decomposition of the form

A =
[
A11 0
A21 aνμ

]
:
[
Cμ−1

C

]
→
[
Cν−1

C

]
,

B =
[
B11 0
B21 bνμ

]
:
[
Cμ−1

C

]
→
[
Cν−1

C

]
.

Using this decomposition with ZA = B, we can conclude that A21 = B21 and
Z11A11 = B11. Because A and B are lower triangular Cholesky matrices, A11

and B11 are also lower triangular Cholesky matrices. By repeating the previous
analysis ν− 1 times, we arrive at Z11 = I, and thus, Z = I. Therefore A = B. �

Lemma 8.3.4. Consider a sequence {Δn}∞1 of positive decreasing matrices on Cμ,
that is, 0 ≤ Δn+1 ≤ Δn for all integers n ≥ 1. Let T be the positive operator on
Cμ defined by

T = lim
n→∞Δn. (8.3.3)

Assume that all the lower triangular Cholesky factors An for Δn is a sequence of
matrices mapping Cμ into Cν and inf{(An)j,kj} > 0 for all j and n. Then

Ω = lim
n→∞An (8.3.4)

where Ω is the lower triangular Cholesky factor for T . In particular, Ω is a lower
triangular Cholesky matrix mapping Cμ into Cν . Finally, in the special case when
T is a strictly positive operator on Cμ, then {An} are lower triangular Cholesky
matrices on Cμ and An converges to Ω.

Proof. Let kj(n) denote the position in the j-th row of An corresponding to the
last nonzero element in this row. Let En be the isometry mapping Cν into Cμ

defined by
En =

[
ek1(n) ek2(n) · · · ekν(n)

]
: Cν → Cμ

where ekj(n) is the unit vector in Cμ placing 1 in the kj(n) position and zeros
elsewhere. Let Bn be the lower triangular Cholesky matrix on Cν defined by
Bn = AnEn. Notice that {(An)j,kj}ν

j=1 appears on the diagonal entries of Bn.
Using the hypothesis inf{(An)j,kj} > 0 for all j and n, it follows that det[Bn] ≥ ε
for some ε > 0. Because A∗nAn converges to T and ‖Bn‖ ≤ ‖An‖, there exists
a finite positive scalar γ such that ‖Bn‖ ≤ γ for all n ≥ 1. Since ‖Bn‖ is the
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largest singular value for Bn, all the singular values for {Bn}∞1 are uniformly
bounded by γ. Observe that det[Bn] equals the product of all the singular values
for Bn. Because all the singular values are uniformly bounded and det[Bn] ≥ ε, the
smallest singular value for Bn is greater than or equal to some δ > 0. In particular,
‖B∗nf‖ ≥ δ‖f‖ for all f in Cν . Hence ‖A∗nf‖ ≥ ‖B∗nf‖ ≥ δ‖f‖. Therefore An has
ν nonzero singular values and all these singular values are greater than or equal
to δ. Since A∗nAn = Δn converges to T = Ω∗Ω, it follows that T has ν nonzero
eigenvalues and all these eigenvalues are greater than or equal to δ2. So its lower
triangular Cholesky factor Ω is a matrix mapping Cμ into Cν .

Let Ων,kν be the last nonzero entry in the last row of Ω. Then for q > kν , we
have ‖Aneq‖2 converging to ‖Ωeq‖2 = 0. Since inf{(An)j,kj} > 0, it follows that
(An)ν,q = 0 for all q > kν and n sufficiently large. So without loss of generality, we
can assume that the last μ−kν columns of An are zero. Using the fact that ‖Anekν‖
converges to ‖Ωekν‖ = Ων,kν > 0, we see that (An)ν,kν converges to Ων,kν > 0. By
ignoring the last μ− kν zero columns of An and Ω, without loss of generality we
can assume that μ = kν . In this case, An and Ω admits a decomposition of the
form

An =
[
A11,n 0
A21,n aνμ,n

]
and Ω =

[
Ω11 0
Ω21 Ωνμ

]
. (8.3.5)

This readily implies that

Ω∗Ω =
[
Ω∗11Ω11 + Ω∗21Ω21 Ω∗21Ωνμ

Ω21Ωνμ Ω2
νμ

]
= lim

n→∞A
∗
nAn

= lim
n→∞

[
A∗11,nA11,n +A∗21,nA21,n A∗21,naνμ,n

A21,naνμ,n a2
νμ,n

]
.

Since (An)νμ = aνμ,n converges to Ωνμ, the sequence A21,n converges to Ω21.
Hence A∗21,nA21,n converges to Ω21Ω∗21. So A∗11,nA11,n converges to Ω∗11Ω11. Notice
that A11,n and Ω11 are lower triangular Cholesky matrices mapping Cμ−1 into
Cν−1 and inf{(A11,n)j,kj} > 0. By repeating the previous argument ν − 1 times,
we see that An converges to Ω. (The fact that A∗nAn is decreasing is not necessary
in this part of the argument.)

If T is strictly positive, then A∗nAn ≥ T , and thus, {A∗nAn}∞1 is a sequence
of strictly positive operators on Cμ. In other words, An is a one to one lower
triangular Cholesky matrix. Because a Cholesky matrix is onto, An is an invertible
operator on Cμ. Moreover, det[An]2 =

∏
(An)2j,j converges to the product of the

eigenvalues for T . This, along with the fact that A∗nAn is uniformly bounded,
implies that inf{(An)j,j} > 0. Therefore An converges to Ω. �

If T is strictly positive, then the condition inf{(An)j,kj} > 0 in Lemma 8.3.4
automatically holds. However, if T is not invertible, then this condition is not
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necessarily satisfied. For a counterexample, consider the matrix

An =

⎡⎣1 0 0 0
0 −1 1

n 0
0 0 1 1

⎤⎦ then T =

⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 1
0 0 1 1

⎤⎥⎥⎦ = lim
n→∞A

∗
nAn.

In this case, An converges to A∞ and A∞ is not a lower triangular Cholesky
matrix.

For another example of a sequence of decreasing positive matrices which
violate the hypotheses of Lemma 8.3.4, consider the positive matrices Δn on C2

given by

Δn =
[
1 0
0 1/n2

]
.

Clearly, the matrices Δn are decreasing. Notice that

T =
[
1 0
0 0

]
= lim

n→∞Δn.

In this case, the lower Cholesky factors An for Δn and Ω for T are determined by

An =
[
1 0
0 1/n

]
and Ω =

[
1 0

]
.

The lower Cholesky matrices {An} do not satisfy the hypotheses of Lemma 8.3.4.
Obviously, A∗nAn converges to Ω∗Ω. However, An does not converge to Ω. In fact,
the operators An and Ω do not even act between the same spaces. Finally, it is
noted that An converges to

[
Ω 0

]tr as n tends to infinity.

8.4 Cholesky Factorization and Maximal
Outer Spectral Factors

Let Tn be a positive block matrix on En where E = Cτ . Let Mn from En onto
Cμ be the lower triangular Cholesky factor of Tn. Then Mn admits a matrix
representation of the form

Mn =
[
Ak 0
Bk Ck

]
:
[ Ek

En−k

]
→
[

Cν(k,n)

Cμ−ν(k,n)

]
(8.4.1)

where Ak and Ck are both lower triangular Cholesky matrices. Here μ=rankMn =
rankTn. Moreover, ν(k, n) equals the rank of Ak, while μ−ν(k, n) equals the rank
ofCk. BecauseCk is a lower triangular Cholesky matrix, the range ofMn|(0⊕En−k)
equals 0⊕ Cμ−ν(k,n). In particular, for a fixed f in Ek, this implies that

‖Akf‖2 = inf{‖Mn(f ⊕ h)‖2 : h ∈ En−k}. (8.4.2)
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To see this, notice that the decomposition in (8.4.1) yields

‖Akf‖2 ≤
∥∥∥∥[ Akf
Bkf + Ckh

]∥∥∥∥2 = ‖Mn(f ⊕ h)‖2.

Hence ‖Akf‖2 ≤ inf{‖Mn(f ⊕ h)‖2 : h ∈ En−k}. Since Ck is onto we can choose
a vector h in En−k such that Bkf = −Ckh. For this h, we obtain ‖Akf‖2 =
‖Mn(f ⊕ h)‖2, which yields the equality in (8.4.2).

Let Θ(z) =
∑∞

0 z−jΘj in H2(E ,Y) be the maximal outer spectral factor for
a positive Toeplitz matrix TR. Recall that Θ is unique up to a constant unitary
operator on the left. By the appropriate choice of this unitary operator, we can
always assume that Θ0 = Θ(∞) is a lower triangular Cholesky matrix. In this
case, we claim that the k × k block matrix

Ωk = ΠYkTΘ|Ek =

⎡⎢⎢⎢⎣
Θ0 0 · · · 0
Θ1 Θ0 · · · 0
...

...
. . .

...
Θk−1 Θk−2 · · · Θ0

⎤⎥⎥⎥⎦ : Ek → Yk (8.4.3)

contained in the upper left-hand corner of TΘ is also a lower triangular Cholesky
matrix.

To verify this, let Ψ be any maximal outer spectral factor for TR. Then
Ψ(∞)∗Ψ(∞) = L∗L where L is a lower triangular Cholesky matrix. Since both
Ψ(∞) and L are onto, there exists a unitary operator Φ such that ΦΨ(∞) = L.
Hence Θ = ΦΨ is also a maximal outer spectral factor for TR, and Θ(∞) =
(ΦΨ)(∞) = L is a lower triangular Cholesky matrix. Finally, Lemma 8.3.3 shows
that there is only one maximal outer spectral factor Θ for TR such that Θ0 is a
lower triangular Cholesky matrix.

Theorem 8.4.1. Let TR be a positive block Toeplitz matrix with L(E , E)-valued
symbol R. Moreover, assume that

• Θ(z) =
∑∞

0 z−jΘj in H2(E ,Y) is the maximal outer spectral factor for TR

where Θ0 = Θ(∞) is a lower triangular Cholesky matrix.

• Let Ωk = ΠYkTΘ|Ek be the block lower triangular Cholesky Toeplitz matrix
contained in the k × k left-hand corner of TΘ; see (8.4.3).

• Let Mn mapping En onto Cμn be the lower triangular Cholesky factor of TR,n,
where TR,n on En is the block Toeplitz matrix contained in the upper n × n
left-hand corner of TR; see (8.1.12).

• For a fixed k < n, consider the matrix representation of Mn determined by

Mn =
[
Ak,n 0
Bk,n Ck,n

]
:
[ Ek

En−k

]
→
[

Cν(k,n)

Cμn−ν(k,n)

]
(8.4.4)

where Ak,n and Ck,n are both lower triangular Cholesky matrices.
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Then for any fixed f in Ek, the operator Δk,n = A∗k,nAk,n determines the cost in
the optimization problem

(Δk,nf, f) = inf{(TR,n(f ⊕ h), (f ⊕ h)) : h ∈ En−k}. (8.4.5)

In particular, for fixed k the sequence {Δk,n} is decreasing, that is, Δk,n+1 ≤ Δk,n.
Moreover,

lim
n→∞Δk,n = Ω∗kΩk. (8.4.6)

Finally, if Θ is in H2(E , E), then Ak,n converges to Ωk as n tends to infinity.

Proof. By consulting (8.4.2), we obtain

‖Ak,nf‖2 = inf{‖Mn(f ⊕ h)‖2 : h ∈ En−k}
= inf{(TR,n(f ⊕ h), (f ⊕ h)) : h ∈ En−k}
= (Δk,nf, f).

Hence ‖Ak,nf‖2 = (Δk,nf, f) for all f in Ek. In other words, Δk,n = A∗k,nAk,n.
Theorem 8.2.3 shows that Δk,n is decreasing in n and Δk,n converges to Ω∗kΩk.

If Θ is in H2(E , E), then Θ(∞) = Θ0 is an invertible operator on E . In this
case, Ωk is an invertible lower triangular Cholesky matrix on Ek. In particular,
Ω∗kΩk is strictly positive. According to Lemma 8.3.4, the lower triangular Cholesky
matrices Ak,n converge to Ωk as n tends to infinity. �

A Cholesky Algorithm for computing the maximal outer spectral factor

Theorem 8.4.1 and Lemma 8.3.4 can be used to develop an algorithm to compute
the maximal outer spectral factor Θ in H2(E ,Cq) for a rational positive Toeplitz
matrix TR with block entries in L(E , E).

(i) For sufficiently large n, construct TR,n on En. It is assumed that for this n
the cost Δk,n in the optimization problem (8.4.5) is approximately equal to
Ω∗kΩk ≈ Δk,n; see Theorem 8.4.1. To apply the Kalman-Ho algorithm to find
a state space realization for Θ, we also assume that k > 2δ(Θ) where δ(Θ) is
the McMillan degree of Θ.

(ii) Compute the lower triangular Cholesky factor Mn for TR,n. Select the lower
triangular Cholesky matrix Ak,n in the upper left-hand corner of Mn. Then
Ak,n is a block lower triangular Toeplitz matrix with block entries in L(E ,Cq).
One can determine q from the structure of this block Toeplitz matrix. We also
assume that our lower triangular Cholesky algorithm eliminated the small
entries in the last row of Mn such that the conditions in Lemma 8.3.4 hold.
Then Ak,n ≈ Ωk. Finally, for perhaps a more efficient method to compute
Ak,n, one can use Remark 8.2.1 (or Remark 8.2.2 in the invertible case) to
compute Δk,n. Then Ak,n is the lower triangular Cholesky factor of Δk,n.
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(iii) Run the Kalman-Ho algorithm on the first column of Ak,n, that is, Ak,n|E
to obtain a minimal realization {A,B,C,D} for the maximal outer spectral
factor Θ for TR.

(iv) To gain some further insight, one may also run the Wold decomposition
algorithm in Section 8.1 using the lower triangular Cholesky factor Mn.
Compute the operators Jn and Qn in (8.1.13), and the contraction Un =
MnQn(MnJn)−r. Recall that UnMnJn = MnQn. Because Mn is a lower
triangular Cholesky matrix and Ak,n is block Toeplitz, the upper left-hand
k × k corner of Un will be a block lower shift of multiplicity q. So one can
also determine q from Un. If the upper left hand corner of Un is not a block
lower shift, then one may have to take a larger n.

8.5 Some Examples of the Cholesky Factorization

In this section, we will present some numerical examples to demonstrate that the
initial part of the first column of the lower triangular Cholesky factor converges
to the Fourier coefficients of the maximal outer spectral factor Θ ∈ H∞(E ,Y)
for TR. Throughout Mn mapping En into Cν is the lower triangular Cholesky
factor of TR,n. Moreover, Jn and Qn are the matrices defined in (8.1.13), while
Un = MnQn(MnJn)−r and Bn = Mn|E is the first block column of Mn. Finally,
for large n, the upper left-hand corner of the matrix Un is approximately equal to
a lower shift of multiplicity dimY.

8.5.1 Scalar-valued outer function

Consider the outer function θ in H∞ given by

θ(z) = 10 +
9
z

+
8
z2

+
7
z3

+
6
z4

+
5
z5

+
4
z6

+
3
z7

+
2
z8

+
1
z9
.

Since we know the Taylor coefficients of θ, we can construct the Toeplitz matrix
TR = T ∗θ Tθ. In fact, R = |θ|2 can be computed by using the fast Fourier transform.
Let TR,n be the n × n matrix contained in the upper left-hand corner of TR. In
this case, E = C. We computed the lower triangular Cholesky factor Mn of TR,n.
The first fifteen elements of the first column of Mn for n = 10, 20, and 30 are
given by the following table:
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

n = 10 n = 20 n = 30
10.0265 10.0002 10.0000
9.0402 9.0007 9.0000
8.0259 8.0009 8.0000
6.9990 7.0006 7.0000
5.9744 5.9999 6.0000
4.9624 4.9990 5.0000
3.9678 3.9984 4.0000
2.9895 2.9986 3.0000
2.0213 1.9996 2.0000
0.5096 0.9979 1.0000

0 0
0 0
0 0
0 0
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(All elements with absolute value less than 0.0001 were set to zero.) Notice that
M10 has only ten elements in its column. For n = 30, we practically obtain the
Taylor coefficients of θ from the first column of M30. Moreover, the 5 × 5 matrix
contained in the upper left-hand corner of U30 is given by

⎡⎢⎢⎢⎢⎣
0 0 0 0 0

1.0000 0 0 0 0
0 1.0000 0 0 0
0 0 1.0000 0 0
0 0 0 1.0000 0

⎤⎥⎥⎥⎥⎦ .

The upper 5×5 left-hand corner of U30 is a unilateral shift of multiplicity 1. Finally,
it is noted that in general Un is not a lower shift. However, for n sufficiently large,
the upper left-hand corner of Un will be a lower shift.

8.5.2 Multi-input multi-output square outer function

Let Θ be the square outer function in H∞(C2,C2) given by

Θ(z) =
[
15 0
14 13

]
+

1
z

[
12 0
11 10

]
+

1
z2

[
9 0
8 7

]
+

1
z3

[
6 0
5 4

]
+

1
z4

[
3 0
2 1

]
.

Here each Taylor coefficient of Θ is a 2× 2 matrix. In this case, TR = T ∗ΘTΘ is a
block Toeplitz matrix with entries in L(C2,C2), and thus, E = C2. We computed
TR,n and calculated Mn. The first fifteen elements of the first block column of Mn

for n = 5, 10, and 15 are given by the following:
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n = 5 n = 10 n = 15
15.0919 0.0000 15.0019 0 15.0000 0
14.0109 13.0288 14.0000 13.0001 14.0000 13.0000
12.0168 −0.0247 12.0012 −0.0004 12.0001 0
11.0501 10.0067 11.0007 10.0005 11.0000 10.0000
8.9979 −0.0147 8.9980 −0.0008 8.9999 0
8.0294 6.9642 8.0007 6.9997 8.0000 7.0000
6.0926 −0.0023 6.0013 −0.0006 5.9999 0
5.0893 4.0139 5.0017 3.9989 5.0000 4.0000
1.9877 −0.0161 2.9821 −0.0004 2.9998 0
1.4205 0.7103 1.9994 0.9997 2.0000 1.0000

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

By inspecting the upper left-hand corner of M15, we see that Θ is in H2(C2,C2).
The 5× 5 matrix contained in the upper left-hand corner of U15 is given by

⎡⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 0 0 0

1.0000 0 0 0 0
0 1.0000 0 0 0
0 0 1.0000 0 0

⎤⎥⎥⎥⎥⎦ .

So Un converges to the unilateral shift S of multiplicity 2. In other words, Θ must
be in H2(C2,C2). Therefore at n = 15, we are able to obtain the Taylor coefficients
of Θ.

8.5.3 Non-square outer function

Let Θ be the non-square outer function in H2(C2,C) given by

Θ(z) =
[
20 19

]
+

1
z

[
18 17

]
+

1
z2

[
16 15

]
+

1
z3

[
14 13

]
+

1
z4

[
12 11

]
+

1
z5

[
10 9

]
+

1
z6

[
8 7

]
+

1
z7

[
6 5

]
+

1
z8

[
4 3

]
+

1
z9

[
2 1

]
. (8.5.1)

Let TR = T ∗ΘTΘ where R = Θ∗Θ. Let Mn be the lower triangular Cholesky factor
for TR,n. The first fifteen elements of the first block column of Mn for n = 5, 10,
and 20 are given in the following table:
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n = 5 n = 10 n = 20
0.7699 0 20.0000 19.0000 20.0000 19.0000

19.9852 19.0141 −0.4296 −0.0430 18.0000 17.0000
−0.8033 −1.1705 18.0134 17.0048 16.0000 15.0000
18.0468 17.0608 −0.2689 0.0672 14.0000 13.0000
−1.7007 −1.8266 16.0144 15.0043 12.0000 11.0000
16.0844 15.0888 −0.1663 0.1164 10.0000 9.0000
−2.2335 −2.2087 14.0133 13.0033 8.0000 7.0000
14.1078 13.1058 −0.1161 0.1234 6.0000 5.0000
−4.7446 −4.5442 12.0121 11.0028 4.0000 3.0000
18.0426 15.7393 −0.1027 0.1027 2.0000 1.0000

10.0114 9.0027 0 0
−0.1148 0.0631 0 0

8.0111 7.0031 0 0
−0.1452 0.0104 0 0

6.0112 5.0039 0 0

The matrix TR,n is a 2n × 2n matrix. It is well known that the Gram-Schmidt
orthogonalization procedure can lead to numerical errors; see Golub-Van Loan
[122]. This may explain the “extra terms” in the columns for n = 5 and n = 10.
For n = 10, our lower triangular Cholesky factor M10 maps C20 into C19. However,

‖TR,10 −M∗
10M10‖ ≈ 3.2767× 10−6 and ‖TR,10‖ ≈ 1.6492× 104.

So our lower triangular Cholesky factor M10 for TR,10 is fairly accurate.
For n = 20, we essentially arrive at the Taylor coefficients for Θ. In this case,

TR,20 is a 40× 40 matrix. Moreover, M20 maps C40 into C29 while

‖TR,20 −M∗
20M20‖ ≈ 3.279× 10−6 and ‖TR,20‖ ≈ 2.0003× 104.

Hence our lower triangular Cholesky factor M20 for TR,20 is fairly accurate. By
inspecting the upper 5× 5 left-hand corner of U20 we arrive at⎡⎢⎢⎢⎢⎣

0 0 0 0 0
1.0000 0 0 0 0

0 1.0000 0 0 0
0 0 1.0000 0 0
0 0 0 1.0000 0

⎤⎥⎥⎥⎥⎦ . (8.5.2)

Clearly, the multiplicity of this matrix is 1. This also verifies that Θ is in
H∞(C2,C). Finally, it is noted that one may obtain much better results by using
a more efficient lower triangular Cholesky factorization algorithm. To avoid the
Gram-Schmidt orthogonalization one can use the QR algorithm; see the proof of
Theorem 8.3.2 or Golub-Van Loan [122] for other techniques.
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8.5.4 Non-square outer function and a unitary part

For our next example, consider the controllable unitary pair {V on C4,Γ2} given
by

V =

⎡⎢⎢⎣
eıπ/3 0 0 0

0 e−ıπ/3 0 0
0 0 eıπ/4 0
0 0 0 e−ıπ/4

⎤⎥⎥⎦ and Γ2 =

⎡⎢⎢⎣
2 1
2 1
1 2
1 2

⎤⎥⎥⎦ . (8.5.3)

Clearly, V is a unitary operator on C4. Notice that Γ2 is an operator mapping
E = C2 into C4. Let R =

∑∞
−∞ e−ıωnRn be the symbol for TR determined by

Rn =
1
2π

∫ 2π

0

eıωnΘ(eıω)∗Θ(eıω) dω + Γ∗2V
∗nΓ2 (8.5.4)

where Θ ∈ H∞(C2,C) is the same outer function in (8.5.1) in Example 8.5.3.
The results in Section 6.3 show that the Toeplitz matrix TR determined by this
R is positive. Moreover, Θ is the maximal outer spectral factor for TR. Finally,
{V,Γ2} is the unitary part in the Wold decomposition for the controllable isometric
representation {U,Γ} for TR.

Because the unitary part is present in the Wold decomposition of {U,Γ},
we needed to choose a larger TR,n than the previous Example 8.5.3 in order to
compute the same Θ. So for this example, we choose n = 30 to compute the
Fourier coefficients for Θ. In this case, TR,30 is a 60 × 60 matrix. Moreover, M30

maps C60 into C43 while

‖TR,30 −M∗
30M30‖ ≈ 5.6288× 10−7 and ‖TR,30‖ ≈ 2.1031× 104.

Hence our lower triangular Cholesky factor M30 for TR,30 is fairly accurate. The
first 15 components in the first column M30|E was practically the same as the first
15 components in the first column M20|E in the previous Example 8.5.3. Finally,
it is noted that the upper 5× 5 left-hand corner of U30 was also given by the same
lower shift of multiplicity 1 in (8.5.2). This also verifies that Θ is in H∞(C2,C).

To compute the unitary pair {V,Γ2} using the Wold decomposition method
in Remark 8.1.2, we first observed that U30 has four eigenvalues on the unit cir-
cle. In fact, absolute values for the eigenvalues for U30 in decreasing order are
1, 1, 1, 1, 0.5645, . . . Then using the isometry Ψ mapping C4 into C43 consisting
of the eigenvectors corresponding to these four eigenvalues on the unit circle, we
obtained

Ψ∗U30Ψ =

⎡⎢⎢⎣
0.5 + 0.8660i 0 0 0

0 0.5 − 0.8660i 0 0
0 0 0.7071 + 0.7071i 0
0 0 0 0.7071 − 0.7071i

⎤⎥⎥⎦ ,

Ψ∗Bn =

⎡⎢⎢⎣
2eıϕ1 eıϕ1

2eıϕ2 eıϕ2

eıϕ3 2eıϕ3

eıϕ4 2eıϕ4

⎤⎥⎥⎦
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where ϕ1 = 2.8173, ϕ2 = −2.8173, ϕ3 = 2.3562 and ϕ4 = −2.3562 (all in radi-
ans). So if Φ is the diagonal unitary matrix formed by Φ = diag({e−ıϕj}41), then
ΦΨ∗U30Ψ ≈ V Φ and ΦΨ∗Bn ≈ Γ2. In other words, {Ψ∗U30Ψ,Ψ∗Bn} is unitarily
equivalent to {V,Γ2}, and we have essentially computed the unitary pair {V,Γ2}.
Finally, it is noted that the ergodic method in Section 6.5 takes much more data
to pick out the unitary pair {V,Γ2}. Sometimes ergodic methods converge slowly.

8.6 An Inner-Outer Factorization Algorithm

One can use the Wold decomposition algorithm in Section 8.1, or the Cholesky
algorithm in Section 8.4, to compute the inner-outer factorization for a rational
function G in H∞(E ,D). To see this, for sufficiently large n compute the Toeplitz
matrix TR,n on En where R = G∗G and TR = T ∗GTG. Using the Wold decompo-
sition algorithm or the Cholesky algorithm, compute the rational outer spectral
factor Θ for R, that is, Θ is an outer function in H∞(E ,Y) and R = Θ∗Θ on the
unit circle. This Θ is also the outer factor for G. In other words, G = GiΘ where
Gi is a rational inner function in H∞(Y,D). Let {Ao on Xo, Bo, Co, Do} be any
realization for Θ, and F the function determined by the realization

F (z) = D−r
o −D−r

o Co(zI − (Ao −BoD
−r
o Co))−1BoD

−r
o .

(The Moore-Penrose inverse of M is denoted by M−r.) According to Lemma
4.5.2, the transfer function F is the right inverse of Θ, that is, Θ(z)F (z) = I. Let
{A on X , B, C,D} be a realization for G. Notice that Gi(z) = G(z)F (z). Now one
can use classical state space formulas for the product of two transfer functions to
find a state space realization for Gi; see Remark 14.2.2. In fact, using this remark,
a realization {Ai, Bi, Ci, Di} for Gi is given by

Ai =
[
A −BD−r

o Co

0 Ao −BoD
−r
o Co

]
on
[X
Xo

]
, Bi =

[
BD−r

o

BoD
−r
o

]
: E →

[X
Xo

]
,

Ci =
[
C −DD−r

o Co

] [X
Xo

]
→ Y and Di = DD−r

o .

The realization {Ai, Bi, Ci, Di} for Gi might not be minimal. However, one can
always extract a minimal realization from {Ai, Bi, Ci, Di} for Gi.

If Θ is scalar-valued, then one can use the fast Fourier transform to compute
the Fourier series expansion Gi(z) =

∑ν
0 z
−jγj = G/Θ for the inner function

Gi. (In Matlab
[
γ0 · · · γν 0 · · · 0

]
= ifft(G./Θ); see Remark 8.6.1 below.)

Applying the Kalman-Ho algorithm to {γj}ν
0 yields a minimal realization for Gi.

This method works even when G is a column vector, that is, G is in H∞(C,Cν).
If Θ is not square, then Gi = GΘ−r on the unit circle. Now simply use the

fast Fourier transform to compute the elements of the matrices in G and Θ. (Use
Remark 8.6.1 to compute the fast Fourier transform of all the entries of G and Θ.)
For example, in a 213 fast Fourier transform, G and Θ are matrices containing 213
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components. Then, by taking the Moore-Penrose inverse, compute Gi = GΘ−r

(this requires 213 Moore-Penrose inverses). Then we obtain a matrix for Gi with
213 entries. By taking the inverse fast Fourier transform of Gi, that is, each entry
of Gi, we now have Gi(z) =

∑ν
0 z
−jγj where {γj}ν

0 are matrices. Finally, applying
the Kalman-Ho algorithm to {γj}ν

0 yields a minimal realization for Gi.
Remark 8.6.1. Recall that if

h(z) =
p

q
=

∑ν
j=0 z

jpj∑ν
j=0 z

jqj

is a rational function in H∞, then h expressed as the fast Fourier transform in
Matlab is

h = fft(
[
pν pν−1 · · · p1 p0

]
, k)./fft(

[
qν qν−1 · · · q1 q0

]
, k).

Here k is the length of the fast Fourier transform. A typical value for k is 213. The
vectors p and q are ordered from the highest value of zν to the lowest including
zeros. If p and q are not of the same degree, then one must also include the
appropriate number of zeros when calculating the fast Fourier transform. Finally,

ifft(h) =
[
γ0 γ1 · · · γk/2 0 0 · · · 0

]
yields an approximation for the Fourier coefficients h(z) =

∑k/2
0 z−jγj for h.

8.6.1 A scalar inner-outer factorization example

Consider the rational function g in H∞ given by

g(z) =
0.1z + 0.5

z3 + 0.3z2 − 0.3z − 0.5
.

Notice that g has zeros at z = ∞ and −5. Since there are zeros of g outside the
unit disc, g is not an outer function. Set R = |g|2 =

∑∞
−∞ e−ıωnrn on the circle.

(In Matlab,

g = fft([0, 0, 0.1, 0.5], 213)./fft([1, 0.3,−0.3,−0.5], 213);
R = abs(g). ∧ 2;

ifft(R) =
[
r0 r1 r2 · · · r−2 r−1

]
= r;

T = toeplitz(r(1 : 20));

see Remark 8.6.1.) Let us now use the Cholesky algorithm in Section 8.4 to com-
pute the outer spectral factor θ for g. By choosing n = 20, construct TR,20. Then
compute the lower triangular Cholesky factor M20 for TR,20. By applying the
Kalman-Ho algorithm to the first ten components in the first column of M20, we
obtain

θ(z) =
0.5z3 + 0.1z2

z3 + 0.3z2 − 0.3001z− 0.5001
.
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All the zeros and poles of θ(z) are inside the unit disc, and the McMillan degree
of θ is three. Finally,

‖|θ|2 − |g|2‖∞ ≈ 1.1887× 10−12.

In other words, |θ|2 ≈ |g|2 on the unit circle. Therefore θ is approximately the
outer spectral factor for g.

To compute the inner part gi for g, use the fast Fourier transform to compute
gi = g/θ. (In Matlab gi = g./θ; see Remark 8.6.1.) Then using the inverse fast
Fourier transform, compute the Fourier coefficients gi(z) =

∑ν
0 z
−jγj . Now apply

the Kalman-Ho algorithm on {γj}ν
0 to obtain a minimal realization {Ai, Bi, Ci, Di}

for the inner factor gi of g. This calculation yields:

gi(z) =
1 + 0.2z
z2(z + 0.2)

.

As expected, gi is an inner function whose zeros are∞ and −5. Finally, it is noted
that ‖g − gigo‖∞ ≈ 2.2627× 10−14.

8.6.2 A non-square inner-outer factorization example

Consider the rational function G in H2(C2,C) given by

G(z) =
1
d(z)

[
z3 − 5.5z2 + 8.5z − 3, z3 − 5z2 + 6z

]
,

d(z) = z3 − 0.2684z2 + 0.0135z− 0.1155. (8.6.1)

Let G = GiΘ be the inner-outer factorization of G where Gi is inner and Θ is
outer. In this case, Θ is a rational function in H2(C2,C) and Gi is a scalar-valued
rational function in H∞. Observe that Gi equals the Blaschke product formed by
the common zeros of the two components of G outside the closed unit disc. In
this case {2, 3} are the corresponding common zeros outside the closed unit disc.
Hence the inner part of G is determined by

Gi(z) =
(
z − 2
1− 2z

)(
z − 3
1− 3z

)
=
z2/6− 5z/6 + 1
z2 − 5z/6 + 1/6

.

Using G = GiΘ, we see that

Θ(z) =
G(z)
Gi(z)

=
1

d(z)
[
6z3 − 8z2 + 3.5z − 0.5, 6z3 − 5z2 + z

]
.

Let us now use the Cholesky algorithm in Section 8.4 to compute Gi and Θ.
First we used the fast Fourier transform to compute R = G(eıω)∗G(eıω). Then
using the inverse fast Fourier transform, computed the Fourier coefficients {Rk}
for R =

∑∞
−∞ e−ıωkRk. Then we proceeded to form TR,n, and compute the lower
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triangular Cholesky factor Mn for TR,n. In this case, we chose n = 15. Hence TR,15

is a positive Toeplitz matrix on C30. Our lower triangular Cholesky factor M15

maps C30 into C16. Finally,

‖TR,15 −M∗
15M15‖ ≈ 1.4230× 10−13 and ‖TR,15‖ ≈ 249.5897.

Therefore our lower triangular Cholesky factorization of TR,15 is fairly accurate.
By applying the Kalman-Ho algorithm to the first ten components of the

first block column M15|C2, we arrived at

Θ(z) =
1

d(z)
[
6z3 − 8z2 + 3.5z − 0.5, 6z3 − 5z2 + z − 1.751× 10−7

]
. (8.6.2)

We used the fast Fourier transform to calculate Gi(eıω) by the formula

Gi(eıω) =
G(eıω)Θ(eıω)∗

Θ(eıω)Θ(eıω)∗
.

By using the inverse fast Fourier transform, we computed the Taylor’s coefficients
of Gi. After applying the Kalman-Ho algorithm to the Taylor’s coefficients of Gi,
we obtained

Gi(z) =
0.1667z2 − 0.8333z+ 1
z2 − 0.8333z+ 0.1667

.

Finally, usingM15 along with Remark 8.1.2, we computed the outer spectral factor
for G, and arrived at the same Θ.

8.6.3 An outer function and a unitary part

For our next example, consider the controllable unitary pair {V on C4,Γ2} given
by (8.5.3). Let R =

∑∞
−∞ e−ıωnRn be the symbol for TR determined by

Rn =
1
2π

∫ 2π

0

eıωnG(eıω)∗G(eıω) dω + Γ∗2V
∗nΓ2 (8.6.3)

where G ∈ H∞(C2,C) is the same function in (8.6.1) in Example 8.6.2. Clearly,
G∗G = Θ∗Θ where Θ is the outer part of G. The results in Section 6.3 show
that the Toeplitz matrix TR determined by this R is positive. Moreover, Θ is the
maximal outer spectral factor for TR. Finally, {V,Γ2} is the unitary part in the
Wold decomposition for the controllable isometric representation {U,Γ} for TR.
Now let us compute Θ using the Cholesky algorithm in Section 8.4, and {V,Γ2}
by employing Remark 8.1.2.

To compute Θ and the unitary pair {V,Γ2} for TR, we chose n = 15. In this
case, TR,15 is a 30 × 30 matrix. Moreover, our lower triangular Cholesky factor
M15 for TR,15 maps C30 into C20 and ‖TR,15−M∗

15M15‖ ≈ 3.5697× 10−10, where
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‖TR,15‖ ≈ 249.6040. Hence our lower triangular Cholesky factor M15 for TR,15 is
fairly accurate. By applying the Kalman-Ho algorithm to the first ten components
of the first block column M15|C2, we arrived at the same maximal outer spectral
factor Θ for TR as in (8.6.2).

To compute the unitary pair {V,Γ2} using the Wold decomposition method
in Remark 8.1.2, we first observed that U15 has four eigenvalues on the unit cir-
cle. In fact, absolute value for the eigenvalues for U15 in decreasing order are
1, 1, 1, 1, 0.5647, . . . Then using the isometry Ψ mapping C4 into C20 consisting
of the eigenvectors corresponding to these four eigenvalues on the unit circle, we
obtained

Ψ∗U30Ψ =

⎡⎢⎢⎣
0.5 + 0.8660i 0 0 0

0 0.5 − 0.8660i 0 0
0 0 0.7071 + 0.7071i 0
0 0 0 0.7071 − 0.7071i

⎤⎥⎥⎦ ,

Ψ∗Bn =

⎡⎢⎢⎣
2eıϕ1 eıϕ1

2eıϕ2 eıϕ2

eıϕ3 2eıϕ3

eıϕ4 2eıϕ4

⎤⎥⎥⎦
where ϕ1 = 0.2692, ϕ2 = −0.2692, ϕ3 = 1.9661 and ϕ4 = −1.9661 (all in radians).
So if Φ is the diagonal unitary matrix formed by Φ = diag({e−ıϕj}41), then Φ
intertwines {Ψ∗U30Ψ,Ψ∗Bn} with {V,Γ2}. This yields the unitary pair {V,Γ2}.

8.7 Notes

The results in Section 8.1 were taken from Bhosri [32]. The Cholesky factorization
of a positive matrix is classical. The Cholesky factorization plays a fundamental
role in signal processing; see Kailath-Sayed-Hassibi [143] and Stoica-Moses [194].
Theorem 8.4.1 is due to Rissanen-Barbosa [180] when TR is a rational strictly
positive Toeplitz matrix. In this case, one can also derive this result using the
Kalman filter; see Section 3.3 in Caines [47]. So Theorem 8.4.1 can be viewed as
a mild generalization of the Cholesky factorization results in Rissanen-Barbosa
[180]. The controllable isometric representation {U,Γ} for TR along with its Wold
decomposition, allows us to present an elementary proof of this result; see also
Bhosri [32]. Trying to compute the maximal outer spectral factor and the unitary
part from a positive Toeplitz matrix can be numerically tricky depending on the
data. So one should try various methods to compute Θ and {V,Γ2}. For some
nice results on spectrum analysis and identification techniques, see Pillai-Schim
[173]. Finally in Chapter 10, we will present some Riccati equation techniques to
compute the inner-outer factorization.

Sinusoid estimation in wide sense stationary processes. The problem of determin-
ing the maximal outer spectral factor or the unitary pair {V,Γ2} from a positive
Toeplitz matrix TR naturally occurs in wide sense stationary random processes;
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see Caines [47], Foias-Frazho-Sherman [88, 89], Stoica-Moses [194] or Pillai-Schim
[173]. (Wide sense stationary processes are discussed in Chapter 11.) To sketch
how this problem arises, recall that a wide sense stationary process {yn}∞−∞ with
values in Cν is a sequence of random vectors {yn}∞−∞ in Cν such that Eyn = γ,
the same constant γ for all n, and Eyjy

∗
k = Rk−j is just a function of the difference

between j and k. Here E denotes the expectation. (We choose Eyjy
∗
k = Rk−j to

be a function of k − j rather than j − k to fit our notation.) Moreover, it is well
known that the Toeplitz matrix TR determined by the symbol R =

∑∞
−∞ e−ıωnRn

is positive. Finally, Ξy = TR is called the autocorrelation Toeplitz matrix for yn.
In this case, the entries of Ξy are determined by (Ξy)kj = Eyjy

∗
k = Rk−j .

Let G be a co-outer function in H∞(Cμ,Cν). Let xn be the wide sense sta-
tionary random process determined by driving a white noise process through the
causal filter G, that is,⎡⎢⎢⎢⎣

xn

xn−1

xn−2

...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
G0 G1 G2 · · ·
0 G0 G1 · · ·
0 0 G0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
wn

wn−1

wn−2

...

⎤⎥⎥⎥⎦ . (8.7.1)

Here wn is a white noise process with values in Cμ, that is, wn is a mean zero
process such that Ewjw

∗
k = Iδk−j for all integers j and k where δj is the Kronecker

delta. In particular, Ξw = I. Moreover, G(z) =
∑∞

0 z−jGj is the Taylor series
expansion for G. Let Θ be the function in H∞(Cν ,Cμ) defined by Θ(z) = G̃(z) =
G(z)∗ for all z in D+. Notice that Θ(z) =

∑∞
0 z−jΘj is the Taylor series expansion

for Θ where Θj = G∗j for all integers j ≥ 0. Because G is co-outer, Θ is an
outer function; see Section 3.2. Equation (8.7.1) can be rewritten as �x = T ∗Θ �w. As
expected, �x is the column vector formed by {xj}n

−∞ where xn appears in the first
position, xn−1 appears in the second position, etc. The vector �w is the column
vector formed by {wj}n−∞ in a similar fashion. Using the fact that E �w�w∗ = I, we
see that the autocorrelation matrix Ξx for xn is determined by

Ξx = E�x�x ∗ = T ∗ΘTΘ = TΘ∗Θ. (8.7.2)

The j, k entry of Ξx is given by (Ξx)jk = Exkx
∗
j . Since Θ∗Θ is the symbol for

Ξx = T ∗ΘTΘ, we have

Exkx
∗
j =

1
2π

∫ 2π

0

eıω(j−k)Θ(eıω)∗Θ(eıω) dω.

The autocorrelation matrix Ξx admits a factorization of the form Ξx = T ∗ΘTΘ

where Θ is an outer function. In particular, Ξx is a positive Toeplitz matrix with
block entries in L(Cν ,Cν).
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Now consider the random process ξn determined by

ξn =
κ∑

j=1

Γ∗2,j

⎡⎢⎢⎢⎣
eı(ωjn+ϕ1j)

eı(ωjn+ϕ2j)

...
eı(ωjn+ϕνjj)

⎤⎥⎥⎥⎦ . (8.7.3)

Here Γ2,j is a matrix mapping Cν onto Cνj ; see also Section 11.6.1. In particular,
νj ≤ ν. Moreover, {ωj}κ

1 are distinct constant frequencies in the interval [0, 2π)
and κ is finite. Furthermore, ϕmj are independent, identically distributed random
variables over the interval [0, 2π]. A simple calculation shows that

Eξmξ
∗
n =

κ∑
j=1

Γ∗2,j Γ2,j e
ıωj(m−n).

Let V be the diagonal unitary matrix on V = ⊕κ
1Cνj and Γ the operator mapping

Cν into V given by

V =

⎡⎢⎢⎢⎣
eıω1I 0 · · · 0

0 eıω2I · · · 0
...

...
. . .

...
0 0 · · · eıωκI

⎤⎥⎥⎥⎦ and Γ =

⎡⎢⎢⎢⎣
Γ2,1

Γ2,2

...
Γ2,κ

⎤⎥⎥⎥⎦ . (8.7.4)

Finally, it is noted that Eξmξ∗n = Γ∗V m−nΓ.
Let yn be the wide sense stationary process defined by yn = xn + ξn. Here

we assume that the white noise process wn and ϕjk are all independent random
variables. So yn is a mean zero wide sense stationary process and

Eyjy
∗
k = Exjx

∗
k + Eξjξ

∗
k = Exjx

∗
k + Γ∗V j−kΓ.

In other words, if we set Rn = Ey0y
∗
n, then

Rn =
1
2π

∫ 2π

0

eıωnΘ(eıω)∗Θ(eıω) dω + Γ∗2V
∗nΓ2.

By construction Ξy = TR where TR is the positive Toeplitz matrix determined
by the symbol R =

∑∞
−∞ e−ıωnRn. The results in Section 6.3 also show that

TR is positive. Moreover, Θ is the maximal outer spectral factor for TR. Finally,
{V,Γ2} is the unitary part in the Wold decomposition for the controllable isometric
representation {U,Γ} for TR. Therefore our problem of determining the maximal
outer spectral factor Θ and the unitary pair {V,Γ2} from the Toeplitz matrix
TR is equivalent to finding the co-outer filter G, the frequencies {ωj}, and the
amplitudes matrices {Γ∗2,j} from the wide sense stationary process yn.



Chapter 9

Signal Processing

In this chapter, we will show how a fundamental optimization problem in pre-
diction theory can be used to determine the maximal outer spectral factor and
the eigenvalues in the unitary part corresponding to a positive Toeplitz matrix.
In particular, we will present the Capon-Geronimus method for estimating these
eigenvalues.

9.1 A Fundamental Optimization Problem

Let R =
∑∞
−∞ e−ıωnRn be the L(E , E)-valued symbol for a positive Toeplitz ma-

trix TR. (Throughout E is finite dimensional.) Moreover, let {U on K,Γ} be the
controllable isometric representation for TR. Recall that {U,Γ} admits a Wold
decomposition of the form

U =
[
S 0
0 V

]
on
[
�2+(Y)
V

]
and Γ =

[
Γ1

Γ2

]
: E →

[
�2+(Y)
V

]
. (9.1.1)

Here S is the unilateral shift on �2+(Y) where Y = kerU∗, and V is a unitary
operator on V . According to the results in Section 5.2, the outer spectral factor
Θ for TR is given by the Fourier transform of Γ1, that is, (F+

Y Γ1)(z) = Θ(z). In
other words,

Θ(z) =
∞∑

n=0

z−nΘn where Γ1 =

⎡⎢⎢⎢⎣
Θ0

Θ1

Θ2

...

⎤⎥⎥⎥⎦ : E → �2+(E); (9.1.2)
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see equation (5.2.5) in Section 5.2. The unitary pair {V,Γ2} admits a matrix
representation of the form

V =

⎡⎢⎢⎢⎢⎢⎣
λ1I 0 0 · · · 0
0 λ2I 0 · · · 0
0 0 λ3I · · · 0
...

...
...

. . .
...

0 0 0 · · · V◦

⎤⎥⎥⎥⎥⎥⎦ on

⎡⎢⎢⎢⎢⎢⎣
E1

E2

E3

...
V◦

⎤⎥⎥⎥⎥⎥⎦ ,

Γ2 =

⎡⎢⎢⎢⎢⎢⎣
A1

A2

A3

...
Γ◦

⎤⎥⎥⎥⎥⎥⎦ : E →

⎡⎢⎢⎢⎢⎢⎣
E1

E2

E3

...
V◦

⎤⎥⎥⎥⎥⎥⎦ . (9.1.3)

Here {λj}ν
1 are the distinct eigenvalues for V and Ej = ker(V − λjI) is identified

with the eigenspace for V corresponding to the eigenvalue λj . The number of
distinct eigenvalues ν for V can be finite or infinite. Moreover, Aj is an operator
from E onto Ej . In applications, {Aj}ν

1 are called the amplitude matrices. Because
the pair {V,Γ2} is controllable, dim Ej ≤ dim E for all j = 1, 2, . . . , ν; see Lemma
9.1.2 below. If E = C, then without loss of generality, we can always assume that
Aj = aj are scalars and aj > 0 for all j. Furthermore, V◦ is the unitary operator
on V◦ = V � (⊕ν

1Ej) defined by V◦ = V |V◦. The operator V◦ is a unitary operator
with no eigenvalues. Finally, it is noted that Γ◦ is the operator mapping E into V◦
defined by Γ◦ = ΠV◦Γ2.

For fixed α in D+ = {z : |z| ≥ 1} and f ∈ E , consider the optimization
problem

ρ(α, f) = inf{(TRx, x) : x ∈ �c+(E) and (F+
E x)(α) = f}. (9.1.4)

Here ρ(α, f) is called the cost in this optimization problem. If α = ∞, then this
optimization problem reduces to

ρ(∞, f) = inf{(TRx, x) : x =
[
f x1 x2 x3 · · ·]tr ∈ �c+(E)}. (9.1.5)

For α in D+, we set

dα =

√|α|2 − 1
|α| (α ∈ D+). (9.1.6)

The following result shows that the cost ρ in this optimization problem is related
to the maximal outer spectral factor and the amplitude matrices {Aj}. Finally,
the set of all eigenvalues for V are denoted by eig (V).

Theorem 9.1.1. Let R =
∑∞
−∞ e−ıωnRn be the L(E , E)-valued symbol for a positive

Toeplitz matrix TR. Consider the optimization problems in (9.1.4) and (9.1.5),
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where α is in D+ and the vector f is in E. Let Θ be the maximal outer spectral
factor for TR. Then

ρ(∞, f) = (Θ(∞)∗Θ(∞)f, f) (α = ∞),

ρ(α, f) = d2
α(Θ(α)∗Θ(α)f, f) (|α| > 1),

ρ(α, f) = (A∗jAjf, f) (α = λj and α ∈ eig (V)),

ρ(α, f) = 0 (|α| = 1 and α /∈ eig (V)). (9.1.7)

Finally, the maximal outer spectral factor Θ is zero if and only if ρ(α, f) = 0 for
any fixed α in D+ and all f in E.
Proof. Notice that x =

[
x0 x1 x2 · · · ]tr is a vector in �c+(E) satisfying the

condition (F+
E x)(α) = f if and only if x̂(α) = f where x̂ is the polynomial in z−1

defined by

x̂(z) =
∞∑

n=0

z−nxn = (F+
E x)(z).

In other words, x is a vector in �c+(E) satisfying (F+
E x)(α) = f if and only if

x̂ admits a representation of the form: x̂(z) = f + (z−1 − α−1)q̂ where q̂ is a
polynomial in z−1 with values in E . By taking the inverse Fourier transform, x is
in �c+(E) and (F+

E x)(α) = f if and only if

x = Π∗Ef + (SE − α−1I)q (9.1.8)

where ΠE =
[
I 0 0 · · ·] and q is a vector in �c+(E). As expected, SE is the

unilateral shift on �2+(E). Finally, since �c+(E) is a subspace of �2+(E), we see that
(SE − α−1I)q is a well-defined vector in �c+(E).

Let {U on K,Γ} be the controllable isometric representation for TR, and

W =
[
Γ UΓ U2Γ · · · ]

its corresponding controllability matrix. Notice that UWq = WSEq for all q in
�c+(E) and WΠ∗Ef = Γf . Hence if x = Π∗Ef + (SE − α−1I)q, then we obtain
Wx = Γf + (U − α−1I)Wq. Recall that TR = W 	W . Let Lα be the kernel of
U∗ − (α)−1I. By employing (9.1.8), we arrive at

ρ(α, f) = inf{(TRx, x) : x ∈ �c+(E) and (F+
E x)(α) = f}

= inf{‖Wx‖2 : x ∈ �c+(E) and (F+
E x)(α) = f}

= inf{‖Wx‖2 : x = Π∗Ef + (SE − α−1I)q and q ∈ �c+(E)}
= inf{‖Γf + (U − α−1I)Wq‖2 : q ∈ �c+(E)}
= inf{‖Γf + (U − α−1I)h‖2 : h ∈ K}
= inf{‖Γf − h‖2 : h ∈ ran(U − α−1I)}
= inf{‖Γf − h‖2 : h ⊥ ker(U∗ − (α)−1I)}
= ‖PLαΓf‖2.
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Therefore ρ(α, f) = ‖PLαΓf‖. It is noted that Lα is nonzero if and only if (α)−1

is an eigenvalue for U∗. In this case, Lα is the eigenspace for U∗ corresponding to
the eigenvalue (α)−1. Finally, according to Lemma 9.1.2 below, Lα = PLαΓE .

By virtue of the Wold decomposition U = S ⊕ V , we see that

Lα = ker(S∗ − (α)−1I)⊕ ker(V ∗ − (α)−1I).

Recall that S is the unilateral shift on �2+(Y) and V is unitary. The open unit disc
equals the set of all eigenvalues for the backward shift S∗, that is, eig (S∗) = D;
see Section 1.2. Because V is unitary, the eigenvalues for V are contained in the
unit circle, that is, eig (V∗) ⊂ T. This readily implies that

Lα = ker(S∗ − (α)−1I) (if |α| > 1)

= ker(V ∗ − (α)−1I) (if |α| = 1). (9.1.9)

Finally it is noted that L∞ = kerS∗ = Π∗YY.
For the moment assume that α is on the unit circle T. In this case, α = 1/α.

Because V ∗ is unitary, α = 1/α is an eigenvalue for V ∗ if and only if α is an
eigenvalue for V . Moreover, the eigenspace for V ∗ corresponding to α equals the
eigenspace for V corresponding to α, that is, ker(V ∗ − αI) = ker(V − αI). Notice
that α is an eigenvalue for V if and only if Lα is nonzero. This readily implies that

ρ(α, f) = ‖PLαΓf‖2 = ‖ΠLαΓ2f‖2.
Therefore ρ(α, f) = ‖ΠLαΓ2f‖2 for all α on T. Obviously, PLα = 0 if and only
if α is not an eigenvalue for V . Hence that last equation in (9.1.7) holds. In fact,
according to (9.1.3), we have

ΠLαΓ = ΠLαΓ2 = Aj if α = λj ,

ΠLαΓ = ΠLαΓ2 = 0 if α /∈ eig (V). (9.1.10)

The second from the last equation in (9.1.7) follows from ρ(α, f) = ‖ΠLαΓ2f‖2 =
‖Ajf‖2 when α = λj ; see (9.1.3).

It remains to derive an expression for ρ(α, f) when α is contained in D+.
Consider the operator

Ψα =

⎡⎢⎢⎢⎣
I

(α)−1I
(α)−2I

...

⎤⎥⎥⎥⎦ : Y → �2+(Y) (α ∈ D+). (9.1.11)

Then Ψα is an operator whose range equals Lα the eigenspace for the backward
shift S∗ corresponding to the eigenvalue 1/α; see Section 1.2. Notice that

Ψ∗αΨα =
∞∑

n=0

1
|α|2n

I =
I

1− |α|−2
=

|α|2
|α|2 − 1

I =
1
d2

α

I.
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This readily implies that dαΨα is an isometry from Y onto �2+(Y) whose range
equals Lα. So PLα = d2

αΨαΨ∗α is the orthogonal projection onto Lα. Using the
formula for Γ1 in (9.1.2), we see that Ψ∗αΓ1 =

∑∞
0 α−nΘn = Θ(α). Hence

PLαΓ =
[
d2

αΨαΨ∗αΓ1

0

]
=
[
d2

αΨαΘ(α)
0

]
(α ∈ D+). (9.1.12)

Using this and the fact that dαΨα is an isometry, we obtain

‖PLαΓf‖2 = ‖(dαΨα)dαΘ(α)f‖2 = d2
α‖Θ(α)f‖2.

Therefore ρ(α, f) = d2
α(Θ(α)∗Θ(α)f, f) when α is in D+. By letting |α| → ∞, we

obtain ρ(∞, f) = ‖Θ(∞)f‖2.
To complete the proof assume that ρ(α, f) = 0 for all f in E and some fixed α

in D+. Then Θ(α) = 0. Because Θ is an outer function, the range of Θ(α) equals
Y. Therefore Y must be zero, and the maximal outer spectral factor for TR is
zero. �
Lemma 9.1.2. Let {A on X , B} be a controllable pair where B is an operator map-
ping a finite dimensional space E into X . Fix λ in C, and let L be the subspace of
X defined by

L = X � ran(A− λI) = ker(A∗ − λI).
Then PLBE = L. In particular, if λ is an eigenvalue for A∗, then L is the
eigenspace for A∗ corresponding to λ and the range of PLB equals L.

Proof. Without loss of generality, we can assume that λ is an eigenvalue for A∗ and
L is the corresponding eigenspace for A∗. Now, let x be any vector in L� PLBE .
Then using A∗x = λx, we have, for all v in E ,

(x,AnBv) = (A∗nx,Bv) = ((λ)nx,Bv) = (λ)n(PLx,Bv)

= (λ)n(x, PLBv) = 0

for all integers n ≥ 0. Since {A,B} is controllable, x is orthogonal to the whole
space X . Thus x must be zero and hence L � PLBE = {0}. In other words,
L = PLBE . �

9.2 Sinusoid Estimation

Let {U on K,Γ} be the controllable isometric representation for a positive Toeplitz
matrix TR with L(E , E)-valued symbol R =

∑∞
−∞ e−ıωnRn. Recall that

TR,n =

⎡⎢⎢⎢⎣
R0 R∗1 · · · R∗n−1

R1 R0 · · · R∗n−2
...

...
. . .

...
Rn−1 Rn−2 · · · R0

⎤⎥⎥⎥⎦ on En (9.2.1)
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is the compression of TR to En. Assume that TR,n is invertible for all n. In this
section, we will present Capon’s maximal likelihood method [49] or Geronimus
[107] orthogonal polynomial result to determine the eigenvalues {λj} and {A∗jAj}
for the unitary part {V,Γ2} in the Wold decomposition for {U,Γ}; see (9.1.1),
(9.1.2) and (9.1.3).

Remark 9.2.1. Let TR be a positive Toeplitz matrix with block entries in L(E , E),
and TR,n the compression of TR to En; see (9.2.1). If the maximal spectral factor
Θ for TR is a function in H2(E , E), then TR,n is invertible for all integers n ≥ 1.

By the definition of a maximal outer spectral factor, TR ≥ T 	
ΘTΘ. So for any x in

En viewed as a subspace of �c+(E), we obtain

(TR,nx, x) = (TRx, x) ≥ (T 	
ΘTΘx, x) = ‖TΘx‖2 ≥ ‖ΠEnTΘx‖2.

Because Θ is an outer function in H2(E , E), the operator Θ(∞) is invertible.
The matrix representation for ΠEnTΘ|En is a lower triangular block Toeplitz ma-
trix with Θ(∞) on the diagonal; see (8.2.1). Hence ΠEnTΘ|En is invertible. Since
(TR,nx, x) ≥ ‖ΠEnTΘx‖2 for all x in En, the operator TR,n is strictly positive.

Theorem 9.2.2 (Capon-Geronimus). Let {U on K,Γ} be the controllable isometric
representation for a positive Toeplitz matrix TR, and assume that TR,n is strictly
positive for all integers n ≥ 1. Let Θ be the maximal outer spectral factor for TR.
Let {V,Γ2} in (9.1.3) be the unitary part in the Wold decomposition for {U,Γ}.
For any α and β in D+ set

Cn,α =
[
I α−1I α−2I · · · α1−nI

]
: En → E ,

Cn,∞ =
[
I 0 0 · · · 0

]
: En → E ,

Kn(β, α) = Cn,βT
−1
R,nC

∗
n,α. (9.2.2)

Then Kn(α, α) is invertible. Moreover, Kn(α, α)−1 is a decreasing set of positive
operators, that is, Kn(α, α)−1 ≥ Kn+1(α, α)−1. Finally,

lim
n→∞Kn(α, α)−1 = Θ(∞)∗Θ(∞) (α = ∞)

= d2
αΘ(α)∗Θ(α) (|α| > 1)

= A∗jAj (α = λj and α ∈ eig (V))

= 0 (|α| = 1 and α /∈ eig (V)). (9.2.3)

In order to implement Theorem 9.2.2, observe that T−1
R,n admits a factoriza-

tion of the form T−1
R,n = UnU

∗
n where Un is an upper triangular matrix of the
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form:

Un =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

B̂n,0 B̂n−1,0 · · · B̂3,0 B̂2,0 B̂1,0

B̂n,1 B̂n−1,1 · · · B̂3,1 B̂2,1 0
B̂n,2 B̂n−1,2 · · · B̂3,2 0 0

...
...

...
...

...
...

B̂n,n−2 B̂n−1,n−2 · · · · · · 0 0
B̂n,n−1 0 · · · · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9.2.4)

Here {B̂k,j} are all operators on E . It is emphasized that {B̂k,j} can be computed
recursively using the Levinson algorithm; see Remark 15.1.2. (The indices on B̂k,j

in Un are arranged in a nonstandard way to coincide with how they are com-
puted from the Levinson algorithm.) Now let Φk(z) be the Fourier transform of
{B̂k,j}k−1

j=0 , that is,

Φk(z) =
k−1∑
j=0

z−jB̂k,j = Cn,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B̂k,0

B̂k,1

...
B̂k,k−1

0
...
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k ≥ 1). (9.2.5)

The equation Kn(z, z) = Cn,zT
−1
R,nC

∗
n,z yields

Kn(z, z) =
n∑

k=1

Φk(z)Φk(z)∗. (9.2.6)

To verify that (9.2.6) holds, observe that

Cn,zUn =
[
Φn(z) Φn−1(z) · · · Φ2(z) Φ1(z)

]
,

Kn(z, z) = Cn,zT
−1
R,nC

∗
n,z = Cn,zUn(Cn,zUn)∗ =

n∑
k=1

Φk(z)Φk(z)∗.

The second from the last equality follows from T−1
R,n = UnU

∗
n. Therefore (9.2.6)

holds.
By combining (9.2.3) with (9.2.6), we obtain

lim
n→∞

(
n∑

k=1

Φk(α)Φk(α)∗
)−1

= Θ(∞)∗Θ(∞) (α = ∞)

= d2
αΘ(α)∗Θ(α) (α ∈ D+) (9.2.7)

= A∗jAj (α = λj and α ∈ eig(V ))

= 0 (|α| = 1 and α /∈ eig(V )).
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Finally, it is noted that Φk is the kth orthogonal polynomial with values in L(E , E)
obtained in classical orthogonal polynomial theory; see Geronimus [107]. In this
case, equation (9.2.7) reduces to the classical summation formulas from orthogonal
polynomial theory. In particular, if E = C, then Θ is a scalar-valued outer function
and Aj is a scalar. In other words, in the scalar setting

lim
n→∞

(
n∑

k=1

|Φk(α)|2
)−1

= |Θ(∞)|2 (α =∞)

= d2
α|Θ(α)|2 (α ∈ D+) (9.2.8)

= |Aj |2 (α = λj and α ∈ eig(V ))
= 0 (|α| = 1 and α /∈ eig(V )).

Remark 9.2.3. One does not need the Levinson algorithm to compute Kn(z, z).
As before, assume that TR,n is a strictly positive Toeplitz operator on En. Com-
pute any operator Ln on En such that T−1

R,n = LnL
∗
n. Then Ln admits a matrix

representation of the form

Ln =

⎡⎢⎢⎢⎣
ψ1,1 ψ1,2 · · · ψ1,n

ψ2,1 ψ2,2 · · · ψ2,n

...
... · · · ...

ψn,1 ψn,2 · · · ψn,n

⎤⎥⎥⎥⎦ on En.

Notice that {ψj,k} are operators on E . Let Υj(z) be the Fourier transform of the
j-th column of Ln, that is, Υj(z) =

∑n−1
k=0 z

−kψk+1,j . Then

Kn(z, z) =
n∑

k=1

Υk(z)Υk(z)∗.

To see this, simply notice that for z �= 0, we have

Cn,zLn =
[
Υ1(z) Υ2(z) · · · Υn(z)

]
,

Kn(z, z) = Cn,zT
−1
R,nC

∗
n,z = Cn,zLnL

∗
nC

∗
n,z =

n∑
k=1

Υk(z)Υk(z)∗.

Hence Kn(z, z) =
∑n

1 Υk(z)Υk(z)∗. Finally, it is noted that {Υk}n
1 depends on

the factorization T−1
R,n = LnL

∗
n. So this method is not recursive. However, the

Levinson algorithm in (9.2.4) and (9.2.5) is recursive.

Proof of Theorem 9.2.2. Because Cn,α is onto and TR,n is invertible, it follows
that Kn(α, α) = Cn,αT

−1
R,nC

∗
n,α is invertible. For fixed α in D+ = {z : |z| ≥ 1} and

f ∈ E , consider the optimization problem

ρn(α, f) = inf{(TR,nx, x) : x ∈ En and Cn,αx = f}. (9.2.9)
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We claim that {ρn(α, f)}∞1 is decreasing, that is, ρn+1(α, f) ≤ ρn(α, f) for all
integers n ≥ 0. To see this observe that

ρn+1(α, f) = inf{(TR,n+1x, x) : x ∈ En+1 and Cn+1,αx = f}
≤ inf{(TR,n+1y, y) : y = x⊕ 0 ∈ En ⊕ E and Cn+1,αy = f}
= inf{(TR,nx, x) : x ∈ En and Cn,αx = f}
= ρn(α, f).

Hence ρn+1(α, f) ≤ ρn(α, f). By consulting Lemma 9.2.4 below with C = Cn,α

and T = TR,n, it follows that ρn(α, f) = (Kn(α, α)−1f, f). So Kn(α, α)−1 is a
decreasing sequence of positive operators in n. Finally, it is noted that Kn(α, α)
is increasing.

To complete the proof, it remains to show that ρn(α, f) converges to ρ(α, f)
as n tends to infinity. Then Theorem 9.1.1 yields (9.2.3) and completes the proof.
Let us view En as the subspace of �c+(E) contained in the first n components of
�c+(E). Observe that

ρn(α, f) = inf{(TR,nx, x) : x ∈ En and Cn,αx = f}
= inf{(TRx, x) : x ∈ En and Cn,αx = f}
= inf{(TRx, x) : x ∈ En and (F+

E x)(α) = f}
→ inf{(TRx, x) : x ∈ �c+(E) and (F+

E x)(α) = f}
= ρ(α, f). (9.2.10)

Therefore (Kn(α, α)−1f, f) = ρn(α, f) converges to ρ(α, f). This with Theorem
9.1.1 completes the proof. �

Lemma 9.2.4. Let T be a strictly positive operator on X . Let C be an operator
from X onto E. Consider the optimization problem

ρ(f) = inf{(Tx, x) : x ∈ X and Cx = f}. (9.2.11)

Then the optimal solution to this optimization problem is unique and given by

xopt = T−1C∗
(
CT−1C∗

)−1
f and ρ(f) = (

(
CT−1C∗

)−1
f, f). (9.2.12)

Proof. First let us consider an optimization problem of the form

ρ(f) = inf{‖y‖2 : y ∈ X and Ay = f}. (9.2.13)

Here A is an operator from X onto E and f is a vector in E . Notice that this
is precisely the optimization problem in (9.2.11) with T = I and C = A. The
solution is unique and given by

yopt = A∗ (AA∗)−1
f and ρ(f) = ((AA∗)−1

f, f). (9.2.14)
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To see this, let yopt be the unique vector in ker(A)⊥ such that Ayopt = f . If y is
any other vector in X satisfying Ay = f , then y = yopt + v where v is in ker(A).
Using the fact that yopt is orthogonal to v, we obtain

‖y‖2 = ‖yopt + v‖2 = ‖yopt‖2 + 2�(yopt, v) + ‖v‖2 = ‖yopt‖2 + ‖v‖2 ≥ ‖yopt‖2.

In other words, ‖y‖ ≥ ‖yopt‖ with equality if and only if v = 0, or equivalently,
y = yopt. So the optimal solution to the optimization problem in (9.2.13) is unique
and determined by the unique vector yopt in ker(A)⊥ such that Ayopt = f . Because
the range of A∗ equals ker(A)⊥ and A∗ is one to one, there exists a unique vector u
in E such that yopt = A∗u. Hence f = Ayopt = AA∗u. Since A∗ is one to one, AA∗

is invertible, and thus, u = (AA∗)−1
f . Therefore yopt = A∗u = A∗ (AA∗)−1

f .
Finally, the optimal cost

ρ(f) = ‖yopt‖2 = (A∗(AA∗)−1f,A∗(AA∗)−1f) = ((AA∗)−1f, f).

Thus ρ(f) = ((AA∗)−1f, f).
Let us return to the optimization problem in (9.2.11). Notice that (Tx, x) =

‖T 1/2x‖2 where T 1/2 is the positive square root of T . Because T is invertible, T 1/2

is also invertible. By choosing y = T 1/2x, we see that the optimization problem in
(9.2.11) is equivalent to

ρ(f) = inf{‖y‖2 : y ∈ X and CT−1/2y = f}. (9.2.15)

In other words, yopt is a solution to (9.2.15) if and only if xopt is a solution
to (9.2.11) where yopt = T 1/2xopt. By consulting the optimization problem in
(9.2.13), with A = CT−1/2 we see that the optimal solution yopt to (9.2.15) is
given by yopt = T−1/2C∗

(
CT−1C∗

)−1
f . Therefore

xopt = T−1/2yopt = T−1C∗
(
CT−1C∗

)−1
f.

Since yopt is unique, xopt is also unique. A simple calculation shows that

ρ(f) = (Txopt, xopt) = (
(
CT−1C∗

)−1
f, f).

This yields (9.2.12). �

The case when TR is invertible. Previously, we have discussed the case when
TR is positive. Now assume that TR is an invertible positive Toeplitz operator on
�2+(E). Then TR admits an invertible outer spectral factor Θ in H∞(E , E), that is,
TR = T ∗ΘTΘ where TΘ is an invertible lower triangular Toeplitz operator on �2+(E);
see Theorem 7.1.1. For each α in D+, let C∞,α be the operator mapping �2+(E)
onto E given by

C∞,α =
[
I α−1I α−2I · · · ] : �2+(E) → E . (9.2.16)
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Observe that C∞,zh = (F+
E h)(z) for h in �2+(E) and z in D+. For α and β in D+,

let K(β, α) be the operator on E defined by

K(β, α) = C∞,βT
−1
R C∗∞,α. (9.2.17)

Notice that K(z, α) = (F+
E T

−1
R C∗∞,α)(z). For α in D+ and f in E , consider the

optimization problem in (9.1.4) rewritten as

ρ(α, f) = inf{(TRx, x) : x ∈ �2+(E) and C∞,αx = f}. (9.2.18)

According to Lemma 9.2.4, the solution to this optimization problem is unique
and given by

xopt = T−1
R C∗∞,αK(α, α)−1f and ρ(α, f) = (K(α, α)−1f, f). (9.2.19)

Finally, it is noted that (F+
E xopt)(z) = K(z, α)K(α, α)−1f .

Now let us show how the solution to the optimization problem in (9.2.18)
can be used to compute the outer spectral factor. First we claim that

K(z, α) = ϕα(z)Θ(z)−1Θ(α)−∗ where ϕα(z) =
zα

zα− 1
,

K(α, α)−1 = d2
αΘ(α)∗Θ(α) where d2

α =
|α|2 − 1
|α|2 ,

K(z,∞) = Θ(z)−1Θ(∞)−∗,

K(∞,∞)−1 = Θ(∞)∗Θ(∞). (9.2.20)

Because the outer spectral factor is unique up to a unitary constant on the left,
without loss of generality we can assume that

K(α, α)−1/2 = dαΘ(α) and K(∞,∞)−1/2 = Θ(∞). (9.2.21)

By consulting the first equation in (9.2.20), we see that

Θ(z) = dαϕα(z)K(α, α)1/2K(z, α)−1 and Θ(z) = K(∞,∞)1/2K(z,∞)−1.
(9.2.22)

Finally, it is noted that the two formulas in (9.2.22) do not necessarily yield the
same outer spectral factor Θ. These spectral factors are equal up to a unitary
constant on the left.

All of our formulas for Θ follow from the first equation in (9.2.20). So to
verify that (9.2.22) holds, it remains to show that K(z, α) = ϕα(z)Θ(z)−1Θ(α)−∗.
To this end, let Θ(z)−1 =

∑∞
0 z−nΨn be the power series expansion for Θ−1.
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Then

C∞,αT
−1
Θ = C∞,αTΘ−1 = C∞,α

⎡⎢⎢⎢⎣
Ψ0 0 0 · · ·
Ψ1 Ψ0 0 · · ·
Ψ2 Ψ1 Ψ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦
=
[
Θ(α)−1 α−1Θ(α)−1 α−2Θ(α)−1 · · ·]

= Θ−1(α)C∞,α.

In other words, C∞,αT
−1
Θ = Θ−1(α)C∞,α. Using TR = T ∗ΘTΘ, we obtain

K(z, α) = C∞,zT
−1
R C∗∞,α = C∞,zT

−1
Θ T−∗Θ C∗∞,α = Θ−1(z)C∞,zC

∗
∞,αΘ(α)−∗

=
1

1− (zα)−1
Θ−1(z)Θ(α)−∗ = ϕα(z)Θ−1(z)Θ(α)−∗.

Therefore the first equation in (9.2.20) holds, and the other equations follow from
the first.
Remark 9.2.5. Let TR be an invertible positive Toeplitz operator on �2+(E), and
Θ in H2(E , E) its outer spectral factor. Let Kn(β, α) = Cn,βT

−1
R,nC

∗
n,α where TR,n

is the Toeplitz matrix contained in the block n× n upper left-hand corner of TR;
see (9.2.1). Then for z and α in D+, we have

Θ(z) = dαϕα(z) lim
n→∞Kn(α, α)1/2Kn(z, α)−1,

Θ(z) = lim
n→∞Kn(∞,∞)1/2Kn(z,∞)−1. (9.2.23)

Lemma 7.6.1 shows that T−1
R,n converges to T−1

R in the strong operator topology.
Therefore (9.2.23) follows from (9.2.22). In Section 9.5, we will use (9.2.23) with the
Kalman-Ho algorithm to obtain an algorithm to compute the outer spectral factor
Θ for TR in the rational case. Finally, it is noted that one can use the Gohberg-
Semencul-Heinig inversion formula in Section 15.3 to compute the inverse of TR,n.
Remark 9.2.6. For the moment let us return to the Carathéodory interpolation
problem discussed in Section 7.5. Let TR,n+1 = Υn+1 on En+1 be the strictly posi-
tive Toeplitz matrix presented in (7.5.1). Then the solution Θ to the Carathéodory
interpolation problem in Theorem 7.5.1 is also determined by

Θ(z) = Kn+1(∞,∞)1/2Kn+1(z,∞)−1.

Finally, it is noted that in this case, the “kernel function”

Kn+1(z,∞) = Cn+1,zT
−1
R,n+1C

∗,

Kn+1(∞,∞) = CT−1
R,n+1C

∗,

C =
[
I 0 0 · · · 0

]∗
.

Here we set C = Cn+1,∞ mapping En+1 onto E . The details are left as an exercise.
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9.3 Sinusoid Estimation: Capon-Geronimus

Let R =
∑∞
−∞ e−ıωnRn be the symbol for TR determined by

Rn =
1
2π

∫ 2π

0

eıωnΘ(eıω)∗Θ(eıω) dω +
ν∑

k=1

A∗kAke
−ıωkn (9.3.1)

where Θ is an outer function in H∞(E , E). Moreover, Aj is an operator mapping E
onto Ej for j = 1, 2, . . . , ν. The results in Section 6.3 show that the Toeplitz matrix
TR determined by this R is positive, and Θ is the maximal outer spectral factor
for TR. The controllable isometric representation {U,Γ} for TR is determined by

U =
[
S 0
0 V

]
on
[
H2(E)
⊕ν

1Ej

]
and Γ =

[
Γ1

Γ2

]
: E →

[
H2(E)
⊕ν

1Ej

]
. (9.3.2)

As expected, S is the unilateral shift on H2(E), and Γ1 is the operator mapping
E into H2(E) given by (Γ1ξ)(z) = Θ(z)ξ where ξ is in E . Furthermore, V is the
diagonal unitary operator on ⊕ν

1Ej determined by

V =

⎡⎢⎢⎢⎣
eıω1I 0 · · · 0

0 eıω2I · · · 0
...

...
. . .

...
0 0 · · · eıωνI

⎤⎥⎥⎥⎦ and Γ2 =

⎡⎢⎢⎢⎣
A1

A2

...
Aν

⎤⎥⎥⎥⎦ . (9.3.3)

Notice that {eıωj}ν
1 are the eigenvalues for V . By construction R−n = Γ∗UnΓ for

all integers n ≥ 0. Proposition 6.3.1 guarantees that the pair {U,Γ} is controllable,
and Θ is the maximal outer spectral factor for TR.

Because Θ is in H2(E , E), the Toeplitz matrix TR,n on En obtained by com-
pressing TR to the upper left-hand n × n corner is strictly positive; see Remark
9.2.1. Hence one can use the Levinson algorithm to compute the normalized Levin-
son polynomials {Φk}n

1 associated with TR,n; see (9.2.4) and (9.2.5). Recall that
{eıωj}ν

1 are the eigenvalues for V . In this setting, the last two equations in (9.2.7)
become

lim
n→∞

(
n∑

k=1

Φk(eıω)Φk(eıω)∗
)−1

= A∗jAj (if ω = −ωj)

= 0 (if ω /∈ {−ωj}ν
j=1). (9.3.4)

So to compute the frequencies {ωj}ν
1 one simply looks at the convergence of the

series

Kn(eıω, eıω)−1 =

(
n∑

k=1

Φk(eıω)Φk(eıω)∗
)−1

as ω varies from 0 to 2π. The positive operators Kn(eıω, eıω)−1 converge mono-
tonically to A∗jAj at ω = −ωj for j = 1, 2, . . . , ν and zero otherwise. So for
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large n, we have A∗jAj ≈ Kn(e−ıωj , e−ıωj )−1. Moreover, if δ = rankAj , then
Kn(e−ıωj , e−ıωj )−1 has δ large eigenvalues and the rest of the eigenvalues are
small. Let Kn(e−ıωj , e−ıωj)−1 = ΩΛΩ∗ be the spectral decomposition for the op-
eratorKn(e−ıωj , e−ıωj)−1 where Ω is unitary and Λ is a diagonal matrix consisting
of the eigenvalues of Kn(e−ıωj , e−ıωj)−1. By keeping the δ significant eigenvalues
values for Kn(e−ıωj , e−ıωj )−1, it follows that

Kn(e−ıωj , e−ıωj )−1 ≈ ΩnΛnΩ∗n

where Λn on Cδ is a diagonal matrix consisting of the δ significant eigenvalues
and Ωn is an isometry mapping Cδ into E . Hence A∗jAj ≈ ΩnΛnΩ∗n. Because
A∗jAj uniquely determines Aj up to a unitary operator on the left, without loss of
generality we have Aj ≈ (Λn)1/2Ω∗n.

To compute (
∑n

k=1 ΦkΦ∗k)−1 on the unit circle, one can use the fast Fourier
transform to evaluate Φk at 2m points around the unit circle. Then plot the
norm ‖Kn(eıω, eıω)−1‖, or equivalently, the inverse of the smallest eigenvalue
of Kn(eıω, eıω) for various values of n. (In the scalar case, one simply plots
Kn(eıω, eıω)−1.) This graph will be decreasing to ‖A∗jAj‖ at ω = −ωj for j =
1, 2, . . . , ν and zero elsewhere. Once the frequencies {ωj}ν

1 have been determined,
then the corresponding amplitude matrices A∗jAj ≈ Kn(e−ıωj , e−ıωj )−1 for n suf-
ficiently large. Finally, it is noted that one can also use Remark 9.2.3 with the fast
Fourier transform to compute Kn(eıω , eıω) and implement this algorithm.

In almost all practical problems, the eigenvalues for V come in complex
conjugate pairs. In this case, A∗jAj = A∗kAk when eıωj = e−ıωk . So in practice we
only have to check the frequencies in the range 0 ≤ ω ≤ π.

Example. Consider the outer function given by

θ(z) =
1.1465z2− 0.2850z + 0.1125

z2 − 0.2802z− 0.0585
. (9.3.5)

Let TR be the positive Toeplitz matrix with symbol R =
∑∞
−∞ rn e

−ıωn deter-
mined by

rn =
1
2π

∫ 2π

0

eıωn|θ(eıω)|2dω +
1
4

cos(nπ/4) +
1
2

cos(nπ/2). (9.3.6)

The controllable isometric representation {U,Γ} for TR admits a Wold decompo-
sition of the form

U =
[
S 0
0 V

]
on
[
H2

C4

]
and Γ =

[
Γ1

Γ2

]
: C →

[
H2

C4

]
. (9.3.7)

As expected, S is the unilateral shift on H2, and Γ1 is the operator mapping C

into H2 given by (Γ1ξ)(z) = θ(z)ξ where ξ is in C. Moreover, V is the unitary
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Figure 9.1: Convergence of Kn(e−ıω, e−ıω)−1

operator on C4 determined by

V =

⎡⎢⎢⎣
eıπ/4 0 0 0

0 e−ıπ/4 0 0
0 0 eıπ/2 0
0 0 0 e−ıπ/2

⎤⎥⎥⎦ and Γ2 =

⎡⎢⎢⎣
1/
√

8
1/
√

8
1/2
1/2

⎤⎥⎥⎦ .
Proposition 6.3.1 guarantees that the pair {U,Γ} is controllable and θ is the max-
imal outer spectral factor for TR.

Using the Levinson algorithm with the fast Fourier transform, we plotted(∑n
k=1 |Φk(eıω)|2)−1 in Figure 9.1 for some large n. As expected, this series con-

verges to zero if eıω is not one of the sinusoid frequencies, and converges to 1/8
for ω = ±π/4 and 1/4 for ω = ±π/2.

9.4 A Nested Optimization Problem

In this section we will present a nested set of optimization problems which will be
used to approximate the maximal outer spectral factor for certain positive Toeplitz
matrices.
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Lemma 9.4.1. Let {Hn}∞1 be an increasing sequence of finite dimensional sub-
spaces, that is, Hn ⊆ Hn+1. Let Cn be a linear map from Hn onto a Hilbert space
E such that Cn+1|Hn = Cn for all integers n ≥ 1. Let En be a one to one operator
from Hn into a Hilbert space K such that En+1|Hn = En for all integers n ≥ 1,
and set Tn = E∗nEn. Fix a vector f in E, and consider the optimization problem

ρn(f) = inf{‖Enh‖2 : h ∈ Hn and Cnh = f}. (9.4.1)

Then the following holds.

(i) For each integer n ≥ 1 an optimal solution to (9.4.1) is given by Gnf where
Gn is the operator mapping E into Hn determined by

Gn = T−1
n C∗n

(
CnT

−1
n C∗n

)−1
and ρn(f) = (

(
CnT

−1
n C∗n

)−1
f, f). (9.4.2)

(ii) The cost functions {ρn(f)}∞1 form a decreasing sequence of positive scalars
and ρn(f) = (Δnf, f) where Δn =

(
CnT

−1
n C∗n

)−1. The {Δn}∞1 forms a
decreasing sequence of positive operators on E, that is, Δn+1 ≤ Δn for all
integers n ≥ 1. Moreover, Δn converges to a positive operator Δ on E and

(Δf, f) = lim
n→∞ ρn(f). (9.4.3)

(iii) The operators EnGn converge to an operator Q mapping E into K as n tends
to infinity. Furthermore, Δ = Q∗Q.

(iv) For any integer n ≥ 1, we have PLEnGn = Q where L is the subspace of K
defined by

L =
∞⋂

n=1

(K �En kerCn) = K �
∞∨

n=1

{En kerCn}. (9.4.4)

Finally, we have
‖EnGnf −Qf‖2 = ρn(f)− (Δf, f). (9.4.5)

Proof. The optimization problem in (9.4.1) is equivalent to the optimization prob-
lem

ρn(f) = inf{(Tnx, x) : x ∈ X and Cnx = f} (9.4.6)

in (9.2.11). According to Lemma 9.2.4, the optimal solution is given by

T−1
n C∗n

(
CnT

−1
n C∗n

)−1
f.

Hence Part (i) holds. Finally, it is noted that Lemma 9.2.4 also shows that ρn(f) =
(Δnf, f) where Δn =

(
CnT

−1
n C∗n

)−1.
To verify that Part (ii) holds recall that the subspace Hn is contained in

Hn+1. Moreover, Cn+1|Hn = Cn and En+1|Hn = En for all integers n ≥ 1. So
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the optimization problem in (9.4.1) corresponding to n+ 1 searches over a larger
set than the corresponding optimization problem for n. Thus ρn+1(f) ≤ ρn(f). In
other words, the sequence {ρn(f)} is monotonically decreasing. Because the cost
ρn(f) ≥ 0, the sequence ρn(f) converges to a positive scalar ρ(f) as n tends to
infinity. Recall that ρn(f) = (Δnf, f). Using the fact that {ρn(f)}∞1 is decreasing,
we obtain

(Δn+1f, f) = ρn+1(f) ≤ ρn(f) = (Δnf, f).

Thus {Δn}∞1 forms a decreasing sequence of positive operators on E . Clearly, Δn

converges to a positive operator Δ as n tends to infinity. The limit in (9.4.3) follows
from the fact that

ρ(f) = lim
n→∞ ρn(f) = lim

n→∞(Δnf, f) = (Δf, f) (f ∈ E).

Therefore Part (ii) holds.
To verify that Part (iii) holds, fix f in E . Observe that hn = Gnf is an optimal

solution to the optimization problems in (9.4.1) corresponding to the integer n.
First let us show that

Enhn ⊥ En kerCn where hn = T−1
n C∗nΔnf. (9.4.7)

For u in kerCn, we have

(Enu,Enhn) = (Tnu, T
−1
n C∗nΔnf) = (Cnu,Δnf) = 0.

Hence (9.4.7) holds. Now assume that m ≤ n. Clearly, hm and hn satisfy the
constraints Cmhm = f and Cnhn = f . Since Hm ⊂ Hn and Cn|Hm = Cm, we
have Cnhm = Cmhm = f = Cnhn. Thus Cn(hm−hn) = 0, or equivalently, hm−hn

is in kerCn. According to (9.4.7), the vector En(hm − hn) is orthogonal to Enhn.
This readily implies that

‖EmGmf − EnGnf‖2K = ‖Emhm − Enhn‖2K
= ‖Enhm‖2 − 2�(Enhm, Enhn) + ‖Enhn‖2
= ‖Enhm‖2 − 2�(En(hm − hn + hn), Enhn) + ‖Enhn‖2
= ‖Enhm‖2 − 2�(En(hm − hn), Enhn)− ‖Enhn‖2
= ‖Enhm‖2 − ‖Enhn‖2 = ρm(f)− ρn(f).

Recall that ρn(f) monotonically converges to ρ(f) as n tends to infinity. So as
both m and n tend to infinity, the difference ρm(f)− ρn(f) converges to zero. In
other words, {EnGnf}∞1 is a Cauchy sequence in the Hilbert space K. Because
the space E is finite dimensional, the operators EnGn converge to an operator Q
mapping E into K as n approaches infinity. Since Δn = G∗nE∗nEnGn converges to
Δ and EnGn converges to Q, we obtain Δ = Q∗Q. Therefore Part (iii) holds.

As before, assume that m ≤ n. Since Cn|Hm = Cm, we see that kerCm

is contained in kerCn. Because En|Hm = Em, we have Xn = K � En kerCn is
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contained in Xm = K � Em kerCm. In other words, {Xn}∞1 forms a decreasing
sequence of subspaces. So if L =

⋂∞
1 Xn, then PXn converges to PL in the strong

operator topology as n approaches infinity. Observe that Mn = En kerCn is a
subspace of EnHn. This readily implies that Xn admits a decomposition of the
form Xn = (EnHn)⊥ ⊕ (EnHn �Mn), and thus,

PXn = P(EnHn)⊥ + P(EnHn�Mn).

Recall that hn = Gnf , the vector En(hm − hn) is in Mn. Equation (9.4.7) shows
that Enhn is a vector in EnHn �Mn. This readily implies that

PLEmGmf = lim
n→∞PXnEmhm

= lim
n→∞P(EnHn)⊥Emhm + P(EnHn�Mn)Emhm

= lim
n→∞P(EnHn�Mn)En(hm − hn + hn)

= lim
n→∞Enhn = lim

n→∞EnGnf = Qf.

Therefore Part (iv) holds.
To complete the proof it remains to establish (9.4.5). To this end, observe

that

‖EnGnf −Qf‖2 = ‖EnGnf‖2 − 2�(EnGnf, PLQf) + ‖Qf‖2
= ρn(f)− 2�(PLEnGnf,Qf) + ‖Qf‖2
= ρn(f)− 2�(Qf,Qf) + ‖Qf‖2
= ρn(f)− ‖Qf‖2
= ρn(f)− (Δf, f).

Therefore (9.4.5) holds. �

9.5 Limit Theorems

In this section, we will use Lemma 9.4.1 to develop a limit theorem to compute the
maximal outer spectral factor and the eigenvalues for the unitary part in the Wold
decomposition for the isometric representation. Finally, this yields a generalization
of Remark 9.2.5.

Theorem 9.5.1. Let the pair {U,Γ} be a controllable isometric representation for
a positive Toeplitz matrix TR with L(E , E)-valued symbol R. Let U = S ⊕ V on
�2+(E) ⊕ V and Γ =

[
Γ1 Γ2

]tr
be the Wold decomposition for {U,Γ} in (9.1.1),

(9.1.2) and (9.1.3) where Θ(z) = (F+
Y Γ1)(z) in H2(E , E) is the maximal outer

spectral factor for TR, and S is a unilateral shift while V is unitary. Let

W2 =
[
Γ2 V Γ2 V 2Γ2 · · · ]
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be the controllability matrix for the pair {V,Γ2}. Finally, for α in D+ let Ĝn,α(z)
be the polynomial in 1/z with values in L(E , E) be given by

Ĝn,α(z) = Kn(z, α)Kn(α, α)−1,

Gn,α = T−1
R,nC

∗
n,αKn(α, α)−1 : E → En,

Kn(z, α) = Cn,zT
−1
R,nC

∗
n,α,

Cn,α =
[
I α−1I α−2I · · · α1−nI

]
: En → E ,

Cn,∞ =
[
I 0 0 · · · 0

]
: En → E ,

ϕα(z) =
zα

zα− 1
and dα =

√|α|2 − 1
|α| . (9.5.1)

Then for α in D+, the polynomial Kn(z, α) in 1/z is an invertible outer function
in H∞(E , E). Moreover, we have

lim
n→∞ΘĜn,α = d2

αϕα(z)Θ(α) in H2(E , E) (α ∈ D+),

lim
n→∞ΘĜn,α = 0 in H2(E , E) (α ∈ T),

lim
n→∞W2Gn,α = Π∗Ej

Aj (α = λj ∈ eig V),

lim
n→∞W2Gn,α = 0 (α = λj /∈ eig V). (9.5.2)

(In the last two equations Gn,α is embedded in the first En components of �c+(E).)
If the maximal outer spectral factor Θ is an invertible outer function in H∞(E , E)
and α ∈ D+, then Θ is determined by (up to a unitary constant on the left)

Θ(z) = dαϕα(z) lim
n→∞Kn(α, α)1/2Kn(z, α)−1,

Θ(z) = lim
n→∞Kn(∞,∞)1/2Kn(z,∞)−1 (in H2(E , E)). (9.5.3)

For α ∈ D+ and n ≥ 1, the rational functions dαϕα(z)Kn(α, α)1/2Kn(z, α)−1 and
Kn(∞,∞)1/2Kn(z,∞)−1 are all invertible outer functions.

Proof. For the moment assume that α is a fixed scalar in D+. Let

W =
[
Γ UΓ U2Γ · · · ]

be the controllability matrix determined by {U,Γ}. Recall that TR = W 	W . Con-
sider the optimization problem

ρn(α, f) = inf{‖Enx‖ : x ∈ En and Cn,αx = f} (9.5.4)

where En = W |En. Notice that TR,n = E∗nEn. According to Lemma 9.4.1, the
optimal solution to (9.5.4) is given by Gn,αf and ρn(α, f) = (Δn,αf, f) where
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Gn,α = Gn and Δn,α = Kn(α, α)−1. The operators EnGn,α converge to an oper-
ator Q in L(E ,K) as n approaches infinity. Finally, Q = PLEmGm,α where m is
any positive integer and L is given by (9.4.4) with Cn = Cn,α.

We claim that kerCn,α = ΠEn(S−α−1I)En−1 where S is the unilateral shift
on �2+(E). Notice that

ΠEn(S − α−1I)|En−1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−α−1I 0 · · · 0 0
I −α−1I · · · 0 0
0 I · · · 0 0
...

...
. . .

...
...

0 0 · · · I −α−1I
0 0 · · · 0 I

⎤⎥⎥⎥⎥⎥⎥⎥⎦
: En−1 → En.

The rank of ΠEn(S − α−1I)|En−1 equals the dimension of En−1. A simple cal-
culation shows that Cn,αΠEn(S − α−1I)En−1 = 0. So ΠEn(S − α−1I)En−1 is
contained in the kernel of Cn,α, and the dimension of kerCn,α is greater than
or equal to dim En−1. However, the rank of Cn,α equals dim E , and thus, the di-
mension of the kernel of Cn,α equals dim En−1. In other words, the dimension of
ΠEn(S − α−1I)En−1 equals the dimension of the kernel of Cn,α. Therefore the
kernel of Cn,α equals ΠEn(S − α−1I)En−1. Finally, it is noted that

En = ΠEn(S − α−1I)En−1 ⊕ C∗n,αE .
Using WS = UW and En = W |En, the subspace L in (9.4.4) is determined

by

L = {h ∈ K : h ⊥ En kerCn,α for all n ≥ 1}
= {h ∈ K : h ⊥W (S − α−1I)En−1 for all n ≥ 1}
= {h ∈ K : h ⊥ (U − α−1I)WEn−1 for all n ≥ 1}
= {h ∈ K : h ⊥ (U − α−1I)K}
= ker(U∗ − (α)−1I) = Lα.

The fourth equality follows from the fact that the pair {U,Γ} is controllable.
Therefore L = Lα = ker(U∗ − (α)−1I).

We claim that PLαEmGm,α = PLαΓ for all m ≥ 1. Clearly, Cm,αGm,αf = f .
Since Cm,α

[
f 0 0 · · · 0

]tr
= f , the vector Gm,αf admits a decomposition

of the form

Gm,αf =
[
f 0 0 · · · 0

]tr + ΠEm(S − α−1I)q

where q is a vector in Em−1. This readily implies that

PLαEmGm,αf = PLαW (
[
f 0 0 0 · · ·]tr + (S − α−1I)q)

= PLαΓf + PLα(U − α−1I)Wq = PLαΓf.
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So for any α in D+, we have

PLαEmGm,α = PLαΓ (α ∈ D+). (9.5.5)

Now assume that α is in D+. By consulting (9.1.12), we obtain

PLαΓ =
[
d2

αΨαΘ(α)
0

]
(α ∈ D+); (9.5.6)

see (9.1.11) for the definition of Ψα. Equation (9.1.10) shows that

PLαΓ =
[

0
Π∗Ej

Aj

]
(α = λj ∈ eig V). (9.5.7)

Finally, if α ∈ T is not an eigenvalue for V , then PLαΓ = 0.
If x is any vector in �c+(E), then Wx = TΘx⊕W2x where TΘ is the Toeplitz

matrix determined by Θ and W2 is the controllability matrix corresponding to
{V,Γ2}. Since Gn,αf is an optimal solution to (9.5.4), for a specified f in E , we
obtain

EnGn,αf = WGn,αf =
[
TΘGn,αf
W2Gn,αf

]
→ PLαΓf. (9.5.8)

Here Gn,α is embedded in the first En components of �c+(E). According to Lemma
9.4.1, the operators EnGn,α converge to PLαΓ. By consulting (9.5.6) and (9.5.7),
we obtain

lim
n→∞TΘGn,α = d2

αΨαΘ(α) (α ∈ D+),

lim
n→∞TΘGn,α = 0 (α ∈ T),

lim
n→∞W2Gn,α = Π∗Ej

Aj (α = λj ∈ eig V),

lim
n→∞W2Gn,α = 0 (α /∈ eig V). (9.5.9)

Notice that (F+
E Gn,α)(z) = Ĝn,α(z) and F+

E Ψα = ϕα(z)I. Because the
Fourier transform of convolution is multiplication in the z domain, we obtain
F+
E TΘGn,α = ΘĜn,α. So by taking the Fourier transform in the first equation

in (9.5.9), we see that ΘĜn,α converges to d2
αϕα(z)Θ(α) in the H2(E , E) topol-

ogy when α is in D+. On the other hand, if α is on the unit circle, then ΘĜn,α

converges to zero. Therefore the first two equation in (9.5.2) hold. The last two
equations in (9.5.2) follow from (9.5.9).

Theorem 9.6.2 below shows that Kn(z, α) is an invertible outer function
for each α in D+. Equation (9.2.3) in Theorem 9.2.2 shows that Kn(α, α)−1/2

converges monotonically to dαΘ(α) up to a unitary constant on the left. So without
loss of generality, we can assume that Kn(α, α)−1/2 converges to dαΘ(α). If Θ is
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an invertible outer function, then (9.5.2) shows that

Θ = lim
n→∞ d2

αϕα(z)Θ(α)Ĝ−1
n,α

= lim
n→∞ d2

αϕα(z)Θ(α)Kn(α, α)Kn(z, α)−1

= lim
n→∞ dαϕα(z)Kn(α, α)1/2Kn(z, α)−1.

This yields (9.5.3). �
Remark 9.5.2. Let Θ in H2 be the maximal outer spectral factor for the positive
Toeplitz matrix TR where R is a scalar-valued symbol. Let {U on K,Γ} be its
controllable isometric representation, and U = S ⊕ V its Wold decomposition in
(9.1.1) and (9.1.3) where {Aj} are all scalars on C. Then Ĝn,α(z) =

∑n−1
j=0 z

−jgn,j,α

is a scalar-valued polynomial in z−1. Let pn,α(λ) be the polynomial defined by
pn,α(λ) =

∑n−1
j=0 λ

jgn,j,α. Then in the strong operator topology

lim
n→∞ pn,α(V ) = 0 (α ∈ D+ or α /∈ eig (V)),

lim
n→∞ pn,α(V )Γ2 = Π∗Ej

Aj (α ∈ eig (V)). (9.5.10)

If E = C, then W2Gn,α = pn,α(V )Γ2. Theorem 9.5.1 tells us that pn,α(V )Γ2

converges to zero when α is in D+ or α is not an eigenvalue for V . Clearly,
pn,α(V )V kΓ converges to zero for all integers k ≥ 0. Because the pair {V,Γ2}
is controllable, we obtain the first equation in (9.5.10). If α = λj , then Theorem
9.5.1 with W2Gn,α = pn,α(V )Γ2 shows that pn,α(V )Γ2 converges to Π∗Ej

Aj .

Remark 9.5.3. Let Θ in H2(E , E) be the maximal outer spectral factor for the
positive Toeplitz matrix TR, and {U on K,Γ} its controllable isometric represen-
tation. Remark 9.6.3 below shows that Kn(β, α) is invertible for all α and β in
D+. We claim that

lim
n→∞Kn(β, α)−1 =

αβ − 1
αβ

Θ(α)∗Θ(β) (α, β ∈ D+). (9.5.11)

This is a generalization of the fact that Kn(α, α)−1 converges to d2
αΘ(α)∗Θ(α)

when α is in D+; see equation (9.2.3) in Theorem 9.2.2.
The proof of Theorem 9.5.1 shows that WGn,αf converges to PLαΓf in K as

n tends to infinity where f is in E and α is in D+; see (9.5.8). In particular, this
implies that

lim
n→∞G

∗
n,βW

∗WGn,α = Γ∗PLβ
PLαΓ. (9.5.12)

By consulting the definition of Gn,α = T−1
R,nC

∗
n,αKn(α, α)−1, we obtain

G∗n,βW
∗WGn,α = G∗n,βTR,nGn,α

= Kn(β, β)−1Cn,βT
−1
R,nC

∗
n,αKn(α, α)−1

= Kn(β, β)−1Kn(β, α)Kn(α, α)−1.
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This with (9.5.12) implies that

lim
n→∞Kn(β, β)−1Kn(β, α)Kn(α, α)−1 = Γ∗PLβ

PLαΓ. (9.5.13)

If α is in T and β �= α is in D+, then Lα is orthogonal to Lβ . In this case, the
limit in (9.5.13) is zero. (The case when α = β ∈ T is covered in equation (9.2.3)
of Theorem 9.2.2.)

If both α and β are contained in D+, then (9.5.6) and (9.1.11) yield

Γ∗PLβ
PLαΓ = Θ(β)∗Ψ∗βd

2
βd

2
αΨαΘ(α) =

αβd2
αd

2
β

αβ − 1
Θ(β)∗Θ(α).

This readily implies that

lim
n→∞Kn(β, β)−1Kn(β, α)Kn(α, α)−1 =

αβd2
αd

2
β

αβ − 1
Θ(β)∗Θ(α) (α, β ∈ D+).

Recall that for α in D+, the sequence Kn(α, α)−1 converges to d2
αΘ(α)∗Θ(α). So

Kn(β, α) must also converge as n tends to infinity. Using this in the previous limit
with the fact that Θ(α) and Θ(β) are invertible, we arrive at

d2
αΘ(β)∗Θ(β) lim

n→∞Kn(β, α)d2
αΘ(α)∗Θ(α) =

αβd2
αd

2
β

αβ − 1
Θ(β)∗Θ(α),

lim
n→∞Kn(β, α) =

αβ

αβ − 1
Θ(β)−1Θ(α)−∗.

By taking the inverse, we arrive at the limit in (9.5.11).
Example. Let G be a rational function in H∞(E ,Y). Moreover, assume that G
admits an inner-outer factorization of the form G = GiGo, where Go is an invert-
ible outer function in H∞(E , E) and Gi is an inner function in H∞(E ,Y). Then
the limit (9.5.3) in Theorem 9.5.1 with the Kalman-Ho algorithm can be used to
compute this inner-outer factorization. To this end, compute the Toeplitz matrix
TR,n for n sufficiently large where R = G∗G. One can use state space techniques
(see Lemma 4.5.4) or the fast Fourier transform to compute the Fourier coefficients
for the symbol R =

∑∞
−∞ e−ıωkRk. Then construct TR,n. Choose any α in D+ and

compute

Θ(z) = dαϕα(z)Kn(α, α)1/2Kn(z, α)−1 or

Θ(z) = Kn(∞,∞)1/2Kn(z,∞)−1. (9.5.14)

(Remark 9.6.3 below guarantees that Θ is an invertible outer function.) Then Θ
is approximately the outer factor Go for G. The inner factor is determined by
Gi ≈ GΘ−1. These calculations can be done by using the fast Fourier transform.
One can use the fast Fourier transform to compute Kn(z, α) = (F+

E T
−1
R,nC

∗
n,α)(z)
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and ϕα(z) at 2j points on the unit circle. Then applying (9.5.14) and Gi ≈ GΘ−1

yields an approximation for Go and Gi at 2j points on the unit circle. By taking
the inverse fast Fourier transform of Θ =

∑∞
0 e−ıωkΘk and Gi =

∑∞
0 e−ıωkGi,k,

we can approximate the Fourier coefficients {Θk} for Θ and {Gi,k} for Gi. Finally,
applying the Kalman-Ho algorithm to these Fourier coefficients yields state space
realizations for Go and Gi. Finally, it is noted that if we use α = ∞, then ϕ∞(z) =
1, d∞ = 1 and this method is essentially the Levinson finite section method in
Section 7.7 to compute the inner-outer factorization.

For example consider the rational function g in H∞ given in Section 7.7:

g =
1.1909z3 + 0.8735z2 − 0.5210z + 0.0492

z7 + 0.1211z6 − 0.3788z5 − 0.2342z4 + 0.0222z3 + 0.0408z2 + 0.0025z − 0.0011
.

Let g = gigo denote the inner-outer factorization for g where go is outer and gi is
inner. By choosing α = 2 we computed C300,α and TR,300 where R = |g|2. Then
we used the fast Fourier transform to compute the outer spectral factor

Θ(z) ≈ dαϕα(z)Kn(α, α)1/2Kn(z, α)−1

for g. By taking the inverse fast Fourier transform and keeping only three signifi-
cant singular vales in the Kalman-Ho algorithm, for computing the outer part, we
obtained

go(z) =
1.365z3 + 0.64z2 − 0.2777z + 0.1551
z3 + 0.1308z2− 0.2608z − 0.1922

.

The singular values for the 500× 500 Hankel matrix corresponding to go are

{0.9152, 0.5789, 0.2881, 0.0108, 0.0016, 0, . . .}.
Running the Kalman-Ho algorithm on {gi,n}500n=0 and keeping five singular values,
we arrived at the inner function

gi(z) =
0.8722z+ 1

z4 (z + 0.8722)
. (9.5.15)

In fact, the singular values for the 500 × 500 Hankel matrix corresponding to
the gi are {1, 1, 1, 1, 1, 0, . . .}. As expected, the McMillan degree 5 for gi equals
the number of singular values equal to 1 and all the other singular values are
zero; see Remark 4.2.3. Using the fast Fourier transform, ‖g‖∞ = 2.7818 and
‖g− gigo‖∞ = 0.014. One can obtain a more accurate approximation of the inner
and outer factors by keeping more singular values in the Kalman-Ho algorithm for
go.

A typical procedure for computing the inner-outer factorization for g = p/q
in Matlab is given by the following steps.

(i) Set g = fft(p, 2 ∧ 13)./fft(q, 2 ∧ 13) where

p = [0; 0; 0; 0; 1.1909; 0.8735;−0.5210; 0.0492];
q = [1; 0.1211;−0.3788;−0.2342; 0.0222; 0.0408; 0.0025;−0.0011];
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Compute R = abs(g). ∧ 2. Set Rn = real(ifft(R)). The vector Rn(1:2 ∧ 12)
contains the first 212 Fourier coefficients for R = |g|2. In Matlab set T =
toeplitz(Rn(1:300)).

(ii) In Matlab Cn,α = C = (1/α). ∧ (0:299) and K = C ∗ inv(T ) ∗ C′. Moreover,
in Matlab

ϕα = fft([conj(α); 0], 2 ∧ 13)./fft([conj(α);−1], 2 ∧ 13);

dα = sqrt(abs(α)2 − 1)/abs(α);
Kz = fft(inv(T ) ∗ C′n,α, 2 ∧ 13);

Θ = dα ∗ sqrt(K) ∗ ϕα./Kz;

(iii) Compute Θ =
∑∞

0 z−ngo,n. In Matlab gn = real(ifft(Θ)). Then gn(1:2∧ 12)
contains the first 212 Fourier coefficients of Θ.

(iv) Run the Kalman-Ho algorithm on gn(1:500). Select the appropriate number
of significant singular values to compute the realization {A,B,C,D} for Θ.

(iv) Compute gi. In Matlab, compute gi = g./Θ. Set gni = real(ifft(gi)). Then
gi(1:2 ∧ 12) contains the first 212 Fourier coefficients of gi.

(vi) Run the Kalman-Ho algorithm on gni(1:500) to compute the realization
{Ai, Bi, Ci, Di} for gi.

There is nothing magical about 300 for TR,300 or 500 for the Kalman-Ho. Certainly
these numbers can be much smaller, or even larger depending on the problem. We
choose these numbers to demonstrate that this algorithm works well for large
numbers. Finally, by making minor modifications, the previous algorithm can be
converted to compute the inner-outer factorization for a rational function G in
H∞(E ,Y) when the outer factor is an invertible outer function. The details are
left to the reader as a simple exercise.

9.6 The Outer Function Kn(z, α)

In this section, we will complete the proof of Theorem 9.5.1, and show that the
kernel function Kn(z, α) = Cn,zT

−1
R,nC

∗
n,α is an invertible outer function when α

is in D+. Here TR,n is any strictly positive Toeplitz operator on En; see (9.2.1).
Moreover, we will present state space formulas to compute the rational functions

dαϕα(z)Kn(α, α)1/2Kn(z, α)−1 and Kn(∞,∞)1/2Kn(z,∞)−1

in equation (9.5.3).
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Let A be the backward shift on En and C the operator mapping En onto E
which picks out the first component of En, that is,

A =

⎡⎢⎢⎢⎢⎢⎣
0 I · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 I
0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎦ on En,

C =
[
I 0 · · · 0 0

]
: En → E . (9.6.1)

Notice that C is onto, and the pair {C,A} is observable. Moreover, Aj = 0 for
j ≥ n. Using z(zI −A)−1 =

∑n−1
0 z−jAj , it follows that

Cn,z = zC(zI −A)−1 (z �= 0) (9.6.2)

where Cn,z is defined in (9.2.2). In particular, this readily implies that

Kn(z, α) = zαC(zI −A)−1T−1
R,n(αI −A∗)−1C∗. (9.6.3)

Finally, TR,n is the solution to the Lyapunov equation:

TR,n = A∗TR,nA+ C̃∗C + C∗C̃,

C̃ =
[
R0/2 R∗1 R∗2 · · · R∗n−1

]
. (9.6.4)

It is noted that C̃ maps En into E . Motivated by the properties of {A,C, C̃, TR,n},
the following defines a mild generalization of the function Kn(z, α).

Definition 9.6.1. We say that a set of operators {A,C, C̃,Λ} define a kernel func-
tion K(z, α) if

K(z, α) = zαC(zI −A)−1Λ−1(αI −A∗)−1C∗ (z, α ∈ D+),

K(z,∞) = zC(zI −A)−1Λ−1C∗ (z ∈ D+). (9.6.5)

Here we assume that A is a stable operator on a finite dimensional space X and
Λ is a strictly positive operator on X . Furthermore, C maps X onto E and C̃
maps X into E . Finally, the pair {C,A} is observable and Λ satisfies the Lyapunov
equation

Λ = A∗ΛA+ C̃∗C + C∗C̃. (9.6.6)

We are now ready to present our invertible outer function result.

Theorem 9.6.2. Consider the kernel function K(z, α) defined by {A,C, C̃,Λ}.
(i) Let Θ be the rational function determined by

Θ(z) = K(∞,∞)1/2K(z,∞)−1 = (CΛ−1C∗)1/2K(z,∞)−1. (9.6.7)
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Then Θ is an invertible outer function in H∞(E , E). A state space realization
for Θ is given by

Θ(z) = D + Ĉ(zI − J)−1L

where

D =
(
CΛ−1C∗

)−1/2
,

Ĉ = −DC,
L = AΛ−1C∗D2,

J = A− LC. (9.6.8)

The McMillan degree of Θ is less than or equal to dimX . Finally, the operator
J is stable.

(ii) For α in D+, let Θ be the rational function determined by

Θ(z) = dαϕα(z)K(α, α)1/2K(z, α)−1,

ϕα(z) =
zα

zα− 1
and dα =

√|α|2 − 1
|α| . (9.6.9)

Then Θ is an invertible outer function in H∞(E , E). A state space realization
for Θ is given by

Θ(z) = D + Ĉ(zI − J)−1L

where

B = αΛ−1(αI −A∗)−1C∗,

D = dαK(α, α)1/2(CB)−1,

Ĉ = −DC,
L = (A− (α)−1I)B(CB)−1,

J = A− LC. (9.6.10)

The McMillan degree of Θ is less than or equal to dimX . Finally, this oper-
ator J is also stable.

Remark 9.6.3. Consider data set {A,C, C̃, TR,n} where Λ = TR,n is a strictly
positive Toeplitz matrix on En while A, C, and C̃ are defined in (9.6.1) and
(9.6.4). Theorem 9.6.2 shows that the kernel functions Kn(z, α) = Cn,zT

−1
R,nCn,α

in Theorem 9.5.1 are invertible outer functions for all α in D+ and n ≥ 1. In this
case, state space realizations for

dαϕα(z)Kn(α, α)1/2Kn(z, α)−1 and Kn(∞,∞)1/2Kn(z,∞)−1

in (9.5.3) are given by (9.6.10) and (9.6.8), respectively.
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Proof of Theorem 9.6.2. Recall that if F admits a state space realization of the
form

F (z) = N + C(zI −A)−1E (9.6.11)

where N is invertible, then the inverse of F exists in some neighborhood of the
origin and is determined by

F (z)−1 = N−1 −N−1C
(
zI − (A− EN−1C)

)−1
EN−1; (9.6.12)

see Remark 14.2.1.
Let us establish Part(i). If α = ∞, then K(∞,∞) = CΛ−1C∗ = D−2. In this

case, the identity z(zI −A)−1 = I + (zI −A)−1A, yields

Θ(z)−1 = K(z,∞)K(∞,∞)−1/2

= zC(zI −A)−1Λ−1C∗D

= CΛ−1C∗D + C(zI −A)−1AΛ−1C∗D

= D−1 + C(zI −A)−1AΛ−1C∗D.

By using the previous state space method to compute the inverse, we obtain

Θ(z) = D −DC (zI − (A−AΛ−1C∗D2C)
)−1

AΛ−1C∗D2

= D −DC (zI − J)−1AΛ−1C∗D2.

This yields the state space formula for Θ in (9.6.8).
We claim that J = A−AΛ−1C∗D2C satisfies the Lyapunov equation

Λ = J∗ΛJ + C∗D2C. (9.6.13)

To obtain this Lyapunov equation, set

P = I − Λ−1C∗D2C and Q = Λ−1C∗D2C.

Using P +Q = I, we obtain

Λ = (P +Q)∗Λ(P +Q)
= P ∗ΛP + 2�(P ∗ΛQ) +Q∗ΛQ. (9.6.14)

(If M is any operator on X , then �M = (M +M∗)/2.) Notice that CP = 0. By
applying P ∗ to the left and P to the right of the Lyapunov equation

Λ = A∗ΛA+ C̃∗C + C∗C̃,
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we obtain P ∗ΛP = P ∗A∗ΛAP . Notice that J = AP . This with (9.6.14) yields

Λ− J∗ΛJ = P ∗ΛP + 2�(P ∗ΛQ) +Q∗ΛQ− P ∗A∗ΛAP
= P ∗ΛQ+Q∗ΛP +Q∗ΛQ
= P ∗ΛQ+Q∗Λ(P +Q)
= (I −Q)∗ΛQ+Q∗Λ
= ΛQ+Q∗Λ−Q∗ΛQ
= C∗D2C.

Therefore the Lyapunov equation in (9.6.13) holds.
To show that J is stable, notice that J = A − LC where L = AΛ−1C∗D2.

Recall that the pair {C,A} is observable. Lemma 9.6.4 below shows that the pair
{C, J} is observable. Because D is invertible, the pair {DC, J} is also observable.
Since Λ is a strictly positive solution to the Lyapunov equation in (9.6.13) and
{DC, J} is observable, J is stable; see Section 14.4. The stability of A and J imply
that Θ and Θ−1 are both functions in H∞(E , E). In other words, Θ is an invertible
outer function. This completes the proof of Part (i).

To prove Part (ii), set Φz = (zI−A)−1. In this case, B = αΛ−1Φ∗αC∗. Using
zΦz = I + ΦzA, it follows that

dαΘ(z)−1K(α, α)1/2 = ϕα(z)−1K(z, α)

= (zα− 1)CΦzΛ−1Φ∗αC
∗

= zαCΦzΛ−1Φ∗αC
∗ − CΦzΛ−1Φ∗αC

∗

= αC (I + ΦzA) Λ−1Φ∗αC
∗ − CΦzΛ−1Φ∗αC

∗

= αCΛ−1Φ∗αC
∗ + αCΦzAΛ−1Φ∗αC

∗ − CΦzΛ−1Φ∗αC
∗

= CB + CΦz(αA− I)Λ−1Φ∗αC
∗

= CB + CΦz(A− (α)−1I)B.

By using the state space technique in (9.6.11) and (9.6.12) to take the inverse, we
arrive at

d−1
α K(α, α)−1/2Θ(z) = (CB)−1 − (CB)−1C(zI − J)−1(A− (α)−1I)B(CB)−1.

In a moment we will show that CB is invertible. Using D = dαK(α, α)1/2(CB)−1,
we obtain the state space realization for Θ in (9.6.10).

We claim that J satisfies the Lyapunov equation

Λ = J∗ΛJ + C∗D∗DC. (9.6.15)

To obtain this Lyapunov equation, set

P = I −B(CB)−1C and Q = B(CB)−1C.
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Using P +Q = I with x in X , we obtain

(Λx, x) = (Λ(P +Q)x, (P +Q)x)
= (ΛPx, Px) + 2�(ΛPx,Qx) + (ΛQx,Qx). (9.6.16)

By employing J = AP + (α)−1Q, we obtain

‖Λ1/2APx‖2 = ‖Λ1/2Jx− (α)−1Λ1/2Qx‖2
= ‖Λ1/2Jx‖2 − 2�(ΛJx, (α)−1Qx) + |α|−2‖Λ1/2Qx‖2
= ‖Λ1/2Jx‖2 − 2�(Λ(APx+ (α)−1Qx), (α)−1Qx)

+ |α|−2‖Λ1/2Qx‖2
= (ΛJx, Jx) − 2�(Px, (α)−1A∗ΛQx)− |α|−2(ΛQx,Qx).

In other words,

(ΛJx, Jx) = (ΛAPx,APx) + 2�(Px, (α)−1A∗ΛQx) + |α|−2(ΛQx,Qx). (9.6.17)

Notice that CP = 0. By applying P ∗ to the left and P to the right of the Lyapunov
equation

Λ = A∗ΛA+ C̃∗C + C∗C̃,

we obtain P ∗ΛP = P ∗A∗ΛAP . This with (9.6.16) and (9.6.17) yields

(Λx, x)− (ΛJx, Jx) = (ΛPx, Px) + 2�(Px,ΛQx) + (ΛQx,Qx)

− (ΛAPx,APx) − 2�(Px, (α)−1A∗ΛQx)− |α|−2(ΛQx,Qx)

= 2�(Px, (I − (α)−1A∗)ΛQx) + d2
α(ΛQx,Qx)

= 2�(Px, (αI −A∗)(α)−1ΛB(CB)−1Cx) + d2
α(ΛQx,Qx)

= 2�(CPx, (CB)−1Cx) + d2
α(ΛQx,Qx)

= d2
α(B∗ΛB(CB)−1Cx, (CB)−1Cx)

= d2
α(K(α, α)(CB)−1Cx, (CB)−1Cx)

= (C∗D∗DCx, x).

Therefore the Lyapunov equation in (9.6.15) holds.
We claim that J is stable. Set L = (A−(α)−1I)B(CB)−1. Recall that the pair

{C,A} is observable. Lemma 9.6.4 below shows that the pair {C, J} is observable.
Because D is invertible, the pair {DC, J} is also observable. Since Λ is a strictly
positive solution to the Lyapunov equation in (9.6.15) and {DC, J} is observable,
J is stable; see Section 14.4. The stability of A and J imply that Θ and Θ−1 are
both function in H∞(E , E). In other words, Θ is an invertible outer function.

To complete the proof, it remains to show that CB is invertible. In Part (i), we
have proven that K(z,∞) = zC(zI −A)−1Λ−1C∗ is an invertible outer function.
So for any α in D+, the operator K(α,∞) = αC(αI − A)−1Λ−1C∗ = B∗C∗ is
invertible. Therefore CB is invertible. �
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Lemma 9.6.4. Let {C,A} be an observable pair, where A is an operator acting on
a finite dimensional state space X and C maps X into E. Let J be the operator
on X given by J = A− LC, where L is an operator mapping E into X . Then the
pair {C, J} is observable.

Proof. This lemma follows from the Popov-Belevitch-Hautus test; see Section 14.2.
Let us present a direct proof of this result. Let k be any positive integer. Using
J = A− LC, we obtain⎡⎢⎢⎢⎢⎢⎣

C
CA
CA2

...
CAk

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
I 0 0 · · · 0
CL I 0 · · · 0
CAL CL I · · · 0

...
...

...
. . .

...
CAk−1L CAk−2L CAk−3L · · · I

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎣
C
CJ
CJ2

...
CJk

⎤⎥⎥⎥⎥⎥⎦ . (9.6.18)

The square operator matrix in (9.6.18) is a lower triangular Toeplitz matrix with
the identity on the main diagonal. In particular, this matrix is invertible. Because
{C,A} is observable, equation (9.6.18) implies that {C, J} is observable. �

9.7 Notes

Most of the results in this chapter are classical, and the literature in this area is
massive. So we will only mention a few results which we used to develop this chap-
ter. The optimization problems in (9.1.4) and (9.1.5) are standard problems in pre-
diction theory; see Caines [47], Kailath [138] and Helson-Lowdenslager [130, 131].
Theorem 9.1.1 is a modification of some of the results in Helson-Lowdenslager
[130, 131]. The algorithm to estimate the eigenvalues for V in the unitary pair
{V,Γ2} in (9.3.4) is known as the Capon [49] sinusoid estimation algorithm. This
algorithm was also discovered earlier using the theory of orthogonal polynomials;
see Geronimus [110]. Our approach to Section 9.2 and the Capon-Geronimus algo-
rithm was taken from Foias-Frazho-Sherman [88, 89] and Frazho-Sherman [101];
see also Frazho-Yagci-Sumali [104] and Georgiou [107, 108, 109] for further results
in this direction. The Capon-Geronimus algorithm is robust in a noisy environ-
ment, and plays a fundamental role in signal processing; see Stoica-Moses [194].
For a brief discussion on how these kinds of estimation problems naturally arise
in random processes see the notes in Section 8.7. The optimization problems in
Section 9.4 are standard least squares optimization problems in Hilbert space; see
Corless-Frazho [60], Gohberg-Goldberg-Kaashoek [112] and Luenberger [166] for
a further discussion of Hilbert space optimization problems. The results in Sec-
tion 9.5 are essentially a Naimark reformulation of some of the prediction theory
results in Helson-Lowdenslager [130, 131]. Finally, Theorem 9.6.2 is a standard
result for reproducing kernels. Our proof of Theorem 9.6.2 was taken from Bhosri-
Frazho-Yagci [34], where they used the kernel functions Kn(z, α) to solve a special
Nevanlinna-Pick interpolation problem.
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It is noted that the method in the example in Section 9.5 does not neces-
sarily lead to an efficient computational algorithm to compute the maximal outer
spectral factor Θ for a positive Toeplitz matrix TR, when the unitary part {V,Γ2}
is present in the Wold decomposition. To see what can happen assume that R is
a rational scalar-valued symbol determined by (9.3.1) where Θ is an invertible ra-
tional function in H∞ and {Aj} are a finite set of scalars. In this case, the unitary
pair {V,Γ2} is determined by (9.3.3). Assume that all the eigenvalues of V come
in complex conjugate pairs. Theorem 9.5.1 guarantees that for any α in D+, then

Θ = lim
n→∞ dαϕα(z)Kn(α, α)1/2Kn(z, α)−1

in the H2 norm. (All this means is that the square of the area in the difference
must converge to zero.) Equation (9.5.10) in Remark 9.5.2 shows that the poles
of Kn(z, α)−1 have to annihilate the eigenvalues of V for large n. In other words,
for large n the rational function Kn(z, α)−1 blows up near the eigenvalues for V .
This is a good way to determine the eigenvalues for V . Simply use the fast Fourier
transform to plot the absolute value of Kn(z, α)−1 on the unit circle and look
for the peaks in the spectrum. However, in applying the Kalman-Ho algorithm
to dαϕα(z)Kn(α, α)1/2Kn(z, α)−1 these poles or eigenvalues for V interfere with
finding a realization for Θ.

A classical optimization problem in prediction theory. The optimization problem
in (9.1.5) was motivated by prediction theory. To see how this problem arises in
prediction theory, let {yj}∞−∞ be a mean zero wide sense stationary random process
with values in Cν ; see Section 8.7 and Chapter 11. If ξ is a mean zero random vector
with values in Cν , then the covariance of ξ is denoted by cov(ξ) = Eξξ∗ where
E denotes the expectation. The classical prediction problem is to find the best
estimate of the future yn given the past {yj}n−1

−∞ . To convert this to an optimization
problem, let {Aj}∞1 be a set of matrices on Cν with compact support. Then the
prediction problem leads to the optimization problem

ρ = inf{‖cov(yn −
∞∑

j=1

Ajyn−j)‖2 : {Aj}∞1 has compact support}. (9.7.1)

Here ‖ · ‖2 denotes the Frobenius or the trace norm. Let �y be the vector and Φ the
matrix defined by

�y =

⎡⎢⎢⎢⎣
yn

yn−1

yn−2

...

⎤⎥⎥⎥⎦ and Φ =
[
I −A1 −A2 · · · ] .

Let TR be the positive Toeplitz matrix defined by TR = E�y�y ∗. It is noted that
the entries of TR are given by (TR)jk = Eyky

∗
j = Eyk−jy

∗
0 . Using this notation,
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we arrive at

cov(yn −
∞∑

j=1

Ajyn−j) = E(Φ�y)(Φ�y)∗ = ΦE�y�y ∗Φ∗ = ΦTRΦ∗.

So the optimization problem in (9.7.1) is equivalent to the optimization problem

ρ = inf{‖ΦTRΦ∗‖2 : Φ =
[
I −A1 −A2 · · · ] has compact support}.

Hence the optimization problem in (9.1.5) is a minor modification of the classical
optimization problem occurring in prediction theory. For some further results on
prediction theory; see Caines [47] and Helson-Lowdenslager [130, 131].

Reproducing Kernel Hilbert spaces. As expected, Kn(z, α) is a reproducing ker-
nel. A classical reference on reproducing kernel spaces is Aronszajn [16]; see also
Cucker-Smale [62]. Here we only used the notationKn(z, α) and did not exploit any
properties of reproducing kernel Hilbert spaces. For a reproducing kernel approach
to time series and random processes see Parzen [171]. Finally, to see how repro-
ducing kernels play a role in interpolation problems see Agler-McCarthy [3, 4].

Let us sketch how reproducing kernels naturally arise in our problem. To
recall the definition of a reproducing kernel Hilbert space, let H be a Hilbert
space consisting of E-valued functions defined on some subset D of C. For each α
in D, consider the linear map Cα from H into E defined by

Cαh = h(α) (h ∈ H). (9.7.2)

We say thatH is a reproducing kernel Hilbert space if the linear map Cα is bounded
for every α in D, that is, ‖Cα‖ <∞ for each α in D (but not necessarily uniformly
bounded). In other words, H is a reproducing kernel Hilbert space if Cα defines
an operator mapping H into E for every α in D. If H is finite dimensional, then
H is always a reproducing kernel Hilbert space.

Assume H is a reproducing kernel Hilbert space. We say that K(z, α) is a
reproducing kernel for H if K(z, α) is an operator-valued function such that the
following three conditions hold:

(i) For every α and z in D, the function K(z, α) is in L(E , E).

(ii) For each y in E and α in D, the function K(·, α)y is in H.

(iii) The operator-valued function K has the reproducing property

(h(α), y)E = (h,K(·, α)y)H (h ∈ H, y ∈ E , α ∈ D). (9.7.3)

If H is a reproducing kernel Hilbert space, then H admits a unique repro-
ducing kernel. In fact, the reproducing kernel K is given by

K(β, α) = CβC
∗
α (α, β ∈ D). (9.7.4)
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To see this simply observe that for h in H, we have

(h(α), y)E = (Cαh, y)E = (h,C∗αy)H.

Hence K(z, α)y = (C∗αy)(z) defines a reproducing K kernel for H. This readily
implies that

K(β, α)y = CβK(·, α)y = CβC
∗
αy.

In other words,K(β, α) = CβC
∗
α. Because K(α, α) = CαC

∗
α, it follow that K(α, α)

is always a positive operator on E . Finally, K(α, α) is strictly positive if and only
if Cα is onto.

To show that the reproducing kernel is unique, let K̃ be another reproducing
kernel for H. Then for h in H, we have

(h,K(·, α)y)H = (h(α), y)E = (h, K̃(·, α)y)H.

Since this holds for all h in H, we must have K(z, α)y = K̃(z, α)y for all z, α in
D and y in E . Therefore the reproducing kernel K is uniquely determined by H.

Let Φj for j = 1, 2, . . . , ν be a sequence of isometries mapping a Hilbert space
Ej into a reproducing kernel Hilbert space H such that H = ⊕ν

1ΦjEj . The integer
ν can be finite or infinite. We claim that the reproducing kernel K for H is also
determined by

K(β, α) =
ν∑

j=1

Φj(β)Φj(α)∗. (9.7.5)

Because Φj is an isometry, ΦjΦ∗j is the orthogonal projection onto ΦjEj the range
of Φj . Since H = ⊕ν

1ΦjEj , we see that I =
∑ν

1 ΦjΦ∗j . Using CαΦj = Φj(α), we
obtain

K(β, α) = CβIC
∗
α =

ν∑
j=1

CβΦjΦ∗jC
∗
α

=
ν∑

j=1

Φj(β)(CαΦj)∗ =
ν∑

j=1

Φj(β)Φj(α)∗.

Therefore (9.7.5) holds.
Let H be a reproducing kernel Hilbert space. Moreover, let us assume that

the evaluation operator Cα is onto E for all α in D. Consider the optimization
problem

ρ(f) = inf{‖h‖2 : h ∈ H and Cαh = f}. (9.7.6)

By employing Lemma 9.2.4, we see that the optimal solution ĥ is given by

ĥ = C∗α(CαC
∗
α)−1f and ρ(f) = ((CαC

∗
α)−1f, f). (9.7.7)
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By consulting (9.7.4), the optimal solution in terms of the reproducing kernel K
for H is determined by

ĥ(z) = K(z, α)K(α, α)−1f and ρ(f) = (K(α, α)−1f, f). (9.7.8)

This readily implies that the solution to the optimization problem in (9.7.6) is
given by ĥ = Ĝf where Ĝ(z) = K(z, α)K(α, α)−1. Finally, it is noted that a
similar Ĝ plays a fundamental role in Theorem 9.5.1.

Now let us show how the reproducing kernel arises in our problem. As before,
let {U on K,Γ} be a controllable isometric representation for a positive Toeplitz
matrix TR, and

W =
[
Γ UΓ U2Γ · · · ]

its controllability matrix. Throughout this section we assume that the maximal
outer spectral factor Θ for TR is in H2(E , E). Let Hn = F+

E En be the subspace
determined by taking the Fourier transform of En. (Here En is viewed as the
subspace of �2+(E) contained in the first n components of �2+(E).) Notice that Hn

is the space consisting of all E-valued polynomials in z−1 of degree at most n− 1.
Consider the norm on Hn determined by ‖h‖Hn = ‖Wx‖K, where h = F+

E x and
x is in En, that is,

‖h‖Hn = ‖Wx‖K where x =
[
x0 x1 · · · xn−1

]tr and h(z) =
n−1∑
k=0

z−kxk.

It is noted that

‖h‖2Hn
= ‖Wx‖2 = ‖W (x⊕ 0)‖2 = (TR,nx, x) (x ∈ En),

where TR,n is the n × n block Toeplitz matrix contained in the upper left-hand
corner of TR; see (9.2.1). Because Θ is square, ‖h‖Hn = 0 if and only if h is zero;
see Remark 9.2.1. So

(h, g)Hn = (TR,nx, ξ) (h = F+
E x and g = F+

E ξ)

where x and ξ are in En defines an inner product on Hn. Finally, since Hn is a
finite dimensional function space, Hn is also a reproducing kernel Hilbert space.

We claim that the reproducing kernel Kn for Hn is given by

Kn(β, α) = Cn,βT
−1
R,nC

∗
n,α (α, β ∈ D+). (9.7.9)

As expected, Cn,α is the operator mapping En onto E defined in (9.5.1). It is em-
phasized that in (9.7.9), the adjoint C∗n,α = Ctr

n,α where tr denotes the transpose.
To obtain this formula for Kn(z, α), let Cα be the operator mapping Hn onto

E given by Cαh = h(α) where h = F+
E x is in Hn. Notice that Cα and Cn,α are

two different operators. In fact, Cαh = Cn,αx = Cn,α(F+
E )−1h. We claim that

C∗α = F+
E T

−1
R,nC

∗
n,α.
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To see this, observe that for h = F+
E x and f in E , we have

(h,C∗αf)Hn = (Cαh, f)E = (Cn,αx, f)E
= (TR,nx, T

−1
R,nC

∗
n,αf)En

= (h,F+
E T

−1
R,nC

∗
n,αf)Hn .

Hence C∗α = F+
E T

−1
R,nC

∗
n,α. Using this, we obtain

Kn(β, α) = CβC
∗
α = CβF+

E T
−1
R,nC

∗
n,α = Cn,βT

−1
R,nC

∗
n,α.

Therefore (9.7.9) holds.
Using (TR,nx, x) = ‖h‖2Hn

where h = F+
E x, we see that the optimization

problem in (9.2.9) is equivalent to the optimization problem

ρn(α, f) = inf{‖h‖Hn : h ∈ Hn and h(α) = f} (9.7.10)

where f is in E . For each integer n the optimal solution to this optimization
problem is unique and given by

ĥn(z) = Kn(z, α)Kn(α, α)−1f and ρn(α, f) = (Kn(α, α)−1f, f). (9.7.11)

Here Kn is the reproducing kernel for Hn. In this setting, the L(E , E)-valued
function Ĝ in (9.5.1) is given by

Ĝn,α(z) = Kn(z, α)Kn(α, α)−1 and ρn(α, f) = ‖Ĝnf‖2. (9.7.12)

To obtain another expression for Kn, let {Φk}∞1 be a sequence of isometries
vectors such that the range of Φk equals Hk � Hk−1 for all integers k ≥ 1. Here
Φk maps Ek onto Hk �Hk−1 and H0 = {0}. Notice that

Hn = ⊕n
k=1(Hk �Hk−1) = ⊕n

k=1ΦkEk.

By consulting (9.7.5), we see that

Kn(β, α) =
n∑

k=1

Φk(β)Φk(α)∗. (9.7.13)

In particular, these polynomials {Φk} can be used in the limit in (9.2.7). Finally, it
is noted that Φk is the kth orthogonal polynomial with values in L(E , E) obtained in
classical orthogonal polynomial theory; see Geronimus [107]. In this case, equation
(9.2.7) reduces to the classical summation formulas from orthogonal polynomial
theory.
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Riccati Methods



Chapter 10

Riccati Equations and
Factorization

In this chapter we will show how one can use Riccati equations to solve spectral
factorization problems.

10.1 Algebraic Riccati Equations

In this section, we will derive an algebraic Riccati equation corresponding to the
case when the rational Toeplitz matrix TR admits a square outer spectral factor.
This derivation is based in part on Lemma 6.2.3 restated here for convenience as
follows.

Lemma 10.1.1. Let {A on X , B, C,D} be a stable realization for a rational function
Θ in H∞(E ,Y). Let P be the observability Gramian for {C,A}, that is, let P be
the unique solution to the Lyapunov equation

P = A∗PA+ C∗C. (10.1.1)

Let TR be the self-adjoint Toeplitz matrix generated by a L(E , E) symbol R =∑∞
−∞ e−ıωnRn. Then TR = T ∗ΘTΘ if and only if

R0 = B∗PB +D∗D,

Rn = (B∗PA+D∗C)An−1B (n ≥ 1). (10.1.2)

Let {A,B,C,D} be a stable, controllable, finite dimensional realization for
a rational outer function Θ in H∞(E , E). Let TR be the positive Toeplitz matrix
determined by TR = T ∗ΘTΘ. Because A is stable, the function R is in L∞(E , E)
and TR is a well-defined operator on �2+(E); see Proposition 2.5.1. Let F be the
positive real function corresponding to TR, that is, F (z) = R0/2 +

∑∞
1 z−nRn
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where {Rn}∞0 forms the first column of TR. According to Lemma 10.1.1, we can
always construct a realization for F of the form {A,B, Ĉ, R0/2}. To obtain Ĉ
from {A,B,C,D}, let P be the observability Gramian for the pair {C,A}. By
consulting equation (10.1.2), we have

R0 = D∗D +B∗PB and Rn = ĈAn−1B (n ≥ 1),

Ĉ = B∗PA+D∗C.

Since {A,B} is controllable, it follows that Ĉ is the only operator such that
{A,B, Ĉ, R0/2} is a realization for F . Because Θ is in H∞(E , E) and outer,
D = Θ(∞) must be invertible. Thus C = D−∗(Ĉ−B∗PA), andD∗D = R0−B∗PB
is strictly positive. Substituting this into P = A∗PA + C∗C yields the algebraic
Riccati equation

P = A∗PA+ (Ĉ −B∗PA)∗(R0 −B∗PB)−1(Ĉ −B∗PA). (10.1.3)

Moreover, since Θ is an outer function, the corresponding feedback operator

J = A−BD−1C = A−B(R0 −B∗PB)−1(Ĉ −B∗PA) (10.1.4)

has all its eigenvalues in the closed unit disc D; see Lemma 4.4.2. Finally, Θ is an
invertible outer function if and only if J is stable, or equivalently, TR defines a
strictly positive operator on �2+(E); see Lemma 4.4.2.

Definition 10.1.2. We say that P is a positive solution to the algebraic Riccati equa-
tion in (10.1.3), if P is a positive operator on X satisfying (10.1.3) and R0−B∗PB
is strictly positive. Moreover, P is a stabilizing solution (respectively marginally
stabilizing solution) to (10.1.3), if P is a positive solution to (10.1.3) and the
feedback operator

J = A−B(R0 −B∗PB)−1(Ĉ −B∗PA) (10.1.5)

is stable (respectively J has all its eigenvalues in D).

In a moment, we will see that the marginal stabilizing solution is unique. In
particular, the stabilizing solution is also unique. Finally, it is noted that one can
use Matlab to compute a stabilizing solution for the algebraic Riccati equation in
(10.1.3).

Assume that P is a self-adjoint operator solving the algebraic Riccati equa-
tion in (10.1.3) where R0 − B∗PB is strictly positive. Then P is also a positive
solution to this algebraic Riccati equation. To see this observe that P ≥ A∗PA
where A is stable. According to Lemma 10.1.3 below, P is positive.

Lemma 10.1.3. Let P be a self-adjoint operator on X satisfying P ≥ A∗PA where
A is a stable operator on X . Then P is a positive operator.
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Proof. Multiplying P ≥ A∗PA by A∗ on the left and A on the right, we obtain
P ≥ A∗PA ≥ A∗2PA2. By continuing in this fashion, P ≥ A∗nPAn for all integers
n ≥ 0. Because A is stable, A∗nPAn converges to zero. Therefore P ≥ 0. �

Recall that Θ is a spectral factor for a function R, or its corresponding
Toeplitz matrix TR, if Θ is a function in H2(E ,Y) such that R = Θ∗Θ, or equiva-
lently, TR = T 	

ΘTΘ. If Θ is a rational spectral factor for R, then Θ is in H∞(E ,Y),
the function R = Θ∗Θ is also a rational function and TR = T ∗ΘTΘ. The following
result allows us to determine whether or not a rational Toeplitz matrix TR admits
a two-sided outer spectral factor.

Theorem 10.1.4. Let F = R0/2+
∑∞

1 z−nRn be the L(E , E)-valued function corre-
sponding to a rational Toeplitz matrix TR with symbol R =

∑∞
−∞ e−ıωnRn where

R−n = R∗n and R0 > 0. Assume that {A,B, Ĉ, R0/2} is a stable, controllable,
finite dimensional realization of F . Then the following are equivalent.

(i) The Toeplitz matrix TR is positive and admits an outer spectral factor Θo in
H∞(E , E).

(ii) There exists a positive solution P to the algebraic Riccati equation in (10.1.3).
In this case, a spectral factor Θ for TR is given by

Θ(z) = D + C(zI −A)−1B,

D = (R0 −B∗PB)1/2, (10.1.6)

C = D−1(Ĉ −B∗PA).

(iii) There exists a unique marginally stabilizing solution Po to the algebraic Ric-
cati equation in (10.1.3). In this case, the outer spectral Θo for TR is given
by

Θo(z) = Do + Co(zI −A)−1B,

Do = (R0 −B∗PoB)1/2, (10.1.7)

Co = D−1
o (Ĉ −B∗PoA).

If Θ is determined by (10.1.6), then Θ = ΘiΘo where Θi is an inner function in
H∞(E , E). Finally, TR defines a strictly positive operator on �2+(E) if and only if
there exists a stabilizing solution to the algebraic Riccati equation in (10.1.3). In
this case, Θo is the invertible outer spectral factor for TR.

Proof. Assume TR is positive and admits a two-sided outer spectral factor Θ = Θo.
In this case, F is a positive real rational function. Moreover, we can always choose
a stable controllable realization for Θ of the form {A,B,C,D}, that is,

Θ(z) = D + C(zI −A)−1B;
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see Theorem 6.1.1. Because Θ is a two-sided outer function, D = Θ(∞) is invert-
ible. Furthermore, all the eigenvalues of A − BD−1C are contained in the D; see
Lemma 4.4.2. According to Lemma 10.1.1, we see that R0 = B∗PB+D∗D where
P is the observability Gramian for the pair {C,A}. Hence D∗D = R0 −B∗PB is
strictly positive. Because {A,B, Ĉ, R0/2} is a realization of F , equation (10.1.2)
yields

ĈAn−1B = Rn = (B∗PA+D∗C)An−1B (n ≥ 1). (10.1.8)

Since the pair {A,B} is controllable, we obtain Ĉ = B∗PA + D∗C. Hence C =
D−∗(Ĉ − B∗PA). Substituting this with D∗D = R0 − B∗PB into the Lyapunov
equation P = A∗PA + C∗C yields the algebraic Riccati equation in (10.1.3).
Finally, observe that

A−BD−1C = A−B(R0 −B∗PB)−1(Ĉ −B∗PA).

Since all the eigenvalues of A− BD−1C are contained in D, we see that P is the
marginally stabilizing solution to (10.1.3). Hence Part (i) implies that there exists
a marginally stabilizing solution to (10.1.3). In particular, there exists a positive
solution P to the algebraic Riccati equation in (10.1.3).

To complete the proof of Part (i) implies Part (ii), assume that P is a positive
solution to the algebraic Riccati equation in (10.1.3). Set

D = (R0 −B∗PB)1/2 and C = D−1(Ĉ −B∗PA).

Clearly, R0 = B∗PB +D∗D. Using the fact {A,B, Ĉ, R0/2} is a realization of F ,
we have

(B∗PA+D∗C)An−1B = ĈAn−1B = Rn (n ≥ 1).

By substituting C into the algebraic Riccati equation in (10.1.3), we see that P
is a unique solution to the Lyapunov equation P = A∗PA+ C∗C. Lemma 10.1.1
implies that Θ = D + C(zI − A)−1B is a spectral factor for TR. Therefore Part
(ii) holds.

We have previously shown that if Part (i) holds, then there exists a marginally
stabilizing solution P to (10.1.3). So Part (i) also implies all of Part (iii), except
for the fact that the marginally stabilizing solution is unique.

Assume that Part (ii) holds. In particular, P is a positive solution to (10.1.3).
We have just seen in the previous paragraph that because P is a positive solution,
the function Θ = D + C(zI − A)−1B is a spectral factor for TR. Notice that Θ
is a function in H∞(E , E). Hence Θ admits an inner-outer factorization of the
form Θ = ΘiΘo where Θi is an inner function in H∞(V , E) and Θo is an outer
function in H∞(E ,V). Since D = Θi(∞)Θo(∞) is invertible and Θo(∞) is onto V ,
it follows that both Θi(∞) and Θo(∞) are invertible. So without loss of generality,
we can assume that the intermediate space V = E , and Θi and Θo are functions in
H∞(E , E). Using the fact that TΘi is an isometry, TR = T ∗Θo

TΘo . In other words,
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Θo is a two-sided outer spectral factor for TR. Thus Part (ii) implies Part (i).
Therefore Parts (i) and (ii) are equivalent. Clearly, Part (iii) implies Part (ii).

To complete the proof, it remains to show that the marginally stabilizing
solution to the algebraic Riccati equation in (10.1.3) is unique. Assume that P1

and P2 are two marginally stabilizing solutions to (10.1.3). For j = 1, 2, set

Dj = (R0 −B∗PjB)1/2, Cj = D−1
j (Ĉ −B∗PjA), and

Θj(z) = Dj + Cj(zI −A)−1B.

Since P1 and P2 are both marginally stabilizing solutions, Θ1 and Θ2 are two
outer spectral factors of TR. So there exists a unitary operator Φ on E such that
Θ1 = ΦΘ2. In other words, D1 = ΦD2 and C1A

n−1B = ΦC2A
n−1B, for all n ≥ 1.

Because {A,B} is controllable, we must have C1 = ΦC2. By substituting C1 into
(10.1.3), we see that P1 is the observability Gramian for {C1, A}. Thus

P1 = A∗P1A+ C∗1C1 = A∗P1A+ C∗2Φ∗ΦC2 = A∗P1A+ C∗2C2.

In other words, P1 = A∗P1A+C∗2C2. Hence P1 is also the observability Gramian for
{C2, A}. However, we know that the observability Gramian for {C2, A} is unique
and is given by P2. Therefore P1 = P2 and the marginally stabilizing solution to
algebraic Riccati equation (10.1.3) is unique. �

Assume that {A,B, Ĉ, R0/2} is a stable minimal realization for a positive
real function F in Theorem 10.1.4. Then the realization {A,B,Co, Do} in (10.1.7)
for its corresponding outer spectral factor Θo is also minimal. This follows from
the fact that F and Θo have the same McMillan degree; see Theorem 6.1.1.
Remark 10.1.5. Let {A,B, Ĉ, R0/2} be a stable, controllable finite dimensional
realization for a L(E , E)-valued positive real function F . Moreover, assume that
the corresponding algebraic Riccati equation (10.1.3) admits a positive solution,
or equivalently, the corresponding Toeplitz operator has a square outer spectral
factor. Let P be any positive solution to the algebraic Riccati equation (10.1.3),
and set

D = (R0 −B∗PB)1/2 and C = D−1(Ĉ −B∗PA).

It follows that P ,C, and D satisfy all three conditions in the Positive Real Lemma
6.2.1. In other words, let ΞARE be the set of all positive solutions to the algebraic
Riccati equation (10.1.3), and Ξ be the set of all positive operators satisfying all
three conditions in the Positive Real Lemma 6.2.1. Then ΞARE ⊆ Ξ. In general,
ΞARE �= Ξ. For example, consider the case when TR = I on �2+ and {0, 1, 0, 1/2}
is a realization for F . Then P = 0 is the only positive solution to (10.1.3), and
it satisfies all three conditions in Lemma 6.2.1. However, P = 1, C = 1, and
D = 0 also satisfies all three conditions in Lemma 6.2.1, and P = 1 is not a
positive solution to (10.1.3). Finally, observe that if Po is the marginally stabilizing
solution to (10.1.3), then the corresponding spectral factor Θ is outer. According
to Remark 6.2.2, we have Po ≤ P for all P in Ξ. Since ΞARE ⊆ Ξ, it follows that
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Po ≤ P for all P in ΞARE . In other words, the marginally stabilizing solution is
the unique minimal solution to the algebraic Riccati equation (10.1.3).
Remark 10.1.6. If the algebraic Riccati equation in (10.1.3) admits a marginally
stabilizing solution, then this solution is unique, and one does not need to assume
that the pair {A,B} is controllable.

To see this, assume that P is a marginally stabilizing solution. Then Θ in
(10.1.6) defines an outer spectral factor for TR where Θ(∞) is strictly positive.
Moreover, the inverse of Θ is given by

Θ(z)−1 = D−1 −D−1C(zI − J)−1BD−1,

J = A−BD−1C = A−B(R0 −B∗PB)−1(Ĉ −B∗PA);

see Remark 14.2.1. In particular, Θ(z)−∗ =
∑∞

n=0 z
−nΨn where {Ψn}∞0 is the

sequence of operators defined by

Ψ0 = D−1 and Ψn = −D−1B∗J∗n−1C∗D−1 (n ≥ 1).

Consider the Toeplitz matrix TΨ and the observability operator Wo defined by

TΨ =

⎡⎢⎢⎢⎣
Ψ0 Ψ1 Ψ2 · · ·
0 Ψ0 Ψ1 · · ·
0 0 Ψ0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ and Wo =

⎡⎢⎢⎢⎣
Ĉ

ĈA

ĈA2

...

⎤⎥⎥⎥⎦ .
It is emphasized that TΨ may be an unbounded operator. (If J is stable, then TΨ

is a well-defined operator and TΨ = T ∗Θ−1 .) However, Wo is a well-defined operator
mapping X into �2+(Y). Now observe that

TΨWo =

⎡⎢⎢⎢⎣
C̃

C̃A

C̃A2

...

⎤⎥⎥⎥⎦ ,

C̃ = D−1Ĉ −
∞∑

n=0

D−1B∗J∗nC∗D−1ĈAnA.

Because A is stable and the eigenvalues for J are contained in the closed unit disc,
the multiplication TΨWo is well defined.

We claim that C̃ = C. To see this, notice that the algebraic Riccati equation
in (10.1.3) can be rewritten as

P = A∗PA+ (Ĉ −B∗PA)∗(R0 −B∗PB)−1(Ĉ −B∗PA)

=
(
A∗ − (Ĉ −B∗PA)∗(R0 −B∗PB)−1B∗

)
PA+ C∗D−1Ĉ

= J∗PA+ C∗D−1Ĉ.
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In other words, P =
∑∞

0 J∗nC∗D−1ĈAn. Using this in the definition of C̃, we see
that

C̃ = D−1Ĉ −D−1B∗PA = C.

Therefore C̃ = C.
The algebraic Riccati equation in (10.1.3) is equivalent to the Lyapunov

equation P = A∗PA+C∗C, and thus, P =
∑∞

0 A∗nC∗CAn. For x in X , we have

‖TΨWox‖2 =
∞∑

n=0

‖CAnx‖2 = (Px, x).

Each marginally stabilizing solution P uniquely determines an outer spectral factor
Θ for TR. Because the outer spectral factor is unique up to a unitary constant on
the left and Θ(∞) is strictly positive, each marginally stabilizing solution yields the
same Θ, and the same Ψ. So P is uniquely determined by (Px, x) = ‖TΨWox‖2. In
other words, the marginally stabilizing solution to the algebraic Riccati equation
(10.1.3) is unique.

10.2 The Case when TR is Strictly Positive

To gain some further insight into the algebraic Riccati equation, we will study the
case when TR is strictly positive. In particular, we will present an explicit formula
for the stabilizing solution. To this end, recall that if E is a subspace of K, then ΠE
is the operator from K onto E given by ΠE = PE where PE on K is the orthogonal
projection onto E .

Proposition 10.2.1. Let TR be a positive Toeplitz matrix generated by a L(E , E)-
valued sequence {Rn}∞0 . Then TR is a strictly positive operator on �2+(E) if and
only if TR = T ∗ΘTΘ where Θ is an invertible outer function in H∞(E , E). In this
case, the outer spectral factor Θ for TR is given by

Θ(z) = Δ1/2 + Δ1/2ΠET−1
R (zI − S∗)−1S∗TRΠ∗E ,

ΠE =
[
I 0 0 0 · · · ] : �2+(E) → E . (10.2.1)

Here S is the unilateral shift on �2+(E), while ΠE is the operator which picks out
the first component of �2+(E). Finally, Δ is the strictly positive operator on E
determined by

Δ = (ΠET−1
R Π∗E)

−1. (10.2.2)

Proof. Theorem 7.1.1 shows that TR is a strictly positive operator on �2+(E) if and
only if TR = T ∗ΘTΘ where Θ is an invertible outer function in H∞(E , E).

Now assume that TR is a strictly positive Toeplitz operator on �2+(E). Let
{U on K,Γ} be any controllable isometric representation for TR, and W its corre-
sponding controllability matrix, that is,

W =
[
Γ UΓ U2Γ · · · ] .
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Recall that TR = W 	W . Because TR is invertible and {U,Γ} is controllable, it
follows that W defines an invertible operator from �2+(E) onto K; see the proof of
Theorem 7.1.1. Moreover, TR = W ∗W and UW = WS. (Because U is similar to S,
the isometries U and S are unitarily equivalent; see Theorem 1.3.3. In particular,
U is a unilateral shift.)

To obtain the formula for the outer spectral factor Θ for TR in (10.2.1), recall

Θ(z) = zΠY(zI − U∗)−1Γ (z ∈ D+) (10.2.3)

where Y = kerU∗; see equation (5.2.2) in Theorem 5.2.1. By taking the adjoint of
U = WSW−1, we obtain U∗ = W−∗S∗W ∗. Since Π∗EE = kerS∗, we see that

kerU∗ = {y ∈ K : W ∗y ∈ Π∗EE}.
In other words, Y = kerU∗ = W−∗Π∗EE . Let E be the operator from E into �2+(Y)
given by E = W−∗Π∗E . The operator E is one to one and the range of E equals
Y. Hence the orthogonal projection PY onto the subspace Y can be computed by

PY = E (E∗E)−1
E∗ = W−∗Π∗E(ΠEW

−1W−∗Π∗E)
−1ΠEW−1

= W−∗Π∗E(ΠET
−1
R Π∗E)

−1ΠEW−1 = W−∗Π∗EΔΠEW−1.

For x in �2+(Y), we have

‖ΠYx‖2 = ‖PYx‖2 = ‖Δ1/2ΠEW−1x‖2.
This implies that there exists a unitary operator Φ mapping Y onto E such that
ΦΠY = Δ1/2ΠEW−1. Since we do not distinguish between two outer spectral
factors which are equal up to a constant unitary operator on the left, the outer
spectral factor Θ for TR is given by

Θ(z) = zΦΠY(zI − U∗)−1Γ

= zΔ1/2ΠEW−1(zI −W−∗S∗W ∗)−1Γ

= zΔ1/2ΠEW−1W−∗(zI − S∗)−1W ∗WΠ∗E
= zΔ1/2ΠET−1

R (zI − S∗)−1TRΠ∗E
= Δ1/2 + Δ1/2ΠET−1

R (zI − S∗)−1S∗TRΠ∗E .

This yields the formula for Θ in (10.2.1). �
Remark 10.2.2. Assume that TR is a strictly positive operator on �2+(E) and Θ is
its outer spectral factor. Then one can use the formula for Θ in (10.2.1) to show
that the inverse of Θ is determined by

Θ(z)−1 = zΠE(zI − S∗)−1T−1
R Π∗EΔ

1/2 = (F+
E T

−1
R Π∗E)(z)Δ

1/2. (10.2.4)

This is precisely the formula for Θ−1 presented in Theorem 7.1.1.
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Theorem 10.2.3. Let TR be a rational strictly positive Toeplitz operator on �2+(E).
Let {A,B, Ĉ, R0/2} be a stable controllable realization for the positive real function
F corresponding to TR, that is, {Rn}∞0 forms the first column of TR and F =
R0/2 +

∑∞
1 z−nRn. Then the outer spectral factor Θ for TR is given by

Θ(z) = D + C(zI −A)−1B,

D = (R0 −B∗PB)1/2,

C = D−1(Ĉ −B∗PA), (10.2.5)

P = W ∗
o T

−1
R Wo.

Here Wo is the observability operator determined by

Wo =

⎡⎢⎢⎢⎣
Ĉ

ĈA

ĈA2

...

⎤⎥⎥⎥⎦ : X → �2+(E). (10.2.6)

This P is the unique stabilizing solution to the algebraic Riccati equation (10.1.3).

Proof. Recall that Rn = ĈAn−1B for all integers n ≥ 1. Hence TR admits a matrix
representation of the form

TR =
[

R0 B∗W ∗
o

WoB TR

]
on
[ E
�2+(E)

]
. (10.2.7)

Using P = W ∗
o T

−1
R Wo, the Schur compliment � for TR with respect to R0 is

determined by
� = R0 −B∗W ∗

o T
−1
R WoB = R0 −B∗PB.

Because TR is strictly positive,� is also strictly positive. By employing the matrix
inversion formula in Lemma 7.2.1, we obtain

T−1
R =

[ �−1 −�−1B∗W ∗
o T

−1
R

−T−1
R WoB�−1 T−1

R + T−1
R WoB�−1B∗W ∗

o T
−1
R

]
on
[ E
�2+(E)

]
.

Notice that �−1 = ΠET−1
R Π∗E . Moreover, S∗Wo = WoA, where S is the

unilateral shift on �2+(E). So for any z in D+, we have (zI −S∗)Wo = Wo(zI −A).
By taking appropriate inverses, we arrive at

(zI − S∗)−1Wo = Wo(zI −A)−1.

The matrix decomposition for TR in (10.2.7) yields S∗TRΠ∗E = WoB. Observe that
Wo admits a matrix decomposition of the form

Wo =
[

Ĉ
WoA

]
: X →

[ E
�2+(E)

]
. (10.2.8)
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By employing this in the previous 2× 2 matrix decomposition of T−1
R , we have

ΠET−1
R Wo = Δ−1(Ĉ −B∗PA).

The state space representation for Θ in (10.2.1) with Δ1/2 = (R0 − B∗PB)1/2,
yields

Θ(z) = Δ1/2 + Δ1/2ΠET−1
R (zI − S∗)−1S∗TRΠ∗E

= Δ1/2 + Δ1/2ΠET−1
R (zI − S∗)−1WoB

= Δ1/2 + Δ1/2ΠET−1
R Wo(zI −A)−1B

= Δ1/2 + Δ−1/2(Ĉ −B∗PA)(zI −A)−1B.

Therefore the outer spectral factor Θ for TR is given by (10.2.5).
To complete the proof it remains to show that P = W ∗

o T
−1
R Wo is a stabilizing

solution to the algebraic Riccati equation (10.1.3). To this end, observe that

P = W ∗
o T

−1
R Wo

=
[
Ĉ∗ A∗W ∗

o

]
×
[ �−1 −�−1B∗W ∗

o T
−1
R

−T−1
R WoB�−1 T−1

R + T−1
R WoB�−1B∗W ∗

o T
−1
R

] [
Ĉ

WoA

]
=
[
Ĉ∗ A∗W ∗

o

] [ �−1Ĉ −�−1B∗PA
−T−1

R WoB�−1Ĉ + T−1
R WoA+ T−1

R WoB�−1B∗PA

]
= Ĉ∗�−1Ĉ − Ĉ∗�−1B∗PA−A∗PB�−1Ĉ +A∗PA+A∗PB�−1B∗PA

= A∗PA+ Ĉ∗�−1(Ĉ −B∗PA)−A∗PB�−1(Ĉ −B∗PA)

= A∗PA+ (Ĉ∗ −A∗PB)�−1(Ĉ −B∗PA)

= A∗PA+ (Ĉ −B∗PA)∗(R0 −B∗PB)−1(Ĉ −B∗PA).

Therefore P = W ∗
o T

−1
R Wo is a positive solution to the algebraic Riccati equation

in (10.1.3).
By construction {A,B,C,D} is a stable controllable realization for the in-

vertible outer function Θ. According to Lemma 4.4.2, the feedback operator

J = A−BD−1C = A−B(R0 −B∗PB)−1(Ĉ −B∗PA) (10.2.9)

is stable. So P is a stabilizing solution to the Riccati equation (10.1.3). �

10.3 The Riccati Difference Equation

Let {A on X , B, Ĉ, R0/2} be a controllable, stable, finite dimensional realization
for a L(E , E)-valued function F , where R0 is strictly positive, and set R = F +F ∗
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on the unit circle. By Theorem 10.1.4, the Toeplitz matrix TR = TF +T ∗F admits a
square outer factor if and only if there exists a positive solution P to the algebraic
Riccati equation

P = A∗PA+ (Ĉ −B∗PA)∗(R0 −B∗PB)−1(Ĉ −B∗PA). (10.3.1)

Recall that P is a positive solution to (10.3.1) if P is a positive operator solv-
ing (10.3.1) and R0 − B∗PB is strictly positive. Consider the Riccati difference
equation

Pn+1 = A∗PnA+ (Ĉ −B∗PnA)∗(R0 −B∗PnB)−1(Ĉ −B∗PnA) (P0 = 0).
(10.3.2)

For Pn+1 to be well defined R0 − B∗PjB must be invertible for all 0 ≤ j ≤ n. In
fact, in our applications we will require R0 −B∗PjB to be strictly positive for all
j. So if R0 − B∗PnB is singular, then we simply say that Pn+1 is undefined. We
say that P∞ is a positive steady state solution to the Riccati difference equation in
(10.3.2) if Pn converges to a positive operator P∞ and the operator R0−B∗P∞B
is strictly positive. (Of course, we assume that R0 −B∗PnB are invertible for all
n ≥ 0.) If there exists a positive steady state solution P∞ to the Riccati difference
equation (10.3.2), then P∞ is a positive solution to the algebraic Riccati equation
in (10.3.1). So the Toeplitz matrix TR is positive and admits an outer spectral
factor; see Theorem 10.1.4. In this case, P∞ is the marginally stabilizing solution
to the algebraic Riccati equation (10.3.1).

Theorem 10.3.1. Assume that {A,B, Ĉ, R0/2} is a stable, controllable, finite di-
mensional realization of a L(E , E)-valued function F where R0 > 0. Let TR =
TF +T ∗F be the Toeplitz matrix corresponding to R = F+F ∗. Let Pn be the solution
to the Riccati difference equation in (10.3.2). Then the following are equivalent.

(i) The Toeplitz matrix TR is positive and admits a square outer spectral factor
Θ.

(ii) The algebraic Riccati equation (10.3.1) admits a positive marginally stabiliz-
ing solution.

(iii) There exists a positive scalar δ > 0 such that

R0 −B∗PnB ≥ δI > 0 (for all n ≥ 0). (10.3.3)

(iv) The solution set {Pn}∞0 to the Riccati difference equation in (10.3.2) is in-
creasing, uniformly bounded and

R0 −B∗P∞B > 0 where P∞ = lim
n→∞Pn. (10.3.4)

If (i), (ii), (iii) or (iv) hold, then the outer spectral factor Θ for TR is given by

Θ(z) = D + C(zI −A)−1B,

D = (R0 −B∗P∞B)1/2, (10.3.5)

C = D−1(Ĉ −B∗P∞A).
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Finally, P∞ is the marginally stabilizing solution for the Riccati equation (10.3.1).

Proof. Theorem 10.1.4 shows that Parts (i) and (ii) are equivalent. Let Wo,n be
the operator from X into En = ⊕n

1E defined by

Wo,n =
[
Ĉ ĈA ĈA2 · · · ĈAn−1

]tr
. (10.3.6)

Here X is the state space for A. As before, let TR,n be the n× n Toeplitz matrix
contained in the upper left-hand corner of TR, that is, R =

∑∞
−∞ e−ıωnRn and

TR,n =

⎡⎢⎢⎢⎣
R0 R∗1 · · · R∗n−1

R1 R0 · · · R∗n−2
...

...
. . .

...
Rn−1 Rn−2 · · · R0

⎤⎥⎥⎥⎦ on En. (10.3.7)

Recall that Rj = Fj for j ≥ 1 is the j-th Taylor coefficient of z−j for F . Using
Rj = ĈAj−1B, it follows that TR, n+1 admits a matrix partition of the form

TR, n+1 =
[

R0 B∗W ∗
o,n

Wo,nB TR,n

]
on
[ E
En

]
. (10.3.8)

For the moment assume that TR,n is strictly positive and set Pn = W ∗
o,nT

−1
R,nWo,n.

Then the Schur complement Δn+1 for TR,n+1 is given by

Δn+1 = R0 −B∗PnB where Pn = W ∗
o,nT

−1
R,nWo,n; (10.3.9)

see Lemma 7.2.1. So according to Corollary 7.4.3, the Toeplitz operator TR admits
a square outer spectral factor Θ if and only if

Δn+1 = R0 −B∗PnB ≥ δI (for all n ≥ 0 and some δ > 0). (10.3.10)

In this case, {R0−B∗PnB} forms a decreasing sequence of positive operators such
that

Θ(∞)∗Θ(∞) = lim
n→∞ (R0 −B∗PnB) (10.3.11)

where Θ is the outer spectral factor for TR. Moreover, TR,n is strictly positive for
all n.

If Part (i) holds, then the Schur complements Δn satisfy (10.3.10). On the
other hand, if Part (iii) holds, then TR,n is strictly positive for all n; see Lemma
7.3.1. So if either Part (i) or (iii) hold, then TR,n is strictly positive for all n ≥ 1.
To show that Parts (i) and (iii) are equivalent, it remains to show that Pn =
W ∗

o,nT
−1
R,nWo,n is the solution to the Riccati difference equation (10.3.2) for all

n ≥ 0. Clearly, this holds for n = 1. Now let us use induction and assume that
Pn = W ∗

o,nT
−1
R,nWo,n is the n-th solution to the Riccati difference equation (10.3.2).
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By employing the matrix inversion Lemma 7.2.1 on the partition for TR,n+1 in
(10.3.8), we obtain

Pn+1 = W ∗
o,n+1T

−1
R,n+1Wo,n+1

=
[
Ĉ∗ A∗W ∗

o,n

]
×
[

Δ−1 −Δ−1B∗W ∗
o,nT

−1
R,n

−T−1
R,nWo,nBΔ−1 T−1

R,n + T−1
R,nWo,nBΔ−1B∗W ∗

o,nT
−1
R,n

] [
Ĉ

Wo,nA

]
= A∗PnA+ (Ĉ −B∗PnA)∗(R0 −B∗PnB)−1(Ĉ −B∗PnA)

where Δ = Δn+1 = R0−B∗PnB. This is precisely the Riccati difference equation
in (10.3.2). Therefore Parts (i) and (iii) are equivalent.

Now assume that Part (iii) holds. We claim that {Pn} forms an increasing
sequence of operators. To see this, observe that TR,n+1 admits a decomposition of
the form

TR,n+1 =
[
TR,n X∗

X R0

]
on
[En

E
]

(10.3.12)

where X =
[
Rn Rn−1 · · · R1

]
. Because TR,n is invertible, TR,n+1 admits a

Schur factorization of the form

TR,n+1 =
[

I 0
XT−1

R,n I

] [
TR,n 0

0 R0 −XT−1
R,nX

∗

] [
I T−1

R,nX
∗

0 I

]
. (10.3.13)

Since TR,n+1 is strictly positive, the Schur complement Λ = R0−XT−1
R,nX

∗ is also
strictly positive. In particular, the inverse of TR,n+1 is given by

T−1
R,n+1 =

[
I −T−1

R,nX
∗

0 I

] [
T−1

R,n 0
0 Λ−1

] [
I 0

−XT−1
R,n I

]
. (10.3.14)

So using Wo,n+1 = [Wo,n, ĈA
n]tr along with x in X , we have

(Pn+1x, x) = (T−1
R,n+1Wo,n+1x,Wo,n+1x)

= (T−1
R,n+1(Wo,nx⊕ ĈAnx),Wo,nx⊕ ĈAnx) (10.3.15)

= (T−1
R,nWo,nx,Wo,nx) + ‖Λ−1/2(−XT−1

R,nWo,n + ĈAn)x‖2
≥ (Pnx, x).

Therefore Pn ≤ Pn+1, and {Pn} is increasing.
Now let us show that the sequence {Pn} is uniformly bounded. Recall that

{R0−B∗PnB} forms a decreasing sequence which converge to the strictly positive
operator Θ(∞)∗Θ(∞). Hence {B∗PnB} forms an increasing sequence of positive
operators which converge to a bounded operator M . By applying B∗ to the left
and B on the right of the Riccati difference equation in (10.3.2), we see that

B∗Pn+1B = B∗A∗PnAB +B∗(Ĉ −B∗PnA)∗(R0 −B∗PnB)−1(Ĉ −B∗PnA)B
≥ B∗A∗PnAB.
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Hence B∗A∗PnAB ≤ B∗Pn+1B. So B∗A∗PnAB ≤ M for all n. Multiplying
(10.3.2) by B∗A∗ on the left and AB on the right, we obtain B∗A∗Pn+1AB ≥
B∗A∗2PnA

2B. Since B∗A∗Pn+1AB ≤ B∗Pn+2B, we see that B∗A∗2PnA
2B ≤M .

By continuing in this fashion B∗A∗kPnA
kB ≤ M for all k and n. This readily

implies that the diagonal entries of the positive operator

Qn =
[
B AB · · · Aν−1B

]∗
Pn

[
B AB · · · Aν−1B

]
(10.3.16)

are all bounded by M . Here ν is the dimension of the state space X . Since Qn is
positive and its diagonal entries are bounded by M , it follows that

‖Qn‖ ≤ trace Qn ≤ ν × trace M <∞.

Hence ‖Qn‖ ≤ γ < ∞ for all n. Because the pair {A,B} is controllable, the
operator [B,AB, · · · , Aν−1B] in (10.3.16) is onto X . Thus Pn ≤ αI for some
finite α. In fact, Pn = Ω∗QnΩ where Ω is the Moore-Penrose or right inverse of[
B AB · · · Aν−1B

]
. Hence Pn is uniformly bounded. Since the sequence

{Pn} is increasing and uniformly bounded, Pn converges to a positive operator
P∞. Equation (10.3.11) yields (10.3.4). Therefore Part (iv) holds.

If Part (iv) holds, then P∞ is a positive solution to the algebraic Riccati
equation in (10.3.1). According to Theorem 10.1.4, the Toeplitz operator TR ad-
mits a square outer spectral factor. In other words, Part (i) hold. Therefore Parts
(i) through (iv) are equivalent.

If any one of (i) through (iv) hold, then P∞ is a positive solution to the
algebraic Riccati equation in (10.3.1). Theorem 10.1.4 shows that Θ in (10.3.5) is
a spectral factor for TR. Corollary 7.4.3 with (10.3.11) guarantees that this Θ is
the outer spectral factor for TR. �

By consulting the finite section inversion Lemma 7.6.1, we obtain the follow-
ing result.

Remark 10.3.2. If TR defines a strictly positive operator on �2+(E), then Pn =
W ∗

o,nT
−1
R,nWo,n converges to P∞ = W ∗

o T
−1
R Wo.

10.4 A Riccati Approach to Inner-Outer Factorizations

In this section, we will use the Riccati equation to compute the inner-outer fac-
torization for rational functions which admit a square outer factor. Let G be a
rational function in H∞(E ,Y). Let us remind the reader that we always assume
that E and Y are both finite dimensional. For the moment assume that G admits
an inner-outer factorization of the form G = GiGo where Gi is inner and Go is a
square outer function. Since Go(∞) is invertible, without loss of generality, we can
assume that Go is a rational function in H∞(E , E) and Gi is an inner function in
H∞(E ,Y). Because Gi(eıω) is an isometry, dim E ≤ dimY. So if we are looking for
a square outer factor, we must assume that dim E ≤ dimY. Since G is a rational
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function in H∞(E ,Y), the function G(eıω) is well defined for all 0 ≤ ω ≤ 2π.
Furthermore,

G(eıω)∗G(eıω) = Go(eıω)∗Go(eıω) (0 ≤ ω ≤ 2π).

The outer factor Go is square if and only if Go(eıω) is invertible everywhere except
possibility at a finite number of points on the unit circle. In other words, G admits
a square outer factor if and only if det[G(eıω)∗G(eıω)] is nonzero everywhere except
at a finite number of points.

Let {A on X , B, C,D} be a stable, controllable, finite dimensional realization
for G in H∞(E ,Y) where dim E ≤ dimY. Assume that G admits a square outer
factor. Here we shall first present a special algebraic Riccati equation and its
corresponding state space formula for computing Gi and Go. Then we will derive
this algebraic Riccati equation. To compute a state space realization for Gi and
Go, let X be the marginally stabilizing, positive solution to the algebraic Riccati
equation

X = A∗XA−(D∗C+B∗XA)∗(D∗D+B∗XB)−1(D∗C+B∗XA)+C∗C . (10.4.1)

As expected,X is a positive solution to (10.4.1) ifX is a positive operator satisfying
(10.4.1) where D∗D + B∗XB is strictly positive. Moreover, X is a marginally
stabilizing, positive solution if X is a positive solution to (10.4.1) and the feedback
operator

J = A−B(D∗D +B∗XB)−1(D∗C +B∗XA) (10.4.2)

has all its eigenvalues in the closed unit disc D. An operator X is a positive
stabilizing solution if X is a positive solution and J is stable. Finally, it is noted
that the algebraic Riccati equation in (10.4.1) can be rewritten as

X = (A−BΛ)∗X(A−BΛ) + (C −DΛ)∗(C −DΛ),

Λ = (D∗D +B∗XB)−1 (D∗C +B∗XA) . (10.4.3)

The marginally stabilizing solution X can also be obtained by taking the
limit of a certain Riccati difference equation. To be precise, consider the Riccati
difference equation

Xn+1 = (A−BΛn)∗Xn(A−BΛn) + (C −DΛn)∗(C −DΛn),

Λn = (D∗D +B∗XnB)−1 (D∗C + B∗XnA) ,
X0 = Q where Q = A∗QA+ C∗C. (10.4.4)

The set of all {Xn}∞0 are decreasing, that is, Xn+1 ≤ Xn. Notice that the initial
condition X0 = Q, the observability Gramian for the pair {C,A}. (If we choose
X0 = 0 for the initial condition, then D∗D+B∗0B = D∗D may not be invertible.
Moreover, if D is invertible, then Xn = 0 for all n when X0 = 0.) Finally, it is
emphasized that the following are equivalent:
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(i) The rational function G in H∞(E ,Y) admits an outer factor Go in H∞(E , E).

(ii) The algebraic Riccati equation (10.4.1) has a positive marginally stabilizing
solution.

(iii) There exists a δ > 0 such that

D∗D +B∗XnB ≥ δI (n ≥ 0). (10.4.5)

In this case, the marginally stabilizing positive solution to (10.4.1) or (10.4.3) is
given by

X = lim
n→∞Xn. (10.4.6)

Now assume that (i), (ii) or (iii) holds. To compute the inner-outer factor-
ization for G, recall that {A,B,C,D} is a stable, controllable, finite dimensional
realization for G. Let X be the marginally stabilizing positive solution for the al-
gebraic Riccati equation in (10.4.1). Let Co, Do, Ai, Bi, Ci and Di be the operators
defined by

Do = (D∗D +B∗XB)1/2,

Co = D−1
o (D∗C +B∗XA),

Ai = A−BD−1
o Co and Bi = BD−1

o , (10.4.7)

Ci = C −DD−1
o Co and Di = DD−1

o .

Then Σi = {Ai, Bi, Ci, Di} and Σo = {A,B,Co, Do} are controllable realizations
for the inner factor Gi and square outer factor Go for G, respectively. Notice that
the realizations Σi and Σo may not be observable. For example, if G = Go is
outer, then Gi = Di is a unitary constant, Ci = 0, and thus, Σi is not observable.
However, one can extract the minimal realizations from Σi and Σo by standard
state space techniques.

Let us show that the state space realizations for Gi and Go are indeed given
by (10.4.7). According to Lemma 6.2.3, the function G is a spectral factor for the
positive Toeplitz operator TR with symbol G∗G = R =

∑∞
−∞ e−ıωnRn generated

by the sequence

R0 = B∗QB +D∗D,

Rn = (B∗QA+D∗C)An−1B (n ≥ 1). (10.4.8)

In this case, Q is the observability Gramian for {C,A}. Moreover, if we set

Ĉ = D∗C +B∗QA and R0 = D∗D +B∗QB, (10.4.9)

then ĈAn−1B = Rn for all integers n ≥ 1 and R0 is specified in terms of D, B and
Q. By consulting Theorem 10.1.4, we see that TR admits a square outer spectral
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factor if and only if there exists a marginally stabilizing solution P to the following
algebraic Riccati equation:

P = A∗PA+ (Ĉ −B∗PA)∗(R0 −B∗PB)−1(Ĉ −B∗PA) (10.4.10)
= A∗PA

+ (D∗C +B∗(Q− P )A)∗(DD∗ +B∗(Q− P )B)−1(D∗C +B∗(Q− P )A).

By subtracting this equation from Q = A∗QA+C∗C, and setting X = Q−P , we
arrive at the algebraic Riccati equation in (10.4.1). If P is a marginally stabilizing
solution to the previous algebraic Riccati equation, then the feedback operator

J = A−B(R0 −B∗PB)−1(Ĉ −B∗PA)

= A−B(D∗D +B∗XB)−1(D∗C +B∗XA) (10.4.11)

has all its eigenvalues in the closed unit disc D. In other words, X = Q − P is a
marginally stabilizing solution for the algebraic Riccati equation in (10.4.1). Let
Co and Do be the operators defined in (10.4.7). In this case, Theorem 10.1.4 shows
that Σo = {A,B,Co, Do} is a state space realization for the outer spectral factor
for TR. Since R = G∗G, it follows that Σo is a state space realization for the outer
spectral factor for G.

Because {A,B,Co, Do} is a realization of Go, the inverse of Go(z) is given
by

Go(z)−1 = D−1
o −D−1

o Co

(
zI − (A−BD−1

o Co)
)−1

BD−1
o .

Using this with {Ai, Bi, Ci, Di} defined in (10.4.7), we arrive at

Gi(z) = G(z)Go(z)−1

= (D + C(zI −A)−1B)

× (D−1
o −D−1

o Co(zI − (A−BD−1
o Co))−1BD−1

o

= DD−1
o −DD−1

o Co(zI − (A−BD−1
o Co))−1BD−1

o

+ C(zI −A)−1[I −BD−1
o Co(zI − (A−BD−1

o Co))−1]BD−1
o

= DD−1
o −DD−1

o Co(zI −Ai)−1BD−1
o

+ C(zI −A)−1[(zI − (A− BD−1
o Co)−BD−1

o Co](zI −Ai)−1BD−1
o

= DD−1
o −DD−1

o Co(zI −Ai)−1BD−1
o + C(zI −Ai)−1BD−1

o

= DD−1
o + (C −DD−1

o Co)(zI −Ai)−1BD−1
o

= Di + Ci(zI −Ai)−1Bi.

Therefore {Ai, Bi, Ci, Di} is state space realization for the inner part Gi of G.
To obtain the Riccati difference equation in (10.4.4), observe that the Ric-

cati difference equation in (10.3.2) corresponding to our data {A,B, Ĉ, R0/2} in
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(10.4.9) is given by

Pn+1 = A∗PnA (10.4.12)

+ (D∗C +B∗(Q− Pn)A)∗(D∗D +B∗(Q− Pn)B)−1(D∗C +B∗(Q− Pn)A).

Recall that {Pn}∞0 is an increasing sequence of positive operators which converge
to P , the marginally stabilizing solution to (10.4.10), where P0 = 0. By setting
Xn = Q−Pn and employing Q = A∗QA+C∗C, we arrive at the Riccati difference
equation

Xn+1 = A∗XnA+ C∗C (10.4.13)

− (D∗C +B∗XnA)∗(D∗D +B∗XnB)−1(D∗C +B∗XnA).

Theorem 10.3.1 guarantees that Parts (i) to (iii) are equivalent. So we see that
{Xn} is a decreasing sequence of operators which converge to the marginally sta-
bilizing solution for the algebraic Riccati equation in (10.4.1).

To obtain the form of the Riccati difference equation in (10.4.4), observe that

Xn+1 = A∗XnA− (C∗D +A∗XnB)Λn + C∗C
= A∗Xn(A−BΛn)− C∗DΛn + C∗C
= (A−BΛn)∗Xn(A−BΛn) + Λ∗nB

∗Xn(A−BΛn)− C∗DΛn + C∗C
= (A−BΛn)∗Xn(A−BΛn)− Λ∗n(B∗XnB +D∗D)Λn + Λ∗nD

∗DΛn

+ Λ∗nB
∗XnA− C∗DΛn + C∗C

= (A−BΛn)∗Xn(A−BΛn)− Λ∗n(D∗C +B∗XnA) + Λ∗nD
∗DΛn

+ Λ∗nB
∗XnA− C∗DΛn + C∗C

= (A−BΛn)∗Xn(A−BΛn) + C∗C + Λ∗nD
∗DΛn − Λ∗nD

∗C − C∗DΛn

= (A−BΛn)∗Xn(A−BΛn) + (C −DΛn)∗(C −DΛn). (10.4.14)

This yields the Riccati difference equation in (10.4.4). The form of the Riccati
difference equation in (10.4.4) guarantees that Xn is positive for all n ≥ 0. By
dropping the subscript n and n+ 1 in (10.4.13) and mimicking the calculation in
(10.4.14), we obtain the form of the algebraic Riccati equation in (10.4.3).

To complete this section, let us observe that there is only one marginally
stabilizing positive solution to the algebraic Riccati equation in (10.4.1). To see
this, assume that X is a marginally stabilizing positive solution (10.4.1). Then
P = Q−X is a self-adjoint solution to the algebraic Riccati equation in (10.4.10).
Since R0−B∗PB = D∗D+B∗XB is strictly positive, by consulting (10.4.10), we
obtain P ≥ A∗PA. According to Lemma 10.1.3, the operator P is positive. So P
is a positive solution to the algebraic Riccati equation in (10.4.10). Because the
feedback operator J in (10.4.11) is marginally stable, P is the unique marginally
stabilizing positive solution to (10.4.10). Since the marginally stabilizing solution
is unique, X = Q− P is also uniquely determined.
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10.5 The Outer Factor for γ2I −G∗G

Assume that G is a rational function in H∞(E ,Y) satisfying ‖G‖∞ < γ. Let R be
the function in L∞(E , E) defined by R(eıω) = γ2I −G(eıω)∗G(eıω) for all 0 ≤ ω ≤
2π. Then R and R−1 are both positive invertible functions in L∞(E , E). So the
Toeplitz matrix TR defines a strictly positive operator on �2+(E); see Proposition
2.5.1. In particular, R admits an invertible rational outer spectral factor Θ. To
compute this outer spectral factor, let {A,B,C,D} be a stable, controllable, finite
dimensional realization for G. Consider the algebraic Riccati equation

Y = A∗Y A+ C∗C (10.5.1)

+ (D∗C +B∗Y A)∗(γ2I −D∗D −B∗Y B)−1(D∗C +B∗Y A).

We say that Y is a positive solution to this Riccati equation if Y is a positive
operator satisfying (10.5.1) and γ2I−D∗D−B∗Y B is strictly positive. Moreover, Y
is a stabilizing solution if Y is a positive solution to (10.5.1) and the corresponding
feedback operator

J = A+B(γ2I −D∗D −B∗Y B)−1(D∗C +B∗Y A) (10.5.2)

is stable. Finally, it is noted that if a stabilizing solution exists, then it is unique.
If Y is any self-adjoint solution to the algebraic Riccati equation in (10.5.1)

such that γ2I−D∗D−B∗Y B is strictly positive, then Y is a positive solution. To
see this simply observe that Y ≥ A∗Y A where A is stable. Lemma 10.1.3 shows
that Y is positive.

The Riccati difference equation corresponding to (10.5.1) is determined by

Yn+1 = A∗YnA+ C∗C

+ (D∗C +B∗YnA)∗(γ2I −D∗D −B∗YnB)−1(D∗C +B∗YnA)
Y0 = Q where Q = A∗QA+ C∗C. (10.5.3)

The initial condition Y0 = Q is the observability Gramian for the pair {C,A}.
In this setting, the set {Yn}∞0 forms an increasing sequence of positive operators.
Moreover, Yn converges to a positive operator Y if and only if there exists a δ > 0
such that

γ2I −D∗D −B∗YnB ≥ δI (n ≥ 0). (10.5.4)

In this case, Y is a positive solution to the algebraic Riccati equation in (10.5.1).
Moreover, the following are equivalent:

(i) The algebraic Riccati equation in (10.5.1) admits a positive stabilizing solu-
tion.

(ii) There exists a δ > 0 such that (10.5.4) holds and the feedback operator J is
stable when Y = limn→∞ Yn.
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In this case, Y is the unique stabilizing solution to the algebraic Riccati equation
in (10.5.1).

Proposition 10.5.1. Let {A,B,C,D} be a stable, controllable realization for a ra-
tional function G in H∞(E ,Y). Then ‖G‖∞ < γ if and only if there exists a
stabilizing solution Y to the algebraic Riccati equation in (10.5.1). In this case,
the stabilizing solution is unique. Moreover, the invertible outer spectral factor Θ
for γ2I −G∗G is given by

Θ(z) = Do + Co(zI −A)−1B,

Do = (γ2I −D∗D −B∗Y B)1/2,

Co = −D−1
o (D∗C +B∗Y A). (10.5.5)

Finally, ‖G‖∞ equals the infimum over the set of all γ > 0 such that the algebraic
Riccati equation in (10.5.1) admits a stabilizing solution.

Proof. Set R = γ2I − G∗G. Since R is in L∞(E , E), the Toeplitz matrix TR is
a well-defined self-adjoint operator on �2+(E). Moreover, ‖G‖∞ < γ if and only
if TR is strictly positive, or equivalently, TR admits an invertible outer spectral
factor. Notice that TR = γ2I −TG∗G. By consulting Lemma 6.2.3, we see that the
components of the Toeplitz matrix (TR)j,k = Rj−k are determined by

R0 = γ2I −D∗D −B∗QB,
Rn = ĈAn−1B (for n ≥ 1),

Ĉ = −(D∗C +B∗QA). (10.5.6)

As before, Q is the observability Gramian for the pair {C,A}.
Now we can use Theorem 10.1.4, to determine whether or not TR admits a

square outer spectral factor. Using the expressions for R0 and Ĉ in (10.5.6), the
algebraic Riccati equation for P in (10.1.3) becomes

P = A∗PA + (Ĉ − B∗PA)∗(R0 − B∗PB)−1(Ĉ − B∗PA) (10.5.7)

= A∗PA

+ (D∗C + B∗(Q + P )A)∗(γ2I − D∗D − B∗(Q + P )B)−1(D∗C + B∗(Q + P )A).

The Toeplitz operator TR admits a square outer spectral factor if and only if
the algebraic Riccati equation (10.5.7) admits a positive solution. Moreover, TR

admits an invertible outer spectral factor if and only if (10.5.7) admits a stabilizing
solution. In other words, ‖G‖∞ < γ if and only if (10.5.7) admits a stabilizing
solution. In particular, if ‖G‖∞ < γ, then (10.5.7) admits a stabilizing solution.
On the other hand, if (10.5.7) admits a positive solution, then TR = γ2I − T ∗GTG

is positive, and thus, ‖G‖∞ ≤ γ. Therefore ‖G‖∞ equals the infimum over the set
of all γ such that the Riccati equation in (10.5.7) admits a stabilizing solution.

If we add the observability Gramian Q = A∗QA + C∗C to (10.5.7) and
set Y = Q + P , we arrive at the algebraic Riccati equation for Y in (10.5.1).
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We claim that P is a positive solution to (10.5.7) if and only if Y = Q + P is
a positive solution to (10.5.1). Obviously, if P is a positive solution to (10.5.7),
then Y = Q + P is a positive solution to (10.5.1). On the other hand, if Y is a
positive solution to (10.5.1), then P = Y − Q is a self-adjoint operator solving
the algebraic Riccati equation (10.5.7) and R0 −B∗PB = γ2I −D∗D−B∗Y B is
strictly positive. Therefore P is a positive solution to (10.5.7), which proves our
claim. So ‖G‖∞ equals the infimum over the set of all γ > 0 such that the algebraic
Riccati equation for Y in (10.5.1) admits a stabilizing solution. This yields the last
part of the proposition.

Recall that P is a stabilizing solution to (10.5.7) if P is a positive solution
to (10.5.7) and the feedback operator

J = A− B(R0 −B∗PB)−1(Ĉ −B∗PA)

= A+ B(γ2I −D∗D −B∗Y B)−1(D∗C +B∗Y A)

is stable. By consulting (10.5.2), we see that this is the same feedback operator
for the algebraic Riccati equation (10.5.1). Thus Y is a stabilizing solution for
(10.5.1) if and only if P = Y −Q is a stabilizing solution for (10.5.7). Because the
stabilizing solution P for (10.5.7) is unique, there is a unique stabilizing solution
Y for (10.5.1).

To complete the proof, assume that ‖G‖∞ < γ and Y is the stabilizing
solution to the algebraic Riccati equation (10.5.1). Then P = Y −Q is the stabi-
lizing solution to the algebraic Riccati equation (10.5.7). According to Theorem
10.1.4, the outer spectral factor Θ for γ2I − G∗G is given by (10.1.7) where R0

and Ĉ are now specified by (10.5.6). Using this R0 and Ĉ in (10.1.7) along with
P = Po = Y −Q, we arrive at the state space realization for Θ in (10.5.5). �

Now let us verify our comments concerning the limit of Riccati difference
equations in (10.5.3). The Riccati difference equation corresponding to the alge-
braic Riccati equation in (10.5.7) is given by

Pn+1 = A∗PnA

+ (D∗C + B∗(Q + Pn)A)∗(γ2I − D∗D − B∗(Q + Pn)B)−1(D∗C + B∗(Q + Pn)A).

The initial condition is P0 = 0. In this setting the bounds in (10.3.3) and (10.5.4)
are equivalent. According to Theorem 10.3.1, the {Pn} forms an increasing se-
quence of positive operators. Moreover, Pn converge to an operator P if and only
if P is the marginally stabilizing solution of the algebraic Riccati equation in
(10.5.7). Observe that the difference equation in (10.5.3) is obtained by setting
Yn = Q + Pn subject to the initial condition Y0 = Q. Therefore {Yn}∞0 forms
an increasing sequence of positive operators. Finally, Yn converges to a positive
operator Y and J is stable if and only if Y is a stabilizing solution to the algebraic
Riccati equation in (10.5.1).

The previous proposition shows that ‖G‖∞ is the infimum over the set of all
γ such that the algebraic Riccati equation (10.5.1) admits a stabilizing solution. So
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one can compute ‖G‖∞ by iterating on γ to find the smallest γ such that (10.5.1)
admits a stabilizing solution. Finally, it is noted that in the scalar case, one can
also use fast Fourier transform techniques to efficiently compute the L∞ norm of
any rational function in H∞.
Remark 10.5.2. Recall that any rational contractive analytic function admits a
contractive realization; see Section 7.8. Let us compute a contractive realization
for any rational contractive analytic function G such that ‖G‖∞ < 1. To this end,
let {A,B,C,D} be any minimal realization for a rational function G in H∞(E ,Y),
and assume that ‖G‖∞ < 1. Let Y be the stabilizing solution to the algebraic
Riccati equation

Y = A∗Y A+(D∗C+B∗Y A)∗(I−D∗D−B∗Y B)−1(D∗C+B∗Y A)+C∗C. (10.5.8)

Then [
A∗ C∗

B∗ D∗

] [
Y 0
0 I

] [
A B
C D

]
≤
[
Y 0
0 I

]
. (10.5.9)

Finally,
Σ = {Y 1/2AY −1/2, Y 1/2B,CY −1/2, D}

is a minimal, contractive realization for G.
To verify this, let Co and Do be the operators defined by equation (10.5.5)

where γ = 1. Proposition 10.5.1 shows that {A,B,Co, Do} is a controllable real-
ization for the outer spectral factor Θ for R = I −G∗G. Using

Co = −(I −D∗D −B∗Y B)−1/2(D∗C +B∗Y A)

in (10.5.8), we obtain
Y = A∗Y A+ C∗oCo + C∗C.

Hence Y is the observability Gramian for the pair {[C Co

]tr
, A}. Remark 7.8.2

shows that (10.5.9) holds, and Σ is a contractive realization for G.

10.6 Darlington Synthesis

Let G be a rational function in H∞(E ,Y) and assume that ‖G‖∞ ≤ 1. The
Darlington synthesis problem is to find a two-sided inner function Ψ(z) in the
Hardy space H∞(E ⊕ Y,Y ⊕ E) of the form

Ψ(z) =
[

G(z) G12(z)
G21(z) G22(z)

]
. (10.6.1)

In this case, Ψ is called a Darlington extension of G.
To solve the Darlington synthesis problem, let {A on X , B, C,D} be any

minimal realization for a rational function G. Let Θ be the outer spectral fac-
tor for I − G∗G. Recall that Θ admits a controllable realization of the form



10.6. Darlington Synthesis 269

{A,B,Co, Do}; see Proposition 10.5.1. Let Y be the observability Gramian for the
pair {[C Co

]tr
, A}. If ‖G‖∞ < 1, then one can use γ = 1 in Proposition 10.5.1

to compute {A,B,Co, Do}. Moreover, in this case Y is the stabilizing solution to
the algebraic Riccati equation in (10.5.1). Using the singular value decomposition
(or “null” in Matlab), we can compute an isometry Γ mapping Y into X ⊕Y ⊕ E
of the form

Γ =

⎡⎣Γ1

Γ2

Γ3

⎤⎦ : Y →
⎡⎣XY
E

⎤⎦ such that ΓY = ker
[
A∗Y C∗ C∗o
B∗Y D∗ D∗o

]
. (10.6.2)

Now let B1 mapping Y into X , and D12 on Y, and D22 mapping Y into E be the
operators defined by⎡⎣B1

D12

D22

⎤⎦ =

⎡⎣Γ1

Γ2

Γ3

⎤⎦ (Γ∗1Y Γ1 + Γ∗2Γ2 + Γ∗3Γ3)−1/2. (10.6.3)

Then a state space realization for a solution to the Darlington synthesis problem
is given by

Ψ =
[
G(z) G12(z)
Θ(z) G22(z)

]
=
[
D D12

Do D22

]
+
[
C
Co

]
(zI −A)−1

[
B B1

]
.

(10.6.4)
In other words, Ψ is a Darlington extension of G. Finally, it is noted that Ψ and
G have the same McMillan degree.

To prove that Ψ in (10.6.4) is a Darlington extension of G, let us first recall
equation (7.8.9) in the proof of Theorem 7.8.1, that is,

[
A∗ C∗ C∗o
B∗ D∗ D∗o

]⎡⎣ Y 0 0
0 IY 0
0 0 IE

⎤⎦⎡⎣ A B
C D
Co Do

⎤⎦ =
[
Y 0
0 IE

]
. (10.6.5)

Since Y is strictly positive, rank(Y ⊕ IE) = dimX +dim E . Using this and the fact
that the rank of M∗M equals the rank of M , equation (10.6.5) implies that

dimX + dim E = rank

⎡⎣ Y 1/2A Y 1/2B
C D
Co Do

⎤⎦ = rank

⎡⎣ A B
C D
Co Do

⎤⎦ .
According to the rank nullity theorem, we obtain

dimY = dim ker
[
A∗Y C∗ C∗o
B∗Y D∗ D∗o

]
.

So there exists an isometry Γ from Y into X⊕Y⊕E whose range equals the kernel of
the previous 2× 3 block matrix, and this isometry admits a matrix representation
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of the form (10.6.2). By construction, B∗1Y B1 +D∗12D12 +D∗22D22 = I. Moreover,
(10.6.2) and (10.6.3) yield⎡⎣ A∗ C∗ C∗o

B∗ D∗ D∗o
B∗1 D∗12 D∗22

⎤⎦⎡⎣ Y 0 0
0 IY 0
0 0 IE

⎤⎦⎡⎣ A B B1

C D D12

Co Do D22

⎤⎦ =

⎡⎣ Y 0 0
0 IE 0
0 0 IY

⎤⎦ .
Recall that A is stable and Y is the observability Gramian for {[C Co

]tr
, A}.

By applying Theorem 4.2.1 to the systems matrix⎡⎣ A
[
B B1

][
C
Co

] [
D D12

Do D22

]⎤⎦ ,
we see that the transfer function Ψ in (10.6.4) is a two-sided inner function in
H∞(E ⊕ Y,Y ⊕ E). Since {A,B,C,D} is a minimal realization for G, it follows
that G is contained in the upper left-hand corner of Ψ. In other words, Ψ in
(10.6.4) is a Darlington extension of G.

Example. Consider the contractive analytic function g in Section 7.8.1 given by

g =
−0.7165z2 + 0.1796z − 0.0706

z3 − 0.2824z2− 0.0580z + 0.0003
,

θ =
0.6671z3− 0.2471z2− 0.1627z+ 0.0004497

z3 − 0.2824z2 − 0.058z + 0.0003
. (10.6.6)

Recall that ‖g‖∞ = .92, and θ is the outer spectral factor for 1− |g|2. Moreover,
a minimal realization {A,B,Ci, Di} for the inner function

[
g θ

]tr is given by

A =

⎡⎣ 0.0983 −0.3295 −0.0116
−0.4965 0.1097 −0.2787
0.0178 0.2840 0.0744

⎤⎦ , B =

⎡⎣0.8548
0.0515
0.0196

⎤⎦,

Ci =
[−0.8344 −0.0757 0.0294
−0.0882 0.3187 0.0154

]
and Di =

[
0

0.6671

]
. (10.6.7)

In this case, D = 0 and Do = 0.6671, while

C =
[−0.8344 −0.0757 0.0294

]
and Co =

[−0.0882 0.3187 0.0154
]
.

Hence {A,B,C, 0} is a realization for g, and {A,B,Co, Do} is a realization for θ.
Finally, the observability Gramian Y for the pair {Ci, A} is given by

Y =

⎡⎣0.7590 0 0
0 0.1934 0
0 0 0.0163

⎤⎦ . (10.6.8)
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In this case, Γ is an isometry mapping C into C5 = C3 ⊕ C⊕ C; see (10.6.2). By
using the “null” command in Matlab to compute Γ with (10.6.3), we arrived at

B1 =

⎡⎣−0.0663
−0.1433
−7.7815

⎤⎦ , D12 = 0.0004 and D22 = 0.0706.

By computing the transfer function for the last two components of Ψ, we obtained

g12 =
0.0004447z3− 0.1627z2− 0.2471z + 0.667

z3 − 0.2824z2 − 0.0580z+ 0.0003
,

g22 =
0.07058z3− 0.1796z2 + 0.7165z − 1.128× 10−5

z3 − 0.2824z2− 0.0580z + 0.0003
. (10.6.9)

In other words,

Φ =
[
g g12
θ g22

]
=
[
D D12

Do D22

]
+
[
C
Co

]
(zI −A)−1

[
B B1

]
(10.6.10)

is a Darlington extension of g.
To complete this section let us observe that one can use the finite section

method in Section 7.7 to compute the outer spectral factor θ for 1−|g|2. Then the
Kalman-Ho algorithm can be used to find a minimal realization {A,B,Ci, Di} for[
g θ

]tr. Then using {A,B,Ci, Di} one can follow the procedure in (10.6.2) and
(10.6.3) to compute a state space realization for the Darlington extension of g in
(10.6.10).

10.7 Riccati Equations

In this section, we will present some classical results concerning certain algebraic
Riccati equations arising in control theory. These results are used in the stability
analysis of the steady state Kalman filter; see Chapter 11. Consider the algebraic
Riccati equation determined by

P = A∗PA+ R11 − (B∗PA+ R21)
∗ (B∗PB +R22)

−1 (B∗PA+R21) . (10.7.1)

Here A is an operator on a finite dimensional space X and B maps the finite
dimensional space E into X . Throughout we assume that

R =
[
R11 R12

R21 R22

]
on
[X
E
]

(10.7.2)

is positive and R22 is strictly positive. Another form of the algebraic Riccati equa-
tion in (10.7.1) is given by

P = (A−BKP )∗P (A−BKP ) +
[
I −K∗P

] [R11 R12

R21 R22

] [
I

−KP

]
,

KP = (B∗PB +R22)
−1 (B∗PA+R21) . (10.7.3)
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To verify that the algebraic Riccati equations in (10.7.3) and (10.7.1) are equivalent
observe that

P = (A−BKP )∗P (A−BKP ) +
[
I −K∗P

] [R11 R12

R21 R22

] [
I

−KP

]
= A∗PA− 2�(A∗PBKP ) +K∗PB

∗PBKP +R11 − 2�(R12KP ) +K∗PR22KP

= A∗PA+R11 − 2�((B∗PA+R21)∗KP ) +K∗P (B∗PB +R22)KP

= A∗PA+R11 − 2�(K∗P (B∗PB +R22)KP ) +K∗P (B∗PB +R22)KP

= A∗PA+R11 −K∗P (B∗PB +R22)KP

= A∗PA+R11 − (B∗PA+R21)
∗ (B∗PB +R22)

−1 (B∗PA+R21) .

Thus the algebraic Riccati equations in (10.7.3) and (10.7.1) are identical. The
following result shows that the solution to the algebraic Riccati equation in (10.7.3)
can be obtained by passing to the limit in a corresponding Riccati difference
equation. The proof of this result will be given in Section 10.7.2.

Theorem 10.7.1. Consider the pair {A on X , B} where B maps E into X . Let Qn

be the solution for the Riccati difference equation

Qn+1 = A∗QnA+R11

(10.7.4)

− (B∗QnA+R21)
∗ (B∗QnB +R22)

−1 (B∗QnA+R21)

subject to the initial condition Q0 = 0. Moreover, assume that R in (10.7.2) is
positive and R22 is strictly positive. Finally, let Δ = R11 − R12R

−1
22 R21 be the

Schur complement for R with respect to R11. Then the following holds.

(i) The solution {Qn}∞0 forms an increasing sequence of positive operators. To
be precise, Qn ≤ Qn+1 for all integers n ≥ 0.

(ii) If the pair {A,B} is controllable, then Qn converges to a positive operator P
as n tends to infinity, that is,

P = lim
n→∞Qn. (10.7.5)

In this case, P is a positive solution for the algebraic Riccati equation in
(10.7.1) or equivalently, (10.7.3).

(iii) If {Δ, A − BR−1
22 R21} is observable and {A,B} is controllable and P is

any positive solution to the algebraic Riccati equation in (10.7.1), then P
is strictly positive. In this case, A−BKP is stable where KP is the feedback
operator defined in (10.7.3).

(iv) If {Δ, A−BR−1
22 R21} is observable and {A,B} is controllable, then there is

only one positive solution P to the algebraic Riccati equation in (10.7.1). In
this case, P is strictly positive. This solution is given by P = limn→∞Qn.
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Consider the positive operator R determined by

R =
[
C∗C 0

0 D∗D

]
on
[X
E
]
. (10.7.6)

Substituting this R into (10.7.1), we obtain the classical algebraic Riccati equation

P = A∗PA+ C∗C −A∗PB (B∗PB +D∗D)−1
B∗PA. (10.7.7)

Here {A on X , B, C,D} is a state space system where B maps E into X , the
operator C maps X into Y and D is a one to one operator mapping E into Y.
Another form for the algebraic Riccati equation in (10.7.7) is determined by

P = (A−BKP )∗P (A−BKP ) + C∗C +K∗PD
∗DKP ,

KP = (B∗PB +D∗D)−1B∗PA. (10.7.8)

By applying Theorem 10.7.1 with R in (10.7.6), we arrive at the following result.

Corollary 10.7.2. Consider the finite dimensional system {A on X , B, C,D} where
D∗D is invertible. Let Qn be the solution for the Riccati difference equation

Qn+1 = A∗QnA+ C∗C −A∗QnB (B∗QnB +D∗D)−1B∗QnA (10.7.9)

subject to the initial condition Q0 = 0. Then the following holds.

(i) The solution {Qn}∞0 forms an increasing sequence of positive operators. To
be precise, Qn ≤ Qn+1 for all integers n ≥ 0.

(ii) If the pair {A,B} is controllable, then Qn converges to a positive operator P
as n tends to infinity, that is,

P = lim
n→∞Qn. (10.7.10)

In this case, P is a positive solution for the algebraic Riccati equation in
(10.7.7) or equivalently, (10.7.8).

(iii) If {A,B,C,D} is controllable and observable and P is any positive solution
to the algebraic Riccati equation in (10.7.7), then P is strictly positive. In
this case, A−BKP is stable where KP = (B∗PB +D∗D)−1B∗PA.

(iv) If {A,B,C,D} is controllable and observable, then there is only one positive
solution P to the algebraic Riccati equation in (10.7.7). In this case, P is
strictly positive. Finally, this solution is given by P = limn→∞Qn.

Remark 10.7.3. For the moment, let Qn be the solution to the Riccati difference
equation in (10.7.4). Another form of this Riccati difference equation is given by

Qn+1 = (A−BKQn)∗Qn(A−BKQn) +
[
I −K∗Qn

] [R11 R12

R21 R22

] [
I

−KQn

]
,

KQn = (B∗QnB +R22)
−1 (B∗QnA+R21) . (10.7.11)
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Moreover, an equivalent form for the Riccati difference equation in (10.7.9) is
determined by

Qn+1 = (A−BKQn)∗Qn(A−BKQn) + C∗C +K∗Qn
D∗DKQn ,

KQn = (B∗QnB +D∗D)−1
B∗QnA. (10.7.12)

In applications it may be better to use the Riccati difference equation in (10.7.11),
respectively (10.7.12), rather than the Riccati difference equation in (10.7.4), re-
spectively (10.7.9). The solution Qn subject to the initial condition Q0 = 0 must
be positive. Observe that the Riccati difference equation in (10.7.11) or (10.7.12)
is the sum of positive terms, while the Riccati difference equation in (10.7.4) or
(10.7.9) is the sum of two positive terms and a negative term. In some applications
this negative term may numerically lead to a solution Qn which is not positive.
To avoid this problem one may want to use the Riccati difference equation in
(10.7.11) or (10.7.12). One can also numerically guarantee that Qn is positive by
forming the spectral decomposition of Qn and setting all the negative eigenvalues
for Qn equal to zero. For even better methods to numerically guarantee that Qn

is positive, see Kailath-Sayed-Hassibi [143].

10.7.1 The minimum principle

Now let us return to Theorem 10.7.1. If the pair {A,B} is not controllable, then the
solution Qn to the Riccati difference equation (10.7.4) may diverge. For example,
consider the system A = 2, B = 0 and R = I on C2. Then Qn+1 = 4Qn + 1
subject to the initial condition Q0 = 0. In this case, the solution Qn =

∑n−1
k=0 4k =

(4n − 1)/3 for n ≥ 1. Clearly, Qn approaches infinity as n tends to infinity.
To prove Theorem 10.7.1, we use the following result known as the minimum

principle.

Lemma 10.7.4 (Minimum principle.). Consider the pair {A on X , B}. Assume
that R in (10.7.2) is positive and R22 is strictly positive. Let Qn be the solution
to the Riccati difference equation (10.7.11) subject to the initial condition Q0. Let
Vn be the solution to the Riccati difference equation

Vn+1 = (A−BΦn)∗Vn(A−BΦn)

+
[
I −Φ∗n

] [R11 R12

R21 R22

] [
I
−Φn

]
(10.7.13)

where Φn is any operator mapping X into E, and V0 is the initial condition. If
Q0 ≤ V0, then Qn ≤ Vn for all integers n ≥ 0.

Our proof of this minimum principle is based on the following result.

Lemma 10.7.5. Consider the pair {A,B}. Assume that R in (10.7.2) is positive
and R22 is strictly positive. Let V be any positive operator on X and Φ an operator
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mapping X into E. Then we have

(A−BKV )∗V (A−BKV ) +
[
I −K∗V

] [R11 R12

R21 R22

] [
I

−KV

]
≤ (A−BΦ)∗V (A−BΦ) +

[
I −Φ∗

] [R11 R12

R21 R22

] [
I
−Φ

]
(10.7.14)

where the operator

KV = (B∗V B +R22)
−1 (B∗V A+R21) .

Finally, we have equality in (10.7.14) if and only if Φ = KV .

Proof. Let V 1/2 be the positive square root of V and R1/2 be the positive square
root of R. Let ΩΦ be the operator defined by the right-hand side of (10.7.14), that
is,

ΩΦ = (A−BΦ)∗V (A−BΦ) +
[
I −Φ∗

] [R11 R12

R21 R22

] [
I
−Φ

]
. (10.7.15)

For x in X , we have

(ΩΦx, x) = ‖V 1/2(A−BΦ)x‖2 + ‖R1/2 (x⊕−Φx) ‖2

=

∥∥∥∥∥∥
⎡⎣ V 1/2Ax

R1/2

[
I
0

]
x

⎤⎦−
⎡⎣ V 1/2B

R1/2

[
0
I

] ⎤⎦Φx

∥∥∥∥∥∥
2

. (10.7.16)

Now let T be the operator from E into X ⊕X ⊕ E and g the vector in X ⊕X ⊕ E
defined by

T =

⎡⎣ V 1/2B

R1/2

[
0
I

] ⎤⎦ and g =

⎡⎣ V 1/2A

R1/2

[
I
0

] ⎤⎦x. (10.7.17)

Clearly, g=gx is a linear function in x. By consulting (10.7.16), we have (ΩΦx, x) =
‖g − TΦx‖2. Hence

(ΩΦx, x) = ‖g − TΦx‖2 ≥ inf{‖g − Tu‖2 : u ∈ E}. (10.7.18)

Notice that T ∗T = B∗V B + R22. Since R22 is strictly positive, T ∗T is invert-
ible. By consulting standard least squares optimization theory, the solution to the
optimization problem in (10.7.18) is unique and given by

û = (T ∗T )−1T ∗gx = (B∗V B +R22)−1 (B∗V A+R21)x = KV x.

So the optimal solution û = KV x. By employing û = KV x in (10.7.18), we obtain

(ΩΦx, x) = ‖g − TΦx‖2 ≥ inf{‖g − Tu‖2 : u ∈ E}
= ‖g − TKV x‖2 = (ΩKV x, x). (10.7.19)
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Therefore ΩΦ ≥ ΩKV . Notice that ΩΦ = ΩKV if and only if ‖gx − TΦx‖ =
‖gx − TKV x‖ for all x in X . Because û = KV x is the unique solution to the
optimization problem in (10.7.18), we see that ΩΦ = ΩKV if and only if Φx = KV x
for all x, or equivalently, Φ = KV . �

Proof of the minimum principle Lemma 10.7.4. Recall that

KQn = (B∗QnB +R22)
−1 (B∗QnA+R21) ,

KVn = (B∗VnB +R22)
−1 (B∗VnA+R21) .

According to the hypothesis Q0 ≤ V0. Now let us apply induction and assume that
Qn ≤ Vn. By using Lemma 10.7.5 twice with KQn and KVn , we have

Qn+1 = (A−BKQn)∗Qn(A− BKQn) +
[
I −K∗Qn

] [R11 R12

R21 R22

] [
I

−KQn

]
≤ (A−BKVn)∗Qn(A−BKVn) +

[
I −K∗Vn

] [R11 R12

R21 R22

] [
I

−KVn

]
≤ (A−BKVn)∗Vn(A−BKVn) +

[
I −K∗Vn

] [R11 R12

R21 R22

] [
I

−KVn

]
≤ (A−BΦn)∗Vn(A−BΦn) +

[
I −Φ∗n

] [R11 R12

R21 R22

] [
I
−Φn

]
= Vn+1.

Therefore Qn+1 ≤ Vn+1. �

10.7.2 Proof of Theorem 10.7.1

Proof of Part (i). By assumption the initial condition Q0 = 0. (If Q0 is nonzero,
then the corresponding solution sequence {Qn} is not necessarily increasing.) We
claim that Qn+1 ≥ Vn where Vn is the solution to the Riccati difference equation
in (10.7.13), subject to the initial condition V0 = 0, and Φk−1 = KQk

for k ≥ 1
where KQk

= (B∗QkB +R22)
−1 (B∗QkA+R21). To prove this we use induction.

Since R12 = R∗21, we obtain

Q1 =
(
R11 −R12R

−1
22 R21

) ≥ 0 = V0.

Because R is positive, its Schur complement Q1 is positive. Hence Q1 ≥ V0.
Now let us proceed by induction and assume that Qk ≥ Vk−1 for some integer

k ≥ 2. By choosing Φk−1 = KQk
in (10.7.13), we have

Vk = (A−BKQk
)∗Vk−1(A−BKQk

)

+
[
I −K∗Qk

] [R11 R12

R21 R22

] [
I

−KQk

]
. (10.7.20)
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Subtracting (10.7.20) from (10.7.11) yields

Qk+1 − Vk = (A−BKQk
)∗ (Qk − Vk−1)(A−BKQk

) ≥ 0.

Thus Qk+1 ≥ Vk. By induction it follows that Qn+1 ≥ Vn for all integers n ≥ 0.
Using the minimum principle, Qn ≤ Vn ≤ Qn+1. Therefore {Qn}∞0 is an increasing
sequence of positive operators. �
Proof of Part (ii). Now assume that the pair {A,B} is controllable. Then we claim
that the sequence {Qn}∞0 is uniformly bounded, that is, there exists a finite con-
stant γ such that Qn ≤ γI for all integers n ≥ 0. Because the pair {A,B} is
controllable, there exists a feedback operator L from X into E such that A−BL
is stable, that is, all the eigenvalues of A − BL are contained in the open unit
disc; see [60, 140, 189]. By setting Φn = L for all n in (10.7.13), we arrive at the
following Riccati difference equation

Vn+1 = (A−BL)∗Vn(A−BL) +
[
I −L∗] [R11 R12

R21 R22

] [
I
−L
]
.

By recursively solving for Vn with V0 = 0, we see that

Vn =
n−1∑
j=0

(A−BL)∗j
[
I −L∗] [R11 R12

R21 R22

] [
I
−L
]

(A−BL)j .

Since the term between (A−BL)∗j and (A−BL)j is positive, this readily implies
that

Vn ≤
∞∑

j=0

(A−BL)∗j
[
I −L∗] [R11 R12

R21 R22

] [
I
−L
]

(A−BL)j = V∞.

Here we set V∞ equal to the infinite sum. Because A − BL is stable, V∞ is a
bounded positive operator. In particular, Vn ≤ V∞ where V∞ is the solution to
the Lyapunov equation

V∞ = (A−BL)∗V∞(A−BL) +
[
I −L∗] [R11 R12

R21 R22

] [
I
−L
]
.

By employing the minimum principle, Qn ≤ Vn ≤ V∞. Hence {Qn}∞0 is uniformly
bounded. Because {Qn}∞0 is a uniformly bounded, increasing sequence of posi-
tive operators, Qn converges to a positive operator P as n tends to infinity; see
Halmos [126]. So by passing to limits in the Riccati difference equation (10.7.11),
we arrive at a positive solution P to the algebraic Riccati equation in (10.7.1), or
equivalently, (10.7.3). �
Proof of Part (iii). Assume that {Δ, A − BR−1

22 R21} is observable and {A,B} is
controllable. Moreover, assume that P is any positive solution to the algebraic
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Riccati equation in (10.7.1). Then we claim that P is strictly positive and A−BKP

is stable. (Notice that we did not assume that P is given by the limit in (10.7.5).
The conclusions in Part (iii) follow from the hypothesis that P is a positive solution
to the algebraic Riccati equation and the corresponding pairs are controllable and
observable.) Recall that P is a solution to the algebraic Riccati equation

P = (A−BKP )∗P (A−BKP ) +
[
I −K∗P

] [R11 R12

R21 R22

] [
I

−KP

]
,

KP = (B∗PB +R22)
−1 (B∗PA+R21) . (10.7.21)

Let Δ1/2 on X be the positive square root of the Schur complement Δ =
R11−R12R

−1
22 R21 forR. Motivated by the Schur decomposition in (7.2.5) in Section

7.2, let Ω be the lower triangular operator defined by

Ω =
[

Δ1/2 0
R
−1/2
22 R21 R

1/2
22

]
on
[X
E
]
.

Because {Δ, A− BR−1
22 R21}, is observable, the pair {Δ1/2, A −BR−1

22 R21} is ob-
servable. A direct calculation shows that R = Ω∗Ω, and thus,

[
I −K∗P

]
R

[
I

−KP

]
=
[
I −K∗P

]
Ω∗Ω

[
I

−KP

]
.

By consulting (10.7.21), we see that P satisfies the Lyapunov equation

P = (A−BKP )∗P (A−BKP ) +
[
I −K∗P

]
Ω∗Ω

[
I

−KP

]
. (10.7.22)

We claim that the pair

Σ =
{

Ω
[

I
−KP

]
, A−BKP

}
(10.7.23)

is observable. According to the Popov-Belevitch-Hautus observability test, a pair
{Γ,Λ on X} is observable if and only if

rank
[
Λ− λI

Γ

]
= dimX (for all λ ∈ C);
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see Section 14.2. Because the pair {Δ1/2, A−BR−1
22 R21} is observable, we have

rank

⎡⎣A−BKP − λI

Ω
[

I
−KP

] ⎤⎦ = rank

⎡⎣ A−BKP − λI
Δ1/2

R
−1/2
22 R21 −R1/2

22 KP

⎤⎦
= rank

⎡⎣A−BKP − λI
Δ1/2

R−1
22 R21 −KP

⎤⎦
= rank

⎡⎣A−BKP −B(R−1
22 R21 −KP )− λI

Δ1/2

R−1
22 R21 −KP

⎤⎦
= rank

⎡⎣A−BR−1
22 R21 − λI
Δ1/2

R−1
22 R21 −KP

⎤⎦ = dimX

for all λ in C. The second equality follows by multiplying the last row by R−1/2
22 on

the left, and the third equality by multiplying the last row by B and subtracting
this from the first row. Clearly, these elementary operations do not change the
rank. Hence the pair Σ in (10.7.23) is observable.

We claim that P is strictly positive. To see this first let us show that the
kernel of P is an invariant subspace for A−BR−1

22 R21. If Px = 0 for some x in X ,
then the Lyapunov equation in (10.7.22) implies that

0 = (Px, x) = ‖P 1/2(A−BKP )x‖2 + ‖Ω
[

x
−KPx

]
‖2.

Thus P 1/2(A − BKP )x and Δ1/2x and R
1/2
22 (R−1

22 R21 − KP )x are all zero. This
implies that (R−1

22 R21 −KP )x is also zero and

P 1/2(A−BR−1
22 R21)x = P 1/2(A−BR−1

22 R21 + B(R−1
22 R21 −KP ))x = 0.

In particular, P (A−BR−1
22 R21)x = 0. So the kernel of P is an invariant subspace

for A − BR−1
22 R21. Let x be any eigenvector for A − BR−1

22 R21 in the kernel of
P , that is, assume that (A − BR−1

22 R21)x = λx for some nonzero vector x in the
kernel of P . Since Px = 0, our previous analysis shows that Δ1/2x = 0. Hence for
all integers k ≥ 0, we obtain

Δ1/2(A−BR−1
22 R21)kx = Δ1/2λkx = λkΔ1/2x = 0.

Because {Δ1/2, A − BR−1
22 R21} is observable, x must be zero. This contradicts

the fact that an eigenvector is nonzero. In other words, the kernel of P is zero.
Therefore P is strictly positive.
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The above analysis shows that the pair Σ in (10.7.23) is an observable, and P
is a strictly positive, solution to the Lyapunov equation in (10.7.22). By consulting
Section 14.4, we see that A−BKP is stable. �
Proof of Part (iv). To this end, assume that P and V are two arbitrary positive
solutions to the algebraic Riccati equation in (10.7.21). By implementing Lemma
10.7.5, we have

−P = −(A− BKP )∗P (A−BKP )− [I −K∗P
] [R11 R12

R21 R22

] [
I

−KP

]
≥ −(A− BKV )∗P (A−BKV )− [I −K∗V

] [R11 R12

R21 R22

] [
I

−KV

]
.

Adding this −P to

V = (A−BKV )∗V (A−BKV ) +
[
I −K∗V

] [R11 R12

R21 R22

] [
I

−KV

]
,

we obtain
V − P ≥ (A−BKV )∗(V − P )(A −BKV ). (10.7.24)

Since V is a positive solution to the algebraic Riccati equation (10.7.21), the
operator A − BKV is stable; see Part (iii). By consulting Lemma 10.1.3, we see
that V −P ≥ 0. In other words, V ≥ P . Since V and P are two arbitrary positive
solutions to the algebraic Riccati equation in (10.7.21), we can interchange the
roles of V and P , which yield P ≥ V . Therefore P = V . �

Let {A,B,C,D} be a stable system where D∗D is invertible. Recall that the
algebraic Riccati equation in (10.4.1) to compute the inner-outer factorization is
of the form

P = A∗PA+C∗C−(B∗PA+D∗C)∗(B∗PB+D∗D)−1(B∗PA+D∗C). (10.7.25)

The corresponding algebraic Riccati difference equation is given by

Qn+1 = A∗QnA+C∗C − (B∗QnA+D∗C)∗(B∗QnB +D∗D)−1(B∗QnA+D∗C).
(10.7.26)

Now set

R =
[
C∗C C∗D
D∗C D∗D

]
=
[
C D

]∗ [
C D

]
. (10.7.27)

By choosing R11 = C∗C, R21 = D∗C and R22 = D∗D, we see that the algebraic
Riccati equation in (10.7.25) is a special case of the algebraic Riccati equation in
(10.7.1). If D is invertible and the initial conditionQ0 = 0 for the Riccati difference
equation (10.7.26), then Qn = 0 for all integers n ≥ 0. The Schur complement for
R is given by

Δ = R11 −R12R
−1
22 R21 = C∗C − C∗D(D∗D)−1D∗C.
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So if D is invertible, then the Schur complement Δ = 0. In this case, we cannot
implement Theorem 10.7.1 to find a nontrivial solution to the algebraic Riccati
equation in (10.7.25).

To get around this problem, we assumed that A is stable and the initial
condition Q0 is the observability Gramian for the pair {C,A}, that is, Q0 =
A∗Q0A+C∗C. In this case, {Qn} forms a decreasing set of positive operators; see
also (10.4.13) and the paragraph immediately following this equation. Hence Qn

converges to a positive solution P to the algebraic Riccati equation (10.7.25).

10.8 Notes

The Riccati equation in control theory started with the Kalman filter [144] and
Kalman’s solution to the linear quadratic regular problem [145]. The Riccati equa-
tion is now a standard tool in solving optimal control, filtering and H∞ control
problems; see Anderson-Moore [10, 11], Caines [47], Corless-Frazho [60], Davis
[66], Green-Limebeer [123], Ionescu-Oară-Weiss [135], Kailath-Sayed-Hassibi [143],
Kwakernaak-Sivan [152], Lancaster-Rodman [153] and Zhou-Doyle-Glover [204]
for further results on Riccati equations and a history of the subject area. Ionescu-
Oară-Weiss [135] also presents Riccati techniques for computing the inner-outer
factorization when the outer part is not square. Our method for obtaining the
Riccati difference equation in Section 10.3 is classical, and due to Faurre [78]. In
fact, our approach to the discrete time Riccati equation was highly motivated by
the stochastic realization problem; see Caines [47], Faurre [77, 78], Foias-Frazho
[81], Lindquist-Picci [158, 159, 160, 161, 162] and Ruckebusch [185, 186] for fur-
ther results in this direction. Proposition 10.2.1 uses the Naimark representation
to give an explicit state space formula for the invertible outer spectral factor. It is
also noted that the Naimark dilation also plays a fundamental role in Foias-Frazho
[81] and Ruckebusch’s [185, 186] solution to the stochastic realization problem.

The results in Section 10.1 to 10.6 were taken from Foias-Frazho-Gohberg-
Kaashoek [84]. Remark 10.1.6 was taken from Frazho-Kaashoek-Ran [100]. Com-
puting the inner-outer factorization and contractive realizations using state space
methods is now standard; see Bart-Gohberg-Kaashoek-Ran [28], Ionescu-Oară-
Weiss [135], Lancaster-Rodman [153] and Zhou-Doyle-Glover [204] for further re-
sults in this direction. Our approach to solving the Darlington synthesis problem
is well known. Darlington synthesis [64] started with a problem in network theory.
For some further results on Darlington synthesis and its relation to network the-
ory, see Belevitch [29], Carlin[52], and Hazony [128]. For some theoretical results
on Darlington synthesis, see Arov [17, 18], Dewilde [70], Douglas-Helton [72], and
Feintuch [79].

The results in Section 10.7 were taken from Section 3.5 in Caines [47]. It is
noted that passing to limits on the Riccati difference equation is not the most effi-
cient method of solving an algebraic Riccati equation. A more numerically efficient
way to compute the solution to the algebraic Riccati equation is to use pencils and
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invariant subspaces; see Bart-Gohberg-Kaashoek-Ran [28] and Lancaster-Rodman
[153]. Developing this theory would take us too far from the main emphasis of this
book. Finally, it is noted that computers are becoming very fast, and for many
problems one can simply pass to limits on the Riccati difference equation to com-
pute the stabilizing solution to the algebraic Riccati equation.



Chapter 11

Kalman and Wiener Filtering

In this chapter we will present a brief introduction to Kalman and Wiener filtering.
The main emphasis is to develop a connection between filtering theory and the
Riccati equation.

Let us briefly review the notion of random variable. Consider a probability
space (Ω,A, P ) where Ω is the universal set, A is a σ-algebra, and P is the proba-
bility measure. Recall that a random variable x is a measurable function mapping
A into C . The mean of x is given by

Ex =
∫

Ω

xdP

where E denotes the expectation. The variance of x is determined by

σ2
x = E|x− μx|2 =

∫
Ω

|x− μx|2dP.

Moreover, σx is the standard deviation for x. Let f and g be two measurable
functions of random variables x and y respectively. If x and y are independent,
then it follows from probability theory that Ef(x)g(y) = Ef(x)Eg(y).

We say that a sequence {y(n)}∞−∞ is a stochastic process or random process
if each y(n) is a random variable. Let L2(Ω,A, P ) be the Hilbert space of all
square integrable random variables with respect to probability measure dP . The
inner product is given by (x, y) = Exy for all x and y in L2(Ω,A, P ). Throughout
we assume that all random variables are in L2(Ω,A, P ). Moreover, let {u(n)} and
{v(n)} be random processes where each u(n) and v(n) is an element in L2(Ω,A, P ).
We say that the random processes u(n) and v(n) are orthogonal, if for all integers
i and j, the random variable u(i) is orthogonal to v(j), or equivalently, the inner
product (u(i), v(j)) = Eu(i)v(j) = 0. In this case, let y(n) be a random process
given by y(n) = u(n) + v(n). Then we have

(y(i), y(j)) = (u(i), u(j)) + (v(i), v(j)).
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Finally, if u(n) and v(n) are independent random processes and u(n) or v(n) has
zero mean for all n, then u(n) and v(n) are orthogonal. To verify this, simply
observe that

(u(i), v(j)) = Eu(i)v(j) = Eu(i)Ev(j) = 0

for all i and j. Therefore u(n) and v(n) are orthogonal.

11.1 Random Vectors

Recall that E denotes the expectation. In particular, Eg is the mean of the random
variable g. Let K be the Hilbert space generated by the set of all random variables
g such that E|g|2 is finite. Throughout we always assume that all of our random
variables are in K. The inner product on K is determined by the expectation, that
is, (f, g) = Efg where f and g are in K. We say that f is a random vector with
values in Ck if f is a vector of the form f =

[
f1 f2 · · · fk

]tr where {fj}k
1 are

all random variables. (Recall that tr denotes the transpose.) In this case, Ef is the
vector in Ck defined by Ef =

[
Ef1 Ef2 · · · Efk

]tr
. The correlation matrix

Rf is the matrix on Ck defined by Rf = Eff∗. To be precise,

Rf = Eff∗ =

⎡⎢⎢⎢⎣
Ef1f1 Ef1f2 · · · Ef1fk

Ef2f1 Ef2f2 · · · Ef2fk
...

...
. . .

...
Efkf1 Efkf2 · · · Efkfk

⎤⎥⎥⎥⎦ . (11.1.1)

Notice that the j-k entry of Rf is given by (Rf )jk = Efjfk. Finally, it is noted
that Rf is the Gram matrix determined by {fj}k

1 . The following result shows that
Rf is positive.

Theorem 11.1.1. Let f =
[
f1 f2 · · · fk

]tr be a random vector with values in
Ck. Then Rf is a positive matrix on Ck. Moreover, Rf is strictly positive (Rf > 0)
if and only if the random variables {fj}k

1 are linearly independent.

Proof. Let α =
[
α1 α2 · · · αk

]tr be any vector in Ck. Then

(Rfα, α) = (Eff∗α, α) = E(ff∗α, α) = E‖f∗α‖2 = E

∣∣∣∣∣∣
k∑

j=1

f jαj

∣∣∣∣∣∣
2

≥ 0. (11.1.2)

Hence (Rfα, α) ≥ 0 for all α in Ck. Therefore Rf is positive.
Equation (11.1.2) shows that

(Rfα, α) = E

∣∣∣∣∣∣
k∑

j=1

f jαj

∣∣∣∣∣∣
2

.
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Recall that if g is a random variable, then E|g|2 = 0 if and only if g = 0. So
(Rfα, α) = 0 if and only if

∑k
1 fjαj = 0. By definition the positive matrix Rf is

strictly positive if α = 0 is the only solution to (Rfα, α) = 0. On the other hand,
{fj}k

1 are linearly independent if the only solution to
∑k

1 fjβj = 0 is βν = 0 for
all integers 1 ≤ ν ≤ k. Therefore Rf is strictly positive if and only if {fj}k

1 are
linearly independent. �

11.2 Least Squares Estimation of a Random Vector

Recall that K is the Hilbert space generated by the set of all random variables g
such that ‖g‖2 = E|g|2 is finite. Let f =

[
f1 f2 · · · fk

]tr be a random vector
with values in Ck, that is, {fj}k

1 are all random variables in K. LetH be a subspace
in K and PH be the orthogonal projection onto H. Then the orthogonal projection
of f onto H is the random vector PHf with values in Ck defined by

PHf =

⎡⎢⎢⎢⎣
PHf1
PHf2

...
PHfk

⎤⎥⎥⎥⎦ . (11.2.1)

It is noted that PHAf = APHf where A is a constant matrix of the appropriate
size. In this section we will present the classical least squares method to compute
PHf when H is a finite dimensional subspace.

As before, let f =
[
f1 f2 · · · fk

]tr be a random vector with values in
Ck. Recall that Rf is the positive matrix on Ck defined by Rf = Eff∗. More-
over, Rf is strictly positive if and only if the random variables {fj}k

1 are linearly
independent in K. Let g =

[
g1 g2 · · · gm

]tr be a random vector with values
in Cm. Obviously, Rg is a positive matrix on Cm. We say that H is the subspace
generated by g if H equals the linear span of {gj}m

1 . Let us use the notation
∨
g

to denote the linear span of {gj}m
1 . Clearly, H is a subspace of K. The correlation

matrix Rfg is the matrix from Cm into Ck defined by Rfg = Efg∗. The j-ν entry
of Rfg is Efjgν . By taking the adjoint, it follows that R∗fg = Rgf . Notice that
the subspace

∨
f generated by f is orthogonal to H if and only if Efjgν = 0 for

all j = 1, 2, . . . , k and ν = 1, 2, . . . ,m. In other words,
∨
f is orthogonal to

∨
g if

and only if Rfg = 0. Motivated by this we say that the random vectors f and g
are orthogonal if Efg∗ = 0. It is emphasized that Efg∗ is in general a constant
matrix and not an inner product. The following classical result provides a formula
for computing PHf .

Theorem 11.2.1. Let f be a random vector in Ck, and g a random vector in Cm. Let
PH be the orthogonal projection onto the subspace H generated by g, set f̂ = PHf
and the error f̃ = f − f̂ . Then the following holds.
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(i) If M is any matrix from Cm into Ck, then

Rf̃ = E(f − f̂)(f − f̂)∗ ≤ E(f −Mg)(f −Mg)∗. (11.2.2)

(ii) The equality Rf̃ = E(f −Mg)(f −Mg)∗ holds if and only if Mg = f̂ , or
equivalently, Rfg = MRg. In this case, the estimation error is determined
by

E(f − f̂)(f − f̂)∗ = Rf −MRgM
∗ = Rf −RfgM

∗. (11.2.3)

(iii) If Rg is invertible, or equivalently, the set {gj}m
1 is linearly independent, then

PHf = RfgR−1
g g. (11.2.4)

(iv) If Rg is invertible, then the covariance for the error f̃ = f − f̂ is given by

Rf̃ = E(f − f̂)(f − f̂)∗ = Rf − Ef̂f̂∗ = Rf −RfgR−1
g Rgf . (11.2.5)

Proof. Let M be any matrix mapping Cm into Ck. Since the components of f̂
and Mg are both in H, it follows that the components of f̂ −Mg are also in H.
According to the projection theorem, each component of f − f̂ is orthogonal to
H. In other words, f − f̂ is orthogonal to f̂ −Mg. Hence

E(f −Mg)(f −Mg)∗ = E
(
f − f̂ + f̂ −Mg

)(
f − f̂ + f̂ −Mg

)∗
= E(f − f̂)(f − f̂)∗ + E(f − f̂)(f̂ −Mg)∗

+ E(f̂ −Mg)(f − f̂)∗ + E(f̂ −Mg)(f̂ −Mg)∗

= E(f − f̂)(f − f̂)∗ + E(f̂ −Mg)(f̂ −Mg)∗

= Rf̃ + E(f̂ −Mg)(f̂ −Mg)∗ ≥ Rf̃ .

The third equality follows from the fact that f − f̂ is orthogonal to H, that is,
f − f̂ is orthogonal to any vector whose components are in H. This readily yields
the inequality in (11.2.2).

To verify Part (ii) notice that the previous calculation also shows that

E(f −Mg)(f −Mg)∗ = Rf̃ + E(f̂ −Mg)(f̂ −Mg)∗.

So we have E(f −Mg)(f −Mg)∗ = Rf̃ if and only if E(f̂ −Mg)(f̂ −Mg)∗ is

zero, or equivalently, f̂ = Mg. By the projection theorem, f̂ = Mg if and only if
each component of f −Mg is orthogonal to H, or equivalently, E(f −Mg)g∗ = 0.
Therefore E(f −Mg)(f −Mg)∗ = Rf̃ if and only if Rfg = MRg.
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Now let us establish the error formulas in (11.2.3). By the projection theorem
f̂ is orthogonal to f̃ = f − f̂ . Since f = f̂ + f̃ , we obtain

Rf = Eff∗ = E(f̂ + f̃)(f̂ + f̃)∗ = Ef̂f̂∗ + Ef̃f̃∗ = Ef̂f̂∗ + Rf̃ .

Hence Rf = Ef̂f̂∗ + Rf̃ . Using f̂ = Mg and Rfg = MRg, we have

Rf̃ = Rf − Ef̂f̂∗ = Rf −MEgg∗M∗ = Rf −MRgM
∗ = Rf −RfgM

∗.

Therefore (11.2.3) holds.
Clearly, Part (iii) follows by inverting Rg in Part (ii). Let us directly prove

Part (iii) from the projection theorem. Since H equals the span of {gj}m
1 , equa-

tion (11.2.1) shows that f̂ = PHf = Ag where A is a matrix from Cm into Ck.
According to the projection theorem, f −Ag is orthogonal to g, that is, the sub-
space generated by the span of all the components of f −Ag is orthogonal to the
subspace generated by the span of all the components of g. In other words, the
matrix E(f − Ag)g∗ = 0. Hence Rfg = AEgg∗ = ARg. This readily implies that
A = RfgR−1

g . Therefore f̂ = Ag = RfgR−1
g g is given by (11.2.4).

To complete the proof it remains to establish the error formulas in (11.2.5).
By employing M = RfgR−1

g and Rgf = R∗fg in (11.2.3), we obtain

Rf̃ = Rf −MRgM
∗ = Rf −RfgR−1

g RgR−1
g Rgf = Rf −RfgR−1

g Rgf .

This yields (11.2.5). �

If f in Ck and g in Cm are random vectors, then f
∨
g is the subspace of K

generated by the span of all the components of both f and g. If H1 and H2 are
two subspaces of random variables, then H1

∨H2 is the subspace formed by the
closed linear span of H1 and H2. If M is a subspace of K, then PM denotes the
orthogonal projection onto M. Recall that the notation F ⊕G means that F and
G are two orthogonal subspaces and F⊕G = F ∨G. In this case, PF⊕G = PF+PG .
The following result will be used in our derivation of the Kalman filter.

Lemma 11.2.2. Let f be a random vector with values in Ck. Let M be a subspace
of random variables, and Y be the subspace generated by the random vector y in
Cm. Set H =M∨Y. Then H =M⊕E where E is the subspace generated by the
vector ϕ = y − PMy. Moreover, if Rϕ is invertible, then

PHf = PMf + RfϕR−1
ϕ ϕ. (11.2.6)

This decomposition is orthogonal, that is, PMf is orthogonal to RfϕR−1
ϕ ϕ = PEf .

Finally, the error covariance for f − PHf is given by

E(f − PHf)(f − PHf)∗ = E(f − PMf)(f − PMf)∗ −RfϕR−1
ϕ R∗fϕ. (11.2.7)
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Proof. By the projection theorem, the vector ϕ = y − PMy is orthogonal to M.
So the subspace E generated by ϕ is orthogonal to M. Since the components of ϕ
are contained in M∨Y, we have M⊕E ⊂ H. Using y = PMy+ϕ, it follows that
Y is contained in M⊕ E . Therefore {M,Y} and {M, E} span the same space.
In particular, H = M⊕ E . This readily implies that the orthogonal projection
PH = PM+PE . Because ϕ generates the subspace E , Part (iii) of Theorem 11.2.1
shows that if Rϕ is invertible, then PEf = RfϕR−1

ϕ ϕ. Thus

PHf = PMf + PEf = PMf + RfϕR−1
ϕ ϕ.

Hence (11.2.6) holds. Since PEf = RfϕR−1
ϕ ϕ and M is orthogonal to E , the

random vector PMf is orthogonal to RfϕR−1
ϕ ϕ.

To verify that (11.2.7) holds, let us first establish the following:

Ef(PEf)∗ = E(PEf)(PEf)∗ = RfϕR−1
ϕ R∗fϕ,

E(PEf)f∗ = RfϕR−1
ϕ R∗fϕ. (11.2.8)

To show this, according to the projection theorem f − PEf is orthogonal to PEf .
Using this with PEf = RfϕR−1

ϕ ϕ, we obtain

Ef(PEf)∗ = E(f − PEf + PEf)(PEf)∗ = E(PEf)(PEf)∗

= RfϕR−1
ϕ Eϕϕ∗R−1

ϕ R∗fϕ = RfϕR−1
ϕ R∗fϕ.

So the first equation in (11.2.8) holds. The second part of (11.2.8) follows by taking
the adjoint. Recall that M is orthogonal to E . This with (11.2.8) implies that

E(f − PHf)(f − PHf)∗ = E((f − PMf)− PEf)((f − PMf)− PEf)∗

= E(f − PMf)(f − PMf)∗ − Ef(PEf)∗

− E(PEf)f∗ + E(PEf)(PEf)∗

= E(f − PMf)(f − PMf)∗ −RfϕR−1
ϕ R∗fϕ.

This yields (11.2.7). �

11.3 Time Varying State Space Systems

In this section we will introduce discrete time varying systems which play a fun-
damental role in Kalman filtering. Consider the time varying state space system

x(n+ 1) = A(n)x(n) +B(n)u(n) and y = C(n)x(n) +D(n)v(n). (11.3.1)

For every integer n ≥ 0, the operator A(n) is on X and B(n) is an operator
mapping U into X while C(n) is an operator from X into Y and D(n) is an
operator mapping V into Y. The state x(n) is in X , the input u(n) is in U , the
input v(n) is in V and the output y(n) is in Y for all integers n. The initial
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condition x(0) = x0. Throughout Ψ(n, ν) is the state transition matrix for A(n)
defined by

Ψ(n, ν) = A(n)A(n − 1) · · ·A(ν + 1) if n > ν

= I if n = ν. (11.3.2)

For example, Ψ(4, 1) = A(4)A(3)A(2) and Ψ(3,−1) = A(3)A(2)A(1)A(0), while
Ψ(3, 3) = I. Finally, it is noted that Ψ(n+ 1, ν) = A(n+ 1)Ψ(n, ν).

To obtain a solution to the time varying state space system in (11.3.1), ob-
serve that the state x(1) = A(0)x0 +B(0)u(0). By recursively solving for the state
x(n) in (11.3.1), we obtain

x(2) = A(1)x(1) +B(1)u(1)
= A(1)(A(0)x0 +B(0)u(0)) +B(1)u(1)
= Ψ(1,−1)x0 + Ψ(1, 0)B(0)u(0) + Ψ(1, 1)B(1)u(1);

x(3) = A(2)x(2) +B(2)u(2)
= A(2)A(1)A(0)x0 +A(2)A(1)B(0)u(0) +A(2)B(1)u(1) +B(2)u(2)
= Ψ(2,−1)x0 + Ψ(2, 0)B(0)u(0) + Ψ(2, 1)B(1)u(1) + Ψ(2, 2)B(2)u(2).

By recursively solving for the state x(n), it follows that the solution to the time
varying state space system in (11.3.1) is given by

x(n) = Ψ(n− 1,−1)x0 +
n−1∑
j=0

Ψ(n− 1, j)B(j)u(j), (11.3.3)

y(n) = C(n)Ψ(n− 1,−1)x0 +
n−1∑
j=0

C(n)Ψ(n− 1, j)B(j)u(j) +D(n)v(n).

Finally, it is noted that time varying systems play a basic role in linear systems.

11.4 The Kalman Filter

In this section we will present the discrete time Kalman filter. Recall that w(n) is
a discrete time random process with values in Cm if w(n) is a random vector in
Cm for all integers n. We say that w(n) is a mean zero process if Ew(n) = 0 for
all n. Finally, w(n) is a white noise process if w(n) is a mean zero random process
and

Ew(j)w(k)∗ = δj−kI. (11.4.1)

Here δj is the Kronecker delta. By definition, δ0 = 1 and δj = 0 if j �= 0.
Consider the time varying state space system given by

x(n+ 1) = Ax(n) +Bu(n) and y(n) = Cx(n) +Dv(n). (11.4.2)
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Here A is an operator on X and B maps U into X while C maps X into Y and
D maps V into Y where X , U , Y and V are all Ck spaces of the appropriate
size. It is emphasized that {A,B,C,D} can be time varying matrices, that is,
A = A(n), B = B(n), C = C(n) and D = D(n) for all integers n. However, the
index n is suppressed in our development. The initial condition x0 is a random
vector with values in X . The disturbance u(n) and v(n) are independent white
noise random process. Moreover, we assume that the initial condition x0, u(n) and
v(m) are all independent random vectors for all integers n and m. In particular,
this implies that x0, u(n) and v(m) are orthogonal for all integers n and m. We
also assume that the initial condition x̂0 for the Kalman filter and the initial
covariance Q0 = Ex(0)x(0)∗ for the discrete time Riccati equation are known.
Finally, it is noted that u(n) is called the disturbance or state noise, while v(n) is
the measurement noise.

The Kalman filtering problem is to compute the best estimate x̂(k) of the
state x(k) given the past output {y(j)}k−1

0 . The Kalman filter is an optimal state
estimator. To be explicit, letMn be the subspace generated by the random vectors
{y(j)}n

0 , that is,Mn =
∨n

j=0 y(j). Let PMn be the orthogonal projection ontoMn

for all integers n ≥ 0. Then the best estimate x̂(k) of the state x(k) is given by
the orthogonal projection x̂(k) = PMk−1x(k). Finally, we assume that y(−1) = 0,
or equivalently, M−1 = {0}. (If x0, u(n) and v(n) are all jointly Gaussian, then
PMk−1x(k) equals the conditional expectation E(x(k)|y(0), y(1), . . . , y(k − 1)).)
The following result known as the Kalman filter yields a recursive algorithm to
compute the optimal state estimate x̂(k).

Theorem 11.4.1. Consider the state space system

x(n+ 1) = Ax(n) +Bu(n) and y(n) = Cx(n) +Dv(n) (11.4.3)

where u(n) and v(n) are independent white noise random processes, which are inde-
pendent of the initial condition x(0). Then the optimal estimate x̂(k) = PMk−1x(k)
of the state x(k) given the past {y(j)}k−1

0 is recursively computed by

x̂(n+ 1) = Ax̂(n) + Λn(y(n)− Cx̂(n)), (11.4.4)

Λn = AQnC
∗ (CQnC

∗ +DD∗)−1 . (11.4.5)

The state covariance error Qk = E(x(k)− x̂(k))(x(k)− x̂(k))∗ is recursively com-
puted by solving the Riccati difference equation

Qn+1 = AQnA
∗ +BB∗ −AQnC

∗ (CQnC
∗ +DD∗)−1

CQnA
∗ , (11.4.6)

subject to the initial condition Q0 = Ex(0)x(0)∗.

Remark 11.4.2. It is emphasized that when implementing the Kalman filter we
always assume that the inverse of CQnC

∗ +DD∗ exists for all integers n ≥ 0. If
DD∗ is invertible, then the positivity of Qn implies that CQnC

∗+DD∗ is strictly
positive, and thus, invertible for all n.



11.4. The Kalman Filter 291

Proof of the Kalman filtering Theorem 11.4.1. Let us give a proof of the Kalman
filter by implementing Lemma 11.2.2 withH = Mn =Mn−1

∨Y. In our setting Y
is the span of y(n), the subspace M =Mn−1 and ϕ = ϕ(n) = y(n)−PMn−1y(n).
Recall that the solution to the difference equation in (11.4.3) is given by

x(n) = Ψ(n− 1,−1)x(0) +
n−1∑
j=0

Ψ(n− 1, j)B(j)u(j), (11.4.7)

y(n) = C(n)Ψ(n− 1,−1)x(0) +
n−1∑
j=0

C(n)Ψ(n− 1, j)B(j)u(j) +D(n)v(n).

Here Ψ(n, ν) = A(n)A(n−1) · · ·A(ν+1) and Ψ(k, k) = I. This readily shows that

Mn =
n∨

k=0

y(k) ⊂
∨
{x(0), u(0), u(1), . . . , u(n− 1), v(0), v(1), . . . , v(n)}. (11.4.8)

Because u(k) and v(k) are independent white noise processes and orthogonal to
x(0), the random vector v(n) is orthogonal to Mn−1. In particular, PMn−1v(n) =
0. Recall that the optimal state estimate is given by x̂(n) = PMn−1x(n). Using
this along with the fact that C and D are not random, we have

ϕ(n) = y(n)− PMn−1y(n)
= y(n)− PMn−1(Cx(n) +Dv(n))
= y(n)− CPMn−1x(n)
= y(n)− Cx̂(n).

Hence ϕ(n) = y(n) − Cx̂(n). By definition the state estimation error x̃(n) =
x(n)− x̂(n). Since y(n) = Cx(n) +Dv(n), we have ϕ(n) = Cx̃(n) +Dv(n). This
yields the following two useful formulas,

ϕ(n) = y(n)− Cx̂(n) = Cx̃(n) +Dv(n). (11.4.9)

By consulting (11.4.7) and (11.4.8), we see that v(n) is orthogonal to both x(n)
and Mn−1. Hence v(n) is orthogonal to x̃(n) = x(n) − x̂(n). This and ϕ(n) =
Cx̃(n) +Dv(n) implies that

Eϕ(n)ϕ(n)∗ = E (Cx̃(n) +Dv(n)) (Cx̃(n) +Dv(n))∗

= CEx̃(n)x̃(n)∗C∗ +DD∗.

By definition Qn = Ex̃(n)x̃(n)∗ is the error covariance. Therefore

Rϕ(n) = Eϕ(n)ϕ(n)∗ = CQnC
∗ +DD∗. (11.4.10)

Equation (11.4.8) shows that u(n) is orthogonal to Mn−1. In other words,
PMn−1u(n) = 0. By employing (11.2.6) in Lemma 11.2.2 with ϕ = ϕ(n) and
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y = y(n) and Mn = Mn−1

∨
y(n), we obtain

x̂(n+ 1) = PMnx(n+ 1) = PMn−1x(n+ 1) + Rx(n+1)ϕ(n)R
−1
ϕ(n)ϕ(n)

= PMn−1(Ax(n) +Bu(n)) + Rx(n+1)ϕ(n)R
−1
ϕ(n)ϕ(n)

= Ax̂(n) + Rx(n+1)ϕ(n)R
−1
ϕ(n)ϕ(n). (11.4.11)

We need an expression for Rx(n+1)ϕ(n). Since x̂(n) is contained in Mn−1, the
random vector ϕ(n) = y(n)−Cx̂(n) is contained inMn. Hence ϕ(n) is orthogonal
to u(n); see (11.4.8). Moreover, v(n) is orthogonal to x(n); see (11.4.7). Using
ϕ(n) = Cx̃(n) +Dv(n), we have

Ex(n+ 1)ϕ(n)∗ = E(Ax(n) +Bu(n))ϕ(n)∗ = AEx(n)ϕ(n)∗

= AEx(n) (Cx̃(n) +Dv(n))∗ = AEx(n)x̃(n)∗C∗

= AE(x̂(n) + x̃(n))x̃(n)∗C∗ = AEx̃(n)x̃(n)∗C∗

= AQnC
∗.

The second from the last equality follows from the fact that x̂(n) is orthogonal to
x̃(n). The previous calculation yields the result

Rx(n+1)ϕ(n) = Ex(n+ 1)ϕ(n)∗ = AQnC
∗. (11.4.12)

Substituting Rx(n+1)ϕ(n) = AQnC
∗ and the expression for Rϕ(n) in (11.4.10) into

(11.4.11) yields

x̂(n+ 1) = Ax̂(n) +AQnC
∗(CQ∗nC

∗ +DD∗)−1ϕ(n). (11.4.13)

Finally, using ϕ(n) = y(n) − Cx̂(n) gives the state space formula for x̂(n) in
(11.4.4).

Now let us use equation (11.2.7) in Lemma 11.2.2 to derive the discrete
time Riccati equation in (11.4.6). Recall that u(n) is orthogonal to Mn−1. Using
PMn−1u(n) = 0 along with the optimal state estimate x̂(n) = PMn−1x(n), we
obtain

x(n+ 1)− PMn−1x(n+ 1) = Ax(n) +Bu(n)− PMn−1(Ax(n) +Bu(n))
= Ax(n) +Bu(n)−Ax̂(n) = Ax̃(n) +Bu(n).

This readily implies that

x(n+ 1)− PMn−1x(n+ 1) = Ax̃(n) + Bu(n). (11.4.14)

By virtue of (11.4.7) we see that u(n) is orthogonal to x(n). Since the optimal
estimate x̂(n) = PMn−1x(n) is a vector in Mn−1, the random vector u(n) is also
orthogonal to x̂(n); see (11.4.8). Hence u(n) is orthogonal to the error x̃(n) =
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x(n) − x̂(n). Using this fact in (11.4.14) along with Ex̃(n)x̃(n)∗ = Qn, we arrive
at

E
(
x(n+ 1)− PMn−1x(n+ 1)

) (
x(n+ 1)− PMn−1x(n+ 1)

)∗ = AQnA
∗ +BB∗.

Recall that Ex(n+ 1)ϕ(n)∗ = AQnC
∗; see (11.4.12). Finally, by employing equa-

tion (11.2.7) in Lemma 11.2.2 with the expression for Rϕ(n) in (11.4.10), we have

Qn+1 = E (x(n+ 1)− PMnx(n+ 1)) (x(n+ 1)− PMnx(n+ 1))∗

= E
(
x(n+ 1)− PMn−1x(n+ 1)

) (
x(n+ 1)− PMn−1x(n+ 1)

)∗
− Ex(n+ 1)ϕ(n)∗R−1

ϕ(n)(Ex(n + 1)ϕ(n)∗)∗

= AQnA
∗ +BB∗ −AQnC

∗ (CQnC
∗ +DD∗)−1

CQnA
∗.

This is the Riccati difference equation in (11.4.6). To obtain the initial condition,
recall that M−1 = 0, that is, y(−1) = 0. Hence x̃(0) = x(0)− PM−1x(0) = x(0).
Thus Q0 = Ex̃(0)x̃(0)∗ = Ex(0)x(0)∗. �
Remark 11.4.3. As in Theorem 11.4.1, consider the state space system determined
by

x(n+ 1) = Ax(n) +Bu(n) and y(n) = Cx(n) +Dv(n) (11.4.15)

where u(n) and v(n) are independent white noise random processes, which are
independent of the initial condition x(0). The process ϕ(n) = y(n) − Cx̂(n) is
called the innovations process for the Kalman filter. The innovations process is
orthogonal, that is, Eϕ(n)ϕ(k)∗ = 0 for all integers n �= k. To see this, without
loss of generality assume that k < n. In this case, ϕ(k) = y(k)− PMk−1y(k) is in
Mk ⊆Mn−1. According to the projection theorem, ϕ(n) = y(n)− PMn−1y(n) is
orthogonal to Mn−1. Hence ϕ(n) is orthogonal to ϕ(k), which proves our claim.
So the innovations process {ϕ(n)}∞0 can be viewed as a white noise process with
variance CQnC

∗ + DD∗. Moreover, the Kalman filter admits an orthogonal de-
composition of the form

x̂(n+ 1) = Ax̂(n) + Λnϕ(n)

where the optimal state estimate x̂(n) ∈Mn−1 and the innovations ϕ(n) ∈M⊥
n−1

are orthogonal. Finally, it is noted that the Kalman filter in (11.4.4) can be used
to recursively compute the innovations ϕ(n) for the process y(n). For further
results on the innovations approach to Kalman filtering and stochastic processes
see Kailath-Sayed-Hassibi [143].

Let us complete this section with the following result.

Proposition 11.4.4. Let Qn be the solution for the Riccati difference equation in
(11.4.6) associated with {A,B,C,D}. Then Qn is also a solution to the Riccati
difference equation

Qn+1 = (A− ΛnC)Qn(A− ΛnC)∗ +BB∗ + ΛnDD
∗Λ∗n,

Λn = AQnC
∗ (CQnC

∗ +DD∗)−1
. (11.4.16)
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In particular, if the initial condition Q0 is positive, then this also shows that Qn

is positive for all integers n ≥ 0.

Proof. By consulting the form of the Riccati difference equation in (11.4.6), we
obtain

Qn+1 = AQnA
∗ −AQnC

∗ (CQnC
∗ +DD∗)−1

CQnA
∗ +BB∗

= AQnA
∗ − ΛnCQnA

∗ +BB∗

= (A− ΛnC)QnA
∗ +BB∗

= (A− ΛnC)Qn(A− ΛnC)∗ + (A− ΛnC)QnC
∗Λ∗n +BB∗

= (A− ΛnC)Qn(A− ΛnC)∗ +AQnC
∗Λ∗n

− Λn(CQnC
∗ +DD∗)Λ∗n + ΛnDD

∗Λ∗n +BB∗

= (A− ΛnC)Qn(A− ΛnC)∗ + ΛnDD
∗Λ∗n +BB∗.

This yields (11.4.16). �

11.5 The Steady State Kalman Filter

In this section we will present the steady state Kalman filter. Throughout we
assume that the system in (11.4.2) is time invariant, that is,

x(n+ 1) = Ax(n) +Bu(n) and y(n) = Cx(n) +Dv(n) (11.5.1)

where A is an operator on X and B maps U into X while C maps X into Y
and D maps V into Y. In other words, the operators {A,B,C,D} are all fixed
and do not depend upon n. We also assume that the operator D is onto Y, or
equivalently, DD∗ is invertible. As before, let Qn be the solution to the Riccati
difference equation in (11.4.6) associated with {A,B,C,D}, that is,

Qn+1 = AQnA
∗ +BB∗ −AQnC

∗ (CQnC
∗ +DD∗)−1

CQnA
∗. (11.5.2)

According to Proposition 11.4.4, this Riccati difference equation can also be rewrit-
ten as

Qn+1 = (A− ΛnC)Qn (A− ΛnC)∗ +BB∗ + ΛnDD
∗Λ∗n,

Λn = AQnC
∗ (CQnC

∗ +DD∗)−1
. (11.5.3)

Moreover, assume that the initial condition Q0 is positive. The form for the Riccati
difference equation in (11.5.3) shows that Qn is positive for all integers n ≥ 0.
Since DD∗ is invertible and Qn is positive, (CQnC

∗+DD∗) is strictly positive. In
particular, (CQnC

∗ + DD∗) is invertible. Hence this Riccati difference equation
is well defined for all n. The following result shows that if the initial condition
Q0 = 0, then the solution Qn is increasing. Moreover, by replacing A by A∗, B by
C∗ and setting R11 = BB∗, R22 = DD∗ and R21 = 0 in Theorem 10.7.1 with the
fact that {A,B} is controllable if and only if {A,BB∗} is controllable, we obtain
the following result.
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Theorem 11.5.1. Consider the time invariant system {A,B,C,D} where D is onto.
Let Qn be the solution for the Riccati difference equation in (11.5.2) where the
initial condition Q0 = 0. Then the following holds.

(i) The solution {Qn}∞0 forms an increasing sequence of positive operators. To
be precise, Qn ≤ Qn+1 for all integers n ≥ 0.

(ii) If the pair {C,A} is observable, then Qn converges to a positive operator P
as n tends to infinity, that is,

P = lim
n→∞Qn. (11.5.4)

In this case, P is a positive solution for the algebraic Riccati equation

P = APA∗ +BB∗ −APC∗ (CPC∗ +DD∗)−1 CPA∗. (11.5.5)

(iii) If {A,B,C,D} is controllable and observable, and P is any positive solution
to the algebraic Riccati equation in (11.5.5), then P is strictly positive. In
this case, A−KPC is stable where KP = APC∗ (CPC∗ +DD∗)−1.

(iv) If {A,B,C,D} is controllable and observable, then there is only one positive
solution P to the algebraic Riccati equation in (11.5.5). In this case, P is
strictly positive. Finally, this solution is given by P = limn→∞Qn.

The steady state Kalman filter. Assume that {A,B,C,D} is a controllable and
observable system. Let P be the positive solution to the algebraic Riccati equation
in (11.5.5) determined by (11.5.4). Notice that Λn converges to KP and n tends to
infinity. By passing to limits in the Kalman filter (11.4.4) and (11.4.5), we arrive
at the steady state Kalman filter defined by

ζ(n+ 1) = (A−KPC)ζ(n) +KP y(n), (11.5.6)

KP = APC∗ (CPC∗ +DD∗)−1
.

Theorem 11.5.1 guarantees that A−KPC is stable. The steady state Kalman filter
provides an approximation ζ(n) for the optimal state estimate x̂(n) for large n or
once the system reaches steady state. The Kalman filter converges to the steady
state Kalman filter. In other words, the steady state Kalman filter is an optimal
state estimator in the limit.

11.6 Wide Sense Stationary Processes

In this section we introduce the notion of a wide sense stationary random process
and its autocorrelation function. Recall that y(n) is a random process if y(n) is
a random vector in some Y = Ck space. A random process y(n) with values in
Y is called wide sense stationary if Ey(n) = c is constant for all integers n, and
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Ey(n)y(m)∗ = τ(n−m) is a function of the time difference n−m for all integers n
and m. If y(n) is wide sense stationary, then the autocorrelation function Ry(n)
for y(n) is defined by Ey(n)y(0)∗ = Ry(n). Notice that Ry(n) is an operator on
Y and

Ey(n)y(m)∗ = Ry(n−m)

for all n and m. Finally, it is noted that Ey(n)y(m)∗ = τ(n−m) for all integers n
and m if and only if Ey(n+ k)y(k)∗ = τ(n) is a function of just n for all integers
n and k. So y(n) is wide sense stationary if and only if Ey(n) = c is constant for
all n and Ey(n + k)y(k)∗ = τ(n) is a function of n for all n and k. In this case,
Ry(n) = Ey(n+ k)y(k)∗.

If y(n) is a wide sense stationary random process with values in Y, then
Ry(n) = Ry(−n)∗ for all integers n. To see this observe that

Ry(n) = Ey(n+ k)y(k)∗ = (Ey(k)y(n+ k)∗)∗

= Ry(k − n− k)∗ = Ry(−n)∗.

Hence Ry(n) = Ry(−n)∗ for all n. In particular, if y(n) is a scalar-valued wide
sense stationary random process, then Ry(n) = Ry(−n).

Let y(n) be a wide sense stationary random process with values in Y. Let g
be the random vector defined by

g =
[
y(n) y(n+ 1) · · · y(n+ ν − 1)

]tr
.

Clearly, g is a random vector. Hence TRy,ν = Egg∗ is a positive matrix. Using
Ey(n)y(m)∗ = Ry(n−m), it follows that TRy,ν is a Toeplitz matrix of the form

TRy,ν =

⎡⎢⎢⎢⎣
Ry(0) Ry(−1) · · · Ry(1 − ν)
Ry(1) Ry(0) · · · Ry(2 − ν)

...
...

. . .
...

Ry(ν − 1) Ry(ν − 2) · · · Ry(0)

⎤⎥⎥⎥⎦ on

⎡⎢⎢⎢⎣
Y
Y
...
Y

⎤⎥⎥⎥⎦ . (11.6.1)

Notice that the j-k entry of TRy,ν is given by {TRy,ν}jk = Ry(j − k). The matrix
TRy,ν in (11.6.1) is referred to as the Toeplitz matrix generated by {Ry(k)}ν−1

0 .
Therefore if y(n) is wide sense stationary, its autocorrelation function uniquely
determines a positive Toeplitz TRy defined by

TRy =

⎡⎢⎢⎢⎣
Ry(0) Ry(−1) Ry(−2) · · ·
Ry(1) Ry(0) Ry(−1) · · ·
Ry(2) Ry(1) Ry(0) · · ·

...
...

...
. . .

⎤⎥⎥⎥⎦ . (11.6.2)

Finally, it is noted that TRy admits a unique controllable isometric representation
{U on K,Γ}, that is, Ry(−n) = Γ∗UnΓ for all integers n ≥ 0 where U is an
isometry.
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We say that two random processes x(n) and y(n) are independent if the ran-
dom vectors x(n) and y(m) are independent for all integers n and m. The random
processes x(n) and y(n) are orthogonal if the random vectors x(n) and y(m) are
orthogonal for all n and m. Finally, it is noted that if x(n) and y(n) are two
mean zero independent processes, then x(n) and y(n) are also orthogonal random
processes. To see this observe that in this case Ex(n)y(m)∗ = Ex(n)Ey(m)∗ = 0.
Here we used the fact that if two random variables f and g are independent, then
Efg = EfEg. The following result is useful.

Proposition 11.6.1. Assume that y(n) =
∑μ

k=1 yk(n) where yk(n) are mutually
orthogonal mean zero wide sense stationary random processes. Then y(n) is also
a mean zero wide sense stationary random process. Moreover, the autocorrelation
function for y(n) is given by

Ry(n) =
μ∑

k=1

Ryk
(n). (11.6.3)

Proof. Since the mean of yk(n) is zero, and y(n) =
∑μ

k=1 yk(n), it follows that
Ey(n) = 0. If k �= r, then yk(n) is orthogonal to yr(m) for all integers n and m.
Using this orthogonality, we obtain, for all integers n and ν,

Ey(n+ ν)y(ν)∗ =
μ∑

k=1

μ∑
r=1

Eyk(n+ ν)yr(ν)∗

=
μ∑

k=1

Eyk(n+ ν)yk(ν)∗ =
μ∑

k=1

Ryk
(n).

ThereforeEy(n+ν)y(ν)∗ is just a function of n for all n and ν. So y(n) is wide sense
stationary and its autocorrelation function Ry(n) is determined by (11.6.3). �

11.6.1 A sinusoid process

For an example of a wide sense stationary process, let ζ(n) be the random process
given by ζ(n) = a cos(ωn + θ) where the amplitude a and the frequency ω are
scalars while the phase θ is a uniform random variable over [0, 2π]. Recall that the
probability density function fθ for θ is given by

fθ(φ) =
1
2π

if 0 ≤ φ ≤ 2π

= 0 otherwise. (11.6.4)

We claim that ζ(n) is a mean zero wide sense stationary random process. Moreover,
its autocorrelation function

Rζ(n) =
1
2
|a|2 cos(ωn).
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To show that the mean of ζ(n) is zero simply notice that

Eζ(n) = Ea cos(ωn+ θ) =
∫ ∞
−∞

a cos(ωn+ φ)fθ(φ)dφ

=
1
2π

∫ 2π

0

a cos(ωn+ φ)dφ = 0.

Hence Eζ(n) = 0 for all integers n. Recall for any α and β, we have

cos(α) cos(β) =
1
2

cos(α − β) +
1
2

cos(α+ β).

If n and k are two integers, then this identity yields

Eζ(n+ k)ζ(k)∗ = | a|2E cos(ω(n+ k) + θ) cos(ωk + θ)

=
1
2
|a|2E cos(ωn) +

1
2
|a|2E cos(ω(n+ 2k) + 2θ)

=
1
2
|a|2 cos(ωn).

Clearly, Eζ(n+ k)ζ(k)∗ is a function of only n for all integers n and k. Thus ζ(n)
is wide sense stationary and Rζ(n) = 1

2 |a|2 cos(ωn).
Consider the random process given by

y(n) =
μ∑

k=1

ak cos(ωkn+ θk). (11.6.5)

Here we assume that the amplitudes {ak}μ
1 and the frequencies {ωk}μ

1 are distinct
scalars while the phases {θk}μ

1 are all independent uniform random variables over
[0, 2π]. Then y(n) is a mean zero wide sense stationary random process whose
autocorrelation function is determined by

Ry(n) =
1
2

μ∑
k=1

| ak|2 cos(ωkn). (11.6.6)

To verify this simply observe that

y(n) =
μ∑

k=1

yk(n)

where yk(n) = ak cos(ωkn+ θk) are mean zero wide sense stationary independent
random processes for all 1 ≤ k ≤ μ. In particular, yk(n) for k = 1, 2, . . . , μ are
mean zero mutually orthogonal wide sense stationary random processes. To see this
notice that for k �= j, we have Eyk(n)yj(m) = Eyk(n)Eyj(m) = 0. Here we used
the fact that if f(x) and g(z) are functions of two independent random variables
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x and z, then Ef(x)g(z) = Ef(x)Eg(z). Moreover, our previous analysis with
ζ(n) = yk(n) shows that Ryk

(n) = | ak|2 cos(ωkn)/2. By consulting Proposition
11.6.1, it follows that y(n) is a mean zero wide sense stationary process and its
autocorrelation function is given by (11.6.6).

Let {V on C2μ,Γ} be the controllable unitary representation determined by

V =

⎡⎢⎢⎢⎢⎢⎣
eıω1 0 · · · 0 0
0 e−ıω1 · · · 0 0
...

...
. . .

...
...

0 0 · · · eıωμ 0
0 0 · · · 0 e−ıωμ

⎤⎥⎥⎥⎥⎥⎦ and Γ =
1
2

⎡⎢⎢⎢⎢⎢⎣
a1

a1

...
aμ

aμ

⎤⎥⎥⎥⎥⎥⎦ .

Notice that V is a diagonal matrix with {eıω1 , e−ıω1 , . . . , eıωμ , e−ıωμ} appear-
ing on the main diagonal. Using Euler’s identity for the cosine, it follows that
{V on C2μ,Γ} is the controllable unitary representation for {Ry(n)}, that is,
Ry(−n) = ΓUnΓ for all integers n. Finally, all controllable isometric represen-
tations for {Ry(n)} are unitarily equivalent to {V,Γ}; see Theorem 5.1.1.

11.7 The Spectral Density

In this section we will introduce the spectral density. Let y(n) be a wide sense
stationary random process with values in Y. Then the spectral density Sy for y(n)
is the Fourier transform of its autocorrelation function, that is,

Sy(eıω) = F{Ry(k)}∞−∞ =
∞∑

k=−∞
e−ıωkRy(k),

Ry(k) =
1
2π

∫ 2π

0

eıωkSy(eıω)dω. (11.7.1)

(Because we did not want to confuse the spectral density with the unilateral shift,
we have used a bold face Sy to represent the spectral density.) Throughout this
chapter, we assume that the spectral density is a well-defined integrable function.
In fact, in all of our applications the spectral density is a rational function. Since
{Ry(n)}∞0 defines a positive Toeplitz matrix TRy , its spectral density Sy is almost
everywhere a positive operator on Y with respect to the Lebesgue measure; see
Bochner’s Theorem 5.6.1. Finally, it is noted that trace(Ry(0)) is referred to as
the energy in the process y. So the energy in the process y is given by

traceEy(n)y(n)∗ = trace(Ry(0)) =
1
2π

∫ 2π

0

trace(Sy(eıω))dω.

Let y(n) be any random process with values in Y such that the mean is a
constant. Then �y is the infinite vector defined by

�y =
[· · · y(−2) y(−1) y(0) y(1) y(2) · · ·]tr . (11.7.2)
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Using this notation, it follows that the j-k entry of the matrix E�y�y∗ is given by
(E�y�y∗)j,k = Ey(j)y(k)∗. In particular, the process y(n) is wide sense stationary
if and only if (E�y�y∗)j,k is a function of j − k, or equivalently, E�y�y∗ is a Laurent
matrix. In this case, E�y�y∗ = LSy where LSy is the Laurent matrix determined by
the spectral density Sy. In particular, the j-k entry of LSy is given by (LSy)jk =
Ry(j − k).

If w(n) is a white noise process with values in W , then its spectral density
Sw(eıω) = I. Recall that the autocorrelation function for a white noise process is
Rw(n) = δnI where δj is the Kronecker delta. Hence Sw(eıω) = F{δnI} = I.

Theorem 11.7.1. Let u(n) be a zero mean wide sense stationary process with values
in U , and assume that its spectral density Su is a function in L∞(U ,U). Let y(n)
be the random process with values in Y determined by

y(n) =
∞∑

k=−∞
Gn−ku(k) =

∞∑
k=−∞

Gku(n− k) (11.7.3)

where G =
∑∞
−∞ e−ıωkGk is a function in L2(U ,Y). Then y(n) is a mean zero

wide sense stationary random process whose spectral density is given by

Sy(eıω) = G(eıω)Su(eıω)G(eıω)∗. (11.7.4)

In particular, if u(n) is white noise, then Sy(eıω) = G(eıω)G(eıω)∗.

Proof. Notice that the random process y is given by �y = LG�u where LG is the
Laurent matrix determined by G. Thus E�y = LGE�u = 0. Hence the mean of y(n)
is zero for all integers n. By employing �y = LG�u, we obtain

E�y�y∗ = E(LG�u)(LG�u)∗ = LGE�u�u
∗L	

G = LGLSuLG∗ = LGSuG∗ .

So E�y�y∗ = LGSuG∗ is the Laurent matrix determined by the symbol GSuG
∗. In

particular, Ey(j)y(k)∗ = (LGSuG∗)jk is a function of j − k. Therefore y(n) is a
wide sense stationary random process. Finally, since LSy = E�y�y∗ = LGSuG∗ , we
see that Sy = GSuG

∗. �

11.8 Jointly Wide Sense Stationary Processes

Let x(n) be a random process with values in X and y(n) be a random process
with values in Y where X and Y are finite dimensional Euclidean spaces. Then
we say that x(n) and y(n) are jointly wide sense stationary if the following three
conditions hold:

(i) The process x(n) is wide sense stationary.

(ii) The process y(n) is wide sense stationary.

(iii) Ex(n)y(m)∗ = Rxy(n−m) is a function of n−m for all integers n and m.
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In this case, Rxy(n) is called the joint autocorrelation function for x and y. Notice
that Ex(n)y(m)∗ = Rxy(n −m) for all n and m if and only if Ex(n+ k)y(k)∗ =
Rxy(n) is just a function of n for all integers n and k. The processes x and y are
jointly wide sense stationary if and only if the processes y and x are jointly wide
sense stationary. In this case, Rxy(n) = Ryx(−n)∗. To see this simply observe that

Rxy(n) = Ex(n+ k)y(k)∗ = (Ey(k)x(n+ k)∗)∗

= Ryx(k − n− k)∗ = Ryx(−n)∗.

Therefore we have Rxy(n) = Ryx(−n)∗. Finally, it is noted that Rxy(n) is an
operator from Y into X and Ryx(n) is an operator from X into Y for all integers
n.

Now assume that x(n) and y(n) are jointly wide sense stationary. Then the
joint spectral density Sxy for x and y is the Fourier transform of their joint auto-
correlation function Rxy, that is,

Sxy(eıω) = F{Rxy(k)}∞−∞ =
∞∑

k=−∞
e−ıωkRxy(k).

For our purposes throughout this chapter, we assume that the joint spectral density
Sxy is integrable. In this case, Sxy(eıω) is almost everywhere an operator from Y
into X . Finally, Sxy(eıω) = Syx(eıω)∗ almost everywhere. To verify this, notice
that Rxy(n) = Ryx(−n)∗ yields

Sxy(eıω)∗ =
∞∑

k=−∞
Rxy(k)∗eıωk =

∞∑
k=−∞

Ryx(−k)eıωk

=
∞∑

k=−∞
Ryx(k)e−ıωk = Syx(eıω).

In other words, S∗xy = Syx.
Let ξ(n) be the random process with values in X ⊕ Y determined by

ξ(n) =
[
x(n)
y(n)

]
. (11.8.1)

A simple calculation shows that for all integers n and k, we have

Eξ(n+ k)ξ(k)∗ =
[
Ex(n + k)x(k)∗ Ex(n+ k)y(k)∗

Ey(n+ k)x(k)∗ Ey(n+ k)y(k)∗

]
.

Notice that ξ(n) is wide sense stationary if and only if x(n) and y(n) are jointly
wide sense stationary. In this case, the autocorrelation function Rξ for the process
ξ(n) is the operator matrix given by

Rξ(n) =
[
Rx(n) Rxy(n)
Ryx(n) Ry(n)

]
. (11.8.2)
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Moreover, the spectral density Sξ for the process ξ(n) is determined by

Sξ =
[

Sx Sxy

Syx Sy

]
. (11.8.3)

Because the spectral density is a positive operator, Sξ(eıω) is almost everywhere
a positive operator on X ⊕ Y. In particular, Sξ(eıω) is almost everywhere a self-
adjoint operator. This also shows that Sxy(eıω)∗ = Syx(eıω).

Let x and y be two wide sense stationary processes. The j-k entry of the
matrix E�x�y∗ is given by (E�x�y∗)j,k = Ex(j)y(k)∗. In particular, the process x(n)
and y(n) are jointly wide sense stationary if and only if (E�x�y∗)j,k is a function
of j − k, or equivalently, E�x�y∗ is a Laurent matrix. In this case, E�x�y∗ = LSxy

where LSxy is the Laurent matrix determined by the joint spectral density Sxy. In
particular, the j-k entry of LSxy is given by (LSxy)jk = Rxy(j − k). The following
is a generalization of Theorem 11.7.1.

Theorem 11.8.1. Let u(n) and v(n) be jointly wide sense stationary zero mean
processes with values in U and V, respectively such that Sv, Su and Svu are in the
appropriate L∞ space. Let x(n) be the random process with values in X and y(n)
be the random process with values in Y determined by

x(n) =
∞∑

k=−∞
Hn−kv(k) and y(n) =

∞∑
k=−∞

Gn−ku(k). (11.8.4)

Here H =
∑∞
−∞ e−ıωnHn is a function in L2(V ,X ) while G =

∑∞
−∞ e−ıωnGn

is a function in L2(U ,Y). Then x(n) and y(n) are mean zero jointly wide sense
stationary random processes whose joint spectral density is given by

Sxy(eıω) = H(eıω)Svu(eıω)G(eıω)∗. (11.8.5)

In particular, if u(n) = v(n) is white noise, then x(n) and y(n) are mean zero
jointly wide sense stationary and Sxy(eıω) = H(eıω)G(eıω)∗.

Proof. Observe that �x = LH�v and �y = LG�u. Hence

E�x�y∗ = E(LH�v)(LG�u)∗ = LHE�v�u
∗L	

G = LHLSvuLG∗ = LHSvuG∗ .

So E�x�y∗ = LHSvuG∗ is the Laurent matrix determined by the symbol HSvuG
∗.

Therefore x(n) and y(n) are jointly wide sense stationary random process. Finally,
since LSxy = E�x�y∗ = LHSvuG∗ , we obtain Sxy = HSvuG

∗. �

11.9 Wiener Filtering

In this section we will state and solve a classical Wiener filtering problem. To
establish some general notation in systems theory, let L be a linear map sending
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an input sequence u(n) with values in U into an output sequence y(n) with values
in Y. Then L is time invariant if when the input u(n) is shifted by k, then the
output is also shifted by time k, that is, if y = Lu, then y(n + k) = (Lv)(n)
where v(n) = u(n + k). In our terminology L is time invariant if L defines a
Laurent matrix. The map L is causal if the output y(n) depends only on the input
{u(j)}n−∞ up to time n. So L is causal if and only if L defines a lower triangular
matrix. In particular, a linear time invariant causal map corresponds to a lower
triangular Laurent matrix. There are several notions of stability. For our purposes,
we say that a linear time invariant map L is stable if LGuδn−k is in �2(Y) for all u
in U where δj is the Kronecker delta. In other words, a linear time invariant map
L is stable if and only if L = LG where LG is the Laurent matrix determined by
a function G in L2(U ,Y). Finally, L is a stable linear time invariant causal map if
and only if L = LG where G is a function in H2(U ,Y).

Let us establish some notation. Let Y and X be finite dimensional Hilbert
spaces. Then the inner product on L2(Y,X ) is given by

(F,G) =
1
2π

∫ 2π

0

trace(FG∗)dω =
1
2π

∫ 2π

0

trace(G∗F )dω.

If F is a function in L2(Y,X ), then the causal part of F is defined by Fc = P+F
where P+ is the orthogonal projection from L2(Y,X ) onto H2(Y,X ), that is,
Fc =

∑∞
0 Fke

−ıωk where F =
∑∞
−∞ Fke

−ıωk. Moreover, the anti-causal part of
F is given by Fa = (I − P+)F which is the orthogonal projection of F onto
L2(Y,X ) �H2(Y,X ). In other words, Fa = F − Fc. Finally, it is noted that

‖F‖2 = ‖Fc‖2 + ‖Fa‖2 (F ∈ L2(Y,X )). (11.9.1)

Let Sy be the spectral density for a wide sense stationary random process
y(n). Then we say that Sy admits a co-outer spectral factor Θ if Sy = ΘΘ∗ where
Θ is a co-outer function. In this case, Θ is called a co-outer spectral factor for Sy.
(Recall that Θ is co-outer if Θ̃(z) = Θ(z)∗ is outer.) Notice that Θ is a co-outer
spectral factor for Sy if and only if Θ̃ is an outer spectral factor for Sy(e−ıω). So
the co-outer spectral factor is unique up to a unitary constant operator on the
right.

Let x(n) and y(n) be two jointly wide sense stationary processes with values
in X = Ck and Y = Cm, respectively. The idea behind Wiener filtering is to
find the best linear stable time invariant causal estimate of x(n) given the past
{y(j)}n

−∞ of y. In other words, one would like to find a function (or a filter in
engineering terminology)H in H2(Y,X ) such that the process determined by LH�y
is the best estimate of x(n) given the past {y(j)}n−∞. Now let H(z) be any transfer
function in H2(Y,X ), and consider the error process ε(n) defined by �ε = �x−LH�y,
that is,

ε(n) = x(n) −
n∑

j=−∞
Hn−jy(j) (11.9.2)
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where H(z) =
∑∞

0 z−jHj . Notice that ε(n) is a wide sense stationary process
depending upon our choice of H . In fact, the spectral density for ε is given by

Sε = Sx − SxyH
∗ −HSyx +HSyH

∗. (11.9.3)

To see this simply observe that

E�ε�ε ∗ = E(�x − LH�y)(�x− LH�y)∗

= E�x�x ∗ − E�x�y ∗L	
H − LHE�y�x

∗ + LHE�y�y
∗L	

H

= LSx − LSxyLH∗ − LHLSyx + LHLSyLH∗ .

Thus E�ε�ε ∗ is the Laurent matrix whose symbol is given by Sε in (11.9.3). In other
words, ε is wide sense stationary.

The energy in the process ε(n) is defined by

traceEε(n)ε(n)∗ = traceRε(0) =
1
2π

∫ 2π

0

trace(Sε(eıω))dω.

So the Wiener filtering problem is to find a function H in H2(Y,X ) to minimize
the energy of the error process, or equivalently, minimize the area under the trace
in the spectral density Sε. To be precise, the Wiener filtering problem is to find a
causal function H which solves the optimization problem

μ = inf{ 1
2π

∫ 2π

0

trace(Sε(eıω))dω : H ∈ H2(Y,X ) where ε(n) is in (11.9.2)}.
(11.9.4)

Here μ is the error in the Wiener filter.
Now assume that the spectral density Sy for y(n) admits a spectral factor-

ization of the form Sy = ΘΘ∗ where Θ is an invertible co-outer function, that
is, Θ and Θ−1 are both in H∞(Y,Y). Then the unique solution Ĥ to the Wiener
filtering problem is given by

Ĥ(z) = (
[
SxyΘ−∗

]
c
)(z)Θ(z)−1. (11.9.5)

Moreover, the error is determined by

μ =
1
2π

∫ 2π

0

traceSε(eıω)dω = traceRx(0)− ‖ [SxyΘ−∗
]
c
‖2. (11.9.6)

To verify this, we see by (11.9.3) that the spectral density for the error process
is given by

Sε = Sx −HSyx − SxyH
∗ +HSyH

∗

= Sx −HSyx − SxyH
∗ +HΘΘ∗H∗

= Sx − SxyΘ−∗Θ−1Syx + SxyΘ−∗Θ−1Syx

−HSyx − SxyH
∗ +HΘΘ∗H∗

= Sx − SxyΘ−∗Θ−1Syx +
(
SxyΘ−∗ −HΘ

) (
SxyΘ−∗ −HΘ

)∗
.
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The last equality follows from the fact that S∗xy = Syx. By combining the previous
expression for Sε with (11.9.1), we obtain

traceRε(0) =
1
2π

∫ 2π

0

trace(Sε(eıω))dω

=
1
2π

∫ 2π

0

trace(Sx(eıω))dω − ‖SxyΘ−∗‖2 + ‖SxyΘ−∗ −HΘ‖2

= traceRx(0)− ‖SxyΘ−∗‖2 + ‖ [SxyΘ−∗
]
a

+
[
SxyΘ−∗

]
c
−HΘ‖2

= traceRx(0)− ‖SxyΘ−∗‖2 + ‖ [SxyΘ−∗
]
a
‖2 + ‖ [SxyΘ−∗

]
c
−HΘ‖2

= traceRx(0)− ‖ [SxyΘ−∗
]
c
‖2 + ‖ [SxyΘ−∗

]
c
−HΘ‖2.

The fourth equality follows from the fact that HΘ is causal, and the last equality
from the causal and anti-causal decomposition of SxyΘ−∗. This readily yields the
result

traceRε(0) = traceRx(0)− ‖ [SxyΘ−∗
]
c
‖2 + ‖ [SxyΘ−∗

]
c
−HΘ‖2. (11.9.7)

Hence the causal filter Ĥ in H2(Y,X ) which minimizes the energy traceRε(0)
in the error process ε(n) is the function H = Ĥ which makes the last term
[SxyΘ−∗]c−HΘ in (11.9.7) equal to zero. So the optimal Wiener filter Ĥ is given
by

Ĥ(z) = (
[
SxyΘ−∗

]
c
)(z)Θ(z)−1.

Notice that Ĥ is in H2(Y,X ) because [SxyΘ−∗]c is in H2(Y,X ) and Θ−1 is in
H∞(Y,Y). So their product is in H2(Y,X ). Finally, it is noted that our solution
Ĥ is unique because this Ĥ is the only function in H2(Y,X ) which makes the
last term [SxyΘ−∗]c −HΘ in (11.9.7) equal to zero. Finally, by setting H = Ĥ in
(11.9.7), we see that the error in estimation

μ = traceRx(0)− ‖ [SxyΘ−∗
]
c
‖2.

This completes our derivation of the Wiener filter.

11.10 Steady State Kalman and Wiener Filtering

In this section we will show that the steady state Kalman filter is precisely the
Wiener filter for the corresponding system.

11.10.1 State space systems with x(−∞) = 0

Let us review some elementary facts concerning discrete time invariant systems
starting in the infinite past. Consider the state space system given by

x(n+ 1) = Ax(n) +Bu(n) and y = Cx(n) +Dv(n). (11.10.1)
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Here {A on X , B, C,D} are all constant operators acting between the appropriate
spaces and the state space X is finite dimensional. The solution to (11.10.1) subject
to the initial condition x(m) = xm is given by

x(n) = An−mxm +
n−1∑
k=m

An−k−1Bu(k) (x(m) = xm), (11.10.2)

y(n) = CAn−mxm +Dv(n) +
n−1∑
k=m

CAn−k−1Bu(k). (11.10.3)

Recall that a finite dimensional operator A on X is stable if all the eigenvalues
of A are contained in the open unit disc {z : |z| < 1}. Now assume that A is stable
and xm = f is a fixed vector in X . Then An−mf converges to zero as m tends to
minus infinity. Hence as m tends to minus infinity, the initial condition xm does
not play a role in the solution to the state space system (11.10.1); see (11.10.2)
and (11.10.3). So without loss of generality, if the initial condition starts at minus
infinity, then we can assume that x(−∞) = 0. Moreover, if x(−∞) = 0, then the
solution to the state space system in (11.10.1) is given by

x(n) =
n−1∑

k=−∞
An−k−1Bu(k),

y(n) = Dv(n) +
n−1∑

k=−∞
CAn−k−1Bu(k). (11.10.4)

In other words, if Ω = (zI −A)−1B and G = C(zI −A)−1B, then the state x and
output y corresponding to x(−∞) = 0, is given by

�x = LΩ�u and �y = LD�v + LG�u. (11.10.5)

Because A is stable, LΩ mapping �2(U) into �2(X ) and LG mapping �2(U) into
�2(Y) are well-defined operators. Finally, LD is the Laurent operator from �2(U)
into �2(Y) formed by placing D on the diagonal and zeros elsewhere.

Assume that {A,B,C,D} is a stable, controllable and observable system.
Moreover, assume that u(n) and v(n) are independent white noise processes. Then
the solution to the state space system in (11.10.1) with x(−∞) = 0 is given by
(11.10.4) or (11.10.5). In this case, x(n) and y(n) are jointly wide sense stationary
processes. In fact,

Sx(z) = (zI −A)−1BB∗(zI −A)−∗,

Sy(z) = C(zI −A)−1BB∗(zI −A)−∗C∗ +DD∗ (|z| = 1),

Sxy(z) = (zI −A)−1BB∗(zI −A)−∗C∗. (11.10.6)

To see this, Theorem 11.7.1 shows that x(n) is a wide sense stationary process
and the spectral density Sx = ΩΩ∗. Because u(n) and v(n) are both mean zero



11.10. Steady State Kalman and Wiener Filtering 307

processes and �y = LD�v + LG�u, the mean of y(n) is also zero. Using the fact that
u and v are orthogonal white noise processes (E�v�u∗ = 0), we obtain

E�y�y ∗ = E(LD�v + LG�u)(LD�v + LG�u)∗

= LDE�v�v
∗L∗D + LGE�u�u

∗L∗G
= LDL

∗
D + LGL

∗
G = LDD∗+GG∗ .

Hence E�y�y ∗ = LSy equals the Laurent matrix determined by the symbol DD∗ +
GG∗. So y is wide sense stationary, and Sy = DD∗ + GG∗. To verify that x and
y are jointly wide sense stationary, it remains to show that E�x�y ∗ is a Laurent
matrix. To this end, observe that

E�x�y ∗ = ELΩ�u(LD�v + LG�u)∗ = ELΩ�u�u
∗L∗G = LΩLG∗ = LΩG∗ .

ThereforeE�x�y∗ = LSxy equals the Laurent matrix determined by the symbol ΩG∗.
In other words, x and y are jointly wide sense stationary, and Sxy = ΩG∗.

Assume that DD∗ is invertible. We claim that Sy admits an invertible co-
outer spectral factorization, that is, Sy = ΘΘ∗ where Θ is an invertible co-outer
function in H∞(Y,Y). (A function is an invertible outer function if and only if
it is an invertible co-outer function.) To compute Θ, let P be the unique positive
solution to the algebraic Riccati equation determined by the steady state Kalman
filter, that is,

P = APA∗ +BB∗ −APC∗ (CPC∗ +DD∗)−1 CPA∗. (11.10.7)

Then the invertible co-outer spectral factor Θ for Sy is given by

Sy = ΘΘ∗ where Θ(z) = C(zI −A)−1APC∗N−1/2 +N1/2. (11.10.8)

Here N = CPC∗ +DD∗ and N1/2 is the positive square root of N .
To prove (11.10.8), observe that {A,APC∗N−1/2, C,N1/2} is a realization

for Θ. The inverse of Θ is determined by

Θ(z)−1 = N−1/2 −N−1/2C(zI − J)−1APC∗N−1,

J = A−APC∗ (CPC∗ +DD∗)−1
C; (11.10.9)

see Remark 14.2.1. According to Theorem 11.5.1, the feedback operator J is stable.
Therefore Θ is an invertible co-outer function in H∞(Y,Y). To verify that Sy =
ΘΘ∗, set Φ = (zI −A)−1. Notice that

(zI −A)−1 = z−1I + z−1A(zI −A)−1. (11.10.10)
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Clearly, ΦA = AΦ. Using the algebraic Riccati in (11.10.7) and |z| = 1, we have

Sy = GG∗ +DD∗

= CΦBB∗Φ∗C∗ +DD∗

= CΦ
(
P −APA∗ +APC∗N−1CPA∗

)
Φ∗C∗ +DD∗

= C
(
z−1I + z−1AΦ

)
P
(
z−1I + z−1AΦ

)∗
C∗

− CΦAPA∗Φ∗C∗ + CΦAPC∗N−1CPA∗Φ∗C∗ +DD∗

= CPC∗ + CAΦPC∗ + CPΦ∗A∗C∗

+ CΦAPC∗N−1CPA∗Φ∗C∗ +DD∗

= CΦAPC∗ + CPA∗Φ∗C∗ + CΦAPC∗N−1CPA∗Φ∗C∗ +N

=
(
CΦAPC∗N−1/2 +N1/2

)(
CΦAPC∗N−1/2 +N1/2

)∗
.

In other words, Sy = ΘΘ∗ where Θ = CΦAPC∗N−1/2 + N1/2 is the invertible
co-outer spectral factorization for Sy.

It is noted that one can use the results in Theorem 10.1.4 in Chapter 10 to
compute the co-outer spectral factor Θ for Sy. To see this observe that for |z| = 1,
we have

∞∑
n=−∞

znRy(n) = Sy(z) (11.10.11)

= DD∗ + C(zI −A)−1BB∗(zI −A∗)−1C

= DD∗ +
∞∑

j=0

∞∑
k=0

zjzkCAjBB∗A∗kC∗.

Let Q be the observability Gramian for the controllable pair {A,B}, that is, let
Q be the unique solution to the Lyapunov equation

Q = AQA∗ +BB∗. (11.10.12)

Recall that Q =
∑∞

0 AjBB∗A∗j . By matching like coefficients of zν in (11.10.11),
we obtain

Ry(0) = DD∗ +
∞∑

j=0

CAjBB∗A∗jC∗ = DD∗ + CQC∗,

Ry(−1) =
∞∑

j=0

CAjBB∗A∗jA∗C∗ = CQA∗C∗,

...

Ry(−n) =
∞∑

j=0

CAjBB∗A∗jA∗nC∗ = CQA∗nC∗.
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In other words,

Ry(0) = DD∗ + CQC∗ and Ry(−n) = CQA∗A∗n−1C∗ (n ≥ 1).

By consulting Theorem 10.1.4 with Ĉ = CQA∗ and replacing A by A∗ and B by
C∗, we see that the outer spectral factor Θo for Sy(z) is given by

Θo(z) = Do + Co(zI −A∗)−1C∗,

Do = (Ry(0)− CPoC
∗)1/2 = (DD∗ + C(Q− Po)C∗)1/2,

Co = D−∗o (Ĉ − CPoA
∗) = D−∗o (CQA∗ − CPoA

∗). (11.10.13)

Here Po is the stabilizing solution to the following algebraic Riccati equation

Po = APoA
∗ + (CQA∗ − CPoA

∗)∗(Ry(0)− CPoC
∗)−1(CQA∗ − CPoA).

Now let P = Q − Po. Then subtracting this algebraic Riccati equation from the
Lyapunov equation Q = AQA∗+BB∗, we arrive at the algebraic Riccati equation
in (11.10.7). Using this P in (11.10.13), the outer spectral factor Θo for Sy(z) is
given by

Θo(z) = N1/2 +N−1/2CPA∗(zI −A∗)−1C∗.

Since Θo(z) is an outer spectral factor for Sy(z), it follows that Θ(z) = Θo(z)∗ is
the co-outer spectral factor for Sy(z). In other words, the results in Chapter 10
can also be used to compute the co-outer spectral factor for Sy.

11.10.2 The Wiener filter for {A, B, C, D}
As before, consider the stable controllable and observable state space system
{A,B,C,D} given by (11.10.1) where u(n) and v(n) are independent white noise
processes subject to the initial condition x(−∞) = 0. Moreover, we assume that
DD∗ is invertible. Then our Wiener filtering problem is to find the best causal
estimate of x(n+ 1) given the past {y(j)}n

−∞, that is, find the best function Ĥ in
H2(Y,X ) such that

x̂(n+ 1) =
n∑

j=−∞
Ĥn−jy(j)

is the best estimate of x(n + 1) given the past {y(j)}n−∞. The solution to this
Wiener filtering problem is given by the state space system starting at x(−∞) = 0,

x̂(n+ 1) = (A−KPC)x̂(n) +KP y(n), (11.10.14)

KP = APC∗ (CPC∗ +DD∗)−1
.

The optimal transfer function from y(n) to x̂(n+ 1) is given by

z(zI − (A−KPC))−1KP .



310 Chapter 11. Kalman and Wiener Filtering

In other words, the Wiener filter is precisely the steady state Kalman filter.
To set up this Wiener filtering problem and prove these results, let ψ(n) be

the wide sense stationary process determined by ψ(n) = x(n + 1). By consulting
(11.10.4), we see that

ψ(n) =
n∑

k=−∞
An−kBu(k) or equivalently �ψ = LzΩ�u. (11.10.15)

Recall that Ω = (zI − A)−1B. Notice that ψ(n) and y(n) are jointly wide sense
stationary processes. In fact,

Sψ = (zI −A)−1BB∗(zI −A)−∗,

Sψy = z(zI −A)−1BB∗(zI −A)−∗C∗. (11.10.16)

Theorem 11.7.1 shows that ψ(n) is a wide sense stationary process and Sψ = ΩΩ∗.
Recall that y(n) is a wide sense stationary process. To verify that ψ and y are
jointly wide sense stationary it remains to show that E�ψ�y ∗ is a Laurent matrix.
To this end, observe that

E�ψ�y ∗ = ELzΩ�u(LD�v + LG�u)∗ = ELzΩ�u�u
∗L∗G = LzΩLG∗ = LzΩG∗ .

Therefore E �ψ�y ∗ = LSψy
equals the Laurent matrix determined by the symbol

zΩG∗. In other words, ψ and y are jointly wide sense stationary, and Sψy = zΩG∗.
The optimal Wiener filter to estimate ψ(n) = x(n + 1) given the past

{y(j)}n−∞ is determined by

Ĥ =
[
SψyΘ−∗

]
c
Θ−1 (11.10.17)

where Θ is the co-outer spectral factor for Sy. To complete this section, it re-
mains to show that this Wiener filter is given by the state space representation in
(11.10.14).

Set Φ(z) = (zI − A)−1 and assume that |z| = 1. Using the Riccati equation
in (11.10.7) with (11.10.10) and ΦA = AΦ, we arrive at

ΦBB∗Φ∗ = Φ
(
P − APA∗ + APC∗N−1CPA∗

)
Φ∗

=
(
z−1I + z−1AΦ

)
P
(
z−1I + z−1AΦ

)∗
− ΦAPA∗Φ∗ + ΦAPC∗N−1CPA∗Φ∗

= P + PA∗Φ∗ + ΦAP + ΦAPC∗N−1CPA∗Φ∗.

This readily implies that

ΦBB∗Φ∗ = P + PA∗Φ∗ + ΦAP + ΦAPC∗N−1CPA∗Φ∗. (11.10.18)

We claim that

Sψy = zPC∗ + zPA∗Φ∗C∗ + zΦAPC∗N−1/2Θ∗ (11.10.19)
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where Θ is the co-outer spectral factor for Sy given in (11.10.8). Using (11.10.18),
we arrive at

Sψy = zΦBB∗Φ∗C∗

= zPC∗ + zPA∗Φ∗C∗ + zΦAPC∗ + zΦAPC∗N−1CPA∗Φ∗C∗

= zPC∗ + zPA∗Φ∗C∗ + zΦAPC∗N−1/2
(
N1/2 +N−1/2CPA∗Φ∗C∗

)
= zPC∗ + zPA∗Φ∗C∗ + zΦAPC∗N−1/2Θ∗.

Therefore (11.10.19) holds. By employing (11.10.19), we arrive at[
SψyΘ−∗

]
c

=
[
zPC∗Θ−∗

]
c
+
[
zPA∗Φ∗C∗Θ−∗

]
c
+
[
zΦAPC∗N−1/2

]
c

= zΦAPC∗N−1/2.

Notice that Θ−∗ =
∑∞

0 znΞn. Thus zPC∗Θ−∗ is anti-causal. The second term
drops out because the product of zPA∗Φ∗C∗ with Θ−∗ is also anti-causal. Hence[

SψyΘ−∗
]
c

= zΦAPC∗N−1/2. (11.10.20)

Recall that the inverse of Θ is given by (11.10.9). Therefore the Wiener filter is
given by

Ĥ =
[
SψyΘ−∗

]
c
Θ−1 = zΦAPC∗N−1/2Θ−1

= zΦAPC∗N−1/2
(
N−1/2 −N−1/2C(zI − J)−1APC∗N−1

)
= zΦAPC∗N−1

(
I − C(zI − J)−1APC∗N−1

)
= zΦ

(
I −APC∗N−1C(zI − J)−1

)
APC∗N−1

= zΦ
(
zI − J − APC∗N−1C

)
(zI − J)−1APC∗N−1

= zΦ (zI −A) (zI − J)−1APC∗N−1

= z(zI − J)−1APC∗N−1 = z(zI − J)−1KP .

Since KP = APC∗N−1 and J = A−KPC, the Wiener filter is determined by

Ĥ(z) = z(zI − (A−KPC))−1KP .

Moreover, Ĥ admits a Taylor series expansion of the form

Ĥ(z) =
∞∑

k=0

z−kĤk =
∞∑

k=0

z−kJkKP .

The Fourier coefficients Ĥk for Ĥ are determined by Ĥk = JkKP for all integers
k ≥ 0. So the optimal estimate x̂(n+ 1) = ψ̂(n) of x(n+ 1) = ψ(n) given the past
output {y(j)}n

−∞ is computed by

x̂(n+ 1) = ψ̂(n) =
n∑

k=−∞
Ĥn−ky(k) =

n∑
k=−∞

Jn−kKP y(k).
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In other words,

x̂(n+ 1) =
n∑

k=−∞
Jn−kKP y(k)

= KP y(n) + J

n−1∑
k=−∞

Jn−1−kKP y(k)

= Jx̂(n) +KP y(n).

Therefore the state space equation for our Wiener filter is given by (11.10.14),
which is precisely the steady state Kalman filter.

11.11 Notes

Kalman filtering started with the seminal paper of Kalman [144] and the contin-
uous time version in Kalman-Bucy [148]. Our approach to Kalman filtering was
taken from Luenberger [166]. Theorem 11.5.1 was taken from Section 3.5 in Caines
[47]. For further results, historical comments, and a more detailed discussion of
Kalman filtering; see Anderson-Moore [11], Davis [66], Caines [47], Kailath [138]
and Kailath-Sayed-Hassibi [143]. The connection between the steady state Kalman
filter and Wiener filtering is classical.

In general the Kalman filter does not require that the state noise u(n) and
v(n) be independent. In this case, the state space set up for the Kalman filter is
given by

x(n+ 1) = Ax(n) + u(n) and y(n) = Cx(n) + v(n) (11.11.1)

where u(n) and v(n) are mean zero Gaussian random process which are indepen-
dent of the initial condition x(0). However, u(n) and v(n) may be correlated. As
before, A(n) and C(n) can be function of the time index n and we suppress this
index. Moreover, assume that

E

[
u(n)
v(n)

] [
u(m)∗ v(m)∗

]
=
[
R11(n) R12(n)
R21(n) R22(n)

]
δn−m.

Here δj is the Kronecker delta. It is emphasized that Rjk(n) can be a function
of n. Let Mn = span{y(k)}n

0 . As before, x̂(n) = PMn−1x(n) denotes the optimal
state estimate. Finally, the error x̃(n) = x(n) − x̂(n), and

Qn = Ex̃(n)x̃(n)∗ = E (x(n)− x̂(n)) (x(n) − x̂(n))∗

is the error covariance.
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In this setting the Kalman filter estimate for the optimal state is given by

x̂(n+ 1) = Ax̂(n) + Λn (y(n)− Cx̂(n))
= (A− ΛnC) x̂(n) + Λny(n),

Λn = (AQnC
∗ +R12) (CQnC

∗ +R22)
−1
. (11.11.2)

The recursion for the error covariance is determined by

Qn+1 = AQnA
∗ +R11 − (AQnC

∗ +R12) (CQnC
∗ +R22)

−1 (AQnC
∗ +R12)

∗

where the initial condition Q0 = Ex(0)x(0)∗. Another form for the Riccati differ-
ence equation is given by

Qn+1 = (A− ΛnC)Qn (A− ΛnC)∗ +
[
I −Λn

] [R11 R12

R21 R22

] [
I
−Λ∗n

]
.

The proof of this result is a minor modification of the classical Kalman filter and
left as an exercise.

To obtain the steady state Kalman filter, assume that {C,A} are time in-
variant. Moreover, assume that

R =
[
R11 R12

R21 R22

]
on
[X
Y
]

(11.11.3)

is positive and R22 is strictly positive. Now consider the algebraic Riccati equation
determined by

P = APA∗ +R11 − (APC∗ +R12) (CPC∗ +R22)
−1 (APC∗ +R12)

∗
. (11.11.4)

By taking the appropriate adjoint in Theorem 10.7.1, we obtain the following
result which was taken from Section 3.5 in Caines [47].

Theorem 11.11.1. Consider the pair {C,A on X} where C maps X into Y. Let
Qn be the solution for the Riccati difference equation

Qn+1 = AQnA
∗ +R11 − (AQnC

∗ +R12) (CQnC
∗ +R22)

−1 (AQnC
∗ +R12)

∗

subject to the initial condition Q0 = 0. Moreover, assume that R in (11.11.3) is
positive and R22 is strictly positive. Finally, let Δ = R11 − R12R

−1
22 R21 be the

Schur complement for R with respect to R11. Then the following holds.

(i) The solution {Qn}∞0 forms an increasing sequence of positive operators. To
be precise, Qn ≤ Qn+1 for all integers n ≥ 0.

(ii) If the pair {C,A} is observable, then Qn converges to a positive operator P
as n tends to infinity, that is,

P = lim
n→∞Qn. (11.11.5)

In this case, P is a positive solution for the Riccati equation (11.11.4).
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(iii) If {A − R12R
−1
22 C,Δ} is controllable and {C,A} is observable and P is any

positive solution to the algebraic Riccati equation in (11.11.4), then P is
strictly positive. Moreover, A − KPC is stable where KP is the operator
defined by

KP = (APC∗ +R12) (CPC∗ +R22)
−1
. (11.11.6)

(iv) If {A − R12R
−1
22 C,Δ} is controllable and {C,A} is observable, then there is

only one positive solution P to the algebraic Riccati equation in (11.11.4). In
this case, P is strictly positive. This solution is given by P = limn→∞Qn.

Assume that {A−R12R
−1
22 C,Δ} is controllable and {C,A} is observable. Let

P be the positive solution to the algebraic Riccati equation in (11.11.4) determined
by (11.11.5). By passing to limits in the Kalman filter (11.11.2), we arrive at the
steady state Kalman filter defined by

ζ(n+ 1) = (A−KPC)ζ(n) +KP y(n), (11.11.7)

KP = (APC∗ +R12) (CPC∗ +R22)
−1
.

Theorem 11.11.1 guarantees that A − KPC is stable. The steady state Kalman
filter provides an approximation ζ(n) for the optimal state estimate x̂(n) for large
n or once the system reaches steady state. The Kalman filter converges to the
steady state Kalman filter. In other words, the steady state Kalman filter is an
optimal state estimator in the limit. Finally, it is noted that under the appropriate
assumptions, the steady state Kalman filter can be viewed as a Wiener filter.



Part IV

Interpolation Theory



Chapter 12

Tangential Nevanlinna-Pick
Interpolation

In this chapter we will use the Naimark representation theorem, along with state
space techniques to obtain a solution to a positive real tangential Nevanlinna-Pick
interpolation problem.

12.1 An Introduction to Nevanlinna-Pick Interpolation

Recall that a function F is a L(E , E)-valued positive real function if F is a L(E , E)-
valued analytic function in D+ = {z ∈ C : |z| > 1} and �F (z) ≥ 0 for all z in
D+. The classical Nevanlinna-Pick interpolation problem is: Given a distinct set
of complex numbers {αj}ν

1 in D+ and a set of complex numbers {γj}ν
1 , then find

a positive real function f satisfying the conditions

f(αj) = γj (for j = 1, 2, . . . , ν). (12.1.1)

Sz.-Nagy-Korányi [196] was the first to use operator techniques to solve the pos-
itive real Nevanlinna-Pick interpolation problem. The classical Nevanlinna-Pick
interpolation problem in (12.1.1) is a special case of a more general tangential
Nevanlinna-Pick interpolation problem.

To introduce our tangential Nevanlinna-Pick interpolation problem, let A be
a stable operator acting on a finite dimensional space X , and let C and C̃ be two
operators mapping X into E . Throughout we assume that the range of C is onto
E , or equivalently, CC∗ is invertible. We refer to a triple of operators {A,C, C̃}
with these properties as a data set. Given a data set {A,C, C̃} our tangential
Nevanlinna-Pick interpolation problem is to find a L(E , E)-valued positive real
function F such that ∞∑

n=0

FnCA
n = C̃. (12.1.2)
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Here F (z) =
∑∞

0 z−nFn is the Taylor series expansion of F at infinity. Because A
is stable and F is analytic in D+, the infinite sum in (12.1.2) converges. Following
some of the ideas in [84], Chapter 1, its value is denoted by (FC)(A)right, that is,

(FC)(A)right =
∞∑

n=0

FnCA
n where F (z) =

∞∑
n=0

z−nFn. (12.1.3)

If F is a L(E , E)-valued positive real function and (FC)(A)right = C̃, then F is
called an interpolant or a solution for the data set {A,C, C̃}.

To show that this interpolation problem covers the classical Nevanlinna-Pick
problem, let {αj}ν

1 be a finite set of distinct points in D+ and {γj}ν
1 a set of complex

numbers. Let A be the diagonal matrix on Cν defined by A = diag[{1/αj}ν
1 ]. Let

C and C̃ be the row vectors of length ν given by

C =
[

1 1 · · · 1
]

and C̃ =
[
γ1 γ2 · · · γν

]
. (12.1.4)

Obviously, C is onto C. Now let f be an analytic function in the open unit disc.
Then (12.1.1) is equivalent to

∑∞
0 fnCA

n = C̃, where f(z) =
∑∞

0 z−nfn. So the
classical Nevanlinna-Pick interpolation problem of finding a positive real function f
satisfying (12.1.1) is a special case of our tangential Nevanlinna-Pick interpolation
problem.

In this chapter the Lyapunov equation

Λ = A∗ΛA+ C∗C̃ + C̃∗C (12.1.5)

plays an important role in our solution of the tangential Nevanlinna-Pick interpo-
lation problem for the data {A,C, C̃}. Since A is stable, equation (12.1.5) has a
unique solution Λ. In fact this solution is given by

Λ =
∞∑

n=0

A∗n
(
C∗C̃ + C̃∗C

)
An. (12.1.6)

We shall prove that the Nevanlinna-Pick problem for the data {A,C, C̃} is solvable
if and only if this unique solution Λ is positive.

To state one of our main results, we have to introduce some further nota-
tion. Assume that the unique solution Λ of (12.1.5) is positive. Then Λ admits a
factorization of the form Λ = M∗M where M is an operator from X onto H, that
is, MX = H. It is well known that M = ΦΛ1/2 where Φ is a unitary operator
mapping Λ1/2X onto H. The Lyapunov equation in (12.1.5) implies that

‖Mx‖ = ‖MAx‖ (x ∈ kerC). (12.1.7)

Now consider the spaces

H = MX , H1 = MA kerC, H2 = M kerC,
D1 = H�H1 and D2 = H�H2. (12.1.8)
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Then (12.1.7) implies that there exists a partial isometry T◦ on H of the form

T◦ =
[
V 0
0 0

]
:
[ H1

D1

]
→
[ H2

D2

]
, (12.1.9)

where V is the unique unitary operator mapping H1 onto H2 such that

VMAx = Mx (x ∈ kerC). (12.1.10)

(To compute T◦ in Matlab, let Ψ = null(C) be the unitary matrix computed from
the Matlab command null, whose columns form a basis for the kernel of C. Then
compute T◦ = M ∗Ψ∗pinv(M ∗A∗Ψ).) We shall refer to T◦ as the partial isometry
determined by the unitary operator V . Finally, throughout this chapter N is the
operator given by

N = C∗(CC∗)−1 : E → X . (12.1.11)

Recall that if G is analytic in D+, then G̃(z) = G(z)∗. The proof of the following
result will be given in Section 12.3.

Theorem 12.1.1. The tangential Nevanlinna-Pick interpolation problem for the
data set {A,C, C̃} is solvable if and only if the unique solution Λ of the Lyapunov
equation (12.1.5) is positive. In this case:

(i) A special solution is given by

G(z) = C̃N +N∗(A∗M∗ −M∗T◦)MAN (12.1.12)

+N∗(M∗T◦ −A∗M∗)(zI − T◦)−1(M − T◦MA)N

where M maps X onto H such that Λ = M∗M and T◦ is the partial isometry
determined by the unitary operator V in (12.1.10) while N = C∗(CC∗)−1.

(ii) The maximal outer spectral factor Θ for the Toeplitz matrix

ΥG =

⎡⎢⎢⎢⎣
G0 +G∗0 G1 G2 · · ·
G∗1 G0 +G∗0 G1 · · ·
G∗2 G∗1 G0 +G∗0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ with G =
∞∑

n=0

z−nGn

is given by

Θ(z) = ΠD2MN + ΠD2(zI − T ∗◦ )−1(T ∗◦M −MA)N (12.1.13)

where Π∗D2
is the canonical embedding of D2 into H.

Definition 12.1.2. The positive real function G in (12.1.12) is called the central
interpolant for the data set {A,C, C̃}.
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Recall that �+(E) is the linear space consisting of all unilateral sequences
u =

[
u0 u1 u2 · · · ]tr where uj ∈ E for all j ≥ 0. (The transpose is denoted

by tr.) Furthermore, �c+(E) denotes the E-valued sequences in �+(E) with finite
support. Obviously,

�c+(E) ⊂ �2+(E) ⊂ �+(E).

The usual inner product on �2+(E) extends to a sesquilinear linear form between
�c+(E) and �+(E). Indeed, let

g =
[
g0 g1 g2 · · · ]tr and h =

[
h0 h1 h2 · · · ]tr

be sequences with entries in E . Then

(g, h) =
∞∑

j=0

(gj , hj) (12.1.14)

is well defined if g or h is a sequence of finite support (because in that case the
sum is finite) or if g and h are both square summable.

Now, let F be a positive real function with values in L(E , E). Define ΥF to
be the Toeplitz operator matrix given by

ΥF =

⎡⎢⎢⎢⎣
F0 + F ∗0 F1 F2 · · ·
F ∗1 F0 + F ∗0 F1 · · ·
F ∗2 F ∗1 F0 + F ∗0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ , (12.1.15)

where F (z) =
∑∞

n=0 z
−jFj is the Taylor series expansion for F at infinity. We

emphasize that, for notational convenience, we placed {Fj} in the first row of ΥF

and {F ∗j } in the first column. Observe that ΥF = TF̃ + T 	

F̃
where F̃ (z) = F (z)∗.

Recall that F is positive real if and only if F̃ is positive real. Therefore F is
positive real if and only if ΥF defines a positive Toeplitz matrix. Notice that ΥF

maps �c+(E) into �+(E). So we may consider the optimization problem

γ(F, u) = inf{(ΥFg, g) : g =
[
u g1 g2 g3 . . .

]tr ∈ �c+(E)}, (12.1.16)

where u is a vector in E . We shall show that there exists a unique positive operator
Δ(F ) on E such that

γ(F, u) = (Δ(F )u, u) (u ∈ E).

The next theorem is one of our main results. The proof is given in Section 12.4.

Theorem 12.1.3. Let {A,C, C̃} be a data set for a tangential Nevanlinna-Pick
interpolation problem. Assume that the solution Λ to the Lyapunov equation in
(12.1.5) is positive. Finally, let G be the central interpolant and F be an arbitrary
interpolant for the data {A,C, C̃}. Then Δ(G) ≥ Δ(F ) with equality if and only
if F = G.
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Remark 12.1.4. Assume that F is a solution to the tangential Nevanlinna-Pick
interpolation problem with data {A,C, C̃}. Let Wo be the observability Gramian
for the pair {C,A} defined by

Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ : X → �2+(E). (12.1.17)

Then the solution Λ to the Lyapunov equation in (12.1.5) is given by Λ =
W ∗

o ΥFWo. In particular, if the Nevanlinna-Pick interpolation problem is solvable,
then Λ is a positive operator. (Theorem 12.1.1 shows that the converse is also
true.)

To see this let, W̃o be the observability Gramian for {C̃, A} obtained by
replacing C by C̃ in (12.1.17). Then using

∑∞
0 FnCA

n = (FC)(A)right = C̃,
we see that W̃o = TF̃Wo. (Because A is stable and F is analytic in D+, the
multiplication TF̃Wo is well defined.) Hence

W ∗
o ΥFWo = W ∗

o

(
TF̃ + T 	

F̃

)
Wo = W ∗

o W̃o + W̃ ∗
oW

∗
o

=
∞∑

n=0

A∗n
(
C∗C̃ + C̃∗C

)
An = Λ.

Therefore Λ is a solution to the Lyapunov equation in (12.1.5). Since ΥF is positive,
Λ = W ∗

o ΥFWo is also positive.

12.2 The First Main Result on Interpolation

The proofs of our results are based on the following theorem which is a restatement
of Theorems 5.2.1 and 5.4.1.

Theorem 12.2.1. Let ΥF be the Toeplitz matrix in (12.1.15) determined by a
L(E , E)-valued sequence of operators {Fk}∞0 . Let F be the function formally defined
by F (z) =

∑∞
k=0 z

−kFk. Then the following statements are equivalent.

(i) The Toeplitz matrix ΥF is positive.

(ii) ΥF admits controllable isometric representation {U on K,Γ}.
(iii) The function F admits a controllable state space realization of the form

F (z) = F0 + Γ∗U(zI − U)−1Γ

where U is an isometry and F0 + F ∗0 = Γ∗Γ.

(iv) The function F is positive real.



322 Chapter 12. Tangential Nevanlinna-Pick Interpolation

In this case, F0 = Γ∗Γ/2 + Ψ where Ψ is an operator on E satisfying Ψ = −Ψ∗.
Moreover, all controllable realizations {U,Γ,Γ∗U,Fo} of F where U is an isometry
and F0 +F ∗0 = Γ∗Γ are unitarily equivalent. The maximal outer spectral factor for
ΥF is determined by

Θ(z) = zΠL(zI − U∗)−1Γ (z ∈ D+)

where L = kerU∗ and ΠL : K → L is the orthogonal projection from K onto L.
Finally, if F admits a finite dimensional stable realization, then U is a unilateral
shift and Θ is the outer spectral factor for ΥF , that is, T ∗ΘTΘ = ΥF .

Remark 12.2.2. Assume that F is a solution to the tangential Nevanlinna-Pick
interpolation for the data set {A,C, C̃}. Then F is a positive real function with
values in L(E , E) and

(FC)(A)right =
∞∑

j=0

FjCA
j = C̃, (12.2.1)

where F (z) =
∑∞

0 z−jFj . Since F is positive real, there exists a controllable
isometric pair {U on K,Γ} such that

F0 + F ∗0 = Γ∗Γ and F (z) = F0 + Γ∗U(zI − U)−1Γ. (12.2.2)

Notice that Fj = Γ∗U jΓ for all integers j ≥ 1. In terms of the isometric pair
{U,Γ}, the interpolation condition (12.2.1) is equivalent to the requirement that

F0C +
∞∑

j=1

Γ∗U jΓCAj = C̃. (12.2.3)

Since rspec(A) < 1 and U is an isometry, the series in (12.2.3) converges in the
operator norm. Set K =

∑∞
0 U jΓCAj . Then K satisfies the Lyapunov equation

K = UKA+ ΓC and Γ∗UKA = C̃ − F0C. (12.2.4)

The second equality is a reformulation of (12.2.3). It follows that

K∗K = (A∗K∗U∗ + C∗Γ∗)(UKA+ ΓC)
= A∗K∗KA+ C∗Γ∗UKA+A∗K∗U∗ΓC + C∗Γ∗ΓC

= A∗K∗KA+ C∗(C̃ − F0C) + (C̃∗ − C∗F ∗0 )C + C∗(F0 + F ∗0 )C

= A∗K∗KA+ C∗C̃ + C̃∗C. (12.2.5)

Thus Λ = K∗K is a positive solution to the Lyapunov equation

Λ = A∗ΛA+ C∗C̃ + C̃∗C. (12.2.6)

So if the tangential Nevanlinna-Pick problem with data {A,C, C̃} is solvable, then
there exists a positive solution to the Lyapunov equation (12.2.6); see also Remark
12.1.4. We shall also prove the converse, that is, if Λ is positive, then there exists
a solution.
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Isometric extensions relative to a subspace. Let H be a Hilbert space. Let V be
a unitary operator mapping H1 onto H2 where H1 and H2 are both subspaces of
H. We say that U on K is an isometric extension of V relative to H if U is an
isometry on K such that

H ⊂ K and U |H1 = V. (12.2.7)

An isometric extension U of V relative to H is called minimal if

K =
∞∨

k=0

UkH. (12.2.8)

Finally, two isometric extensions U1 on K1 and U2 on K2, both relative to H, are
said to be isomorphic if there exists a unitary operator Φ from K1 onto K2 such
that Φ|H = IH and U2Φ = ΦU1.

Now let U on K be an isometric extension of V relative to H. Let D1, D2

and G be the subspaces defined by

D1 = H�H1, D2 = H�H2 and G = K �H. (12.2.9)

Then U admits an operator matrix representation of the form

U =

⎡⎣ V 0 0
0 U22 U23

0 U32 U33

⎤⎦ :

⎡⎣ H1

D1

G

⎤⎦→
⎡⎣ H2

D2

G

⎤⎦ (12.2.10)

where the operator matrix[
U22 U23

U32 U33

]
:
[ D1

G
]
→
[ D2

G
]

(12.2.11)

is an isometry. The partitions in (12.2.10) and (12.2.11) give us a hint on how to
construct an isometric extension of V . Indeed, choose G = �2+(D1). Now consider
the operator U◦ on K◦ = H⊕ �2+(D1) defined by

U◦ =

⎡⎣ V 0 0
0 0 0
0 τ S

⎤⎦ :

⎡⎣ H1

D1

�2+(D1)

⎤⎦→
⎡⎣ H2

D2

�2+(D1)

⎤⎦ ,
τ =
[
I 0 0 0 . . .

]tr : D1 → �2+(D1). (12.2.12)

Here S is the unilateral shift on �2+(D1) and τ is the isometry embedding D1 into
the first component of �2+(D1). In other words, U◦ is the isometry given by

U◦ =

⎡⎢⎢⎢⎢⎢⎣
V 0 0 0 · · ·
0 0 0 0 · · ·
0 I 0 0 · · ·
0 0 I 0 · · ·
...

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦ :

⎡⎢⎢⎢⎢⎢⎣
H1

D1

D1

D1

...

⎤⎥⎥⎥⎥⎥⎦→
⎡⎢⎢⎢⎢⎢⎣
H2

D2

D1

D1

...

⎤⎥⎥⎥⎥⎥⎦ . (12.2.13)
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Clearly, U◦ is an isometric extension of V relative to H. Moreover, the closed linear
span of {Uk

◦H}∞0 equals K◦. So U◦ is a minimal isometric extension of V . We will
refer to U◦ as the central extension of V relative to H.

Let us return to the tangential Nevanlinna-Pick interpolation problem with
data {A,C, C̃}. Recall that A is a stable operator on a finite dimensional space
X , while C and C̃ are operators mapping X into E . Moreover, we assume that C
is onto, and hence CC∗ is invertible.

Since A is stable, the Lyapunov equation in (12.2.6) has a unique solution Λ.
Assume that this solution is positive. Then Λ = M∗M where M maps X onto H.
Using Λ = M∗M , rewrite (12.2.6) in the equivalent form

‖Mx‖2 = ‖MAx‖2 + 2�(Cx, C̃x) (x ∈ X ). (12.2.14)

Set
H = MX , H1 = MA kerC and H2 = M kerC. (12.2.15)

Formula (12.2.14) shows that ‖Mx‖ = ‖MAx‖ for each x in kerC. Hence there
exists a unique unitary operator V mapping H1 onto H2 such that

VMAx = Mx (x ∈ kerC). (12.2.16)

We shall show that any minimal isometric extension of V relative to H produces
an interpolant F for the data {A,C, C̃}, that is, F is a positive real function and
(FC)(A)right = C̃. Moreover, all interpolants are parameterized by the minimal
isometric extension of V relative to H.

Theorem 12.2.3. Let {A,C, C̃} be a data set for a tangential Nevanlinna-Pick
interpolation problem. Then this problem has a solution if and only if the unique
solution Λ of the Lyapunov equation (12.2.6) is positive. In this case, all solutions
are obtained in the following way: Let H, H1 and H2 be the subspaces determined
by (12.2.15), and let V be the unitary operator mapping H1 onto H2 defined by
(12.2.16). Let U on K be a minimal isometric extension of V relative to H, and
set

Γ = (M − UMA)N : E → K,
N = C∗(CC∗)−1 : E → X . (12.2.17)

Then {U,Γ} is a controllable isometric pair, the function

F (z) = (C̃ − Γ∗UMA)N + Γ∗U(zI − U)−1Γ (12.2.18)

is an interpolant for {A,C, C̃}, and {U,Γ,Γ∗U,F (∞)} is a controllable realiza-
tion for F . Moreover, there is a one to one correspondence between the set of all
interpolants for {A,C, C̃} and the (set of classes of unitarily equivalent) minimal
isometric extensions of V relative to the subspace H. Finally, it is noted that

ΥF = W 	W where W =
[
Γ UΓ U2Γ · · · ] . (12.2.19)
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Proof. We split the proof into five parts. In the first three parts we assume that Λ
is a positive solution to (12.2.6), and that U on K is a specified minimal isometric
extension of V . In the two final parts we assume that F is an interpolant for the
data {A,C, C̃}.

Part 1. Assume that Λ is positive. Let V be the unitary operator mapping
H1 onto H2 defined by (12.2.16). Let U on K be a minimal isometric extension of
V relative to H, and define Γ by (12.2.17). Notice that M maps X into H ⊂ K.
Thus the product UM makes sense, and M − UMA maps X into K. Hence the
operator Γ in (12.2.17) is well defined. Obviously, {U,Γ} is an isometric pair. To
prove that {U,Γ} is controllable, we first show that

ΓC = M − UMA. (12.2.20)

According to the definition of V we have

Mx− UMAx = Mx− VMAx = 0 (x ∈ kerC). (12.2.21)

Next, observe that P = C∗(CC∗)−1C = NC is the orthogonal projection onto the
range of C∗. Hence I − P is the orthogonal projection onto kerC. Thus (12.2.21)
implies that the operator product (M − UMA)(I − P ) = 0. This readily implies
that

ΓC = (M − UMA)NC = (M − UMA)P

= (M − UMA)
(
I − (I − P )

)
= M − UMA.

In other words, (12.2.20) holds. From (12.2.20) we see that M is the solution to
the Lyapunov equation M = UMA+ ΓC. Thus for x in X , we have

Mx =
∞∑

k=0

UkΓCAkx and hence H = MX ⊂
∞∨

k=0

UkΓE . (12.2.22)

Notice that
∨∞

k=0 U
kΓE is an invariant subspace for U . So for any integer n ≥

0, the subspace UnH is also contained in
∨∞

k=0 U
kΓE . Therefore

∨∞
k=0 U

kH ⊂∨∞
k=0 U

kΓE . Since U is a minimal isometric extension of V relative to H, we
conclude that the pair {U,Γ} is controllable.

Part 2. Let {U,Γ} be as in the previous part. Now we will show that F
in (12.2.18) is an interpolant for {A,C, C̃}. Let H be the positive real function
defined by

H(z) =
1
2
Γ∗Γ + Γ∗U(zI − U)−1Γ,

and set Ĉ = (HC)(A)right. Thus H is an interpolant or solution for the data
{A,C, Ĉ}. According to (12.2.5) in Remark 12.2.2 with Ĉ replacing C̃, this implies
that

K∗K = A∗(K∗K)A+ C∗Ĉ + Ĉ∗C,
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where K =
∑∞

j=0 U
jΓCAj . However, from the first equality in (12.2.22) we know

that Kx = Mx for each x ∈ X , and hence K∗K = Λ. So Λ is also a solution to
the Lyapunov equation

Λ = A∗ΛA+ C∗Ĉ + Ĉ∗C.

By subtracting this from the Lyapunov equation (12.2.6), we have C∗Δ+Δ∗C = 0
where Δ = C̃ − Ĉ. Multiplying by C on the left and rearranging terms, yields
CC∗Δ = −CΔ∗C. Thus Δ = ΨC where Ψ = −(CC∗)−1CΔ∗ is an operator on E .
Substituting this into C∗Δ + Δ∗C = 0, yields C∗(Ψ + Ψ∗)C = 0. Since C is onto
E , we have Ψ = −Ψ∗. Therefore

C̃ = Ĉ + ΨC where Ψ = −Ψ∗. (12.2.23)

Clearly, G = Ψ+H is a positive real function. Moreover, G(∞) = 1
2Γ∗Γ+Ψ.

Furthermore, (12.2.23) implies that

(GC)(A)right = (HC)(A)right + ΨC = Ĉ + ΨC = C̃.

In other words, G is a positive real function satisfying (GC)(A)right = C̃. Finally,
it is noted that G admits a controllable realization of the form

G(z) = G0 + Γ∗U(zI − U)−1Γ where G0 +G∗0 = Γ∗Γ (12.2.24)

and {U,Γ} is a controllable isometric pair.
Let {Gj}∞0 be the Taylor coefficients ofG at infinity, that is,G =

∑∞
0 z−nGn.

Since Gj = Γ∗U jΓ for all integers j ≥ 1, we can use the first equality in (12.2.22)
and (12.2.20) to show that

C̃ =
∞∑

j=0

GjCA
j = G0C +

∞∑
j=1

Γ∗U jΓCAj

= G0C + Γ∗U

⎛⎝ ∞∑
j=0

U jΓCAj

⎞⎠A
= G0C + Γ∗UMA.

Thus G0C = C̃ − Γ∗UMA. By multiplying this identity on the right by N =
C∗(CC∗)−1, we see that G0 = F (∞); see (12.2.18). Hence G = F , and F is an
interpolant for {A,C, C̃}.

In particular, if Λ is positive, then F is a solution to the Nevanlinna-Pick
interpolation problem with data {A,C, C̃}. Combining this with Remark 12.2.2
or Remark 12.1.4, we see that the Nevanlinna-Pick interpolation problem has a
solution if and only if Λ is positive.
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Part 3. Assume Û on K̂ is an isometric extension of V that is isomorphic to
U on K, where U is the isometric extension of V considered in the two previous
parts. Thus there exists a unitary operator Φ from K onto K̂ such that

ΦU = ÛΦ and Φ|H = IH. (12.2.25)

Let Γ̂ and F̂ (z) be defined as in (12.2.17) and (12.2.18) with Û in place of U . We
claim that F̂ = F . To prove this we first show that ΦΓ = Γ̂. Recall that H = MX .
Thus Φ|H = IH shows that ΦMx = Mx for each x ∈ X , and

ΦΓ = (M − ΦUMA)N = (M − ÛΦMA)N

= (M − ÛMA)N = Γ̂.

It follows that the pairs {U,Γ} and {Û , Γ̂} are unitarily equivalent. To verify that
F = F̂ it suffices to show that F (∞) = F̂ (∞). This follows from Φ∗ = Φ−1 and
the fact that

Γ̂∗ÛM = Γ∗Φ∗ÛM = Γ∗UΦ∗M = Γ∗UM.

Part 4. Let F be an interpolant for the data {A,C, C̃}. In this part, we prove
that F can be represented as in (12.2.18). Choose a controllable isometric pair
{U,Γ} such that (12.2.2) holds. As we have seen in (12.2.5) of Remark 12.2.2, this
implies that the Lyapunov equation in (12.2.6) has a positive solution, namely
Λ = K∗K where K =

∑∞
j=0 U

jΓCAj . The two identities in (12.2.4) yield

ΓC = K − UKA and F0C = C̃ − Γ∗UKA. (12.2.26)

By multiplying these equalities on the right by N = C∗(CC∗)−1, we obtain

Γ = (K − UKA)N and F0 = (C̃ − Γ∗UKA)N.

It follows that F is of the form (12.2.18) provided that we replace M by K in both
(12.2.18) and (12.2.17).

Now set

HK = KX , H1,K = KA kerC and H2,K = K kerC.

The first identity in (12.2.26) also implies that UKAx = Kx for each x ∈ kerC.
Thus there exists a unique unitary operator VK mapping H1,K onto H2,K such
that

VKKAx = Kx (x ∈ kerC). (12.2.27)

In particular, U is an isometric extension of VK relative to HK . Using ΓC =
K−UKA and the fact that C is onto, we see that ΓE is contained in HK

∨
UHK .

Thus UnΓE belongs to
∨∞

k=0 U
kHK for all n. Since the pair {U,Γ} is controllable,

this shows that U is a minimal isometric extension of VK .
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Recall that Λ = K∗K. So there exists a unitary operator Φ from H = MX
onto HK such that ΦM = K. In particular,

ΦH1 = H1,K , ΦH2 = H2K and ΦV = VKΦ|H1.

Hence without loss of generality we may assume that K = M and VK = V . In that
case U is a minimal isometric extension of V , and F has the desired representation.

Part 5. Let U on K and Ũ on K̃ be minimal isometric extensions of V relative
to H. Define Γ and F (z) as in (12.2.17) and (12.2.18), respectively. Let Γ̃ and F̃ (z)
be defined in the same way with Ũ in place of U . Assume that F = F̃ . In this
part we show that U and Ũ are unitary equivalents as extensions of V relative
to H. From the results proved in Part one we know that {U,Γ} and {Ũ , Γ̃} are
controllable isometric pairs, and the realizations for F and F̃ provided by (12.2.18)
are controllable realizations. Since F = F̃ , it follows that {U,Γ} and {Ũ , Γ̃} are
unitarily equivalent, that is, there exists a unitary operator Φ from K onto K̃ such
that ΦΓ = Γ̃ and ΦU = ŨΦ. Recall that

Mx =
∞∑

k=0

UkΓCAkx and Mx =
∞∑

k=0

ŨkΓ̃CAkx (x ∈ X ).

It follows that ΦMx = Mx for each x ∈ X . But then Φ acts as the identity
operator on H = MX . Since ΦU = ŨΦ, we conclude that U and Ũ are unitarily
equivalent isometric extensions of V relative to H. �

12.3 Proof of Theorem 12.1.1

This section is devoted to a proof of Theorem 12.1.1. First we use the central
isometric extension in (12.2.13) to present a special solution to the tangential
Nevanlinna-Pick interpolation problem for the data {A,C, C̃}. Throughout we
assume that the solution Λ to the Lyapunov equation in (12.2.6) is positive. More-
over, Λ = M∗M , where M maps X onto H = MX . As before, H1 = MA kerC
and H2 = M kerC. Recall that V is the unitary operator mapping H1 onto H2

determined by VMAx = Mx where x is a vector in kerC. Finally, the central
extension U◦ of V relative to H is the isometry on K◦ = H⊕ �2+(D1) defined by

U◦ =

⎡⎢⎢⎢⎢⎢⎣
V 0 0 0 · · ·
0 0 0 0 · · ·
0 I 0 0 · · ·
0 0 I 0 · · ·
...

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦ :

⎡⎢⎢⎢⎢⎢⎣
H1

D1

D1

D1

...

⎤⎥⎥⎥⎥⎥⎦→
⎡⎢⎢⎢⎢⎢⎣
H2

D2

D1

D1

...

⎤⎥⎥⎥⎥⎥⎦ . (12.3.1)

Here D1 = H�H1 and D2 = H�H2.
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According to Theorem 12.2.3 the function G defined by

G(z) = (C̃ − Γ∗◦U◦MA)N + Γ∗◦U◦(zI − U◦)−1Γ◦, (12.3.2)
Γ◦ = (M − U◦MA)N (12.3.3)

is a positive real interpolant for the data {A,C, C̃}. The function G in (12.3.2) is
called the central interpolant for the data {A,C, C̃}. Let T◦ = V PH1 be the partial
isometry on H determined by V ; see (12.1.9).

We claim that the central interpolant is also determined by equation (12.1.12)
in Theorem 12.1.1, that is,

G(z) = C̃N +N∗(A∗M∗ −M∗T◦)MAN

+N∗(M∗T◦ −A∗M∗)(zI − T◦)−1(M − T◦MA)N. (12.3.4)

Using U∗◦H ⊂ H and U∗◦ |H = T ∗◦ in the formula for Γ◦ in (12.3.3), it follows that
U∗◦Γ◦E is contained in H. Moreover,

U∗◦Γ◦ = (T ∗◦M −MA)N,
Γ∗◦U◦ = N∗(M∗T◦ −A∗M∗)PH. (12.3.5)

The second equality follows by taking the adjoint. As expected, PH is the orthog-
onal projection onto H. By employing PHU◦ = T◦PH in the definition of Γ◦, we
obtain

PHΓ◦ = (M − T◦MA)N. (12.3.6)

Using (12.3.5), we have

(C̃ − Γ∗◦U◦MA)N = C̃N −N∗(M∗T◦ −A∗M∗)MAN. (12.3.7)

Substituting (12.3.5), (12.3.6), (12.3.7) and PHU◦ = T◦PH into (12.3.2), we see
that the central interpolant for the data {A,C, C̃} is given by (12.3.4).

Proof of Part (ii) of Theorem 12.1.1. Recall that {U◦,Γ◦,Γ∗◦U◦, G(∞)} is a con-
trollable realization for the central solution G and {U◦,Γ◦} is a controllable iso-
metric pair. Notice that D2 = kerU∗◦ where D2 = H �M kerC. By consulting
(12.2.19), we see that ΥG = W 	W where

W =
[
Γ◦ U◦Γ◦ U2◦Γ◦ · · · ] .

According to Theorem 5.2.1 in Chapter 5, the function

Θ(z) = zΠD2(zI − U∗◦ )−1Γ◦ =
∞∑

k=0

z−kΠD2U
∗k
◦ Γ◦ (z ∈ D+) (12.3.8)

is the maximal outer spectral factor for ΥG. Recall that Γ◦ = MN − U◦MAN ;
see (12.3.3). Since ΠD2U◦ = 0, this yields ΠD2Γ◦ = ΠD2MN . Using U∗◦Γ◦ =
(T ∗◦M −MA)N with k > 0 and U∗◦ |H = T ∗◦ , we obtain

ΠD2U
∗k
◦ Γ◦ = ΠD2U

∗k−1
◦ U∗◦Γ◦ = ΠD2T

∗k−1
◦ (T ∗◦M −MA)N.
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Substituting this into (12.3.8) with ΠD2Γ◦ = ΠD2MN , yields

Θ(z) = ΠD2Γ◦ +
∞∑

k=1

z−kΠD2U
∗k
◦ Γ◦

= ΠD2MN +
∞∑

k=1

z−kΠD2T
∗k−1
◦ (T ∗◦M −MA)N

= ΠD2MN + ΠD2(zI − T ∗◦ )−1(T ∗◦M −MA)N.

Therefore Θ in (12.1.13) is the maximal outer spectral factor for ΥG. �

12.4 Proof of Theorem 12.1.3

In this section we will show that the central interpolant G in (12.1.12) satisfies a
maximum principle. To this end, let F be a positive real function with values in
L(E , E), and ΥF the corresponding positive Toeplitz matrix defined in (12.1.15).
Recall that γ(F, u) is the cost in the optimization problem

γ(F, u) = inf{(ΥF g, g) : g =
[
u g1 g2 g3 . . .

]tr ∈ �c+(E)}. (12.4.1)

Here u is a specified vector in E which is also viewed as the first component of g
in �c+(E).

Proposition 12.4.1. Let F be a positive real function, and {U on K,Γ,Γ∗U,F0}
the controllable realization for F where {U,Γ} is a controllable isometric pair. Let
Δ(F ) be the positive operator on E given by

Δ(F ) = Γ∗PLΓ (12.4.2)

where PL is the orthogonal projection onto the subspace L = K � UK. Then
(Δ(F )u, u) = γ(F, u) for all u in E.
Proof. Recall that ΥF = W 	W where W is the controllability matrix determined
by the pair {U,Γ}; see (12.2.19). Let S be the forward shift on �c+(E). Let v =[
u 0 0 . . .

]tr
where u is in E , and f be any vector in �c+(E). UsingWS = UW

and PL = I − UU∗, we have

(ΥF (v − Sf), (v − Sf)) = ‖W (v − Sf)‖2
= ‖Wv‖2 − 2�(Wv,WSf) + ‖WSf‖2
= ‖Γu‖2 − 2�(Γu, UWf) + ‖UWf‖2
= ‖PLΓu‖2 + ‖UU∗Γu‖2 − 2�(U∗Γu,Wf) + ‖Wf‖2
= (Γ∗PLΓu, u) + ‖U∗Γu−Wf‖2 ≥ (Γ∗PLΓu, u).
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This readily shows that γ(F, u) ≥ (Γ∗PLΓu, u). Because the span of {UkΓE}∞0 is
dense in K, we can choose a sequence {fk} in �c+(E) such that ‖U∗Γu −Wfk‖2
converges to zero as k tends to infinity. Therefore γ(F, u) = (Δ(F )u, u) where
Δ(F ) = Γ∗PLΓ. �

The following result (which contains Theorem 12.1.3) shows that the cen-
tral solution satisfies a maximum principle, or is the unique “maximal entropy
solution” to the tangential Nevanlinna-Pick interpolation problem.

Theorem 12.4.2. Let {A,C, C̃} be a data set for a tangential Nevanlinna-Pick
interpolation problem. Assume that the solution Λ to the Lyapunov equation in
(12.2.6) is positive. Finally, let G be the central interpolant and F be an arbitrary
interpolant for the data {A,C, C̃}. Then the following holds.

(i) Δ(G) ≥ Δ(F ) with equality if and only if F = G;

(ii) Δ(G) = N∗M∗PD2MN where PD2 is the orthogonal projection onto the sub-
space D2 = H�M kerC.

Proof. Recall that {U◦ on K◦,Γ◦,Γ∗◦U◦, G(∞)} is a controllable realization for G
where U◦ is the isometry defined in (12.3.1). Let E◦ = K◦ � U◦K◦. By consulting
the form of U◦ in (12.3.1), it follows that L◦ is the subspace of H given by L◦ =
D2 = H � H2 where H2 = M kerC. Since L◦ is orthogonal to the range of
U◦, we have PL◦U◦ = 0. Applying PL◦ on the left of the Lyapunov equation
M = U◦MA+Γ◦C (see (12.2.20) where {U◦,Γ◦} replaces {U,Γ}), yields PL◦M =
PL◦Γ◦C. Multiplying by N = C∗(CC∗)−1 on the right, gives PL◦Γ◦ = PL◦MN .
According to Proposition 12.4.1, we have

Δ(G) = Γ∗◦PL◦Γ◦ = N∗M∗PD2MN.

Therefore part (ii) holds.
Let F be any positive real function satisfying (FC)(A)right = C̃. Then F ad-

mits a controllable realization {U on K,Γ,Γ∗U,F0} where U is a minimal isometric
extension of V relative to H. Moreover, (12.2.20) shows that M = UMA + ΓC.
Using U |H1 = V , it follows that L = K�UK is orthogonal to H2 = VH1. Let PL
be the orthogonal projection onto L. By applying PL on the left of the Lyapunov
equation M = UMA+ ΓC, we obtain PLM = PLΓC. Recall that H = H2 ⊕ L◦.
For any vector x in X , Proposition 12.4.1 and the identity PL◦M = PL◦Γ◦C gives

(Δ(F )Cx,Cx) = ‖PLΓCx‖2 = ‖PLMx‖2 = ‖PL(PH2 + PL◦)Mx‖2
= ‖PLPL◦Mx‖2 ≤ ‖PL◦Mx‖2 = ‖PL◦Γ◦Cx‖2 (12.4.3)
= (Δ(G)Cx,Cx).

Because the range of C equals E , we obtain Δ(F ) ≤ Δ(G).
To complete the proof, it remains to show that if Δ(G) = Δ(F ), then G = F .

To this end, recall that Ũ on K̃ is a minimal isometric lifting for a contraction
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T on V if V ⊂ K̃ is an invariant subspace for Ũ∗ satisfying Ũ∗|V = T ∗ and
the closed linear span of {ŨkV}∞0 equals K̃. Notice that U◦ on K◦ is a minimal
isometric lifting of T◦. Finally, it is noted that two minimal isometric liftings of
the same contraction are unitarily equivalent; see Theorem 5.5.1. Now assume
that Δ(G) = Δ(F ). As before, let {U,Γ,Γ∗U,F (∞)} be a controllable realization
for F where U is an isometry. We claim that U is a minimal isometric lifting
for T◦. For all x in X , equation (12.4.3) implies that ‖PLPL◦Mx‖ = ‖PL◦Mx‖.
Hence H � H2 = L◦ ⊂ L. In particular, U∗PL◦ = 0. Since U |H1 = V , we have
U∗|H2 = V ∗. For h in H, we obtain

U∗h = U∗PH2h+ U∗PL◦h = V ∗PH2h = T ∗◦ h (h ∈ H).

In other words, H is an invariant subspace for U∗ satisfying U∗|H = T ∗◦ . Since U
is a minimal isometric extension of V relative to H, the space K equals the closed
linear span of {UkH}∞0 . Therefore U is a minimal isometric lifting of T◦. Because
U◦ is a minimal isometric lifting of T◦, the operators U◦ and U are unitarily
equivalent. So without loss of generality we can assume that U = U◦. In this case,
the corresponding Lyapunov equations yield

Γ◦C = M − U◦MA = M − UMA = ΓC.

Because C is onto E , we have Γ◦ = Γ.
Since U◦ = U and Γ◦ = Γ, the function F (z) = F0 + Γ∗◦U◦(zI −U◦)−1Γ◦. By

consulting the state space realization for G in (12.3.2), we see that G = D + F
where D is an operator on E . Hence

C̃ = (GC)(A)right = DC + (FC)(A)right = DC + C̃.

So DC = 0. Because C is onto, D = 0. Therefore G = F . �

12.5 The Case when Λ is Strictly Positive

In this section we will develop explicit state space formulas to solve the tangential
Nevanlinna-Pick interpolation problem when Λ is strictly positive. If Λ is strictly
positive, then we obtain the following result.

Theorem 12.5.1. Let {A on X , C, C̃} be a data set for the tangential Nevanlinna-
Pick interpolation problem. Assume that the solution Λ to the Lyapunov equation
(12.2.6) is strictly positive. Then the following holds:
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(i) The central interpolant G for {A,C, C̃} is given by the state space realization

G(z) = D −X−1
0 CΛ−1A∗(zI − J)−1B,

J = A∗ − C∗X−1
0 CΛ−1A∗,

B = (I − JΛAΛ−1)C∗X−1
0 , (12.5.1)

D = X−1
0 −X−1

0 CΛ−1C̃∗,

X0 = CΛ−1C∗.

(ii) The operator J is stable and similar to T◦.

(iii) The operator Δ(G) = X−1
0 and ΥG is a strictly positive Toeplitz operator on

�2+(E).

(iv) The outer spectral factor Θ for ΥG is an invertible outer function in H∞(E , E)
and given by

Θ(z) = X
−1/2
0 −X−1/2

0 C(zI − J∗)−1AΛ−1C∗X−1
0 ,

Θ(z)−1 = zC (zI −A)−1 Λ−1C∗X−1/2
0 . (12.5.2)

Finally, T ∗ΘTΘ = ΥG.

Proof. Since Λ = M∗M and Λ is invertible, the operator M is invertible. So
without loss of generality we assume that H = X . We claim that M∗T◦ = JM∗. In
particular, T◦ is similar to J . To see this it is sufficient to show that J∗ = M−1T ∗◦M
where

J∗ = A−AΛ−1C∗X−1
0 C and X0 = CΛ−1C∗. (12.5.3)

First observe that D2 = H�M kerC = M−∗C∗E . By consulting (12.1.9), we see
that T ∗◦M−∗C∗E = 0. So for J∗ in (12.5.3), we obtain

(MJ∗M−1 − T ∗◦ )M−∗C∗ = M(A−AΛ−1C∗X−1
0 C)Λ−1C∗ − 0

= MAΛ−1C∗ −MAΛ−1C∗X−1
0 X0 = 0.

Recall that V ∗M | kerC = MA| kerC. If v is in kerC, then

(MJ∗M−1 − T ∗◦ )Mv = MJ∗v − T ∗◦Mv = MAv − V ∗Mv = 0.

Since X = M kerC ⊕M−∗C∗E , this implies that MJ∗M−1 = T ∗◦ , where J∗ is
given by (12.5.3). In other words, M∗T◦ = JM∗.

Now let us show that

PD2 = M−∗C∗X−1
0 CM−1 (12.5.4)

where PD2 is the orthogonal projection onto D2 = H�H2. Notice that D2 equals
the range of E where E is the left invertible operator from E into X defined by
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E = M−∗C∗. Recall that if T is any left invertible operator, then the orthogonal
projection onto the range of T is given by T (T ∗T )−1T ∗. Since D2 equals the range
of E, we see that

PD2 = E(E∗E)−1E∗ = M−∗C∗(CM−1M−∗C∗)−1CM−1

= M−∗C∗(CΛ−1C∗)−1CM−1 = M−∗C∗X−1
0 CM−1.

Hence PD2 = M−∗C∗X−1
0 CM−1.

We claim that Λ is a solution to the following Lyapunov equation:

Λ = JΛJ∗ + C∗X−1
0 C. (12.5.5)

Because T◦ = V PH1 is a partial isometry on H whose range equals H2, we have
I − T◦T ∗◦ = PD2 . Using M∗T◦ = JM∗ with (12.5.4), we obtain

Λ− JΛJ∗ = M∗M − JM∗MJ∗

= M∗M −M∗T◦T ∗◦M
= M∗(I − T◦T ∗◦ )M

= M∗PD2M = C∗X−1
◦ C.

Therefore the Lyapunov equation in (12.5.5) holds.
According to (12.1.12) the central solution is given by

G(z) = C̃N +N∗(A∗M∗ −M∗T◦)MAN

+N∗(M∗T◦ −A∗M∗)(zI − T◦)−1(M − T◦MA)N. (12.5.6)

Using M∗T◦ = JM∗ and J = A∗ − C∗X−1
0 CΛ−1A∗, we arrive at

N∗(M∗T◦ −A∗M∗)(zI − T◦)−1 = N∗(J −A∗)M∗(zI − T◦)−1 (12.5.7)

= −X−1
0 CΛ−1A∗(zI − J)−1M∗.

By employing M∗M = Λ and M∗T◦ = JM∗ with the Lyapunov equation in
(12.5.5), we obtain

M∗(M − T◦MA)N = (Λ− JM∗MA)N = (Λ− JΛA)N

=
(
Λ− JΛ(A−AΛ−1C∗X−1

0 C)− JΛAΛ−1C∗X−1
0 C

)
N

=
(
Λ− JΛJ∗ − JΛAΛ−1C∗X−1

0 C
)
N

=
(
C∗X−1

0 C − JΛAΛ−1C∗X−1
0 C

)
N

=
(
I − JΛAΛ−1

)
C∗X−1

0 = B. (12.5.8)
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The Lyapunov equation for Λ in (12.2.6), yields

C̃N +N∗(A∗M∗ −M∗T◦)MAN = C̃N +N∗(A∗ − J)M∗MAN (12.5.9)

= C̃N +N∗C∗X−1
0 CΛ−1A∗ΛAN

= C̃N +X−1
0 CΛ−1(Λ− C∗C̃ − C̃∗C)N

= C̃N +X−1
0 CN − C̃N −X−1

0 CΛ−1C̃∗CN

= X−1
0 −X−1

0 CΛ−1C̃∗ = D.

By combining this with (12.5.6), (12.5.7), (12.5.8) and (12.5.9), we obtain the form
of the central interpolant in (12.5.1).

Now let us show that Δ(G) = X−1
0 . According to Part (ii) in Theorem 12.4.2,

we have
Δ(G) = N∗M∗PD2MN. (12.5.10)

Substituting PD2 = M−∗C∗X−1
0 CM−1 into (12.5.10), yields Δ(G) = X−1

0 .
Now let us show that J is stable. Since J is similar to T◦ it is sufficient to show

that T◦ is stable. Because T◦ is a contraction, the eigenvalues of T◦ are contained
in the closed unit disc. We claim that all the eigenvalues of T◦ are contained in
the open unit disc. If λ is an eigenvalue on the unit circle with eigenvector f for
T◦ , then (12.1.9) and T◦f = λf imply that

‖f‖ = ‖λf‖ = ‖T◦f‖ = ‖V PH1f‖ = ‖PH1f‖ ≤ ‖f‖.
Thus ‖f‖ = ‖PH1f‖, or equivalently, f = PH1f is contained in H1 = MA kerC.
So f = MAg for some nonzero vector g in kerC. Hence

λMAg = λf = T◦f = T◦MAg = VMAg = Mg.

Using the fact that M is invertible, λAg = g, or equivalently, Ag = λg. In other
words, λ is an eigenvalue of A. This contradicts the fact that A is stable. In other
words, all the eigenvalues of T◦ are contained in the open unit disc and J is stable.
Therefore Part (ii) holds.

For another proof to show that J is stable, recall that the pair {C,A} is
observable. Hence {A∗, C∗} is controllable. Since J is an operator of the form
J = A∗−C∗Z, this readily implies that the pair {J,C∗X−1/2

0 } is also controllable.
(One can also apply the Popov-Belevitch-Hautus test to show that {J,C∗X−1/2

0 }
is controllable.) Because Λ is a strictly positive solution to the Lyapunov equation
(12.5.5) and {J,C∗X−1/2

0 } is controllable, the operator J is stable. Hence the
contraction T◦ is also stable. Finally, it is noted that zero is an eigenvalue for J .
To see this observe that CΛ−1J = 0. This also follows from the fact that J is
similar to the partial isometry T◦ and T◦ has a nonzero kernel.

To obtain Part (iv), let Ψ be the operator from E into X defined by

Ψ = M−∗C∗X−1/2
0 where X0 = CΛ−1C∗. (12.5.11)
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Notice that Ψ is an isometry whose range is D2. Hence Ψ∗ is unitarily equivalent
to ΠD2 , that is, Ψ∗ = ΦΠD2 where Φ is a unitary operator. Recall that the outer
spectral factor is unique up to a constant unitary operator on the left. So without
loss of generality, we can replace ΠD2 in the formula for Θ in (12.1.13) with Ψ∗.
By employing (12.5.11) along with this state space formula for Θ, we arrive at

Θ(z) = Ψ∗MN + Ψ∗(zI − T ∗◦ )−1(T ∗◦M −MA)N

= X
−1/2
0 CM−1MN +X

−1/2
0 CM−1(zI − T ∗◦ )−1M(J∗ −A)N

= X
−1/2
0 CN +X

−1/2
0 C(zI − J∗)−1(J∗ −A)N

= X
−1/2
0 −X−1/2

0 C(zI − J∗)−1AΛ−1C∗X−1
0 CN

= X
−1/2
0 −X−1/2

0 C(zI − J∗)−1AΛ−1C∗X−1
0 .

In other words, we obtain

Θ(z) = X
−1/2
0 −X−1/2

0 C(zI − J∗)−1AΛ−1C∗X−1
0 . (12.5.12)

To complete the proof it remains to show that the inverse of Θ is given by
(12.5.2). Recall that if H(z) is given by the state space realization

H(z) = D + Co(zI − Z)−1Bo

where {Z,Bo, Co, D} are operators acting between the appropriate spaces and D
is invertible, then H(z) is invertible in some neighborhood of the origin and

H(z)−1 = D−1 −D−1Co

(
zI − (Z − BoD

−1Co)
)−1

BoD
−1.

Using this fact on the state space formula for Θ in (12.5.12), we obtain

Θ(z)−1 =
(
X
−1/2
0 −X

−1/2
0 C(zI − J∗)−1AΛ−1C∗X−1

0

)−1

= X
1/2
0 + C (zI −A)−1

AΛ−1C∗X−1/2
0

=
(
CΛ−1C∗ + C (zI −A)−1

AΛ−1C∗
)
X
−1/2
0

= C
(
I + (zI −A)−1A

)
Λ−1C∗X−1/2

0

= zC (zI −A)−1 Λ−1C∗X−1/2
0 .

Hence Θ(z)−1 is given by the state space formula in (12.5.2). Since A is stable,
Θ(z)−1 has no poles in the closed unit disc. In particular, Θ is an invertible outer
function. Therefore, ΥG is a strictly positive Toeplitz operator on �2+(E), and
T ∗ΘTΘ = ΥG. �
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12.6 The Carathéodory Interpolation Problem

Let {Fj}n
0 be a set of operators with values in L(E , E). The Carathéodory inter-

polation problem is to find the set of all L(E , E)-valued positive real functions F
such that F admits a Taylor series expansion of the form

F (z) =
∞∑

k=0

z−kFk. (12.6.1)

Here {Fj}n
0 are the first n+ 1 Taylor coefficients of F . To solve the Carathéodory

interpolation problem, consider the data set {A,C, C̃} defined by

A =

⎡⎢⎢⎢⎢⎢⎣
0 I · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 I
0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎦ on En+1,

C =
[
I 0 · · · 0 0

]
: En+1 → E ,

C̃ =
[
F0 F1 · · · Fn−2 Fn

]
: En+1 → E . (12.6.2)

Observe that A is the upper shift on En+1, that is, the identity I appears imme-
diately above the main diagonal and zero’s appear everywhere else. Clearly, A is
stable. Let F be a L(E , E)-valued analytic function in D+. Then it follows that
(FC)(A)right = C̃ if and only if {Fj}n

0 are the first n + 1 Taylor coefficients in
the power series expansion for F (z) =

∑∞
0 z−kFk for F about infinity. So F is a

solution to the Carathéodory interpolation problem if and only if F is a solution
to the Nevanlinna-Pick interpolation problem corresponding to the data {A,C, C̃}
in (12.6.2).

As before, consider the data {A,C, C̃} in (12.6.2). Then a simple calculation
shows that the Toeplitz matrix

Λ =

⎡⎢⎢⎢⎢⎢⎣
F0 + F ∗0 F1 · · · Fn−1 Fn

F ∗1 F0 + F ∗0 · · · Fn−2 Fn−1

...
...

. . .
...

...
F ∗n−1 F ∗n−2 · · · F0 + F ∗0 F1

F ∗n F ∗n−1 · · · F ∗1 F0 + F ∗0

⎤⎥⎥⎥⎥⎥⎦ (12.6.3)

is the unique solution to the Lyapunov equation Λ = A∗ΛA + C∗C̃ + C̃∗C. By
consulting Theorem 12.1.1, we see that there exists a solution to the Carathéodory
interpolation problem if and only if the Toeplitz matrix Λ in (12.6.3) is positive. In
this case, (12.1.12) provides the central solution to the Carathéodory interpolation
problem. In particular, if Λ is strictly positive, then Theorem 12.5.1 gives a state
space solution to the Carathéodory interpolation problem in terms of Λ−1.



338 Chapter 12. Tangential Nevanlinna-Pick Interpolation

Assume that Λ is strictly positive. In this case, Theorem 12.5.1, yields the
same solution as the Levinson algorithm in Theorem 7.5.1. To be more specific,
let Λ be the strictly positive Toeplitz matrix given by

Λ =

⎡⎢⎢⎢⎢⎢⎣
R0 R∗1 · · · R∗n−1 R∗n
R1 R0 · · · R∗n−2 R∗n−1
...

...
. . .

...
...

Rn−1 Rn−2 · · · R0 R∗1
Rn Rn−1 · · · R1 R0

⎤⎥⎥⎥⎥⎥⎦ . (12.6.4)

Consider the Carathéodory interpolation problem corresponding to the data F0 =
R0/2 and Fk = R∗k for k = 1, 2, . . . , n. Let {A,C, C̃} be the data in (12.6.2).
Notice that Λ is also determined by (12.6.3). Now let G be the central solution
corresponding to the data {Fj}n

0 . According to Theorem 12.5.1, the outer spectral
factor Θ for ΥG is determined by

Θ(z)−1 = zC (zI −A)−1 Λ−1C∗
(
CΛ−1C∗

)−1/2
.

Observe that

zC(zI −A)−1 =
n∑

k=0

z−kCAk =
[
I z−1I z−2I · · · z−nI

]
.

This readily implies that

Θ(z)−1 =
[
I z−1I z−2I · · · z−nI

]
Λ−1C∗(CΛ−1C∗)−1/2. (12.6.5)

Now consider the Levinson system of equations

Λ

⎡⎢⎢⎢⎣
I
A1

...
An

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
R0 R∗1 · · · R∗n
R1 R0 · · · R∗n−1
...

...
. . .

...
Rn Rn−1 · · · R0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
I
A1

...
An

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
Δn+1

0
...
0

⎤⎥⎥⎥⎦ . (12.6.6)

Here {Aj}n
1 and Δn+1 are operators on E . There is a unique solution to this system

of equations. In fact, the unique solution to the Levinson system (12.6.6) is given
by

Δn+1 =
(
CΛ−1C∗

)−1
and

[
I A1 A2 · · · An

]tr = Λ−1C∗Δn+1.

This readily implies that[
I A1 · · · An

]tr Δ−1/2
n+1 = Λ−1C∗(CΛ−1C∗)−1/2.

So by consulting (12.6.5), we arrive at

Θ(z) = Δ1/2
n+1

(
I + z−1A1 + z−2A2 + · · ·+ z−(n−1)An−1 + z−nAn

)−1

.
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This is precisely the outer spectral factor computed by the Levinson algorithm
presented in Theorem 7.5.1. Moreover, T ∗ΘTΘ = ΥG where G is the central solution
for the data {A,C, C̃}. Finally, Theorem 7.5.1 shows that Λ = ΠEn+1ΥG|En+1.
This also follows from Remark 12.1.4 and the fact that for {C,A} in (12.6.2) its
corresponding observability Gramian is given by

Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ =
[
I
0

]
: En+1 →

[En+1

�2+(E)

]
.

Therefore Λ = W ∗
o ΥGWo = ΠEn+1ΥG|En+1.

12.7 Notes

Sz.-Nagy-Koranyi [196] were the first to use operator techniques to solve the
Nevanlinna-Pick interpolation problem. Here we simply modified their techniques
by adding state space theory and the Naimark dilation to solve the tangential
Nevanlinna-Pick interpolation. The results in this chapter were taken from Frazho-
Kaashoek [98]. It is also emphasized that Sz.-Nagy-Koranyi [196] used an isometric
extension to solve the Nevanlinna-Pick interpolation problem. Isometric extensions
have played a role in characterizing the set of all solutions to the commutant lifting
theorem; see Arocena [13, 14, 15], Bakonyi-Constantinescu [22] and Foias-Frazho
[82]. For some further applications of isometric extensions related to interpola-
tion problems; see Agler-McCarthy [3, 4], Ball [23], Ball-Trent-Vinnikov [26] and
Cotlar-Sadosky [61].

In this chapter, we only presented one solution to the tangential Nevanlinna-
Pick interpolation. The set of all solutions to the tangential Nevanlinna-Pick inter-
polation is parameterized by the unit ball in some H∞ space. The set of all solu-
tions to the tangential Nevanlinna-Pick interpolation using the Naimark dilation
is presented in Frazho-Kaashoek [98]. The band method is a very powerful theory
for solving and characterizing all solutions to many interpolation problems; see
Gohberg-Kaashoek-Woerdeman [115] and Gohberg-Goldberg-Kaashoek [114]. For
a parameterization to the set of all solutions to the tangential Nevanlinna-Pick
interpolation using the band method see Kaashoek-Zeinstra [137] and Frazho-
Kaashoek [98]. A state space method for solving positive real interpolation prob-
lems is given in Ball-Gohberg-Rodman [24] and Georgiou [107, 108, 109]. A so-
lution for a Nevanlinna-Pick interpolation problem involving a McMillan degree
constraint is presented in Byrnes-Georgiou-Lindquist [46]. A solution to a bilinear
or a certain nonlinear positive real interpolation problem is given in Desai [69],
Frazho [96] and Popescu [177].



Chapter 13

Contractive Nevanlinna-Pick
Interpolation

In this chapter, we will use isometric realizations to solve a contractive tangential
Nevanlinna-Pick interpolation problem. This chapter can be viewed as a contrac-
tive version or dual of the positive real Nevanlinna-Pick interpolation problem
discussed in Chapter 12.

13.1 Isometric Realizations

Recall that an operator T mapping V into Y is a contraction if ‖T ‖ ≤ 1. We
say that Θ is a contractive analytic function if Θ is a function in H∞(E ,Y) and
‖Θ‖∞ ≤ 1, or equivalently, its corresponding Toeplitz matrix TΘ is a contraction.

Let Θ be a function in H∞(E ,Y). Then ∇Θ is the upper triangular Toeplitz
operator defined by

∇Θ =

⎡⎢⎢⎢⎢⎢⎣
Θ0 Θ1 Θ2 · · ·
0 Θ0 Θ1

. . .

0 0 Θ0
. . .

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦ : �2+(E) → �2+(Y),

Θ(z) =
∞∑

n=0

z−nΘn (13.1.1)

In this case, Θ is called the symbol for ∇Θ. Observe that ∇Θ = T ∗
Θ̃

where TΘ̃ is

the lower triangular Toeplitz matrix generated by Θ̃(z) = Θ(z)∗. Since

‖T ∗
Θ̃
‖ = ‖TΘ̃‖ = ‖Θ̃‖∞ = ‖Θ‖∞,
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we obtain ‖∇Θ‖ = ‖Θ‖∞. In particular, Θ is a contractive analytic function if
and only if ∇Θ is a contraction. Throughout, SU is the unilateral shift on �2+(U).
Moreover, for any Θ in H∞(E ,Y), it follows that ∇Θ intertwines S∗E with S∗Y ,
that is, S∗Y∇Θ = ∇ΘS

∗
E . Finally, let ∇ be an operator mapping �2+(E) into �2+(Y).

Then S∗Y∇ = ∇S∗E if and only if ∇ = ∇Θ for some Θ in H∞(E ,Y). In this case,
‖∇Θ‖ = ‖Θ‖∞. This follows by taking the appropriate adjoints in Theorem 2.6.1.

Recall that {A on X , B, C,D} is a state space realization for a L(E ,Y)-valued
transfer function Θ if

Θ(z) = D + C(zI −A)−1B.

The pair {A,B} is controllable if X =
∨∞

0 AnBE . The pair {C,A} is observable if
X =

∨∞
0 A∗nC∗Y. The pair {C,A} is observable if and only if {A∗, C∗} is control-

lable. Two state space realizations {A on X , B, C,D} and {A1 on X1, B1, C1, D1}
are unitarily equivalent if D = D1 and there exists a unitary operator Φ mapping
X onto X1 such that

ΦA = A1Φ, ΦB = B1 and C1Φ = C.

We say that the system {A,B,C,D} is an isometric realization (respectively a
unitary realization) if its system matrix

Ω =
[
D C
B A

]
:
[ E
X
]
→
[ Y
X
]

(13.1.2)

is an isometry (respectively a unitary operator). It is noted that {A,B,C,D} is
an isometric realization if and only if Ω∗Ω = I, or equivalently,

A∗A+ C∗C = I,

B∗A+D∗C = 0, (13.1.3)
B∗B +D∗D = I.

The following is a classical result in operator theory.

Theorem 13.1.1. Let Θ be a L(E ,Y)-valued analytic function in D+. Then Θ is
a contractive analytic function in H∞(E ,Y) if and only if Θ admits an isometric
realization. In this case, all controllable isometric realizations of Θ are unitarily
equivalent.

Proof. In Section 7.8 we showed that if {A,B,C,D} is a contractive (‖Ω‖ ≤ 1)
realization, then its transfer function Θ is a contractive analytic function. So if Ω
is an isometry, then clearly Ω is a contraction, and thus, Θ is a contractive analytic
function.

Now assume that Θ is a contractive analytic function. Then ∇Θ is a con-
traction. To construct a controllable isometric realization for Θ, let D∇Θ be the
positive square root of I −∇∗Θ∇Θ, and D∇Θ the closure of the range of D∇Θ . Let
Z be the operator determined by the first row of ∇Θ, that is,

Z =
[
Θ0 Θ1 Θ2 · · · ] : �2+(E) → Y.
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We claim that there exists an isometry Φ mapping D∇Θ into Y ⊕D∇Θ such that

ΦD∇Θ =
[
ZSE

D∇ΘSE

]
. (13.1.4)

Recall that I − SYS∗Y is the orthogonal projection onto the first component Y
of �2+(Y). Using D2

∇Θ
= I − ∇∗Θ∇Θ and S∗Y∇Θ = ∇ΘS

∗
E , with the fact that the

unilateral shift is an isometry, for h in �2+(E) we have

‖D∇ΘSEh‖2 = ‖SEh‖2 − ‖∇ΘSEh‖2
= ‖h‖2 − ‖(I − SYS∗Y)∇ΘSEh‖2 − ‖SYS∗Y∇ΘSEh‖2
= ‖h‖2 − ‖ZSEh‖2 − ‖∇ΘS

∗
ESEh‖2

= ‖D∇Θh‖2 − ‖ZSEh‖2.
By rearranging the terms, we obtain

‖D∇Θh‖2 = ‖ZSEh‖2 + ‖D∇ΘSEh‖2 =
∥∥∥∥[ ZSE
D∇ΘSE

]
h

∥∥∥∥2 .
So there exists an isometry Φ such that (13.1.4) holds.

Now set X = D∇Θ , and consider the state space system {A on X , B, C,D}
defined by

AD∇Θ = D∇ΘSE and B = D∇ΘΠ∗E ,
CD∇Θ = ZSE and D = Θ(∞) = Θ0. (13.1.5)

Here Π∗E is the natural embedding of E into the first component of �2+(E). We claim
that (13.1.5) defines a controllable isometric realization for Θ. Equation (13.1.4)
guarantees that A and C are contractions. In fact, for h in �2+(E) we have∥∥∥∥[CA

]
D∇Θh

∥∥∥∥2 =
∥∥∥∥[ ZSE
D∇ΘSE

]
h

∥∥∥∥2 = ‖D∇Θh‖2.

By the definition of X , the range of D∇Θ is dense in X . It follows that
[
C A

]tr
is an isometry mapping X into Y ⊕ X . In particular, A and C are contractions.

For v in E , we obtain∥∥∥∥[DB
]
v

∥∥∥∥2 = ‖Θ0v‖2 + ‖D∇ΘΠ∗Ev‖2

= ‖Θ0v‖2 + ‖Π∗Ev‖2 − ‖∇ΘΠ∗Ev‖2
= ‖Θ0v‖2 + ‖v‖2 − ‖Θ0v‖2 = ‖v‖2.

So
[
D B

]tr is an isometry mapping E into Y ⊕ X . In other words, the columns
of the matrix Ω in (13.1.2) are both isometries.
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To show that Ω is an isometry, it remains to verify that the columns of Ω are
orthogonal. For v in E and h in �2+(E), using ∇∗Θ∇ΘΠ∗E = Z∗Θ0, we have([

D
B

]
v,

[
C
A

]
D∇Θh

)
= (Dv,CD∇Θh) + (Bv,AD∇Θh)

= (Θ0v, ZSEh) + (D∇ΘΠ∗Ev,D∇ΘSEh)

= (Z∗Θ0v, SEh) + (D2
∇Θ

Π∗Ev, SEh)
= (Z∗Θ0v, SEh) + ((I −∇∗Θ∇Θ)Π∗Ev, SEh)
= (Π∗Ev, SEh) + (Z∗Θ0v, SEh)− (Z∗Θ0v, SEh)
= (Π∗Ev, SEh) = 0.

Therefore the columns of Ω are orthogonal and Ω is an isometry.
Now let us show that {A,B,C,D} is a realization for Θ. For any integer

n ≥ 1, we obtain

CAn−1B = CAn−1D∇ΘΠ∗E = CD∇ΘS
n−1
E Π∗E = ZSn

EΠ∗E = Θn.

Therefore {A,B,C,D} is an isometric realization for Θ.
Notice that �2+(E) =

∨∞
0 Sn

EΠ∗EE . Using this we obtain

∞∨
n=0

AnBE =
∞∨

n=0

AnD∇ΘΠ∗EE =
∞∨

n=0

D∇ΘS
n
EΠ∗EE =

∨
D∇Θ�

2
+(E) = X .

Hence {A,B} is controllable. Lemma 13.1.3 below shows that two controllable
isometric realizations of the same transfer function are unitarily equivalent. �
Remark 13.1.2. Let Θ be a contractive analytic function in H∞(E ,Y). Then the
system {A,B,C,D} computed by (13.1.5) is a controllable isometric realization
for Θ.

Recall that two minimal realizations of the same rational transfer function are
similar. Theorem 13.1.1 shows that controllable isometric realizations of the same
transfer function are unitarily equivalent. However, a controllable isometric real-
ization for a rational transfer function is not necessarily minimal. In fact, the con-
trollable isometric realization for a rational transfer function can even be infinite
dimensional. For example, consider the contractive analytic function θ(z) = γ/z
where γ is a nonzero scalar such that |γ| < 1. Notice that {0, 1, γ, 0} is a mini-
mal realization for θ. The McMillan degree for θ is 1. To construct a controllable
isometric realization for θ, consider the operator A on X = C⊕ �2+ defined by

A =
[
0 0
ϕ S

]
on
[

C

�2+

]
where ϕ =

⎡⎢⎢⎢⎣
√

1− |γ|2
0
0
...

⎤⎥⎥⎥⎦ : C → �2+



13.1. Isometric Realizations 345

and S is the unilateral shift on �2+. Now set

B =
[
1
0

]
: C →

[
C

�2+

]
and C =

[
γ 0

]
:
[

C

�2+

]
→ C.

Then {A,B,C, 0} is a controllable isometric realization for θ(z) = γ/z. In this
case, the controllability matrix for the pair {A,B} admits a matrix representation
of the form:

[
B AB A2B · · · ] =

[
1 0
0
√

1− |γ|2I
]

on
[

C

�2+

]
.

Clearly, this controllability matrix defines an invertible operator on C⊕ �2+. Hence
the pair {A,B} is controllable. According to Theorem 13.1.1, all controllable iso-
metric realizations for θ are unitarily equivalent to {A,B,C, 0}. In particular, the
state space dimension for any isometric realization of θ is infinite dimensional.

The following result was used to prove part of Theorem 13.1.1.

Lemma 13.1.3. Let {A on X , B, C,D} be an isometric realization for a transfer
function Θ and Wc the controllability matrix defined by

Wc =
[
B AB A2B A3B · · · ] . (13.1.6)

Then the following holds.

(i) The matrix Wc determines a contraction mapping �2+(E) into X .

(ii) The operator I −∇∗Θ∇Θ admits a factorization of the form

I −∇∗Θ∇Θ = W ∗
c Wc. (13.1.7)

In particular, ∇Θ is a contraction.

(iii) All controllable isometric realizations of Θ are unitarily equivalent.

Proof. First let us show that Wc is a bounded operator. Because Ω in (13.1.2) is
an isometry, its last row Ψ =

[
B A

]
is a contraction mapping E ⊕ X into X .

Hence ΨΨ∗ = BB∗+AA∗ is a contraction on X . In other words, I ≥ BB∗+AA∗.
This implies that

I ≥ BB∗ +AA∗ ≥ BB∗ +A(BB∗ +AA∗)A∗

= BB∗ +ABB∗A∗ +A2A∗2

≥ BB∗ +ABB∗A∗ +A2(BB∗ +AA∗)A∗2

=
2∑

j=0

AjBB∗A∗j +A3A∗3.
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By continuing in this fashion, we see that

I ≥
n−1∑
j=0

AjBB∗A∗j +AnA∗n ≥
n−1∑
j=0

AjBB∗A∗j

for all integers n ≥ 1. This readily implies that

Ξ =

⎡⎢⎢⎢⎣
B∗

B∗A∗

B∗A∗2
...

⎤⎥⎥⎥⎦ : X → �2+(E)

is a contraction. SinceWc is the adjoint of Ξ, it follows thatWc is also a contraction.
Therefore Part (i) holds.

Let Θ =
∑∞

0 z−nΘn be the Taylor series expansion for Θ. Recall that

Θ0 = D and Θk = CAk−1B (k ≥ 1). (13.1.8)

Observe that the first row of ∇Θ is given by

Z =
[
D CWc

]
=
[
D CB CAB CA2B · · · ] : �2+(E) → Y.

Moreover, the operator ∇Θ admits a matrix decomposition of the form

∇Θ =

⎡⎢⎢⎢⎣
Z
ZS∗E
ZS∗2E

...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
[
D CWc

][
D CWc

]
S∗E[

D CWc

]
S∗2E

...

⎤⎥⎥⎥⎦ . (13.1.9)

Now let f =
[
f0 f1 f2 · · ·]tr be any vector in �2+(E). By employing (13.1.9)

and (13.1.3), we obtain

(I −∇∗Θ∇Θ)f, f) = ‖f‖2 − ‖∇Θf‖2

= ‖f‖ −
∞∑

k=0

‖ [D CWc

]
S∗kE f‖2

= ‖f‖ −
∞∑

k=0

‖Dfk + CWcS
∗k+1
E f‖2

= ‖f‖ −
∞∑

k=0

(‖Dfk‖2 + 2�(Dfk, CWcS
∗k+1
E f)

+‖CWcS
∗k+1
E f‖2)
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=
∞∑

k=0

(‖Bfk‖2 + 2�(fk, B
∗AWcS

∗k+1
E f)

)
+

∞∑
k=0

(‖AWcS
∗k+1
E f‖2 − ‖WcS

∗k+1
E f‖2)

=
∞∑

k=0

(‖Bfk +AWcS
∗k+1
E f‖2 − ‖WcS

∗k+1
E f‖2)

=
∞∑

k=0

(‖WcS
∗k
E f‖2 − ‖WcS

∗k+1
E f‖2)

= lim
n→∞

n∑
k=0

(‖WcS
∗k
E f‖2 − ‖WcS

∗k+1
E f‖2)

= ‖Wcf‖2 − lim
n→∞ ‖WcS

∗n+1
E f‖2 = ‖Wcf‖2.

In other words, ((I −∇∗Θ∇Θ)f, f) = (W ∗
c Wcf, f). Therefore Part (ii) holds.

Assume that {A on X , B, C,D} and {A1 on X1, B1, C1, D1} are two control-
lable isometric realizations of Θ. Let Wc1 be the controllability matrix correspond-
ing to the pair {A1, B1}, that is,

Wc1 =
[
B1 A1B1 A2

1B1 · · · ] . (13.1.10)

Part (i) shows that Wc1 is a contraction mapping �2+(E) into X1. According to
Part (ii), we have

W ∗
c Wc = I −∇∗Θ∇Θ = W ∗

c1Wc1.

Since {A,B} and {A1, B1} are both controllable, the range of Wc is dense in X
and the range of Wc1 is dense in X1. So there exits a unique unitary operator Φ
mapping X onto X1 such that ΦWc = Wc1. In particular,

A1ΦWc = A1Wc1 = Wc1SE = ΦWcSE = ΦAWc.

Hence A1ΦWc = ΦAWc. Because the range of Wc is dense in X , it follows that
A1Φ = ΦA. Now observe that

B1 = Wc1Π∗E = ΦWcΠ∗E = ΦB.

In other words, B1 = ΦB.
Let Θ(z) =

∑∞
0 z−nΘn be the Taylor series expansion for Θ. Using the

fact that {A,B,C,D} and {A1, B1, C1, D1} are two controllable realizations of
Θ, we have CAn−1B = Θn = C1A

n−1
1 B1 for all integers n ≥ 1. By virtue of

ΦAjB = Aj
1B1 for all integers j ≥ 0, we obtain

C1ΦAjB = C1A
j
1B1 = CAjB (j ≥ 0).
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Because the pair {A,B} is controllable, {AjBE} spans a dense set in X . Therefore
C1Φ = C. Finally, D = Θ0 = D1. Therefore Φ is a unitary operator which
intertwines {A,B,C,D} with {A1, B1, C1, D1}. Hence Part (iii) holds. �

We say that an operator A on X is strongly stable, if An converges to zero
in the strong operator topology as n tends to infinity. If X is finite dimensional,
then A is strongly stable if and only if A is stable.

Proposition 13.1.4. Let {A on X , B, C,D} be a controllable isometric realization
for a contractive analytic function Θ in H∞(E ,Y). Then Θ is an inner function
if and only if A is strongly stable. In this case, its observability operator

Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ : X → �2+(Y) (13.1.11)

is an isometry, and the pair {C,A} is observable.

Proof. Assume that A is strongly stable. Then using I = A∗A+C∗C recursively,
we have

I = C∗C +A∗(C∗C +A∗A)A

= C∗C +A∗C∗CA+A∗2A2

= C∗C +A∗C∗CA+A∗2(C∗C +A∗A)A2.

By continuing in this fashion, we obtain

I =
n−1∑
j=0

A∗jC∗CAj +A∗nAn

for all integers n ≥ 1. Because A is strongly stable, I =
∑∞

0 A∗jC∗CAj . This
readily implies that I = W ∗

oWo and Wo is an isometry. In particular, the pair
{C,A} is observable.

Since {A,B,C,D} is a realization for Θ, we have Θn = CAn−1B for all n ≥ 1
and D = Θ0 where Θ(z) =

∑∞
0 z−nΘn. Hence the Toeplitz operator TΘ admits a

matrix decomposition of the form

TΘ =
[
Γ SYΓ S2

YΓ · · · ] : �2+(E) → �2+(Y),

Γ =
[
D

WoB

]
: E →

[ Y
�2+(Y)

]
where SY is the unilateral shift on �2+(Y). To verify that Θ is inner, it is sufficient
to show that TΘ is an isometry. Notice that TΘ is an isometry if and only if all
the columns of TΘ are isometric and orthogonal to each other. Due to the Toeplitz
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structure, TΘ is an isometry if and only if Γ is an isometry and ΓE is orthogonal
to Sn

YΓE for all integers n ≥ 1. Using D∗D +B∗B = I (see (13.1.3)), we obtain

Γ∗Γ = D∗D +B∗W ∗
oWoB = D∗D +B∗B = I.

In other words, Γ is an isometry. Observe that S∗YWo = WoA. For n ≥ 1, we have

(Sn
YΓ)∗Γ = Γ∗S∗nY Γ = Γ∗S∗n−1

Y WoB = Γ∗WoA
n−1B

=
[
D∗ B∗W ∗

o

] [CAn−1B
WoA

nB

]
= D∗CAn−1B +B∗AAn−1B = 0.

The last equality follows fromD∗C+B∗A = 0; see (13.1.3). So Sn
YΓE is orthogonal

to ΓE for all n ≥ 1. Therefore TΘ is an isometry and Θ is inner.
Assume that Θ is an inner function. LetG be the function in L∞(E ,Y) defined

by G(eıω) = Θ(e−ıω). Because Θ is inner, G is rigid, that is, G(eıω) is almost
everywhere an isometry. In particular, its Laurent operator LG is an isometry
mapping �2(E) into �2(Y). Notice that G admits a Fourier series expansion of the
form G(eıω) =

∑∞
0 eıωnΘn where {Θn}∞0 are the Fourier coefficients of Θ, that

is, Θ(eıω) =
∑∞

0 e−ıωnΘn. Hence

LG =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

. . . . . .
...

...
. . . Θ0 Θ1 Θ2 · · ·
· · · 0 Θ0 Θ1 · · ·
· · · 0 0 Θ0

. . .
...

...
. . . . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
: �2(E) → �2(Y) (13.1.12)

is an upper triangular isometric Laurent matrix. (The box around Θ0 represents
the {0, 0} entry.) The operator ∇Θ = Π�2+(Y)LG|�2+(E). For f in �2+(E), we obtain

‖D∇Θf‖2 = ‖f‖2 − ‖∇Θf‖2 = ‖f‖2 − ‖Π�2+(Y)LGf‖2

= ‖f‖2 − ‖LGf‖2 + ‖Π�2−(Y)LGf‖2

= ‖Π�2−(Y)LGf‖2 = ‖HΘf‖2. (13.1.13)

HereHΘ is the Hankel matrix obtained by rearranging the rows of Π�2−(Y)LG|�2+(E)
in the following way:

HΘ =

⎡⎢⎢⎢⎣
Θ1 Θ2 Θ3 · · ·
Θ2 Θ3 Θ4 · · ·
Θ3 Θ4 Θ5 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ : �2+(E) → �2+(Y). (13.1.14)
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Clearly, ‖Π�2−(Y)LGf‖ = ‖HΘf‖. Since ‖D∇Θf‖ = ‖HΘf‖ for all f , there exists a
unitary operator Ψ mapping X = D∇Θ onto Hr = ranHΘ such that ΨD∇Θ = HΘ.
It is easy to verify that S∗YHΘ = HΘSE . Therefore Hr is an invariant subspace for
the backward shift operator S∗Y .

Consider the operator Ar on Hr defined by Ar = ΨAΨ∗. Using the definition
of A in(13.1.5) with S∗YHΘ = HΘSE , we obtain

ArHΘ = ArΨD∇Θ = ΨAD∇Θ = ΨD∇ΘSE = HΘSE = S∗YHΘ.

Hence Ar = S∗Y |Hr. Since Hr is an invariant subspace for the backward shift and
S∗Y is strongly stable, Ar is strongly stable. Therefore A is also strongly stable.

Using (13.1.5), we obtain

WoD∇Θ =

⎡⎢⎢⎢⎣
CD∇Θ

CAD∇Θ

CA2D∇Θ

...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
ZSE
ZS2

E
ZS2

E
...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
Θ1 Θ2 Θ3 · · ·
Θ2 Θ3 Θ4 · · ·
Θ3 Θ4 Θ5 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ = HΘ = ΨD∇Θ .

Hence Wo = Ψ is an isometry mapping X into �2+(Y). In particular, the pair
{C,A} is observable. �

Remark 13.1.5. Recall that a minimal realization for a rational transfer function in
H∞(E ,Y) is stable. Let {A on X , B, C,D} be a controllable isometric realization
for a rational contractive analytic function Θ in H∞(E ,Y). Proposition 13.1.4
shows that A is stable if and only if Θ is inner. In other words, {A,B,C,D} is a
minimal realization if and only if Θ is inner. In fact, if Θ is not inner, then X is
infinite dimensional.

Remark 13.1.6. Assume that Θ is an inner function in H∞(E ,Y). Consider the
state space realization Σr = {Ar on Hr, Br, Cr,Θ0} defined by

Ar = S∗Y |Hr, Br =

⎡⎢⎢⎢⎣
Θ1

Θ2

Θ3

...

⎤⎥⎥⎥⎦ : E → Hr and Cr = ΠY |Hr : Hr → Y.

As before, Hr = ranHΘ. Here ΠY is the operator which picks out the first com-
ponent of �2+(Y). It is noted that Σr is the restricted backward realization for Θ;
see Section 14.6.2. Then Σr is a controllable and observable isometric realization
for Θ.

To see this, it is sufficient to show that the unitary operator Ψ intertwines
Σ = {A,B,C,Θ0} in (13.1.5) with Σr. We have all ready seen that Ar = ΨAΨ∗.
Notice that

ΨB = ΨD∇ΘΠ∗E = HΘΠ∗E = Br.
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Hence ΨB = Br. Moreover, (13.1.5) yields

CrΨD∇Θ = CrHΘ = ΠYHΘ = ZSE = CD∇Θ .

Thus CrΨ = C. So Ψ intertwines Σ with Σr. In other words, Σr is a controllable
and observable isometric realization for Θ. Finally, it is noted that one can also
directly verify this fact.

Corollary 13.1.7. Let Θ be a function in H∞(E ,Y). Then Θ is a two-sided inner
function if and only if Θ admits a controllable and observable unitary realization
{A,B,C,D} such that A and A∗ are strongly stable. In this case, if {A,B,C,D}
is a controllable, isometric realization for Θ, then {A,B,C,D} is an observable,
unitary realization where A and A∗ are strongly stable.

Proof. If Θ admits a controllable and observable unitary realization {A,B,C,D}
such that A and A∗ are strongly stable, then Proposition 13.1.4 shows that Θ is
inner. Since {A∗, C∗, B∗, D∗} is a strongly stable, isometric controllable realization
for Θ̃(z) = Θ(z)∗, it follows that Θ̃ is inner, and thus, Θ is two-sided inner.

Now assume that Σ = {A,B,C,D} is a controllable, isometric realization for
a two-sided inner function Θ. Proposition 13.1.4 shows that Σ is observable and A
is strongly stable. Without loss of generality we can assume that Σ is determined
by (13.1.5). We claim that

D∇Θ = PX where D∇Θ = X = �2+(E)� LΘ̃�
2
+(Y). (13.1.15)

Let us first show that kerD∇Θ = LΘ̃�
2
+(Y). Recall that G(eıω) = Θ(e−ıω) =

Θ̃(eıω)∗. Hence the Laurent operator LG = L∗
Θ̃
. Because Θ is two-sided inner,

the Laurent operator LΘ̃ is unitary. According to (13.1.13) there exists a unitary
operator ϕ mapping the closure of Π�2−(Y)L

∗
Θ̃
�2+(E) onto D∇Θ such that

D∇Θ = ϕΠ�2−(Y)L
∗
Θ̃
|�2+(E).

Notice thatD∇Θh = 0 if and only if h ∈ �2+(E) and Π�2−(Y)L
∗
Θ̃
h = 0, or equivalently,

h ∈ �2+(E) and L∗
Θ̃
h ∈ �2+(Y). Since LΘ̃ maps �2+(Y) into �2+(E) and LΘ̃ is unitary,

D∇Θh = 0 if and only if h is in LΘ̃�
2
+(Y). Therefore kerD∇Θ = LΘ̃�

2
+(Y). In

particular, the subspace D∇Θ is determined by (13.1.15).
Now let us show that D∇Θ |X is an isometry. A vector g is in X , if and only if

g ∈ �2+(E) and g is orthogonal to LΘ̃�
2
+(Y), or equivalently, g ∈ �2+(E) and L∗

Θ̃
g is

orthogonal to �2+(Y), which is equivalent to g being in �2+(E) and v = L∗
Θ̃
g where

v is in �2−(Y). Hence g is in X if and only if g is in �2+(E) and g = LΘ̃v where v is
in �2−(Y). Using this form for g ∈ X , we obtain

‖D∇Θg‖ = ‖Π�2−(Y)L
∗
Θ̃
g‖ = ‖Π�2−(Y)L

∗
Θ̃
LΘ̃v‖ = ‖v‖ = ‖g‖.

Therefore D∇Θ |X is an isometry and D∇Θ |X⊥ = 0. Because D∇Θ is a positive
operator, D∇Θ maps X into X , and thus, D∇Θ admits a matrix representation of
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the form

D∇Θ =
[
Φ 0
0 0

]
on
[ X
X⊥
]

where Φ is a positive isometry on X . In particular, Φ = Φ∗ and Φ2 = Φ∗Φ = I.
So the unique positive square root Φ of Φ2 equals I. Therefore D∇Θ = PX is the
orthogonal projection onto X and (13.1.15) holds.

We claim that A = ΠXSE |X . For x in X , we have

Ax = APXx = AD∇Θx = D∇ΘSEx = ΠXSEx.

Hence A = ΠXSE |X . Notice that X⊥ = LΘ̃�
2
+(Y) = TΘ̃�

2
+(Y) is an invariant

subspace for SE . So X is an invariant subspace for S∗E , and A∗ = S∗E |X . Since S∗E
is strongly stable, A∗ is strongly stable.

Using B = D∇ΘΠ∗E = ΠXΠ∗E , we have

B∗ = ΠEΠ∗X and C∗ = S∗EZ
∗.

To verify that C∗ = S∗EZ
∗ notice that

C = CΠXΠ∗X = CD∇ΘΠ∗X = ZSEΠ∗X .

By taking the adjoint C∗ = ΠXS∗EZ
∗, we claim that the range of S∗EZ

∗ is contained
in X . For φ in Y and y in �2+(Y), we obtain

(S∗EZ
∗φ,LΘ̃y) = (Z∗φ, SETΘ̃y) = (TΘ̃Π∗Yφ, TΘ̃SYy) = (Π∗Yφ, SYy) = 0.

Here we used that fact that the Toeplitz operator TΘ̃ is an isometry. Thus S∗EZ
∗Y

is orthogonal to LΘ̃�
2
+(Y). In other words, the range of S∗EZ

∗ is a subspace of X .
In particular, C∗ = ΠXS∗EZ

∗ = S∗EZ
∗.

Since {A,B,C,D} is a strongly stable, controllable and observable isometric
realization for Θ and A∗ is stable, it follows that {A∗, C∗, B∗, D∗} is a strongly
stable, controllable and observable realization for Θ̃. To complete the proof, it
remains to show that

Ω∗ =
[
D∗ B∗

C∗ A∗

]
:
[ Y
X
]
→
[ E
X
]

is an isometry. Since Θ is two-sided inner, the first column Z∗ of TΘ̃ is an isometry.
Hence

DD∗ + CC∗ = Θ0Θ∗0 + ZSES∗EZ
∗ = ZZ∗ = I.

So the first column of Ω∗ is an isometry. To show that the second column of Ω∗ is
an isometry, notice that

BB∗ + AA∗ = ΠXΠ∗EΠEΠ
∗
X + ΠXSES∗EΠ

∗
X = ΠXΠ∗X = I.
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To verify that Ω∗ is an isometry, it remains to show that the two columns of Ω∗,
are orthogonal, that is,

DB∗ + CA∗ = Θ0ΠEΠ∗X + ZSES∗EΠ
∗
X = ZΠ∗X = 0.

The last equality follows from X = �2+(E) � LΘ̃�
2
+(Y) and the fact that the space

Z∗Y = LΘ̃Π∗YY is orthogonal to X . So Ω∗ is an isometry, and Ω is unitary. �

Finally, it is noted one can use the restricted backward shift realization in
Remark 13.1.6 to prove Corollary 13.1.7.

13.1.1 Rational contractive realizations

In this section, we will develop a finite sections algorithm to compute a contractive
minimal realization for a rational contractive analytic function Θ in H∞(E ,Y).
Recall that {A,B,C,D} in (13.1.5) is a controllable isometric realization for Θ.
Let Xc be the observability subspace defined by Xc =

∨∞
0 A∗kC∗Y. Consider the

state space system {Ac on Xc, Bc, Cc, D} determined by

Ac = ΠXcA|Xc, Bc = ΠXcB and Cc = C|Xc. (13.1.16)

Because {Ac, Bc, Cc, D} is obtained by extracting the observable part from the
controllable realization {A,B,C,D}, it follows that {Ac, Bc, Cc, D} is a control-
lable and observable realization for Θ. In particular, due to the fact that Θ is
rational, Ac is stable. Moreover, {Ac, Bc, Cc, D} is a contractive realization, that
is, its systems matrix

Ωc =
[
D Cc

Bc Ac

]
:
[ E
Xc

]
→
[ Y
Xc

]
(13.1.17)

is a contraction. To see this simply observe that

Ωc =
[
IY 0
0 ΠXc

] [
D C
B A

] [
IE 0
0 Π∗Xc

]
.

Since Ω in (13.1.2) is an isometry, Ωc is a contraction. Therefore {Ac, Bc, Cc, D}
is a stable contractive minimal realization for Θ.

Now let us develop a finite sections method to compute the realization
{Ac, Bc, Cc, D}. To this end, let Xn be the subspace of X = D∇Θ defined by
Xn = D∇ΘEn. (Here En is embedded in the first n components of �2+(E).) Notice
that {Xn}∞1 is a sequence of increasing subspaces (Xn ⊆ Xn+1) whose closed linear
span equals X . So the orthogonal projections PXn , are increasing (PXn ≤ PXn+1)
and PXn converges to IX in the strong operator topology. By consulting (13.1.5),
we see that AXn−1 ⊆ Xn. Consider the system {An on Xn, Bn, Cn, D} defined by

An = APXn−1 |Xn, Bn = B and Cn = CPXn−1 |Xn.
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The operators An, Bn and Cn respectively, converge to A, B and C in the strong
operator topology as n tends to infinity. Using the fact that AXn−1 ⊆ Xn, it
follows that

Aj
nBn = AjB for j = 0, 1, . . . , n− 1.

Since AjB = D∇ΦS
j
EΠ

∗
E and En = ⊕n−1

0 Sj
EΠ

∗
EE , the span of {Aj

nBnE}n−1
0 equals

Xn. Hence the pair {An, Bn} is controllable. Furthermore, CnA
k−1
n Bn = Θk for

k = 1, 2, . . . , n− 1 where Θ(z) =
∑∞

0 z−νΘν . Finally, it is noted that the systems
matrix for {An, Bn, Cn, D} is determined by

Ωn =
[
D Cn

Bn An

]
=
[
IY 0
0 PXn

] [
D C
B A

] [
IE 0
0 PXn−1 |Xn

]
.

Because Ω is an isometry, Ωn is a contraction. Therefore {An, Bn, Cn, D} is a
controllable contractive realization.

If ‖Θ‖∞ < 1, then An is stable. To verify this, recall that An = APXn−1 |Xn

and A is a contraction. So An is also a contraction, and all the eigenvalues for
An are contained in the closed unit disc. Now let us proceed by contradiction.
Assume that λ is an eigenvalue for An on the unit circle and x is its corresponding
eigenvector. Then λx = Anx yields

‖x‖ = ‖λx‖ = ‖Anx‖ = ‖APXn−1x‖ ≤ ‖PXn−1x‖ ≤ ‖x‖.

Thus ‖x‖ = ‖PXn−1x‖ and x is a vector in Xn−1. In other words, there exists a
vector f in En−1 such that x = D∇Θf . Using (13.1.5), we obtain

D∇Θλf = λx = Anx = AnD∇Θf = AD∇Θf = D∇ΘSEf.

Because ‖Θ‖∞ < 1, the operator D∇Θ is invertible. Hence λf = SEf , and λ
is an eigenvalue for the unilateral shift SE . However, the unilateral shift has no
eigenvalues, and f must be zero. So x is also zero, and this contradicts the fact
that an eigenvector is nonzero. Therefore An has no eigenvalues on the unit circle
and An is stable.

Now let us find an approximation for the contractive minimal realization
{Ac, Bc, Cc, D} of Θ. For for n sufficiently large, compute the singular value de-
composition

UΛV ∗ =
[
C∗n A∗nC

∗
n A∗2n C

∗
n · · · A∗νn C∗n

]
(13.1.18)

where ν > δ(Θ), the McMillan degree of Θ. Here U and V are unitary matrices
and Λ is the diagonal matrix consisting of the singular values in decreasing order.
Then Λ will contain μ = δ(Θ) significant singular values. Let Φ = U |Cμ be the
isometry mapping Cμ into Xn obtained by keeping the first μ columns of U . Then

Ac ≈ Φ∗AnΦ, Bc ≈ Φ∗Bn and Cc ≈ CnΦ. (13.1.19)

If {Ac, Bc, Cc, D} is not a realization for Θ, then one must choose a larger n.
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To implement this algorithm, we need a computational method to compute
the controllable realization {An, Bn, Cn, D}. To this end, let ∇Θ,n be the upper
triangular block Toeplitz matrix mapping En into Yn determined by ∇Θ,n =
∇Θ|En, that is,

∇Θ,n =

⎡⎢⎢⎢⎢⎢⎣
Θ0 Θ1 · · · Θn−2 Θn−1

0 Θ0 · · · Θn−3 Θn−2

...
...

. . .
...

...
0 0 · · · Θ0 Θ1

0 0 · · · 0 Θ0

⎤⎥⎥⎥⎥⎥⎦ : En → Yn.

We claim that there exists a unitary operator Ψ mapping Xn onto D∇Θ,n satisfying

ΨD∇Θh = D∇Θ,nh (h ∈ En). (13.1.20)

(If M is any contraction, then DM is the positive square root of I −M∗M and
DM is the closure of the range of DM .) To see this, simply observe that the upper
triangular structure of ∇Θ yields

‖D∇Θh‖2 = ‖h‖2 − ‖∇Θh‖2 = ‖h‖2 − ‖∇Θ,nh‖2 = ‖D∇Θ,nh‖2.

Hence (13.1.20) holds.
Let Jn and Qn be the operators defined by

Jn =
[
I
0

]
: En−1 →

[En−1

E
]

and Qn =
[
0
I

]
: En−1 →

[ E
En−1

]
. (13.1.21)

By consulting (13.1.5) and (13.1.20), we see that up to the unitary operator Ψ,
the operators An, Bn and Cn are determined by

AnD∇Θ,nJn = D∇Θ,nQn and Bn = D∇Θ,nΠ∗E ,

CD∇Θ,nJn =
[
Θ0 Θ1 · · · Θn−2 Θn−1

]
Qn. (13.1.22)

Here Π∗E is the natural embedding of E into the first component of En. By taking
the Moore-Penrose pseudo inverse (denoted by M−r), we obtain

An = D∇Θ,nQn(D∇Θ,nJn)−r and Bn = D∇Θ,nΠ∗E ,

Cn =
[
Θ1 Θ2 · · · Θn−2 Θn−1

]
(D∇Θ,nJn)−r. (13.1.23)

So to approximate {Ac, Bc, Cc,Θ(∞)}, compute {An, Bn, Cn} in (13.1.23). Then
compute the singular value decomposition in (13.1.18). Form the isometry Φ by
keeping the appropriate number of significant singular values. Then the minimal
contractive realization {Ac, Bc, Cc,Θ(∞)} of Θ is given by (13.1.19). Finally, it is
noted that this algorithm is more efficient when ‖Θ‖∞ < 1.
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Example. Let us demonstrate how this algorithm works on the example in Section
7.8.13. To this end, consider the transfer function in (7.8.13) given by

θ(z) =
−0.7165z2 + 0.1796z− 0.0706

z3 − 0.2824z2 − 0.0580z+ 0.0003
. (13.1.24)

A simple computation using the fast Fourier transform shows that ‖θ‖∞ = .92.
We ran Matlab on this example for n = 100. It is noted that one can use the
fast Fourier transform or state space techniques to compute the Taylor coeffi-
cients {θk} for θ(z) =

∑∞
0 z−kθk. This immediately yields the upper triangu-

lar Toeplitz matrix ∇Θ,n (the Matlab command is “toeplitz”). Then we used
“sqrtm” in Matlab to compute the positive square root D∇Θ,n . Next we com-
puted {An, Bn, Cn, D} by using (13.1.23). The spectral radius for An is 0.7117.
For ν = 10 in (13.1.18), we discovered that the corresponding matrix has only
three significant singular values {0.759, 0.1934, 0.0163}. So we formed the isome-
try Φ mapping C3 into C100 by keeping the first three columns of U . Finally, our
approximation to {Ac, Bc, Cc, θ(∞)} in (13.1.19) is given by

Ac =

⎡⎣ 0.0983 −0.2506 −0.0026
−0.6529 0.1097 −0.0825
0.0789 0.9595 0.0744

⎤⎦ , Bc = −
⎡⎣0.9577
0.1721
0.2305

⎤⎦ ,
Cc =

[
0.7447 0.0226 −0.0025

]
.

Here D = θ(∞) = 0. Notice that our state space realization {Ac, Bc, Cc, 0} is
different from the state space realization of the same transfer function θ = g in
Section 7.8.1; see (7.8.15). However, they both realize the same transfer function.
In fact, using the fast Fourier transform in Matlab, ‖Cc(zI − Ac)−1Bc − θ‖∞ =
1.0825×10−15. Finally, ‖Ωc‖ = 1 where Ωc is the systems matrix for {Ac, Bc, Cc, 0}
in (13.1.17).

13.2 Tangential Nevanlinna-Pick Interpolation

In this section, we will employ the method of Agler-McCarthy to solve the tan-
gential Nevanlinna-Pick interpolation problem for contractive analytic functions.

The classical Nevanlinna-Pick interpolation problem for contractive analytic
functions is: Given a distinct set of complex numbers {αj}n

1 in D+ and a set
of complex numbers {γj}n

1 , then find a contractive analytic function f in H∞

satisfying the following conditions

f(αj) = γj (for j = 1, 2, . . . , n). (13.2.1)

The classical Nevanlinna-Pick interpolation problem in (13.2.1) is a special case
of a more general tangential Nevanlinna-Pick interpolation problem. To introduce
this Nevanlinna-Pick problem, let {E,Λ} be an observable pair, where Λ is a
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strongly stable operator on H, and E maps H into E . By strongly stable we mean
that Λn converges to zero in the strong operator topology as n approaches infinity.
Let Ẽ be an operator from H into Y. Let W and W̃ be the observability operators
defined by

W =

⎡⎢⎢⎢⎣
E
EΛ
EΛ2

...

⎤⎥⎥⎥⎦ : H → �2+(E) and W̃ =

⎡⎢⎢⎢⎣
Ẽ

ẼΛ
ẼΛ2

...

⎤⎥⎥⎥⎦ : H → �2+(Y). (13.2.2)

Throughout we assume that both W and W̃ are operators, that is, bounded linear
maps. In particular, if Λ is a stable operator and H is finite dimensional, then W
and W̃ are well-defined operators. Let Θ be a function in H∞(E ,Y). As before,∇Θ

is the upper triangular Toeplitz operator defined by (13.1.1). Recall that ‖∇Θ‖ =
‖Θ‖∞.

Definition 13.2.1. The tangential Nevanlinna-Pick interpolation problem for the
data {Λ, E, Ẽ}, is to find a contractive analytic function Θ in H∞(E ,Y) such that
∇ΘW = W̃ . In this case, Θ is called a contractive interpolant or solution for the
data {Λ, E, Ẽ}.

Assume that {Λ, E, Ẽ} a data set. Let Θ =
∑∞

0 z−nΘn be any function in
H∞(E ,Y). Then it follows that

∇ΘW = W̃ if and only if
∞∑

n=0

ΘnEΛn = Ẽ. (13.2.3)

So Θ is a solution to the tangential Nevanlinna-Pick interpolation problem if and
only if Θ is a contractive analytic function in H∞(E ,Y) satisfying

∑∞
0 ΘnEΛn =

Ẽ.
To show that this interpolation problem covers the classical Nevanlinna-Pick

problem, let {αj}n
1 be a finite set of distinct points in D+ and {γj}n

1 a set of com-
plex numbers. Let Λ be the diagonal matrix on Cn defined by Λ = diag[{1/αj}n

1 ].
Let E and Ẽ be the row vectors of length n given by

E =
[

1 1 · · · 1
]

and Ẽ =
[
γ1 γ2 · · · γn

]
. (13.2.4)

Let f be an analytic function in D+. Then (13.2.1) is equivalent to
∑∞

0 fnEΛn =
Ẽ, where f(z) =

∑∞
0 z−nfn. In other words, (13.2.1) is equivalent to ∇fW = W̃ ;

see (13.2.3). So the classical Nevanlinna-Pick interpolation problem of finding a
contractive analytic function f satisfying (13.2.1) is a special case of our tangential
Nevanlinna-Pick interpolation problem.

The tangential Nevanlinna-Pick interpolation problem also includes the clas-
sical Schur interpolation problem. To see this, let {Θj}n−1

0 be a specified set of
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operators with values in L(E ,Y). The Schur interpolation problem is to find the set
of all contractive analytic functions Θ in H∞(E ,Y) such that Θ admits a Taylor
series expansion of the form

Θ(z) =
∞∑

k=0

z−kΘk. (13.2.5)

Here {Θj}n−1
0 are the first n Taylor coefficients of Θ. To convert this to the tan-

gential Nevanlinna-Pick problem, consider the data set {Λ, E, Ẽ} defined by

Λ =

⎡⎢⎢⎢⎢⎢⎣
0 I · · · 0 0
0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 I
0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎦ on En,

E =
[
I 0 · · · 0 0

]
: En → E ,

Ẽ =
[
Θ0 Θ1 · · · Θn−2 Θn−1

]
: En → Y. (13.2.6)

Observe that Λ is the upper shift on En, that is, the identity I appears immediately
above the main diagonal and zero’s appear everywhere else. Clearly, Λ is stable.
Let Θ be a function in H∞(E ,Y). Then

∞∑
n=0

ΘnEΛn =
[
Θ0 Θ1 · · · Θn−2 Θn−1

]
where {Θj}n−1

0 are the first n Taylor coefficients of Θ. So according to (13.2.3), it
follows that Θ is a solution for the Schur interpolation problem with data {Θj}n−1

0

if and only if Θ is a solution to the tangential Nevanlinna-Pick interpolation prob-
lem with data {Λ, E, Ẽ} determined by (13.2.6).

The fundamental Lyapunov equation. Now assume that Θ is a solution to the
tangential Nevanlinna-Pick interpolation problem with data {Λ, E, Ẽ}. Then we
claim that there exists a positive solution Q to the Lyapunov equation

Q = Λ∗QΛ + E∗E − Ẽ∗Ẽ. (13.2.7)

Moreover, Q = W ∗W − W̃ ∗W̃ is the unique positive solution to (13.2.7). Using
the fact that ∇Θ is a contraction, for all x in H we have

(W̃ ∗W̃x, x) = ‖W̃x‖2 = ‖∇ΘWx‖2 ≤ ‖Wx‖2 = (W ∗Wx, x).
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Hence Q = W ∗W − W̃ ∗W̃ is positive. Then using S∗EW = WΛ and S∗YW̃ = W̃Λ,
we obtain

Q− Λ∗QΛ = W ∗W − Λ∗W ∗WΛ− W̃ ∗W̃ + Λ∗W̃ ∗W̃Λ

= W ∗(I − SES∗E)W − W̃ ∗(I − SYS∗Y)W̃

= W ∗PEW − W̃ ∗PYW̃ = E∗E − Ẽ∗Ẽ.
(Here PU is the orthogonal projection onto the first component U of �2+(U).) There-
fore Q is a positive solution to the Lyapunov equation in (13.2.7).

Notice that there is only one solution to the Lyapunov equation in (13.2.7).
If Q1 is another solution to (13.2.7), then subtracting Q1 = Λ∗Q1Λ+E∗E− Ẽ∗Ẽ
from the Lyapunov equation in (13.2.7), shows that Δ = Λ∗ΔΛ where Δ = Q−Q1.
By recursively substituting Λ∗ΔΛ for Δ, we see that Δ = Λ∗nΔΛn for all integers
n ≥ 0. Because Λn converges to zero in the strong operator topology, Δ = 0. In
other words, Q = Q1 and the solution to the Lyapunov equation in (13.2.7) is
unique.

Contractive coupling. Now assume that Q is a positive solution to the Lyapunov
equation in (13.2.7) with data {Λ, E, Ẽ}. Let M be any operator from H into M
such that M∗M = Q and the range of M is dense in M. Let Φ1 and Φ2 be the
operators defined by

Φ1 =
[

E
MΛ

]
: H →

[ E
M
]

and Φ2 =
[
Ẽ
M

]
: H →

[ Y
M
]
. (13.2.8)

By employing the Lyapunov equation (13.2.7), we arrive at

Φ∗1Φ1 = Λ∗QΛ + E∗E = Q+ Ẽ∗Ẽ = Φ∗2Φ2.

This implies that there exists a unitary operator V from H1, the closure of the
range of Φ1, onto H2, the closure of the range of Φ2, such that VΦ1 = Φ2. We say
that U is a contractive coupling for the data set {Λ, E, Ẽ} if U is a contraction
mapping E⊕X into Y⊕X such thatM⊂ X and U |H1 = V . By choosing X = M,
we see that U = V PH1 mapping E ⊕M into Y ⊕M is a contractive coupling of
{Λ, E, Ẽ}. In other words, one can always construct a contractive coupling of
{Λ, E, Ẽ}.

Let U be any contractive coupling of {Λ, E, Ẽ}. Then U admits a matrix
representation of the form

U =
[
D C
B A

]
:
[ E
X
]
→
[ Y
X
]
. (13.2.9)

The subspace X is referred to as the state space for the coupling U . We say the
coupling U is controllable, if the pair {A,B} is controllable. The coupling U is
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controllable if

X =
∞∨

n=0

(PXUPX )nPXUE . (13.2.10)

Finally, it is noted that U is a contractive coupling of {Λ, E, Ẽ}, if and only if U
admits a matrix representation of the form (13.2.9), the subspace M⊆ X and[

D C
B A

] [
E
MΛ

]
=
[
Ẽ
M

]
. (13.2.11)

The central isometric coupling. Assume that there exists a positive solution Q
to the Lyapunov equation (13.2.7) corresponding to the data {Λ, E, Ẽ}. We will
construct a special isometric coupling U◦ of {Λ, E, Ẽ} which plays a fundamental
role in our solution to the tangential Nevanlinna-Pick interpolation problem. To
this end, let D1 and D2 be the subspaces defined by

D1 = (E ⊕M)�H1 and D2 = (Y ⊕M)�H2. (13.2.12)

Now consider the isometry defined by

U◦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

V 0 0 0 0 · · ·
0 0 0 0 0 · · ·
0 I 0 0 0 · · ·
0 0 I 0 0 · · ·
0 0 0 I 0 · · ·
...

...
...

...
. . . . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎦
:

⎡⎢⎢⎢⎢⎢⎢⎢⎣

H1

D1

D1

D1

D1

...

⎤⎥⎥⎥⎥⎥⎥⎥⎦
→

⎡⎢⎢⎢⎢⎢⎢⎢⎣

H2

D2

D1

D1

D1

...

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (13.2.13)

Recall that E ⊕ M = H1 ⊕ D1 and Y ⊕M = H2 ⊕ D2. So U◦ is an isometry
mapping K1 = E ⊕M⊕ �2+(D1) into K2 = Y ⊕M⊕ �2+(D1). Since U◦|H1 = V , it
follows that U◦ is an isometric coupling of {Λ, E, Ẽ}. The isometry U◦ in (13.2.13)
is called the central coupling for the data {Λ, E, Ẽ}.

For another representation of the central isometric coupling, recall that V PH1

mapping E ⊕M into Y ⊕M is a contractive coupling of {Λ, E, Ẽ}. Notice that
V PH1 admits a matrix representation of the form

V PH1 =
[
D◦ C◦
B◦ A◦

]
:
[ E
M
]
→
[ Y
M
]
. (13.2.14)

Then the central isometric coupling U◦ of {Λ, E, Ẽ} also admits a matrix repre-
sentation of the form

U◦ =

⎡⎣D◦ C◦ 0
B◦ A◦ 0
B1 A1 SD1

⎤⎦ :

⎡⎣ E
M

�2+(D1)

⎤⎦→
⎡⎣ Y

M
�2+(D1)

⎤⎦ . (13.2.15)
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Here B1 and A1 are the operators defined by

B1 =

⎡⎢⎢⎢⎣
ΠD1 |E

0
0
...

⎤⎥⎥⎥⎦ : E → �2+(D1) and A1 =

⎡⎢⎢⎢⎣
ΠD1 |M

0
0
...

⎤⎥⎥⎥⎦ :M→ �2+(D1).

Moreover, ΠD1 is the operator from E ⊕M onto D1 defined by ΠD1 = PD1 where
PD1 is the orthogonal projection onto D1. In this case, the isometric realization
{A,B,C,D} for the central isometric coupling U◦ is determined by the matrix
representation

U◦ =
[
D◦ C
B A

]
:

⎡⎣ E[ M
�2+(D1)

]⎤⎦→
⎡⎣ Y[ M
�2+(D1)

]⎤⎦ ,
A =

[
A◦ 0
A1 SD1

]
on
[ M
�2+(D1)

]
,

B =
[
B◦
B1

]
: E →

[ M
�2+(D1)

]
, (13.2.16)

C =
[
C◦ 0

]
:
[ M
�2+(D1)

]
→ Y.

In this case, the state space X = M ⊕ �2+(D1). We refer to this realization
{A,B,C,D} as the central isometric realization for the data {Λ, E, Ẽ}. In a mo-
ment we will see that {A,B} is controllable. Observe that both {A◦, B◦, C◦, D◦}
and {A,B,C,D} have the same transfer function, that is,

Θ(z) = D + C(zI −A)−1B = D◦ + C◦(zI −A◦)−1B◦. (13.2.17)

Finally, Θ(z) = D+C(zI −A)−1B is called the central interpolant for {Λ, E, Ẽ}.
Because U◦ is a contraction, the central interpolant Θ is a contractive analytic
function; see Theorem 13.1.1. Finally, Theorem 13.2.2 below shows that Θ is indeed
a contractive interpolant for the data {Λ, E, Ẽ}.

A computational algorithm in the finite dimensional case. As before, assume that
there exists a positive solution Q to the Lyapunov equation (13.2.7). According
to Theorem 13.2.2 below, the transfer function Θ in (13.2.17) is a solution for
the data {Λ, E, Ẽ}. Recall that {A on X , B, C,D◦} is the isometric realization in
(13.2.16), and {A◦ on M, B◦, C◦, D◦} is the contractive realization for Θ deter-
mined by (13.2.14). Clearly, dimM ≤ dimX . In most cases, the state space X
is infinite dimensional even when H is finite dimensional. Since dimM ≤ dimH,
it follows that {A◦, B◦, C◦, D◦} is a finite dimensional realization when H is fi-
nite dimensional. If H, is finite dimensional, then one can use Matlab to compute



362 Chapter 13. Contractive Nevanlinna-Pick Interpolation

{A◦, B◦, C◦, D◦}, and thus, the central interpolant Θ for {Λ, E, Ẽ}. In the finite
dimensional case, the pseudo-inverse in Matlab (“pinv”), yields[

D◦ C◦
B◦ A◦

]
=
[
Ẽ
M

] [
E
MΛ

]−r

.

Here −r denotes the Moore-Penrose restricted inverse. Later we will show that
the pair {A◦, B◦} is controllable. If Φ∗1Φ1 = Q+ Λ∗QΛ is invertible, then PH1 =
Φ1(Φ∗1Φ1)−1Φ∗1. In this case,

V PH1 = V Φ1(Φ∗1Φ1)−1Φ∗1 = Φ2(Φ∗1Φ1)−1Φ∗1

=
[
Ẽ
M

]
(Q+ Λ∗QΛ)−1 [E∗ Λ∗M∗] =

[
D◦ C◦
B◦ A◦

]
.

In other words, when Q+ Λ∗QΛ is invertible:

A◦ = M (Q+ Λ∗QΛ)−1 Λ∗M∗,

B◦ = M (Q+ Λ∗QΛ)−1
E∗,

C◦ = Ẽ (Q+ Λ∗QΛ)−1 Λ∗M∗, (13.2.18)

D◦ = Ẽ (Q+ Λ∗QΛ)−1
E∗.

In particular, {A◦, B◦, C◦, D◦} is a contractive controllable realization of the cen-
tral interpolant Θ for the data {Λ, E, Ẽ}.

Now assume that Q is invertible. Then M is an invertible operator mapping
H onto M. Consider the system {Ac, Bc, Cc, D◦} defined by Ac = M−1A◦M ,
Bc = M−1B◦ and Cc = C◦M . By consulting (13.2.18), we see that

Ac = (Q+ Λ∗QΛ)−1 Λ∗Q,

Bc = (Q+ Λ∗QΛ)−1
E∗,

Cc = Ẽ (Q+ Λ∗QΛ)−1 Λ∗Q, (13.2.19)

D◦ = Ẽ (Q+ Λ∗QΛ)−1
E∗.

Then M is an invertible operator which intertwines the system {Ac, Bc, Cc, D◦}
with {A◦, B◦, C◦, D◦}. In particular, {Ac, Bc, Cc, D◦} is a controllable realization
for the central solution Θ for the data {Λ, E, Ẽ}.

The basic coupling theorem. The following result describes the set of all contrac-
tive interpolants in terms of isometric couplings.

Theorem 13.2.2. Let {Λ, E, Ẽ} be the data for the tangential Nevanlinna-Pick
interpolation problem. Let Q be the solution to the Lyapunov equation

Q = Λ∗QΛ + E∗E − Ẽ∗Ẽ. (13.2.20)
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Then there exists a solution to this Nevanlinna-Pick interpolation problem if
and only if Q is positive. In this case, the set of all contractive interpolants for
{Λ, E, Ẽ} is given by

Θ(z) = D + C(zI −A)−1B, (13.2.21)

where

U =
[
D C
B A

]
:
[ E
X
]
→
[ Y
X
]

(13.2.22)

is any controllable isometric coupling of {Λ, E, Ẽ}. (The isometric couplings are
unique up to unitary equivalence.) In particular, the central transfer function Θ
determined by (13.2.14) and (13.2.17) is an interpolant for the data {Λ, E, Ẽ}.
Proof. We have already seen that if Θ is a solution to the tangential Nevanlinna-
Pick interpolation problem, then Q = W ∗W−W̃ ∗W̃ is the unique positive solution
to the Lyapunov equation in (13.2.7).

Now assume that Q is a positive solution to the Lyapunov equation in
(13.2.7). Let U be any contractive coupling of {Λ, E, Ẽ}. Using the matrix repre-
sentation for U in (13.2.22) with (13.2.11), we obtain[

D C
B A

] [
E
MΛ

]
=
[
Ẽ
M

]
. (13.2.23)

Rewriting this equation yields

M = AMΛ +BE and Ẽ = CMΛ +DE. (13.2.24)

By recursively solving for M , we have

M =
n−1∑
j=0

AjBEΛj +AnMΛn. (13.2.25)

Because U is a contraction, A is a contraction. Hence An is also a contraction for
all integers n ≥ 1. Using the fact that Λ is strongly stable, we see that AnMΛn

converges to zero in the strong operator topology. By taking the limit in (13.2.25),
we arrive at

M =
∞∑

j=0

AjBEΛj . (13.2.26)

The sum converges in the strong operator topology. Now let Θ be the contraction
given by Θ(z) = D+C(zI−A)−1B. Observe that Θ admits power series expansion
of the form Θ =

∑∞
0 z−nΘn where Θ0 = D and Θn = CAn−1B for all integers

n ≥ 1. By employing (13.2.26) with the second equation in (13.2.24), we obtain

∞∑
n=0

ΘnEΛn = Θ0E +
∞∑

n=0

CAnBEΛnΛ = DE + CMΛ = Ẽ.
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Therefore Θ is a contractive interpolant for {Λ, E, Ẽ}.
Assume that Θ is a contractive interpolant for {Λ, E, Ẽ}. Then Θ admits a

unique controllable isometric realization {A on X , B, C,D} for Θ. According to
Lemma 13.1.3, the controllability operator

Wc =
[
B AB A2B · · · ] (13.2.27)

is a contraction. Since W is an operator, we see that

N = WcW =
∞∑

n=0

AnBEΛn

is a well-defined operator. Notice that S∗EW = WΛ and AWc = WcSE . Using this
along with the fact that I −SES∗E = PE is the orthogonal projection onto the first
component E of �2+(E), we obtain

N −ANΛ = WcW −AWcWΛ = WcW −WcSES∗EW
= Wc (I − SES∗E)W = WcPEW = BE.

In other words, N is a solution to the Lyapunov equation N = ANΛ + BE. By
employing the fact that Ẽ =

∑∞
0 ΘnEΛn, we have

Ẽ = DE +
∞∑

n=0

CAnBEΛnΛ = Θ0E + CNΛ.

This readily implies that [
D C
B A

] [
E
NΛ

]
=
[
Ẽ
N

]
. (13.2.28)

Because the 2× 2 matrix is an isometry, we see that

Λ∗N∗NΛ + E∗E = N∗N + Ẽ∗Ẽ.

In other words, N∗N = Q is the unique solution to the Lyapunov equation in
(13.2.20). So without loss of generality we can assume that M is the operator
mapping H into M = NH defined by N = M . By replacing N by M in (13.2.28),
we see that U is an isometric coupling of {Λ, E, Ẽ}. Since all controllable isometric
realizations of Θ are unitarily equivalent, this completes the proof. �

The controllability of the central solution. Let {Λ, E, Ẽ} be the data for a tan-
gential Nevanlinna-Pick problem. Moreover, assume that the Lyapunov equation
(13.2.20) admits a positive solution Q and Q = M∗M where M is an operator
mapping H into a dense set of M. Then we claim that {A◦, B◦} is controllable,
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where {A◦, B◦, C◦, D◦} is the contractive realization for the central solution Θ
determined by (13.2.14).

To see this, simply observe that by replacing {A,B} with {A◦, B◦} in
(13.2.26), we have M =

∑∞
0 Aj

◦B◦EΛj . Hence M is a subspace of
∨∞

0 An
◦B◦E .

Because A◦ acts on M, the pair {A◦, B◦} is controllable.
Now let us show that {A,B} is controllable, where {A on X , B, C,D◦} is the

isometric state space realization for central solution Θ; see (13.2.14) to (13.2.17).
Recall that X = M⊕�2+(D1). According to (13.2.26), we have M =

∑∞
0 AjBEΛj .

Because the range of M is dense in M, we see that M⊕ 0 is contained in Xc =∨∞
0 AnBE . Since Xc is an invariant subspace for A, the subspace

∨∞
0 AnM is also

contained in Xc. By consulting the form of A and B in (13.2.16), we obtain

0⊕B1E = (I − PM)BE ⊆ BE
∨
M⊆ Xc,

0⊕A1M = (I − PM)AM⊆ AM
∨
M⊆ Xc.

By taking the closed linear span of both of these spaces, we see that 0⊕D1⊕0⊕0 · · ·
is contained in Xc. Because Xc is an invariant subspace for A, we have

Xc ⊇
∞∨

n=0

An(0⊕D1 ⊕ 0⊕ 0 · · · ) =
∞∨

n=0

[
0

Sn
D1

(D1 ⊕ 0⊕ 0 · · · )
]

=
[

0
�2+(D1)

]
.

So Xc contains both M⊕ 0 and 0⊕ �2+(D1). Therefore

X = M⊕ �2+(D1) ⊆ Xc =
∞∨
0

AnBE .

In other words, the pair {A,B} is controllable.

13.3 Isometric Realizations Revisited

In this section we will use the central isometric coupling to show that any con-
tractive analytic function Θ in H∞(E ,Y) admits an isometric realization. This
provides another proof of part of Theorem 13.1.1. To this end, let Λ = S∗E be the
backward shift on X = �2+(E). Let E = ΠE be the operator mapping �2+(E) onto
E which picks out the first component of a vector in �2+(E). Let Ẽ be the operator
mapping �2+(E) into Y given by the first row of ∇Θ. To be precise,

E =
[
I 0 0 · · · ] : �2+(E) → E ,

Ẽ =
[

Θ0 Θ1 Θ2 · · · ] : �2+(E)→ X (13.3.1)

where Θ(z) =
∑∞

0 z−nΘn is the power series expansion for Θ. In this case, W = I

and W̃ = ∇Θ. We claim that Q = I−∇∗Θ∇Θ is a positive solution to the Lyapunov
equation

Q = Λ∗QΛ + E∗E∗ − Ẽ∗Ẽ. (13.3.2)
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Using the fact that ∇Θ intertwines S∗E with S∗Y , we obtain

Q− Λ∗QΛ = I −∇∗Θ∇Θ − SES∗E + SE∇∗Θ∇ΘS
∗
E

= PE −∇∗Θ
(
I − SYS∗Y

)∇Θ

= E∗E −∇∗ΘPE∇Θ = E∗E − Ẽ∗Ẽ.

Because the Lyapunov equation in (13.3.2) admits a positive solution, there
exists a solution to the tangential Nevanlinna-Pick interpolation problem with
data {S∗E , E, Ẽ} in (13.3.1). To construct a solution, let

U◦ =
[
D C
B A

]
:

⎡⎣ E[ M
�2+(D1)

]⎤⎦→
⎡⎣ Y[ M
�2+(D1)

]⎤⎦ (13.3.3)

be the cental isometric coupling for {Λ, E, Ẽ}; see also (13.2.13). (To construct
this coupling we did not use the fact that a contractive analytic function admits
an isometric realization.) Then Ψ = D + C(zI − A)−1B is a solution to this
Nevanlinna-Pick problem, that is, Ψ is a contractive analytic function satisfying
∇ΨW = W̃ . Since W = I and ∇ΘW = W̃ , we must have Θ = Ψ. Therefore
{A,B,C,D} is a controllable isometric realization for Θ. Combining this analysis
with Lemma 13.1.3, we obtain another proof of Theorem 13.1.1. In other words, Θ
is a contractive analytic function in H∞(E ,Y) if and only if Θ admits an isometric
realization. In this case, all controllable isometric realizations of Θ are unitarily
equivalent. (Section 7.8 shows that if Θ admits an isometric realization, then Θ is
a contractive analytic function.)

The previous analysis yields another method to construct an isometric re-
alization for a contractive analytic function Θ. To this end, consider the data
{S∗E , E, Ẽ} in (13.3.1). Since W = I, there is a unique solution to ∇ΘW = W̃ .
In other words, there is only one solution Θ to the Nevanlinna-Pick problem with
data {S∗E , E, Ẽ}. To construct a controllable isometric realization for Θ, let M be
any operator mapping �2+(E) into M such that I −∇∗Θ∇Θ = M∗M and the range
of M is dense in M. Let U◦ be the central isometric coupling of {S∗E , E, Ẽ} in
(13.3.3), obtained by constructing the corresponding matrix representation for U◦
in (13.2.13). Then {A,B,C,D} is a controllable isometric realization for Θ.

13.4 The Maximum Principle

In this section we will show that the central solution satisfies a maximum principle.
To this end, assume that the tangential Nevanlinna-Pick interpolation problem
with data {Λ, E, Ẽ} admits a solution. In other words, there exists a positive
solution Q to the Lyapunov equation in (13.2.20). Let U mapping K = E ⊕X into
K1 = Y ⊕ X be any controllable isometric coupling for {Λ, E, Ẽ}. Fix y in Y and
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consider the optimization problem

δ(y, U) = inf{‖y − Ug‖ : g ∈ K} (y ∈ Y). (13.4.1)

Let L = kerU∗. Then we claim that δ(y, U) = ‖PLy‖. To verify this, let R = UK
be the range of U . Recall that L = kerU∗ = K1 � UK. Using the fact that
PL = I − PR, we have

δ(y, U) = inf{‖y − Ug‖ : g ∈ K} = ‖y − PRy‖ = ‖PLy‖.
Therefore δ(y, U) = ‖PLy‖ for all y in Y.

Recall that D2 = (Y ⊕M)�H2 where H2 is the closure of the range of Φ2.
We claim that δ(y, U) ≤ ‖PD2y‖. Since U |H1 = V , the subspace H2 ⊆ R. Hence

δ(y, U) = inf{‖y − Ug‖ : g ∈ K} ≤ inf{‖y − V g‖ : g ∈ H1}
= inf{‖y − g‖ : g ∈ H2} = ‖y − PH2y‖ = ‖PD2y‖.

Hence δ(y, U) ≤ ‖PD2y‖. Motivated by this we say that U is a maximal coupling
of {Λ, E, Ẽ} if U is an isometric controllable coupling for {Λ, E, Ẽ} and δ(y, U) =
‖PD2y‖ for all y in Y.

Let U◦ be the central isometric coupling of {Λ, E, Ẽ} determined by (13.2.13)
or (13.2.15). Then U◦ is a maximal coupling of {Λ, E, Ẽ}. To see this, observe that
the kernel of U∗◦ equals D2, that is,

kerU∗◦ = 0⊕D2 ⊕ 0⊕ 0 · · · .
Since U◦ maps (H1 ⊕D1)⊕ �2+(D1) into (H2 ⊕D2)⊕ �2+(D1) and H2 ⊕D2 is just
another orthogonal decomposition of Y ⊕M, we see that

δ(y, U◦) = ‖Pker U∗◦ y‖ = ‖PD2y‖.

Therefore the central coupling U◦ is a maximal coupling of {Λ, E, Ẽ}. The following
result shows that U◦ in (13.2.13) is the only maximal controllable coupling of
{Λ, E, Ẽ}.
Theorem 13.4.1. Assume that the tangential Nevanlinna-Pick interpolation prob-
lem with data {Λ, E, Ẽ} admits a solution. Then the central coupling U◦ in
(13.2.13) is the only maximal controllable coupling of {Λ, E, Ẽ}. In other words, all
maximal controllable couplings of {Λ, E, Ẽ} are unitarily equivalent to the central
isometric coupling U◦.

Proof. Assume that U is an isometric controllable coupling of {Λ, E, Ẽ} such that

‖PLy‖ = δ(y, U) = ‖PD2y‖
for all y in Y where L = kerU∗. We claim that PD2 |Y = PL|Y. By employing
‖PLy‖ = ‖PD2y‖ with y in Y, we obtain

‖PH2y‖2 = ‖y‖2 − ‖PD2y‖2 = ‖y‖2 − ‖PLy‖2 = ‖PRy‖2.
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In other words, ‖PH2y‖ = ‖PRy‖. Since H2 is a subspace of R = ranU , we have
PH2y = PRy for all y in Y. Thus

PD2y = (I − PH2)y = (I − PR)y = PLy.

Therefore PD2 |Y = PL|Y.
We claim that L = D2. To see this first observe that for h in H, we have

PLΦ2h = PLV Φ1h = PLUΦ1h = 0.

Hence 0 = PL|H2. Clearly, 0 = PD2H2. By consulting (13.2.8), we see that Y ⊕M
equals the closed linear span of {Y,H2}. Thus PL(y ⊕ m) = PD2(y ⊕m) for all
y⊕m in Y⊕M. Since D2 is a subspace of Y⊕M, it follows that D2 is a subspace
of L.

Recall that U admits a matrix representation of the form

U =
[
D C
B A

]
:
[ E
X
]
→
[ Y
X
]
.

Using the fact that PLU = 0 and PD2 |Y = PL|Y with D2 ⊆ L, for g in E we obtain

PLBg = PLPXUg = PLUg − PLPYUg
= −PD2PYUg = PD2PXUg − PD2Ug

= PD2PXUg − PD2PLUg = PD2PXUg
= PD2Bg.

Thus PLB = PD2B. For any integer n ≥ 1, we have

PLAnBg = PLPXUAn−1Bg

= PLUAn−1Bg − PLPYUAn−1Bg

= −PD2PYUA
n−1Bg

= PD2PXUA
n−1Bg − PD2PLUA

n−1Bg

= PD2PXUA
n−1Bg = PD2A

nBg.

Because the pair {A,B} is controllable, PLx = PD2x for all x ∈ X . Since PL|Y =
PD2 |Y and Y ⊕ X is the whole space, PL = PD2 . Therefore L = D2.

Now let us show that U is unitarily equivalent to the central isometric cou-
pling U◦ in (13.2.13). Since L = D2, the isometry U admits a matrix representation
of the form

U =

⎡⎣ V 0 0
0 0 0
0 U32 U+

⎤⎦ :

⎡⎣ H1

D1

X �M

⎤⎦→
⎡⎣ H2

D2

X �M

⎤⎦ . (13.4.2)

In particular, X �M is an invariant subspace for U , and U+ = U |(X �M) is an
isometry on X �M.



13.4. The Maximum Principle 369

Because U is an isometry, U32 is an isometry mapping D1 into X � M.
Moreover, U32D1 is orthogonal to the range of U+, or equivalently, U32D1 is in the
kernel of U∗+. Hence U32D1 is a wandering subspace for U+ of dimension dimD1.
In this setting, A and B admit matrix representations of the form

A =
[

A◦ 0
U32ΠD1 |M U+

]
on
[ M
X �M

]
,

B =
[

B◦
U32ΠD1 |E

]
: E →

[ M
X �M

]
. (13.4.3)

Since X �M is an invariant subspace for U and A = ΠXU |X , it follows that A
admits a lower triangular matrix representation of the form in (13.4.3) where the
lower right-hand corner is given by U+. Using UPH1 = V PH1 , the lower left-hand
corner of A is determined by

ΠX�MU |M = ΠX�MU(PD1 + PH1)|M = U32ΠD1 |M.

The second component of B is given by

ΠX�MU |E = ΠX�MU(PD1 + PH1)|E = U32ΠD1 |E .

Since {A,B} is controllable, the form {A,B} in (13.4.3) yields

X �M =
∞∨

n=0

ΠX�MAnBE ⊆
∞∨

n=0

Un
+U32D1 ⊆ X �M.

In other words, X �M = ⊕∞0 Un
+U32D1, and U32D1 is a cyclic wandering subspace

for U+. Because U32D1 and D1 have the same dimension, U+ is unitarily equivalent
to the unilateral shift SD1 on �2+(D1). By consulting the (13.4.2) and (13.2.13), we
see that U is unitarily equivalent to the central isometric coupling U◦. �

Computing the cost. Assume that Q is a strictly positive solution to the Lya-
punov equation (13.2.20), corresponding to the Nevanlinna-Pick data {Λ, E, Ẽ}.
Recall that the cost in the optimization problem (13.4.1), associated with the
central coupling U◦ is given by

δ(y, U◦)2 = ‖PD2‖2 = (ΠYPD2y, y) (y ∈ Y).

This cost is determined by the positive operator ΠYPD2 |Y. If Q is invertible, then

ΠYPD2 |Y = (I + ẼQ−1Ẽ∗)−1. (13.4.4)

To verify this notice that H2 equals the range of Φ2, and thus,

PH2 = Φ2(Φ∗2Φ2)−1Φ∗2 = Φ2(Ẽ∗Ẽ +Q)−1Φ∗2;
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see (13.2.8). This implies that

ΠYPD2 |Y = I −ΠYPH2 |Y = I − Ẽ(Ẽ∗Ẽ +Q)−1Ẽ∗

= I − Ẽ(Q−1Ẽ∗Ẽ + I)−1Q−1Ẽ∗

= I − ẼQ−1Ẽ∗(ẼQ−1Ẽ∗ + I)−1

= (ẼQ−1Ẽ∗ + I)−1.

Therefore (13.4.4) holds.

13.5 Notes

For completeness we added this short chapter on contractive Nevanlinna-Pick in-
terpolation. We also wanted to develop a connection between Nevanlinna-Pick
interpolation, isometric realizations and contractive analytic functions. The main
ideas behind the results in this chapter were taken from Agler-McCarthy [3, 4]. It is
emphasized that Agler-McCarthy [3, 4] developed a contractive interpolation the-
ory for complex functions of several variables; see Agler-McCarthy [4] for a history
of this subject area, and Ball [23], Ball-Trent-Vinnikov [26] and Cotlar-Sadosky
[61] for further results in this direction.

Theorem 13.1.1 is a classical result in operator theory. Our approach to con-
structing a contractive isometric realization is a minor modification of the de
Branges-Rovnyak model theory [40, 41]. For some further results on this model
theory see de Branges [38, 39]. The theory of unitary systems started with Livs̆ic
[163, 164]. Then using dilation theory Sz.-Nagy-Foias developed the characteristic
function; see [198]. The characteristic function plays a fundamental role in oper-
ator theory. The Sz.-Nagy-Foias characteristic function can be used to study the
spectrum and invariant subspaces of contractions. For further results on unitary
systems; see Brodskii [43, 44], Chapter 28 in Gohberg-Goldberg-Kaashoek [114],
Arocena [15] and Arov [19, 20].

The literature on H∞ interpolation theory is massive. Here we only pre-
sented one solution, that is, the central solution to the tangential Nevanlinna-Pick
interpolation problem. The set of all solutions is parameterized by the unit ball in
some H∞(·, ·) space. For example, see Ball-Gohberg-Rodman [24] or Foias-Frazho-
Gohberg-Kaashoek [84]. The Sz.-Nagy-Foias [197] commutant lifting theorem is a
general theorem for solving interpolation problems, including Nevanlinna-Pick, Ne-
hari, Sarason and many other H∞ interpolation problems. The commutant lifting
theorem was motivated by the interpolation results of Sarason [190]. For further
results and a history of the commutant lifting theorem see Foias-Frazho [82], Foias-
Frazho-Gohberg-Kaashoek [84] and Rosenblum-Rovnyak [182]. For some nice re-
sults on the Nehari interpolation problem see Adamjan-Arov-Krein [1, 2]. The
band method is also a very powerful theory for solving many interpolation prob-
lems; see Gohberg-Kaashoek-Woerdeman [115] and Gohberg-Goldberg-Kaashoek
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[114]. The state space method for solving H∞ interpolations problems started with
Glover [111]. For further results on state space methods in H∞ interpolation the-
ory; see Ball-Gohberg-Rodman [24], Green-Limebeer [123] and Zhou-Doyle-Glover
[204].
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Chapter 14

A Review of State Space

In this chapter we will review some of the state space methods and terminology
which will be used throughout the monograph. All the results in this chapter are
classical.

14.1 State Space Realization Theory

Let us introduce some standard terminology and results from systems theory; see
[60, 140, 189] for further details. The discrete time state space system is defined
by

x(n+ 1) = Ax(n) +Bu(n) and y(n) = Cx(n) +Du(n). (14.1.1)

Here A is an operator on a space X and B is an operator mapping E into X while
C is an operator from X into Y and D is an operator mapping E into Y. The state
x(n) is in X , the input u(n) is in E and the output y(n) is in Y for all integers
n ≥ 0. The initial condition is x(0) = x0. The space X is called the state space,
while E is the input space and Y is the output space. Finally, the state space system
in (14.1.1) is denoted by {A,B,C,D}.

By recursively solving for the state x(n) and the output y(n) in the discrete
time system (14.1.1), we see that

x(n) = Anx0 +
n−1∑
k=0

An−k−1Bu(k) (x(0) = x0), (14.1.2)

y(n) = CAnx0 +Du(n) +
n−1∑
k=0

CAn−k−1Bu(k). (14.1.3)

Let {Fn}∞0 be the sequence of operators defined by

F0 = D and Fn = CAn−1B (if n ≥ 1). (14.1.4)
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Then (14.1.3) shows that⎡⎢⎢⎢⎣
y(0)
y(1)
y(2)

...

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦x(0) +

⎡⎢⎢⎢⎣
F0 0 0 · · ·
F1 F0 0 · · ·
F2 F1 F0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
u(0)
u(1)
u(2)

...

⎤⎥⎥⎥⎦ . (14.1.5)

Let TF be the lower triangular Toeplitz matrix corresponding to {Fn}∞0 and Wo

the observability matrix defined by

TF =

⎡⎢⎢⎢⎣
F0 0 0 · · ·
F1 F0 0 · · ·
F2 F1 F0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ and Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ . (14.1.6)

Then (14.1.5) shows that
�y = Wox(0) + TF�u (14.1.7)

where �u =
[
u(0) u(1) u(2) · · ·]tr and �y =

[
y(0) y(1) y(2) · · ·]tr are the

input and output vectors. Finally, it is noted that TF and Wo are not necessarily
operators, that is, bounded linear maps. However, because TF is lower triangular,
all the multiplications are well defined.

The transfer function for the state space system in (14.1.1) is defined by

F (z) =
∞∑

n=0

z−nFn.

By employing (14.1.4), we obtain

F (z) =
∞∑

n=0

z−nFn = D +
∞∑

n=1

1
zn
CAn−1B

= D + z−1C(I − z−1A)−1B

= D + C(zI −A)−1B.

In other words, the transfer function for {A,B,C,D} is given by

F (z) = D + C(zI −A)−1B.

Finally, it is noted that F (z) is analytic in some neighborhood of infinity, that is,
F (1/z) is analytic in some neighborhood of the origin.

To provide some further insight into the notion of a transfer function, let U(z)
and Y (z) be the functions formally defined by taking the following z transforms of
the input and output sequences U(z) =

∑∞
0 z−nun and Y (z) =

∑∞
0 z−nyn. The
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input sequence {un}∞0 and U(z) (respectively {yn}∞0 and Y (z)) uniquely deter-
mine each other. In systems theory, the transfer function is the unique function F
determined by Y (z) = F (z)U(z) where all the initial conditions are set equal to
zero. By employing (14.1.3) or (14.1.5), we arrive at

Y (z) = C(zI −A)−1x0 +
(
D + C(zI −A)−1B

)
U(z).

If the initial condition x0 = 0, then the output Y (z) = F (z)U(z) where the
function F (z) = D + C(zI − A)−1B. In other words, the transfer function F for
{A,B,C,D} is given by F (z) = D + C(zI −A)−1B.

By a slight abuse of terminology we say that a function G(z) is analytic
in some neighborhood of infinity if G(1/z) is analytic in some neighborhood of
the origin. Notice that G is analytic in some neighborhood of infinity if and only
if G admits a Taylor series expansion of the form G =

∑∞
0 z−nGn for some

|z| > r > 0. For example, z is not analytic in some neighborhood of infinity.
Let G be a rational function, that is, assume that G = N(z)/d(z) where N is a
L(E ,Y)-valued polynomial and d is a scalar-valued polynomial. (It is emphasized
that N and d are polynomials in z and not 1/z.) We say that G is a proper rational
function if the degree of N is less than or equal to the degree of d. Finally, it is
noted that a rational function G is analytic in some neighborhood of infinity if
and only if G is a proper rational function.

We say that {A on X , B, C,D} is a realization for a function F with values
in L(E ,Y) if

F (z) = D + C(zI −A)−1B (14.1.8)

in some neighborhood of infinity. Here A is an operator on X , the operator B maps
E into X , while the operator C maps X into Y and D is an operator from E into Y.
The state space is X , while E is called the input space and Y the output space. In
systems theory F is referred to as the transfer function for {A,B,C,D}. Because
(zI −A)−1 is analytic in some neighborhood of infinity, F is also analytic in some
neighborhood of infinity. Motivated by this, we say that F is a transfer function
if F is a L(E ,Y)-valued analytic function in some neighborhood of infinity. The
realization {A,B,C,D} is finite dimensional if the dimension of the state space
X is finite. Finally, throughout this chapter, we assume that the input space E and
output space Y are both finite dimensional.

Assume that {A,B,C,D} is a realization for some transfer function F . Let

F =
∞∑

n=0

z−nFn (14.1.9)

be the Taylor series expansion for F . Clearly, ‖z−1A‖ < 1 for all z such that
‖A‖ < |z|. Observe that (zI−A)−1 = z−1(I − z−1A)−1. Hence (zI−A)−1 admits
a Taylor series expansion of the form

(zI −A)−1 =
∞∑

n=0

1
zn+1

An (|z| > ‖A‖). (14.1.10)
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Combining this with (14.1.8), we obtain

∞∑
n=0

z−nFn = F (z) = D + C(zI −A)−1B = D +
∞∑

n=1

1
zn
CAn−1B.

So by matching like coefficients of z−n, we see that

F0 = D and Fn = CAn−1B (for all n ≥ 1). (14.1.11)

On the other hand, if F (z) =
∑∞

0 z−nFn is analytic in some neighborhood of
infinity, and {A,B,C,D} is a state space system such that (14.1.11) holds, then
{A,B,C,D} is a realization for F . Therefore {A,B,C,D} is a realization for F if
and only if (14.1.11) holds.

We say that Φ is an operator intertwining

{A on X , B, C,D} with {A1 on X1, B1, C1, D1}

if Φ is an operator mapping X into X1 such that

ΦA = A1Φ, ΦB = B1, C1Φ = C and D = D1. (14.1.12)

We say that Σ = {A,B,C,D} is similar to (respectively unitarily equivalent to)
Σ1 = {A1, B1, C1, D1} if there exists a similarity (respectively unitary) transfor-
mation intertwining Σ with Σ1. Notice that Σ is similar to (respectively unitarily
equivalent to) Σ1 if and only if Σ1 is similar to (respectively unitarily equiva-
lent to) Σ. Finally, it is noted that similar realizations generate the same transfer
function.

14.2 Controllability and Observability

The pair {A on X , B} is controllable if X equals the closed linear span of {AnBE}∞0 .
The pair {C,A} is observable if CAnx = 0 for all integers n ≥ 0, then x = 0.
Controllability is the dual of observability, that is, the pair {C,A} is observable if
and only if {A∗, C∗} is controllable.

Let Wc be the controllability matrix defined by

Wc =
[
B AB A2B · · · ] . (14.2.1)

The pair {A,B} is controllable if and only if Wc�
c
+(E) is dense in X . If the state

space is finite dimensional, then due to the Cayley-Hamilton Theorem, the pair
{A,B} is controllable if and only if

X = ran
[
B AB A2B · · · Aν−1B

]
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where ν is the dimension of X . Let Wo be the observability matrix defined by

Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ . (14.2.2)

The pair {C,A} is observable if and only if Wo is one to one. If the state space is
finite dimensional, then due to the Cayley-Hamilton Theorem, {C,A} is observable
if and only if

{0} = ker
[
C CA CA2 · · · CAν−1

]tr
.

Finally, it is noted that Wc and Wo are matrices and not necessarily operators.
For the moment assume that the state space X is finite dimensional. The

Popov-Belevitch-Hautus controllability test says that the pair {A,B} is controllable
if and only if

dimX = rank
[
A− λI B

]
(for all λ ∈ C).

In a similar fashion, the Popov-Belevitch-Hautus observability test states that the
pair {C,A} is observable if and only if

ker
[
A− λI
C

]
= {0} (for all λ ∈ C).

We say that the realization {A,B,C,D} is controllable (respectively observ-
able) if the pair {A,B} is controllable (respectively the pair {C,A} is observable).
Assume that {A,B,C,D} is a realization for F . Let H be the Hankel matrix
defined by

H =

⎡⎢⎢⎢⎣
F1 F2 F3 · · ·
F2 F3 F4 · · ·
F3 F4 F5 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ . (14.2.3)

Here F (z) =
∑∞

0 z−nFn is the Taylor series expansion for F . Moreover,H is called
the Hankel matrix generated by {Fj}∞1 or F . Using the fact that Fn = CAn−1B
for all integers n ≥ 1, it follows that H = WoWc. In particular, rankH ≤ dimX .
So if the state space is finite dimensional, then the rank of H is also finite. It is
well known that a transfer function F admits a finite dimensional realization if
and only if the rank of H is finite. Recall that the rank of the Hankel matrix H
in (14.2.3) is finite if and only if F is a rational function. So a transfer function F
is rational if and only if F admits a finite dimensional realization.

We say that {A on X , B, C,D} is a minimal realization for F if the dimension
of X is less than or equal to the state dimension of any realization for F , that is, if
{A1 on X1, B1, C1, D1} is any realization for F , then dimX ≤ dimX1. Now assume
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that F admits a finite dimensional realization, or equivalently, F is a rational
transfer function. Then it is well known that {A,B,C,D} is a minimal realization
for F if and only if {A,B,C,D} is a controllable and observable realization for F .
Moreover, in this case, all minimal realizations of F are similar. The dimension
of the state space X for a minimal realization {A,B,C,D} of F is called the
McMillan degree of F , denoted by δ(F ). Finally, it is noted that the McMillan
degree for F equals the rank of its corresponding Hankel matrix H in (14.2.3).

Let us conclude this section with the following useful results.
Remark 14.2.1. Assume that {A,B,C,D} is a realization for a transfer function
F with values in L(E ,Y). If D is invertible, then F (z) is invertible in some neigh-
borhood of infinity. Moreover,

Σ = {A−BD−1C,BD−1,−D−1C,D−1}
is a realization for the inverse of F , that is,

F (z)−1 = D−1 −D−1C
(
zI − (A−BD−1C)

)−1
BD−1. (14.2.4)

To show this simply verify that F (z)F (z)−1 = I where F (z)−1 is given by (14.2.4).
Finally, {A,B,C,D} is respectively, controllable, observable, minimal if and only
if Σ is respectively, controllable, observable, minimal.

For a state space derivation of F (z)−1, recall that F (z) is the transfer function
for the state space system

x(n+ 1) = Ax(n) +Bu(n) and y(n) = Cx(n) +Du(n). (14.2.5)

Since D is invertible, the input u(n) = D−1y(n) −D−1Cx(n). Substituting this
into (14.2.5) yields the state space system

x(n+ 1) = (A−BD−1C)x(n) +BD−1y(n),

u(n) = −D−1Cx(n) +D−1y(n). (14.2.6)

It is emphasized that F (z)−1 in (14.2.4) is the transfer function for this state space
system. The state space system in (14.2.5) maps u(n) into y(n), while the system
in (14.2.6) maps y(n) into u(n). In other words, the state space system in (14.2.6)
is the inverse of the system in (14.2.5). Therefore F−1 in (14.2.4) must be the
inverse of F the transfer function for (14.2.5).
Remark 14.2.2. Let Σ1 = {A1 on X1, B1, C1, D1} be a realization for a L(V ,Y)-
valued transfer function F1, and Σ2 = {A2 on X2, B2, C2, D2} a realization for a
L(E ,V)-valued transfer function F2. Observe that the output space V for F2 equals
the input space for F1. The product F1F2 is also a transfer function. Moreover, a
realization {A,B,C,D} for F1F2 is given by

A =
[
A1 B1C2

0 A2

]
on
[X1

X2

]
, B =

[
B1D2

B2

]
: E →

[X1

X2

]
C =

[
C1 D1C2

] [X1

X2

]
→ Y and D = D1D2. (14.2.7)
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To show that {A,B,C,D} is a realization for F1F2 observe that

F1(z)F2(z) =
(
D1 + C1(zI −A1)−1B1

) (
D2 + C2(zI −A2)−1B2

)
= D1D2 + C1(zI −A1)−1B1D2 +D1C2(zI −A2)−1B2

+ C1(zI −A1)−1B1C2(zI −A2)−1B2

= D1D2 +
[
C1 D1C2

]
×
[
(zI −A1)−1 (zI −A1)−1B1C2(zI −A2)−1

0 (zI −A2)−1

] [
B1D2

B2

]
= D1D2 +

[
C1 D1C2

] [zI −A1 −B1C2

0 zI −A2

]−1 [
B1D2

B2

]
= D + C(zI −A)−1B.

Therefore {A,B,C,D} in (14.2.7) is a realization for F1F2.
For a more intuitive approach based on discrete time systems, observe that

F1 and F2 are the transfer functions for the linear systems

x(n+ 1) = A1x(n) +B1v1(n) and y(n) = C1x(n) +D1v1(n),
ξ(n+ 1) = A2ξ(n) +B2u(n) and v(n) = C2ξ(n) +D2u(n).

In other words, F1 is the transfer function from v1(n) to y(n), and F2 is the
transfer function from u(n) to v(n). By setting v1(n) = v(n), we see that F1F2 is
the transfer function from u(n) into y(n). Substituting v1(n) = C2ξ(n) +D2u(n)
into the first two equations yields[

x(n+ 1)
ξ(n+ 1)

]
=
[
A1 B1C2

0 A2

] [
x(n)
ξ(n)

]
+
[
B1D2

B2

]
u(n),

y(n) =
[
C1 D1C2

] [x(n)
ξ(n)

]
+D1D2u(n). (14.2.8)

So F1F2 is a transfer function for the discrete time system in (14.2.8). In other
words, {A,B,C,D} in (14.2.7) is a realization for F1F2.

To conclude this section, it is noted that the realization {A,B,C,D} in
(14.2.7) may not be minimal even if both Σ1 and Σ2 are minimal realizations. For
example, {0, 1,−1, 1} is a minimal realization for F1 = (z− 1)/z and {1, 1, 1, 1} is
a minimal realization for F2 = z/(z − 1). However, the corresponding realization
{A on C2, B, C, 1} in (14.2.7) is not a minimal realization of 1 = F1F2.

14.3 A Canonical Realization

Recall that a rational transfer function is a proper rational function. Any scalar-
valued rational transfer function admits a representation of the form:

F (z) =
b0 + b1z + b2z

2 + · · ·+ bν−1z
ν−1

a0 + a1z + a2z + · · ·+ aν−1zν−1 + zν
+ d. (14.3.1)
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Here {aj}ν−1
0 and {bj}ν−1

0 and d are all scalars. Furthermore, any L(E ,Y)-valued
rational transfer function F admits a representation of the form

F (z) = C1Ω(z)−1Γ(z) +D

Ω(z) = A0 +A1z +A2z
2 + · · ·+Aν−1z

ν−1 + zνI

Γ(z) = B0 +B1z +B3z
2 + · · ·+Bν−1z

ν−1. (14.3.2)

Here Ω is a polynomial with values in L(Y,Y), and Γ is a polynomial with values
in L(E ,Y). Moreover, C1 is an operator on Y, and D is an operator mapping E into
Y. By choosing C1 = I and Ω(z) = α(z)I where α is a monic-valued polynomial,
it follows that any rational transfer function has a representation of the form
(14.3.2). (A monic polynomial is a scalar-valued polynomial α(z) of degree μ such
that 1 is the coefficient of zμ.)

To construct a realization {A,B,C,D} for the transfer function F in (14.3.2),
let A on Yν and B mapping E into Yν and C mapping Yν into Y be the operators
defined by

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−Aν−1 I 0 · · · 0 0
−Aν−2 0 I · · · 0 0

...
...

...
. . .

...
...

−A2 0 0 · · · I 0
−A1 0 0 · · · 0 I
−A0 0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, B =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Bν−1

Bν−2

...
B2

B1

B0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, and

C =
[

C1 0 0 · · · 0 0
]
. (14.3.3)

(If E is a vector space, then Eν = ⊕ν
1E denotes ν copies of E .) The identity I on

Y appears immediately above the main diagonal of A, the operators {−Aj}ν−1
0

appear in the first column of A in decreasing order, and all the other entries are
zero. We claim that {A,B,C,D} is a realization for F , that is,

F (z) = C(zI −A)−1B +D. (14.3.4)

Clearly, this realization is finite dimensional. Hence any rational transfer function
admits a finite dimensional realization. Moreover, if C1 is invertible, then the pair
{C,A} is observable. Furthermore, det[Ω(z)] is the characteristic polynomial for
A, that is,

det[Ω(z)] = det[zI −A]. (14.3.5)

(The determinant of any operator T on a finite dimensional space is denoted by
det[T ]. To be precise, det[T ] is the determinant of any matrix representation for T .)
In particular, if Ω is a scalar-valued polynomial, then Ω equals the characteristic
polynomial for A. Finally, it is noted that A is stable if and only if all the zeros of
det[Ω(z)] are contained in the open unit disc D = {z : |z| < 1}. (An operator on a
finite dimensional space is stable if all of its eigenvalues are contained in the open
unit disc.)
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To show that {A,B,C,D} is a realization for C1Ω−1Γ+D, first observe that

zI −A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

zI +Aν−1 −I 0 · · · 0 0
Aν−2 zI −I · · · 0 0

...
...

...
. . .

...
...

A2 0 0 · · · −I 0
A1 0 0 · · · zI −I
A0 0 0 · · · 0 zI

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (14.3.6)

Using this we obtain[
zν−1I zν−2I · · · zI I

]
(zI −A) =

[
Ω(z) 0 0 · · · 0 0

]
.

Multiplying by (zI −A)−1 on the right and Ω−1 on the left, we arrive at

Ω(z)−1
[
zν−1I zν−2I · · · zI I

]
=
[
I 0 0 · · · 0 0

]
(I − zA)−1.

Multiplying by C1 on the left and B on the right yields

C1Ω(z)−1Γ(z) = C1Ω(z)−1
ν−1∑
j=0

zjBj = C(zI −A)−1B.

In other words, {A,B,C,D} is a realization for C1Ω(z)−1Γ +D.
Now assume that the operator C1 is invertible. To show that {C,A} is ob-

servable, simply observe that⎡⎢⎢⎢⎢⎢⎣
C
CA
CA2

...
CAν−1

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

C1 0 0 · · · 0 0
� C1 0 · · · 0 0
� � C1 · · · 0 0
...

...
...

. . .
...

...
� � � · · · C1 0
� � � · · · � C1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

As expected, � denotes an unspecified entry. Because the matrix on the right-hand
side is invertible, the pair {C,A} is observable.

The scalar case. Let F be the scalar-valued transfer function presented in (14.3.1).
Then an observable realization for F is given by {A,B,C, d} where

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−aν−1 1 0 · · · 0 0
−aν−2 0 1 · · · 0 0

...
...

...
. . .

...
...

−a2 0 0 · · · 1 0
−a1 0 0 · · · 0 1
−a0 0 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, B =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

bν−1

bν−2

...
b2
b1
b0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, and

C =
[

1 0 0 · · · 0 0
]
. (14.3.7)
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In this case, det[zI − A] = a0 + a1z + · · · + aν−1z
ν−1 + zν. Finally, it is noted

that {A,B,C, d} is a minimal realization for F if and only if there is no pole zero
cancellation in F , that is, a0+a1z+· · ·+aν−1z

ν−1+zν and b0+b1z+· · ·+bν−1z
ν−1

have no common zeros.

14.3.1 A Schur decomposition perspective

Now let us use the 2× 2 Schur matrix inversion formula to show that det[Ω(z)] =
det[zI − A], and {A,B,C,D} in (14.3.3) is a realization for C1Ω(z)−1Γ(z) + D.
To this end, let T be a block operator matrix of the form

T =
[
V W
X Y

]
on
[ V
Y
]
. (14.3.8)

Assume that Y is invertible. Then the Schur complement for T with respect to V
is defined by Δ = V −WY −1X . In this case, T is invertible if and only if its Schur
complement Δ is invertible. Moreover,

T−1 =
[

Δ−1 −Δ−1WY −1

−Y −1XΔ−1 Y −1 + Y −1XΔ−1WY −1

]
(14.3.9)

and Δ = (ΠVT−1Π∗V )−1 where ΠV =
[
I 0

]
maps V ⊕ Y onto V .

To obtain the matrix inversion formula in (14.3.9), observe that T admits a
factorization of the form

T =
[
I WY −1

0 I

] [
V −WY −1X 0

0 Y

] [
I 0

Y −1X I

]
. (14.3.10)

Because Y is invertible, T is invertible if and only if Δ = V −WY −1X is invertible.
By taking the inverse of T in (14.3.10), we arrive at

T−1 =
[

I 0
−Y −1X I

] [
Δ−1 0

0 Y −1

] [
I −WY −1

0 I

]
.

By performing these matrix calculations, we obtain the form for the inverse of T
in (14.3.9). Finally, it is noted that (14.3.10) also yields

det[T ] = det[Δ] det[Y ]. (14.3.11)

Now let us use the Schur decomposition to show that det[Ω(z)] = det[zI−A].
The matrix representation for T = zI −A in (14.3.6), yields

zI −A =
[
V W
X Y

]
on
[ Y
Yn−1

]
.
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Here V = zI +Aν−1 and W =
[−I 0 0 · · · 0 0

]
maps Yν−1 into Y, while

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Aν−2

Aν−3

Aν−4

...
A1

A0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
: Y → Yν−1 and Y =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

zI −I 0 · · · 0 0
0 zI −I · · · 0 0
0 0 zI · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · zI −I
0 0 0 · · · 0 zI

⎤⎥⎥⎥⎥⎥⎥⎥⎦
on Yν−1.

The matrix Y has zI on the diagonal, −I immediately above the main diagonal
and zeros elsewhere. For nonzero z the inverse of Y is the upper triangular Toeplitz
matrix given by

Y −1 =
1

zν−1

⎡⎢⎢⎢⎢⎢⎣
zν−2I zν−3I · · · zI I

0 zν−2I · · · z2I zI
...

...
. . .

...
...

0 0 · · · zν−2I zν−1I
0 0 · · · 0 zν−2I

⎤⎥⎥⎥⎥⎥⎦ on Yν−1.

To verify this simply observe that Y Y −1 = I. The Schur complement Δ(z) for
V = zI +Aν−1 is given by

Δ(z) = zI +Aν−1 +
[
I 0 · · · 0 0

]
Y −1X

= zI +Aν−1 +
1

zν−1

ν−2∑
j=0

zjAj

=
1

zν−1
Ω(z).

In other words, Δ = Ω/zν−1 where Δ is the Schur complement with respect to
zI +Aν−1. Recall that Δ is an operator on Y. Hence

Δ(z) =
1

zν−1
Ω(z) and det[Δ] =

det[Ω]
(zν−1)dim(Y)

(z �= 0).

Since det[Y ] = (zν−1)dim(Y), equation (14.3.11) yields

det[zI −A] = det[Δ] det[Y ] = det[Ω(z)]

for all nonzero z. Because det[Ω(z)] and det[zI − A] are both polynomials which
are equal for all nonzero z, it follows that det[Ω(z)] = det[zI −A] for all z.

To complete this section, let us show that {A,B,C,D} is a realization for
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C1Ω−1Γ +D. The matrix inversion formula in (14.3.9) yields

C(zI −A)−1B = C1

[
Δ−1 −Δ−1WY −1

]
⎡⎢⎢⎢⎣

Bν−1⎡⎢⎣Bν−2

...
B0

⎤⎥⎦
⎤⎥⎥⎥⎦

= zν−1C1Ω−1Bν−1 + C1Δ−1
[
I 0 · · · 0 0

]
Y −1

⎡⎢⎢⎢⎣
Bν−2

Bν−3

...
B0

⎤⎥⎥⎥⎦
= C1Ω−1

ν−1∑
j=0

zjBj = C1Ω(z)−1Γ(z).

Therefore {A,B,C,D} is a realization for C1Ω−1Γ +D.

14.4 The Controllability and Observability Gramian

We say that an operator A on X is stable if the spectrum of A is contained in some
compact subset of the open unit disc D. So a finite dimensional operator is stable
if and only if all of its eigenvalues are contained in the open unit disc. We say that
{A,B,C,D} is a stable realization if A is a stable operator. If {A,B,C,D} is a
stable realization for a transfer function F , then F is analytic in {z : |z| > 1− ε}
for some ε > 0, and thus, F is a function in H∞(E ,Y). In other words, if F admits
a stable realization, then F is in H∞(E ,Y).

For the moment, assume that F is a rational transfer function. Then F admits
a minimal finite dimensional realization {A,B,C,D}. Moreover, it is well known
that α is a pole of F if and only if α is an eigenvalue of A; see Theorem 6.3.1 page
78 in [60]. Finally, A is stable if and only if all the poles of F are inside the open
unit disc D = {z : |z| < 1}, or equivalently, F is in H∞(E ,Y).

Let {C,A} be a stable pair. The observability Gramian P is the solution to
the Lyapunov equation

P = A∗PA+ C∗C. (14.4.1)

The solution P to this equation is unique and given by

P =
∞∑

n=0

A∗nC∗CAn. (14.4.2)

Notice that P is positive. Furthermore, if the state space is finite dimensional, then
P is strictly positive if and only if the pair {C,A} is observable. If A is stable,
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then the observability matrix

Wo =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ : X → �2+(Y) (14.4.3)

is a well-defined operator from X into �2+(Y). Finally, it is noted that the observ-
ability Gramian P = W ∗

oWo.
Assume that {C,A} is an observable pair and the state space is finite dimen-

sional. Then there exists a strictly positive solution P to the Lyapunov equation
P = A∗PA+ C∗C if and only if A is stable.

Let {A,B} be a stable pair. The controllability Gramian Q is the solution to
the Lyapunov equation

Q = AQA∗ +BB∗. (14.4.4)

The solution Q to this equation is unique and given by

Q =
∞∑

n=0

AnBB∗A∗n. (14.4.5)

Notice that Q is positive. If the state space is finite dimensional, then Q is strictly
positive if and only if the pair {A,B} is controllable. If A is stable, then the
controllability map

Wc =
[
B AB A2B · · · ] : �2+(E) → X (14.4.6)

is a well-defined operator from �2+(E) into X . The controllability Gramian Q =
WcW

∗
c .
Assume that {A,B} is a controllable pair and the state space is finite di-

mensional. Then there exists a strictly positive solution to the Lyapunov equation
P = APA∗ +BB∗ if and only if A is stable.

Finite rank Hankel operators. Let H be the Hankel matrix defined in (14.2.3)
where {Fj}∞1 is a sequence of operators with values in L(E ,Y). Recall that H is
a Hankel operator if and only if

H =

⎡⎢⎢⎢⎣
F1 F2 F3 · · ·
F2 F3 F4 · · ·
F3 F4 F5 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ : �2+(E) → �2+(Y) (14.4.7)

defines a bounded linear map. Now assume that the Hankel matrixH is finite rank,
or equivalently, F (z) =

∑∞
1 z−nFn determines a rational transfer function. Let
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{A,B,C, 0} be a minimal realization for F . We claim that H is an operator if and
only if A is stable. If H is an operator, then the first column of H is an operator
from E into �2+(Y), that is,

∑∞
1 F ∗nFn < ∞, or equivalently, F is in H2(E ,Y).

Hence all the poles of F are in D. Because {A,B,C, 0} is a minimal realization
for F , the operator A must be stable. On the other hand, if A is stable, then the
controllability matrix Wc in (14.4.6) and observability matrix Wo in (14.4.3) are
well-defined operators. Since H = WoWc, we see that H is also an operator.

Now assume that {A,B,C, 0} is a stable, minimal realization for a transfer
function and H is the corresponding Hankel operator. Let P = W ∗

oWo be the
observability Gramian for {C,A} and Q = WcW

∗
c be the controllability Gramian

for {A,B}. Let σ1 ≥ σ2 ≥ · · · ≥ σν be the nonzero singular values of H . Then we
claim that {σ2

j }ν
1 are precisely the eigenvalues of PQ. In particular, ‖H‖2 equals

the largest eigenvalue of PQ. To see this, recall that H = WoWc. Hence H∗H =
W ∗

c W
∗
oWoWc = W ∗

c PWc. So H∗H and W ∗
c PWc have the same eigenvalues. Since

{σ2
j }ν

1 are the nonzero eigenvalues of H∗H , we see that {σ2
j }ν

1 are also the nonzero
eigenvalues of W ∗

c PWc. Recall that if M and N are two operators acting between
the appropriate spaces, then MN and NM have the same nonzero eigenvalues.
Hence {σ2

j }ν
1 are the nonzero eigenvalues of PWcW

∗
c = PQ.

14.5 The Kalman-Ho Algorithm

The Kalman-Ho algorithm allows us to compute a minimal realization for a ratio-
nal transfer function from a finite section of its corresponding Hankel matrix. This
algorithm also provides an effective method to compute a reduced order model for
a rational transfer function.

Let {Fj}m
0 be a sequence of operators with values in L(E ,Y). A state space

system {A on X , B, C,D} is called a partial realization for {Fj}m
0 if

F0 = D and Fj = CAj−1B (for 1 ≤ j ≤ m).

The system {A,B,C,D} is a minimal partial realization of {Fj}m
0 if it is a partial

realization of {Fj}m
0 of the lowest state dimension. Clearly, a minimal partial real-

ization is controllable and observable. It is emphasized that not all minimal partial
realizations of the same sequence {Fj}m

0 are similar. For example, {0, 1, 1, 0} and
{1, 1, 1, 0} are both minimal partial realizations of the sequence {0, 1} and they
are not similar. For another example, the minimal partial realizations{[

0 1
0 0

]
,

[
0
1

]
,
[

1 0
]
, 0
}

and
{[

0 1
1 0

]
,

[
0
1

]
,
[

1 0
]
, 0
}

of the sequence {0, 0, 1} are not similar.
Remark 14.5.1. Let Σj = {Aj on Xj , Bj , Cj , Dj}, for j = 1, 2, be two partial
realizations of the sequence {Fj}2k−1

0 . Furthermore, assume that k > dimXi for
i = 1, 2. Then Σ1 and Σ2 determine the same transfer function.



14.5. The Kalman-Ho Algorithm 389

To see this, let {A on X1 ⊕X2, B, C, 0} be the state space system defined by

A =
[
A1 0
0 A2

]
, B =

[
B1

B2

]
and C =

[
C1 −C2

]
. (14.5.1)

Because both Σ1 and Σ2 are partial realizations of {Fj}2k−1
0 , it follows that

CAjB = 0 for 0 ≤ j ≤ 2k−2. However, the degree of the characteristic polynomial
for A must be less than or equal to 2k− 2. By the Cayley-Hamilton Theorem, this
readily implies that CAjB = 0 for all integers j ≥ 0. Hence, C1A

j
1B1 = C2A

j
2B2

for all j ≥ 0. Obviously, D1 = F0 = D2. Therefore, Σ1 and Σ2 determine the same
transfer function.

Remark 14.5.1 readily yields the following result.

Remark 14.5.2. Let F be a rational transfer function of McMillan degree ν, and
{Fj}2k−1

0 the first 2k − 1 Taylor coefficients of F =
∑∞

0 z−jFj where k is any
integer such that k > ν. If {A,B,C,D} is a ν dimensional partial realization for
{Fj}2k−1

0 , then {A,B,C,D} is a minimal realization for F .

Finite rank Hankel matrices. Let {A on X , B, C,D} be a minimal realization for
a L(E ,Y)-valued rational transfer function F , and let F =

∑∞
0 z−jFj be its Taylor

series expansion. Let Hk be the Hankel operator mapping Ek into Yk contained
in the upper k × k left-hand corner of the Hankel matrix H generated by {Fj}∞1
in (14.2.3), that is,

Hk =

⎡⎢⎢⎢⎢⎢⎣
F1 F2 F3 · · · Fk

F2 F3 F4 · · · Fk+1

F3 F4 F5 · · · Fk+2

...
...

...
. . .

...
Fk Fk+1 Fk+2 · · · F2k−1

⎤⎥⎥⎥⎥⎥⎦ : Ek → Yk. (14.5.2)

(As expected, Lk = ⊕k
1L consists of k orthogonal copies of a Hilbert space L.) Let

Wck be the controllability operator and Wok be the observability operator defined
by

Wck =
[
B AB A2B · · · Ak−1B

]
: Ek → X ,

Wok =
[
C CA CA2 · · · CAk−1

]tr
: X → Yk. (14.5.3)

Using the fact that Fj = CAj−1B for all integers j ≥ 1, we see thatHk = WokWck.
Now let ν be the dimension of X . By the Cayley-Hamilton Theorem, Wok is one
to one and Wck is onto for all integers k ≥ ν. Hence rankHk = ν for all integers
k ≥ ν. This fact allows us to work with finite Hankel matrices Hk to compute a
minimal realization for F .
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The Kalman-Ho Algorithm. Let Hk be the Hankel matrix generated by a se-
quence of operators {Fj}2k−1

0 with values in L(E ,Y); see (14.5.2). Assume that
ν = rankHk = rankHk−1. Using the singular-value decomposition find a factor-
ization for Hk of the form Hk = LR where L =

[
L1 L2 · · · Lk

]tr is a one to
one operator mapping Cν into Yk and R =

[
R1 R2 · · · Rk

]
is an operator

mapping Ek onto Cν , that is,

Hk = LR =

⎡⎢⎢⎢⎣
L1

L2

...
Lk

⎤⎥⎥⎥⎦ [R1 R2 · · · Rk

]
. (14.5.4)

As expected, ν is the number of significant singular values of Hk, that is, ν equals
the rank ofHk computed numerically. (Notice that Fj+k−1 = LjRk.) To be precise,
let UΛV ∗ = Hk be the singular value decomposition of Hk, where U and V are
unitary operators and Λ is a diagonal matrix consisting of the singular values of
Hk in decreasing order. Then for example, one could choose

L = UΠ∗Cν and R = ΛνΠCνV ∗ or

L = UΠ∗Cν Λ1/2
ν and R = Λ1/2

ν ΠCνV ∗ (14.5.5)

where Λν is the diagonal matrix on Cν contained in the upper left hand corner of
Λ.

A minimal partial realization {A on Cν , B, C, F0} for {Fj}2k−1
0 is given by

A =

⎛⎝k−1∑
j=1

L∗jLj

⎞⎠−1⎛⎝k−1∑
j=1

L∗jLj+1

⎞⎠ ,
B = R1 and C = L1. (14.5.6)

Finally, it is noted that if we take L = UΠ∗
Cν to be an isometry, then

A = (I − L∗kLk)−1

⎛⎝k−1∑
j=1

L∗jLj+1

⎞⎠ .
In this case, if k is large and the minimal realization is stable, then Lk ≈ 0 and
state space operator A ≈∑k−1

j=1 L
∗
jLj+1.

To derive the Kalman-Ho Algorithm, first observe that Hk−1 =Πk−1Hk|Ek−1.
Here Πk−1 is the orthogonal projection from Yk onto Yk−1 which picks out the
first k−1 components of Yk. So using Hk = LR, we obtain Hk−1 = Πk−1LR|Ek−1.
Since rankHk = rankHk−1, we can say of the operators that

Πk−1L =
[
L1 L2 · · · Lk−1

]tr : Cν → Yk−1 is one to one and

R|Ek−1 =
[
R1 R2 · · · Rk−1

]
: Ek−1 → Cν is onto Cν .
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By exploiting the form of the Hankel matrix Hk, we arrive at⎡⎢⎢⎢⎣
L2

L3

...
Lk

⎤⎥⎥⎥⎦ [R1 R2 · · · Rk−1

]
=

⎡⎢⎢⎢⎣
F2 F3 · · · Fk

F3 F4 · · · Fk+1

...
...

. . .
...

Fk Fk+1 · · · F2k−2

⎤⎥⎥⎥⎦

=

⎡⎢⎢⎢⎣
L1

L2

...
Lk−1

⎤⎥⎥⎥⎦ [R2 R3 · · · Rk

]
. (14.5.7)

Because R|Ek−1 is onto, the range of
[
L2 L3 · · · Lk

]tr must be contained in
the range of

[
L1 L2 · · · Lk−1

]tr. This implies that there exists an operator A
on Cν such that ⎡⎢⎢⎢⎣

L2

L3

...
Lk

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
L1

L2

...
Lk−1

⎤⎥⎥⎥⎦A = Πk−1LA. (14.5.8)

Recall that Πk−1L is one to one. By taking the pseudo inverse in (14.5.8), we
arrive at the formula for A in (14.5.6). To be more explicit, multiplying on the left
by
[
L∗1 L∗2 · · · L∗k−1

]
, we obtain

k−1∑
j=1

L∗jLj+1 =

⎛⎝k−1∑
j=1

L∗jLj

⎞⎠A.
This readily yields the formula for A in (14.5.6).

Set C = L1. Then (14.5.8) implies that L2 = L1A = CA and L3 = L2A =
CA2. By continuing in this fashion, we see that Lj = CAj−1 for j = 1, 2, . . . , k. In
other words, L = Wok where Wok is the observability operator defined in (14.5.3).
By substituting (14.5.8) into (14.5.7), we obtain

Πk−1LA
[
R1 R2 · · · Rk−1

]
= Πk−1L

[
R2 R3 · · · Rk

]
.

Since Πk−1L is one to one, this implies that

A
[
R1 R2 · · · Rk−1

]
=
[
R2 R3 · · · Rk

]
.

Setting B = R1, we see that R2 = AR1 = AB and R3 = AR2 = A2B. By
continuing in this fashion, we obtain Rj = Aj−1B for j = 1, 2, . . . , k. Thus R =
Wck where Wck is the controllability operator defined in (14.5.3). This readily
implies that

Hk = LR = WokWck.
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In other words, {A,B,C, F0} is a partial realization of {Fj}2k−1
0 . Because L = Wok,

is one to one, the pair {C,A} is observable. Since R = Wck, is onto, the pair
{A,B} is controllable. Therefore {A,B,C, F0} is controllable and an observable
partial realization of {Fj}2k−1

0 . This completes our derivation of the Kalman-Ho
algorithm.

To compute a controllable and observable realization for a rational transfer
function F (z) =

∑∞
0 z−jFj , simply apply the Kalman-Ho algorithm to the Taylor

coefficients {Fj}2k−1
0 for F where k > ν the McMillan degree of F . Then the

Kalman-Ho algorithm yields a realization {A on X , B, C,D} for F ; see Remark
14.5.2. In fact, the degree of X may be less than the McMillan degree of F .
This can happen because the Hankel matrix determined by F may have several
small nonzero singular values, and the Kalman-Ho algorithm will eliminate the
insignificant singular values. So the Kalman-Ho algorithm can also be used to find
a reduced order model for F or any realization. Ruffly speaking, a reduced order
model of {A on X , B, C,D} is any state space system {Ã on X̃ , B̃, C̃,D} such that
dim X̃ < dimX and these two systems have “approximately” the same transfer
function.

The Kalman-Ho algorithm works especially well when the rational transfer
function F is in H∞(E ,Y), or equivalently, the corresponding Hankel matrix is
bounded. In this case, one can use large data sets to compute a minimal realization.
If H is not bounded, then ‖Hk‖ approaches infinity as k tends to infinity, and this
may cause numerical problems for large data sets.

The Kalman-Ho algorithm can be used on experimental data to find a state
space realization. Since the singular value decomposition is very efficient, one can
apply the Kalman-Ho algorithm on large data sets when the underlying system is
stable.
Example. Let us show how the Kalman-Ho algorithm can be used to compute a
reduced order model for a nonrational function. Consider the transfer function
f(z) = e1/z. Clearly, this transfer function is not rational, and thus, there is no
finite dimensional realization for f . By applying the Kalman-Ho algorithm on the
corresponding Hankel matrix of length 200, we arrived at the following second-
order model:

A =
[

0.4349 0.2333
−0.2333 0.0491

]
, B =

[−1.0079
−0.1257

]
and C =

[−1.0079 0.1257
]
.

As expected, D = f(∞) = 1. The transfer function for {A,B,C,D} is given by

g(z) = D + C(zI −A)−1B =
z2 + 0.5161z + 0.09196
z2 − 0.4839z + 0.07578

.

Clearly, {A,B,C,D} is not a realization of f . However, it turns out that
‖f − g‖∞ ≈ 0.0014 and ‖f‖∞ = e ≈ 2.7183. So the realization {A,B,C,D} is a
“fairly accurate” reduced order model for e1/z. Finally, it is noted that one can
obtain a more accurate approximation of e1/z by choosing a higher order state
space model.
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14.6 The Restricted Backward Shift Realization

Recall that a rational transfer function is a proper rational function. Section 14.3
shows that any rational transfer function admits a finite dimensional realization.
In this section, we will use the backward shift to construct a minimal realization
for a rational transfer function F with values in L(E ,Y). To this end, let S	 be
the backward shift given by

S	 =

⎡⎢⎢⎢⎣
0 IY 0 0 · · ·
0 0 IY 0 · · ·
0 0 0 IY · · ·
...

...
...

...
. . .

⎤⎥⎥⎥⎦ on

⎡⎢⎢⎢⎣
Y
Y
Y
...

⎤⎥⎥⎥⎦ . (14.6.1)

Here S	 is viewed as a linear map acting on the space �+(Y) of all unilateral vectors
of infinite length with values in Y. We do not need a topology on �+(Y). However,
if F is a function in H2(E ,Y), then we can take S∗ = S	 to be the backward shift
on �2+(Y); see Section 14.6.2 below. Let Hr be the range of the Hankel matrix H
in (14.2.3), that is,

Hr = span{S	nΞE : n ≥ 0} where Ξ =
[
F1 F2 F3 · · · ]tr . (14.6.2)

Here Ξ is the first column of H , and F =
∑∞

0 z−nFn is the Taylor series expansion
for F . Notice that Hr is an invariant subspace for S	. Because F is rational, Hr

is finite dimensional. Let Ar be the linear map on Hr defined by Ar = S	|Hr, and
Br the linear map from E into Hr determined by Br = Ξ, and Cr the linear map
from Hr into Y given by

Cr

[
x0 x1 x2 · · · ]tr = x0 where

[
x0 x1 x2 · · · ]tr ∈ Hr. (14.6.3)

We claim that {Ar, Br, Cr, F0} is a controllable and observable realization for F .
This realization is called the algebraic restricted backward shift realization of F .

To show that {Ar, Br, Cr, F0} is a realization of F , observe that for any
integer n ≥ 1, we have

CrA
n−1
r Br = CrS

	n−1Ξ = Cr

[
Fn Fn+1 Fn+2 · · · ]tr = Fn.

Hence (14.1.11) holds, and thus, {Ar, Br, Cr, F0} is a realization for F . Because
Hr is invariant for S	 and Ar = S	|Hr, we have

Hr = span{S	nΞE : n ≥ 0} = span{An
rBrE : n ≥ 0}.

So the pair {Ar, Br} is controllable. Let x =
[
x0 x1 x2 · · · ]tr be any vector

in Hr. Notice that CrA
n
rx = xn. So CrA

n
rx = 0 for all integers n ≥ 0 if and only

if x = 0. Thus the pair {Cr, Ar} is observable. Therefore {Ar, Br, Cr, F0} is a
controllable and observable realization for F .
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It is well known that a finite dimensional realization is controllable and ob-
servable if and only if it is minimal. Let us directly show that the restricted back-
ward shift realization is minimal. To this end, let {A on X , B, C,D} be a finite
dimensional realization for F . Let Wo be the observability matrix defined by

Wo =
[
C CA CA2 · · · ]tr : X → �+(E).

Notice that S	Wo = WoA. Using Fn = CAn−1B for all integers n ≥ 1, we see that
Ξ = WoB. Hence

Hr = span{S	nΞE : n ≥ 0}
= span{S	nWoBE : n ≥ 0}
= span{WoA

nBE : n ≥ 0}
⊆WoX . (14.6.4)

In other words, Hr ⊆ WoX . So dimHr ≤ dimX . Since Hr is the state space for
{Ar, Br, Cr, F0}, the restricted backward shift realization is minimal.

Now let us show that all minimal realizations of the same rational transfer
function are similar. Assume that {A,B,C,D} is a minimal realization for F . Then
dimHr = dimX . This with Hr ⊆ WoX implies that Wo maps X one to one and
onto Hr. Let Φ be the similarity transformation mapping X onto Hr determined
by Φ = Wo. Then using S	Wo = WoA, we obtain

ArΦ = S	Wo = WoA = ΦA,
ΦB = WoB = Ξ = Br,

CrΦ = CrWo = C. (14.6.5)

Therefore Φ is a similarity transformation intertwining {A,B,C,D} with the re-
stricted backward shift realization. So all minimal realizations of the same transfer
function are similar to the restricted backward shift realization. Because similar
realizations are transitive, all minimal realizations of the same transfer function
are similar.

Now let us show that a finite dimensional realization is controllable and
observable if and only if it is minimal. A minimal realization is similar to the
restricted backward shift realization. Because the restricted backward shift re-
alization is controllable and observable and controllability and observability are
preserved under a similarity transformation, a minimal realization must be con-
trollable and observable. On the other hand, if {A,B,C,D} is a controllable and
observable realization of F , then observability shows that Wo is one to one. By
consulting (14.6.4), controllability implies that Hr = WoX . In other words, Wo

maps X one to one and onto Hr. Therefore X and Hr have the same dimension.
Because the restricted backward shift realization is minimal, {A,B,C,D} is also
minimal. So any controllable and observable realization is minimal. In other words,
a finite dimensional realization is controllable and observable if and only if it is
minimal. In this case, all minimal realizations of the same transfer function are
similar.
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14.6.1 Rational functions in H2(E ,Y)

Throughout we assume that E and Y are finite dimensional spaces. RecallH2(E ,Y)
is the Hilbert space formed by set of all L(E ,Y)-valued analytic functions F in D+

such that the traceF ∗(eıω)F (eıω) is summable. In this case,

‖F‖22 = trace
∞∑

n=0

F ∗nFn where F (z) =
∞∑

n=0

z−nFn (14.6.6)

is the Taylor series expansion for F . Finally, it is noted that if F is a rational
function in H2(E ,Y), then F must be a proper rational function.

Remark 14.6.1. Let F (z) be a proper rational function with values in L(E ,Y).
Then the following holds.

(i) The transfer function F is in H2(E ,Y) if and only if all the poles of F are
contained in the open unit disc D. In particular, F is in H2(E ,Y) if and only
if F is also in H∞(E ,Y).

(ii) The function F is in H∞(E ,Y) if and only if F admits a stable, finite dimen-
sional state space realization {A,B,C,D}. In this case,

‖F‖22 = trace (D∗D +B∗PB) where P = A∗PA+ C∗C. (14.6.7)

Part (i) follows from the partial fraction expansion for a rational function, and
is left as an exercise. According to Part (i) a rational function F is in H∞(E ,Y)
if and only if all the poles of F are contained in D. So F is a rational func-
tion in H∞(E ,Y) if and only if F admits a stable, finite dimensional realization
{A,B,C,D}, that is,

F (z) = D + C(zI −A)−1B

where A is a stable operator on X . In particular, this implies that the Taylor
coefficients {Fn}∞0 of F are given by

F0 = D and Fn = CAn−1B (for all n ≥ 1). (14.6.8)

To obtain the formula for theH2 norm of F in (14.6.7), recall that the observability
Gramian P is the unique solution to the Lyapunov equation in (14.6.7). Moreover,
P =

∑∞
0 A∗nC∗CAn. This and (14.6.8) yield

∞∑
n=0

F ∗nFn = D∗D +
∞∑

n=1

B∗A∗n−1C∗CAn−1B = D∗D +B∗PB.

Therefore H2 norm of F is given in (14.6.7).
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14.6.2 The restricted backward shift realization in H2

Previously we presented the algebraic restricted backward shift realization. If F
is a function in H2(E ,Y), then we can introduce a topological structure on this
realization. To this end, let F be a transfer function in H2(E ,Y), and F (z) =∑∞

0 z−nFn its Taylor series expansion. Let Ξ be the operator defined by

Ξ =
[
F1 F2 F3 · · · ]tr : E → �2+(Y).

Let S be the unilateral shift on �2+(Y), and Hr the invariant subspace for S∗

determined by

Hr =
∞∨

n=0

S∗nΞE . (14.6.9)

Let ΠY be the orthogonal projection mapping �2+(Y) onto Y which picks out the
first component of �2+(Y), that is,

ΠY =
[
I 0 0 · · · ] : �2+(Y) → Y.

The restricted backward shift realization of F is the controllable and observable
realization {Ar on Hr, Br, Cr, F0} defined by

Ar = S∗|Hr on Hr,

Br = Ξ : E → Hr,

Cr = ΠY |Hr : Hr → Y. (14.6.10)

It is left as a simple exercise to verify that {Ar, Br, Cr, F0} is indeed a controllable
and observable realization for F . Finally, it is noted that F is a rational function if
and only if Hr is finite dimensional. In this case, Ar is stable. (Since S∗n converges
strongly to zero, and Ar = S∗|Hr, we see that An

r converges to zero. Because Hr

is finite dimensional, Ar is stable.) The dimension of Hr is the McMillan degree
of F .

Now assume that {A on X , B, C,D} is a minimal realization for a rational
transfer function F in H2(E ,Y). Then the operator

Φ =

⎡⎢⎢⎢⎣
C
CA
CA2

...

⎤⎥⎥⎥⎦ : X → Hr (14.6.11)

is a similarity transformation intertwining {A,B,C,D} with the restricted back-
ward shift realization {Ar, Br, Cr, Dr} for F .
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14.7 Notes

All the results in this chapter are classical; see [53, 60, 67, 68, 140, 149, 189, 193]
for further results on state space and realization theory. For a nice paper on the
Kalman-Ho algorithm see Damen-Van den Hof-Hajdasinski [63]. The restricted
backward shift realization is now classical. Our approach to the backward shift
realization was taken from Helton [132] and Fuhrmann [105]. For a shift realization
approach to certain nonlinear systems see Frazho [92], Rugh [188] and Wong [201].



Chapter 15

The Levinson Algorithm

In this chapter we will develop the Levinson algorithm. We will also present the
Gohberg-Semencul-Heinig inversion formula for strictly positive block Toeplitz
matrices.

15.1 The Levinson Recursion

To present the Levinson algorithm, consider the strictly positive Toeplitz matrix
Υn on En defined by

Υn =

⎡⎢⎢⎢⎣
R0 R∗1 · · · R∗n−1

R1 R0 · · · R∗n−2
...

...
. . .

...
Rn−1 Rn−2 · · · R0

⎤⎥⎥⎥⎦ on En. (15.1.1)

The Levinson system of equations is defined by

Υn

⎡⎢⎢⎢⎢⎢⎣
I

An,1

An,2

...
An,n−1

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
Δn

0
0
...
0

⎤⎥⎥⎥⎥⎥⎦ and Υn

⎡⎢⎢⎢⎢⎢⎣
Bn,0

Bn,1

...
Bn,n−2

I

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
0
0
...
0

Λn

⎤⎥⎥⎥⎥⎥⎦ . (15.1.2)

Here An,j , Bn,j , Δn and Λn are all operators on E . Moreover, we set An,0 = I and
Bn,n−1 = I. To simplify some notation, let us also set
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An =
[
An,1 An,2 · · · An,n−1

]tr : E → En−1,

Bn =
[
Bn,0 Bn,1 · · · Bn,n−2

]tr : E → En−1,

Xn−1 =
[
R1 R2 · · · Rn−1

]tr : E → En−1, (15.1.3)

Yn−1 =
[
Rn−1 Rn−2 · · · R1

]
: En−1 → E .

Using this notation, we see that Υn admits two different matrix decompositions
of the form

Υn =
[
R0 X∗n−1

Xn−1 Υn−1

]
on
[ E
En−1

]
and

[
Υn−1 Y ∗n−1

Yn−1 R0

]
on
[En−1

E
]
. (15.1.4)

Moreover, the Levinson system in (15.1.2) is equivalent to[
R0 X∗n−1

Xn−1 Υn−1

] [
I
An

]
=
[
Δn

0

]
and

[
Υn−1 Y ∗n−1

Yn−1 R0

] [
Bn

I

]
=
[

0
Λn

]
. (15.1.5)

Remark 15.1.1. Assume that Υn−1 is strictly positive. Then the solution to the
Levinson system in (15.1.2) or (15.1.5) is unique and given by

Δn = R0 −X∗n−1Υ
−1
n−1Xn−1 and An = −Υ−1

n−1Xn−1,

Λn = R0 − Yn−1Υ−1
n−1Y

∗
n−1 and Bn = −Υ−1

n−1Y
∗
n−1. (15.1.6)

Furthermore, Υn is strictly positive if and only if Δn is strictly positive, or equiv-
alently, Λn is strictly positive. Finally, Δn is the Schur complement for Υn with
respect to R0 in the upper left-hand corner of Υn.

By consulting the Levinson system in (15.1.5), we obtain Υn−1An = −Xn−1

and Υn−1Bn = −Y ∗n−1. Because Υn−1 is strictly positive, both of these equations
have a unique solution. Moreover, these solutions are given by An = −Υ−1

n−1Xn−1

andBn = −Υ−1
n−1Y

∗
n−1. This yields the second and fourth equation in (15.1.6). Sub-

stituting An = −Υ−1
n−1Xn−1 into R0 +X∗n−1An = Δn, we arrive at the first equa-

tion in (15.1.6). Finally, substituting Bn = −Υ−1
n−1Y

∗
n−1 into R0 + Yn−1Bn = Λn

yields the third equation in (15.1.6). Because An and Bn are uniquely determined,
Δn and Λn must also be unique. Therefore the solution to the Levinson system in
(15.1.2) is unique and given by (15.1.6).

Now let us show that Υn is strictly positive if and only if Δn is strictly
positive. According to (15.1.6), the operator Δn is the Schur complement for the
first matrix decomposition of Υn given in (15.1.4). By Lemma 7.2.1, the operator
Υn is strictly positive if and only if its Schur complement Δn is strictly positive.
A similar argument shows that Υn is strictly positive if and only if Λn is strictly
positive.

The Levinson algorithm. Let Υn be a strictly positive Toeplitz matrix on En.
Then the solution to the Levinson system in (15.1.2) is recursively computed by
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⎡⎢⎢⎢⎣
An+1,1

...
An+1,n−1

An+1,n

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
An,1

...
An,n−1

0

⎤⎥⎥⎥⎦−
⎡⎢⎢⎢⎣
Bn,0

...
Bn,n−2

I

⎤⎥⎥⎥⎦Λ−1
n Ωn,

⎡⎢⎢⎢⎣
Bn+1,0

Bn+1,1

...
Bn+1,n−1

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
0

Bn,0

...
Bn,n−2

⎤⎥⎥⎥⎦−
⎡⎢⎢⎢⎣

I
An,1

...
An,n−1

⎤⎥⎥⎥⎦Δ−1
n Ω∗n, (15.1.7)

Δn+1 = Δn − Ω∗nΛ−1
n Ωn,

Λn+1 = Λn − ΩnΔ−1
n Ω∗n,

Ωn = Rn +
n−1∑
j=1

Rn−jAn,j .

The initial conditions for the Levinson algorithm are given by

Δ2 = R0 −R∗1R−1
0 R1 and A2,1 = −R−1

0 R1,

Λ2 = R0 −R1R
−1
0 R∗1 and B2,0 = −R−1

0 R∗1. (15.1.8)

To derive the Levinson algorithm observe that (15.1.5) yields

Υn

[
I
An

]
=
[
Δn

0

]
and Υn

[
Bn

I

]
=
[

0
Λn

]
. (15.1.9)

Using the structure of the Toeplitz matrix Υn in (15.1.4), we see that Υn+1 admits
a matrix decomposition of the form

Υn+1 =

⎡⎣ R0 X∗n−1 R∗n
Xn−1 Υn−1 Y ∗n−1

Rn Yn−1 R0

⎤⎦ on

⎡⎣ E
En−1

E

⎤⎦ . (15.1.10)

By employing (15.1.3) and (15.1.9), we arrive at⎡⎣ R0 X∗n−1 R∗n
Xn−1 Υn−1 Y ∗n−1

Rn Yn−1 R0

⎤⎦⎡⎣ IAn

0

⎤⎦ =

⎡⎣Δn

0
Ωn

⎤⎦ ,
⎡⎣ R0 X∗n−1 R∗n
Xn−1 Υn−1 Y ∗n−1

Rn Yn−1 R0

⎤⎦⎡⎣ 0
Bn

I

⎤⎦ =

⎡⎣Φn

0
Λn

⎤⎦ .
Here Ωn and Φn are the operators on E determined by

Ωn = Rn + Yn−1An and Φn = R∗n +X∗n−1Bn.
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Notice that Ωn = Rn +
∑n−1

j=1 Rn−jAn,j is precisely the last equation (15.1.7).
Now observe that

Υn+1

⎡⎣⎡⎣ I
An

0

⎤⎦−
⎡⎣ 0
Bn

I

⎤⎦Λ−1
n Ωn

⎤⎦ =

⎡⎣Δn − ΦnΛ−1
n Ωn

0
0

⎤⎦ ,
Υn+1

⎡⎣⎡⎣ 0
Bn

I

⎤⎦−
⎡⎣ IAn

0

⎤⎦Δ−1
n Φn

⎤⎦ =

⎡⎣ 0
0

Λn − ΩnΔ−1
n Φn

⎤⎦ .
To obtain the next step in the Levinson algorithm, set[

I
An+1

]
=

⎡⎣ I[
An

0

]⎤⎦−
⎡⎣ 0[
Bn

I

]⎤⎦Λ−1
n Ωn,

[
Bn+1

I

]
=

⎡⎣[ 0
Bn

]
I

⎤⎦−
⎡⎣[ IAn

]
0

⎤⎦Δ−1
n Φn, (15.1.11)

Δn+1 = Δn − ΦnΛ−1
n Ωn,

Λn+1 = Λn − ΩnΔ−1
n Φn.

Then equation (15.1.9) holds for n+ 1. In a moment we will show that Φn = Ω∗n.
This with (15.1.11) yields the Levinson recursion (15.1.7).

To complete the proof, it remains to show that Φn = Ω∗n. Recall that Y ∗n−1 =
−Υn−1Bn and Xn−1 = −Υn−1An. Using Yn−1 = −B∗nΥn−1, we obtain

Ωn = Rn + Yn−1An = Rn −B∗nΥn−1An

= Rn +B∗nXn−1 =
(
R∗n +X∗n−1Bn

)∗
= Φ∗n.

Therefore Φn = Ω∗n.
Remark 15.1.2. Since Δj is the Schur complement for Υj, the operator Υn is
strictly positive if and only if Δj is strictly positive for j = 1, 2, . . . , n where
Δ1 = R0; see Lemma 7.3.1. So one can use the Levinson algorithm to determine
whether or not Υn is strictly positive. In this case, let Ln be the lower triangular
matrix defined by

Ln =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ân,0 0 0 · · · 0 0
Ân,1 Ân−1,0 0 · · · 0 0
Ân,2 Ân−1,1 Ân−2,0 · · · 0 0

...
...

...
. . .

... 0
Ân,n−2 Ân−1,n−3 Ân−2,n−4 · · · Â2,0 0
Ân,n−1 Ân−1,n−2 Ân−2,n−3 · · · Â2,1 Â1,0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (15.1.12)
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Here Ân,j = An,jΔ
−1/2
n for all j = 0, 1, 2, . . . , n − 1 while Â1,0 = R

−1/2
0 and

Âk,0 = Δ−1/2
k . Finally, Ln is a lower triangular factorization for Υ−1

n , that is,

Υ−1
n = LnL

∗
n. (15.1.13)

The operator Υn is strictly positive if and only if Λj is strictly positive
for j = 1, 2, . . . , n where Λ1 = R0. Now consider the upper triangular matrix
determined by

Un =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

B̂n,0 B̂n−1,0 · · · B̂3,0 B̂2,0 B̂1,0

B̂n,1 B̂n−1,1 · · · B̂3,1 B̂2,1 0
B̂n,2 B̂n−1,2 · · · B̂3,2 0 0

...
...

...
...

...
...

B̂n,n−2 B̂n−1,n−2 · · · · · · 0 0
B̂n,n−1 0 · · · · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (15.1.14)

Here B̂n,j = Bn,jΛ
−1/2
n for all j = 0, 1, 2, . . . , n − 1 while B̂1,0 = R

−1/2
0 and

B̂k,k−1 = Λ−1/2
k . Finally, Un is an upper triangular factorization for Υ−1

n , that is,

Υ−1
n = UnU

∗
n. (15.1.15)

Because Ln is a lower triangular matrix with diagonal entries Âk,0 = Δ−1/2
k

for k = 1, 2, . . . , n, the operator Ln is invertible. By inverting Ln and L∗n, we
see that Υ−1

n = LnL
∗
n if and only if L−1

n Υ−1
n L−∗n = I. By taking the inverse,

Υ−1
n = LnL

∗
n if and only if L∗nΥnLn = I. Now let us use induction to show

that L∗nΥnLn = I. Since Υ1 = R0 and L1 = R
−1/2
0 , we have L∗1Υ1L1 = I. To

complete the induction argument, assume that L∗n−1Υn−1Ln−1 = I. The operator
Ln admits a matrix decomposition of the form

Ln =

[
Δ−1/2

n 0
AnΔ−1/2

n Ln−1

]
on
[ E
En−1

]
. (15.1.16)

Using the first Levinson system in (15.1.5) with (Xn−1+Υn−1An)∗ = 0, we obtain

L∗nΥnLn = L∗n

[
R0 X∗n−1

Xn−1 Υn−1

] [
Δ−1/2

n 0
AnΔ−1/2

n Ln−1

]

=
[
Δ−1/2

n Δ−1/2
n A∗n

0 L∗n−1

] [
Δ1/2

n X∗n−1Ln−1

0 Υn−1Ln−1

]
=
[
I Δ−1/2

n

(
X∗n−1 +A∗nΥn−1

)
Ln−1

0 L∗n−1Υn−1Ln−1

]
=
[
I 0
0 I

]
.
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Therefore L∗nΥnLn = I, or equivalently, Υ−1
n = LnL

∗
n.

To complete the proof, observe that Υ−1
n = UnU

∗
n if and only if U∗nΥnUn = I.

As before, let us use an inductive argument. Since Υ1 = R0 and U1 = R
−1/2
0 , we

have U∗1 Υ1U1 = I. Assume that U∗n−1Υn−1Un−1 = I. The operator Un admits a
matrix decomposition of the form

Un =

[
BnΛ−1/2

n Un−1

Λ−1/2
n 0

]
on
[En−1

E
]
. (15.1.17)

Using the second Levinson system in (15.1.5), we obtain

U∗nΥnUn = U∗n

[
Υn−1 Y ∗n−1

Yn−1 R0

][
BnΛ−1/2

n Un−1

Λ−1/2
n 0

]

=
[
Λ−1/2

n B∗n Λ−1/2
n

U∗n−1 0

] [
0 Υn−1Un−1

Λ1/2
n Yn−1Un−1

]
=
[
I Λ−1/2

n (B∗nΥn−1 + Yn−1)Un−1

0 U∗n−1Υn−1Un−1

]
=
[
I 0
0 I

]
.

Therefore U∗nΥnUn = I, or equivalently, Υ−1
n = UnU

∗
n.

Assume that Υn is strictly positive. By mimicking the computations in Re-
mark 7.1.3, or by a direct computation, we see that the solution to the Levinson
system is unique and also given by

Δn =
(
Π1Υ−1

n Π∗1
)−1

,

Λn =
(
ΠnΥ−1

n Π∗n
)−1

,

Υ−1
n Π∗1Δn =

[
I An,1 An,2 · · · An,n−1

]tr
, (15.1.18)

Υ−1
n Π∗nΛn =

[
Bn,0 Bn,1 · · · Bn,n−2 I

]tr
,

Π1 =
[
I 0 · · · 0 0

]
: En → E ,

Πn =
[
0 0 · · · 0 I

]
: En → E .

Finally, it is noted that the operators Π1 and Πn depend on n.

15.2 The Scalar Case

Now assume that Υn is a strictly positive Toeplitz matrix on Cn. In this case, the
entries of Υn are all complex numbers. In other words, Υn is a matrix of the form
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Υn =

⎡⎢⎢⎢⎣
r0 r1 · · · rn−1

r1 r0 · · · rn−2

...
...

. . .
...

rn−1 rn−2 · · · r0

⎤⎥⎥⎥⎦ on Cn. (15.2.1)

In the scalar setting, the Levinson system of equations is defined by

Υn

⎡⎢⎢⎢⎢⎢⎣
1
an,1

an,2

...
an,n−1

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
εn

0
0
...
0

⎤⎥⎥⎥⎥⎥⎦ . (15.2.2)

Here an,j and εn are all scalars. (We set an,j = An,j and εn = Δn and ϕn = Ωn.)
As expected, an,0 = 1. In this case, the Levinson system in (15.2.2) is recursively
computed by ⎡⎢⎢⎢⎣

an+1,1

...
an+1,n−1

an+1,n

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
an,1

...
an,n−1

0

⎤⎥⎥⎥⎦− ϕn

εn

⎡⎢⎢⎢⎣
an,n−1

...
an,1

1

⎤⎥⎥⎥⎦ ,
εn+1 = εn − |ϕn|2

εn
,

ϕn = rn +
n−1∑
j=1

rn−jan,j . (15.2.3)

The initial conditions for the Levinson algorithm are given by

ε2 = r0 − |r1|
2

r0
and a2,1 = −r1

r0
. (15.2.4)

The Toeplitz matrix Υn on Cn is strictly positive if and only if εj > 0 for j =
1, 2, . . . , n where ε1 = r0.

To prove this recursion it is sufficient to show that Λn = εn and[
Bn,0 Bn,1 · · · Bn,n−2 1

]tr =
[
an,n−1 an,n−2 · · · an,1 1

]tr (15.2.5)

solves the second Levinson equation in (15.1.2), or equivalently, (15.1.9). To this
end, let J be the unitary operator on Cn with 1’s on the off diagonal and zeros
elsewhere, that is,

J =

⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 1
0 0 · · · 1 0
...

...
...

...
...

0 1 · · · 0 0
1 0 · · · 0 0

⎤⎥⎥⎥⎥⎥⎦ on Cn. (15.2.6)
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A simple calculation shows that JΥnJ = Υn = Υtr
n . As expected, Υn is the

matrix formed by taking the complex conjugate of the entries of Υn. Using this
with (15.2.2) and J2 = I, we arrive at⎡⎢⎢⎢⎢⎢⎣

0
0
...
0
εn

⎤⎥⎥⎥⎥⎥⎦ = J

⎡⎢⎢⎢⎢⎢⎣
εn

0
...
0
0

⎤⎥⎥⎥⎥⎥⎦ = JΥnJJ

⎡⎢⎢⎢⎢⎢⎣
1
an,1

...
an,n−2

an,n−1

⎤⎥⎥⎥⎥⎥⎦ = Υtr
n

⎡⎢⎢⎢⎢⎢⎣
an,n−1

an,n−2

...
an,1

1

⎤⎥⎥⎥⎥⎥⎦ .

By taking the complex conjugate, we obtain the second equation in the Levinson
system (15.1.2), that is,

Υn

[
an,n−1 an,n−2 · · · an,1 1

]∗ =
[
0 0 · · · 0 εn

]∗
.

(The {Bn,j} are defined in (15.2.5) and Λn = εn.) This with the Levinson recursion
in (15.1.7) yields the Levinson recursion for the scalar case in (15.2.3).

The following is a scalar version of Remark 15.2.1.

Remark 15.2.1. Let Υn on Cn be the Toeplitz matrix in (15.2.1). Then Υn is
strictly positive if and only if εj is strictly positive for j = 1, 2, . . . , n where ε1 = r0.
So one can use the Levinson algorithm in (15.2.3) to determine whether or not Υn

is strictly positive. In this case, let Ln be the lower triangular matrix defined by

Ln =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ân,0 0 0 · · · 0 0
ân,1 ân−1,0 0 · · · 0 0
ân,2 ân−1,1 ân−2,0 · · · 0 0

...
...

...
. . .

... 0
ân,n−2 ân−1,n−3 ân−2,n−4 · · · â2,0 0
ân,n−1 ân−1,n−2 ân−2,n−3 · · · â2,1 â1,0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (15.2.7)

Here ân,j = an,j/
√
εn for all j = 0, 1, 2, . . . , n − 1 while â1,0 = r

−1/2
0 and âk,0 =

1/
√
εk. Finally, Ln is a lower triangular factorization for Υ−1

n , that is, Υ−1
n =

LnL
∗
n.
Now consider the upper triangular matrix determined by

Un =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

b̂n,0 b̂n−1,0 · · · b̂3,0 b̂2,0 b̂1,0

b̂n,1 b̂n−1,1 · · · b̂3,1 b̂2,1 0
b̂n,2 b̂n−1,2 · · · b̂3,2 0 0
...

...
...

...
...

...
b̂n,n−2 b̂n−1,n−2 · · · · · · 0 0
b̂n,n−1 0 · · · · · · 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (15.2.8)
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The entries of Un are formed by taking the complex conjugate and reversing the
order of the {âk,j}, that is,[
b̂k,0 b̂k,1 · · · b̂k,k−2 b̂k,k−1

]tr
=

1√
εk

[
ak,k−1 ak,k−2 · · · ak,1 1

]tr
.

(15.2.9)
Finally, Un is an upper triangular factorization for Υ−1

n , that is, Υ−1
n = UnU

∗
n.

15.3 The Gohberg-Semencul-Heinig Inversion Formula

In this section we will present the Gohberg-Semencul-Heinig formula for inverting
a strictly positive Toeplitz matrix. To this end, let Υn be the strictly positive
Toeplitz matrix on En presented in (15.1.1). Let {An,j}n−1

0 and {Bn,j}n−1
0 be the

operators on E in (15.1.2) where An,0 = I and Bn,n−1 = I, or equivalently, the
solution to the Levinson system in (15.1.7). Let {Ân,j}n−1

0 and {B̂n,j}n−1
0 be the

normalized Levinson operators on E defined by

Ân = Υ−1
n Π∗1Δ

1/2
n =

⎡⎢⎢⎢⎢⎢⎣
I

An,1

An,2

...
An,n−1

⎤⎥⎥⎥⎥⎥⎦Δ−1/2
n =

⎡⎢⎢⎢⎢⎢⎢⎣
Ân,0

Ân,1

Ân,2

...
Ân,n−1

⎤⎥⎥⎥⎥⎥⎥⎦ ,

B̂n = Υ−1
n Π∗nΛ1/2

n =

⎡⎢⎢⎢⎢⎢⎣
Bn,0

Bn,1

...
Bn,n−2

I

⎤⎥⎥⎥⎥⎥⎦Λ−1/2
n =

⎡⎢⎢⎢⎢⎢⎢⎣
B̂n,0

B̂n,1

...
B̂n,n−2

B̂n,n−1

⎤⎥⎥⎥⎥⎥⎥⎦ , (15.3.1)

Δn = (Π1Υ−1
n Π∗1)

−1 and Λn = (ΠnΥ−1
n Π∗n)−1.

Notice that Ân and B̂n are operators mapping E into En, while Δn and Λn are
operators on E . One can compute Ân and B̂n directly without using the Levin-
son algorithm. However, the Levinson algorithm is numerically more efficient. As
before, Π1 is the operator which picks out the first component of En, and Πn is
the operator which picks out the last component of En; see (15.1.18). Consider the
lower triangular block Toeplitz matrices on En determined by

La =

⎡⎢⎢⎢⎢⎢⎢⎣
Ân,0 0 0 · · · 0
Ân,1 Ân,0 0 · · · 0
Ân,2 Ân,1 Ân,0 · · · 0

...
...

...
. . .

...
Ân,n−1 Ân,n−2 Ân,n−3 · · · Ân,0

⎤⎥⎥⎥⎥⎥⎥⎦ ,
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Lb =

⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0

B̂n,0 0 · · · 0 0
B̂n,1 B̂n,0 · · · 0 0

...
...

. . .
...

...
B̂n,n−2 B̂n,n−3 · · · B̂n,0 0

⎤⎥⎥⎥⎥⎥⎦ .

Notice that Ân,0 appears on the main diagonal of La, while the main diagonal of
Lb is zero and B̂n,0 appears immediately below the main diagonal. Consider the
upper triangular block Toeplitz on En matrices defined by

Ub =

⎡⎢⎢⎢⎢⎢⎢⎣
B̂n,n−1 B̂n,n−2 B̂n,n−3 · · · B̂n,0

0 B̂n,n−1 B̂n,n−2 · · · B̂n,1

0 0 B̂n,n−1 · · · B̂n,2

...
...

...
. . .

...
0 0 0 · · · B̂n,n−1

⎤⎥⎥⎥⎥⎥⎥⎦ ,

Ua =

⎡⎢⎢⎢⎢⎢⎣
0 Ân,n−1 Ân,n−2 · · · Ân,1

0 0 Ân,n−1 · · · Ân,2

...
...

...
. . .

...
0 0 0 · · · Ân,n−1

0 0 0 · · · 0

⎤⎥⎥⎥⎥⎥⎦ .

Here the entries {B̂n,j} of Ub and {Ân,j} of Ua appear in reverse order. Moreover,
B̂n,n−1 is on the main diagonal of Ub, while the main diagonal of Ua is zero and
Ân,n−1 appears immediately above the main diagonal. It is emphasized that La,
Lb, Ua and Ub all depend upon n. The inverse of Υn is given by

Υ−1
n = LaL

∗
a − LbL

∗
b = UbU

∗
b − UaU

∗
a . (15.3.2)

In particular, if Υn is a strictly positive Toeplitz matrix on Cn, then Δn = Λn

and B̂n,j = Ân,n−j−1 for j = 0, 1, 2, . . . , n − 1. In this case, Ub = L∗a and Ua =
L∗b ; see (15.2.9). The inverse of Υn in (15.3.2) is referred to as the Gohberg-
Semencul-Heinig inversion formula. Finally, it is noted that the Levinson with
the Gohberg-Semencul-Heinig inversion formula provides a numerically efficient
method to compute the inverse of Toeplitz matrices.

To prove the Gohberg-Semencul-Heinig inversion formula, let ΠL be the op-
erator which picks out the last n− 1 components of En, that is,

ΠL =
[
0 I

]
:
[ E
En−1

]
→ En−1.
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Notice that Υn admits a Schur type factorization on E ⊕ En−1 of the form

Υn =
[
R0 X∗n−1

Xn Υn−1

]
=
[
I X∗n−1

0 Υn−1

] [
Δn 0
0 Υ−1

n−1

] [
I 0

Xn−1 Υn−1

]
=
[
I
0

]
Δn

[
I 0

]
+
[
X∗n−1

Υn−1

]
Υ−1

n−1

[
Xn−1 Υn−1

]
= Π∗1ΔnΠ1 + ΥnΠ∗LΥ−1

n−1ΠLΥn. (15.3.3)

Recall that Xn−1 is defined in (15.1.3), and Δn is the Schur complement for Υn

with respect to R0, that is,

Δn = R0 −X∗n−1Υ
−1
n−1Xn−1.

It is noted that Δ−1
n = Π1Υ−1

n Π∗1. Multiplying the last equation in (15.3.3) by
Υ−1

n on the right and left with (15.3.1), we arrive at

Υ−1
n = Υ−1

n Π∗1ΔnΠ1Υ−1
n + Π∗LΥ−1

n−1ΠL

= ÂnÂ
∗
n + Π∗LΥ−1

n−1ΠL. (15.3.4)

Now let ΠF be the operator which picks out the first n − 1 components of
En, that is,

ΠF =
[
I 0

]
:
[En−1

E
]
→ En−1.

The operator Υn admits another Schur type factorization on En−1⊕E of the form

Υn =
[
Υn−1 Y ∗n−1

Yn−1 R0

]
=
[

Υn−1 0
Yn−1 I

] [
Υ−1

n−1 0
0 Λn

] [
Υn−1 Y ∗n−1

0 I

]
= Π∗nΛnΠn + ΥnΠ∗FΥ−1

n−1ΠFΥn. (15.3.5)

Recall that Yn−1 is defined in (15.1.3), and Λn is the other Schur complement for
Υn, that is,

Λn = R0 − Yn−1Υ−1
n−1Y

∗
n−1. (15.3.6)

Furthermore, Λ−1
n = ΠnΥ−1

n Π∗n. Multiplying the last equation in (15.3.5) by Υ−1
n

on the right and left with (15.3.1), we obtain

Υ−1
n = Υ−1

n Π∗nΛnΠnΥ−1
n + Π∗FΥ−1

n−1ΠF

= B̂nB̂
∗
n + Π∗FΥ−1

n−1ΠF . (15.3.7)
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By combining (15.3.4) and (15.3.7), we arrive at the following two formulas for
the inverse of Υn:

Υ−1
n = ÂnÂ

∗
n + Π∗LΥ−1

n−1ΠL

= B̂nB̂
∗
n + Π∗FΥ−1

n−1ΠF . (15.3.8)

Let Zn be the lower shift on En, that is,

Zn =

⎡⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0
I 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · I 0

⎤⎥⎥⎥⎥⎥⎦ on En.

The identity appears immediately below the main diagonal and zeros elsewhere.
Now observe that

ΠLZn = ΠF and ΠFZ∗n = ΠL.

In particular,

Π∗FΥ−1
n−1ΠF = Z∗nΠ∗LΥ−1

n−1ΠLZn,

Π∗LΥ−1
n−1ΠL = ZnΠ∗FΥ−1

n−1ΠFZ
∗
n.

Using this with (15.3.8), we obtain

Υ−1
n = ÂnÂ

∗
n + Π∗LΥ−1

n−1ΠL

= ÂnÂ
∗
n + ZnΠ∗FΥ−1

n−1ΠFZ
∗
n

= ÂnÂ
∗
n + Zn

(
Υ−1

n − B̂nB̂
∗
n

)
Z∗n.

The yields the following Lyapunov equation for the inverse of Υn:

Υ−1
n = ZnΥ−1

n Z∗n + ÂnÂ
∗
n − ZnB̂nB̂

∗
nZ

∗
n,

Υ−1
n = Z∗nΥ−1

n Zn + B̂nB̂
∗
n − Z∗nÂnÂ

∗
nZn. (15.3.9)

The second equation follows by a similar calculation involving (15.3.8).
Because Zn

n = 0, the solution to the first Lyapunov equation in (15.3.9) is
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given by

Υ−1
n =

n−1∑
j=0

Zj
n

(
ÂnÂ

∗
n − ZnB̂nB̂

∗
nZ

∗
n

)
Z∗jn

=
[
Ân ZnÂn · · · Zn−1

n Ân

]⎡⎢⎢⎢⎣
Â∗n
Â∗nZ∗n

...
Â∗nZ

∗n−1
n

⎤⎥⎥⎥⎦

− Zn

[
B̂n ZnB̂n · · · Zn−1

n B̂n

]⎡⎢⎢⎢⎣
B̂∗n
B̂∗nZ

∗
n

...
B̂∗nZ

∗n−1
n

⎤⎥⎥⎥⎦Z∗n
= LaL

∗
a − LbL

∗
b .

This yields the first Gohberg-Semencul-Heinig inversion formula in (15.3.2).
To obtain the second Gohberg-Semencul-Heinig inversion formula, observe

that the solution to the second Lyapunov equation in (15.3.9) is given by

Υ−1
n =

n−1∑
j=0

Z∗jn

(
B̂nB̂

∗
n − Z∗nÂnÂ

∗
nZn

)
Zj

n

=
[
Z∗n−1

n B̂n Z∗n−2
n B̂n · · · B̂n

]⎡⎢⎢⎢⎣
B̂∗nZ

n−1
n

B̂∗nZn−2
n
...
B̂∗n

⎤⎥⎥⎥⎦

− Z∗n
[
Z∗n−1

n Ân Z∗n−2
n Ân · · · Ân

]⎡⎢⎢⎢⎣
Â∗nZ

n−1
n

Â∗nZ
n−2
n
...
Â∗n

⎤⎥⎥⎥⎦Zn

= UbU
∗
b − UaU

∗
a .

This yields the second Gohberg-Semencul-Heinig inversion formula.

15.4 Notes

The Levinson algorithm is classical and due to Levinson [156]. For further results
on the Levinson algorithm and historical comments; see Caines [47], Kailath [138]
and Kailath-Sayed-Hassibi [143]. For some applications of the Levinson algorithm
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to signal processing see Kailath [141], Marple [167] and Stoica and R. Moses [195].
The Levinson algorithm also plays a basic role in geophysics; see Claerbout [57],
Foias-Frazho [82] and Robinson-Treitel [181]. The Gohberg-Semencul-Heinig in-
version formula is now a classical and widely used result. The seminal papers are
Gohberg-Semencul [120] and Gohberg-Heinig [118, 119]. This inversion formula
also works for Toeplitz matrices which are not positive. In this case, one needs
four different operators mapping E into En to compute the inverse. Our approach
was taken from Gohberg-Kaashoek-van Schagen [121]; see also Frazho-Kaashoek
[99]. For some applications of the Gohberg-Semencul-Heinig inversion formula see
Kailath-Kung-Morf [142] and Constantinescu-Sayed-Kailath [58].
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[135] Vlad Ionescu, C. Oară and M. Weiss, Generalized Riccati Theory and Robust
Control. A Popov Function Approach, John Wiley, West Sussex, 1999.



422 Bibliography

[136] C.R. Johnson and L. Rodman, Completion of partial matrices to contrac-
tions, J. Functional Analysis 69 (1986), 260–267.

[137] M.A. Kaashoek and C.G. Zeinstra, The band method and generalized
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