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IX 

Preface 

It must be stated at the outset that this little monograph has no preten­
sions to being a general all-purpose text in operator algebras. On the contrary, 
it is an attempt to introduce the potentially interested reader - be it a grad­
uate student or a working mathematician who is not necessarily an operator 
algebraist - to a selection of topics in the theory of subfactors, this selection 
being influenced by the authors' tastes and personal viewpoints. For instance, 
we restrict ourselves to the theory of (usually hyperfinite) II\ factors and 
their subfactors (almost always of finite index); thus, factors of type III do 
not make an appearance beyond the first (introductory) chapter, and the 
Tomita-Takesaki theorem makes only a cameo appearance in the appendix. 
It is hoped that such 'simplifications' will help to make the material more 
accessible to the uninitiated reader. 

The aim of this book is to give an introduction to some of the beautiful 
ideas and results which have been developed, since the inception of the theory 
of subfactors, by such mathematicians as Adrian Ocneanu and Sorin Popa; an 
attempt has been made to keep the material as self-contained as possible; in 
fact, we feel it should be possible to use this monograph as the basis of a two-
semester course to second year graduate students with a minimal background 
in Hilbert space theory. 

A remark is in order, as far as the references are concerned; when we state 
certain standard facts without proof, the reader is often referred to a text 
in operator algebras; if, in this process, it seems that the text by the second 
author is cited more often than other texts, that is simply because, a reference 
for that exact fact already being known to exist at that particular place, it 
was possible to avoid a search for that fact in other texts. 

We now give a brief outline of the contents of this volume for the sake of 
the possibly interested specialist. 

The first chapter begins with a quick introduction to some preliminary 
facts about von Neumann algebras (Murray-von Neumann classification of 
factors and introduction to traces); this first section contains no proofs, 
but most of the sequel - with the notable exception of Popa's theorem on 
amenable subfactors - is self-contained modulo the unproved facts here. The 
next section starts with the GNS construction and goes on to discuss the 
standard form of a finite von Neumann algebra and, in particular, identifies 
the commutant of the left-regular representation with the range of the right-
regular representation. The chapter continues with a discussion of crossed 
products by countable groups and concludes with some examples - the left 
von Neumann algebra of an ICC group, factors of the three types coming 
from crossed products of commutative von Neumann algebras with count­
able groups acting ergodically and freely, a model of the hyperfinite fac­
tor which demonstrates that its fundamental group is the entire positive 
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line, and finally infinite tensor products and the definition of the hyperfinite 
factor. 

The second chapter starts with the classification of (separable) modules 
over a von Neumann algebra (with separable pre-dual), continues with the 
definition and some elementary properties of the M-dimension of a (sepa­
rable) module over a II\ factor M, and concludes with the definition and 
some elementary properties of the index of a subfactor of a Hi factor, the 
statement of the result on restrictions on index values and a proof of the fact 
that all index values in the interval [4, oo) are possible. 

The third chapter begins with a section on the fundamental notion of the 
basic construction; the next section gathers together the basic facts about 
inclusions of finite-dimensional C*-algebras (including the fact about the 
basic construction and 'reflection of Bratteli diagrams' as well as the notion 
of a Markov trace); the final section introduces the all-important sequence 
{en}, derives the basic properties of this sequence, and indicates the relation 
between the theorem on restrictions of index values and the classification of 
non-negative integral matrices of norm less than 2, as well as an outline of the 
procedure originally adopted to prove the existence of hyperfinite subfactors 
of index 4 cos2 - . 

n 

The fourth chapter is devoted to the principal (or standard) graph invari­
ant of a subfactor. It starts with a discussion of ('binnite') bimodules over a 
pair of II\ factors (contragredients and tensor products); the second section 
gives the two descriptions (in terms of the sequence of higher relative corn-
mutants as well as in terms of the bimodules that occur in the tower of the 
basic construction) of the principal graph of a subfactor, reduces the result 
on restriction of index values to the classification of non-negative integral ma­
trices of small norm, and concludes with some examples of principal graphs; 
the chapter concludes with a discussion of 'Pimsner-Popa bases' and a proof 
of why the higher relative commutants have an interpretation as intertwiners 
of bimodules. 

The fifth chapter starts with Pimsner and Popa's minimax characteri­
sation of the index of a subfactor, the consequent estimation of the index 
of a hyperfinite subfactor in terms of an approximating 'ladder' of finite-
dimensional C*-algebras, and introduces the important notion of a com­
muting square; the second section discusses examples of commuting squares 
(vertex and spin models, and the braid-group example); the next section is de­
voted to the relation between commuting squares and the basic construction, 
and the consequent importance of symmetric or non-degenerate commuting 
squares (with respect to the Markov trace); the next two sections are devoted 
to the path-algebra model for a tower of finite-dimensional C*-algebras, and 
the reformulation of the commuting square condition in terms of 'biunitarity', 
respectively; the sixth section is a discussion (without proofs) of the canon­
ical commuting square associated to a subfactor and Popa's theorem on the 
completeness of this invariant; the final section of this chapter centres around 
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Ocneami's compactness theorem and the prescription it provides for comput­
ing the higher relative commutants of a subfactor built from an arbitrary-
initial commuting square. 

The sixth and final chapter is devoted to the rich class of examples of 
subfactors provided by the so-called vertex and spin models. This chapter 
systematically develops a diagrammatic formulation to discuss the higher 
relative commutants in these examples, and also shows how to push this 
diagrammatic formulation through for general commuting squares. 

The book concludes with an appendix, which contains some facts used 
in the text - such as the non-existence of two-sided (algebraic) ideals in 
finite factors - as well as a computation of the principal and dual graphs 
of the 'subgroup-subfactor' and the original derivation of the one-variable 
polynomial invariant of knots. 

Finally, the book comes equipped with such customary trappings as a bib­
liography, some remarks of a bibliographic nature, and one index containing 
both terms and symbols used. 
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Chapter 1 

Factors 

1.1 von Neumann algebras and factors 

The fundamental notion is that of a von Neumann algebra. This is, typically, 
what may be called the 'symmetries of a group'. The precise way of saying 
this is that a (concrete) von Neumann algebra is nothing but a set of the 
form M = 7r(G)' - where n is a unitary representation of a group G on a 
Hilbert space Ti, and S" denotes, for S a subset of C(7i) (the algebra of all 
bounded operators on %), the commutant of 5 denned by S" = {xf G C{H): 
x'x = xx' for all x in S}. In other words M is the set of intertwiners of the 
representation n: thus, x G M <£> X7r(g) = 7r(g)x for all g in G. 

The usual definition of a von Neumann algebra is: 'a self-adjoint subal-
gebra of £(H) satisfying M = M"' (where we write M" for (M')'). This is 
equivalent to the definition we have chosen to give. Reason: if M = 7r(G)', 
then M is a self-adjoint subalgebra and M = M", since S" = Sm for all 
S C C(H); conversely, if M = M" is a self-adjoint subalgebra, we may set 
G equal to the unitary group of M' and appeal to the almost obvious fact 
(cf. [Sunl], Lemma 0.4.7) that G linearly spans M' (so that G' = (M')'). 

The canonical commutative examples of abstract von Neumann algebras 
turn out to be L°°{X1 /x), while the basic non-commutative example is C(7i). 

The fundamental 'double commutant theorem' of von Neumann states 
that a self-adjoint unital subalgebra M of C(7i) is weakly closed - i.e. (xn£, rj) 
—• (x^rj) \/^rj G H,xn G M Vn => x G M) (if and only if M is cr-weakly 
closed - see §A.l) if and only if M = M". 

The importance of the notion of a von Neumann algebra was recognised 
in 1936 by Murray and von Neumann (although of course, they called them 
'rings of operators') - see [MvNl] - who also quickly realised that the 'building 
blocks' in the theory of von Neumann algebras were (what they, and people 
after them, called) factors. If M = 7r(G);, then M is a factor precisely when 
the representation is 'isotypicaP. (If G is compact and n is a strongly continous 
representation, this says that n is a multiple of an irreducible representation; 
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for general G, this says that any two non-zero subrepresentations of ir admit 
non-zero subrepresentations which are equivalent.) 

More precisely, a von Neumann algebra M is called a factor if it has trivial 
centre - i.e., Z(M) = M fl M' = C-l; and von Neumann proved - see [vN3] 
- that any von Neumann algebra is 'a direct integral of factors'. 

Projections play a major role in the theory. It is true that any von Neu­
mann algebra is the norm-closed linear span of its projections - i.e., elements 
p satisfying p = p* = p2. (Reason: if M = L°°(X,/x),,this is because simple 
functions - i.e., finite linear combinations of characteristic functions of sets 
- are dense in L°°(X, /JL). The preceding statement and the spectral theorem 
show that any bounded normal operator is norm-approximable by finite lin­
ear combinations of its spectral projections. This proves the assertion about 
general von Neumann algebras.) 

Two projections e and / in a von Neumann algebra M are said to be 
Murray-von Neumann equivalent - written e ~ f (or e ~ / (rel M)) - if 
there exists (a partial isometry) u in M such that u*u = e and uu* = f. It is 
not too hard to show that if (and only if) M is a factor, any two projections in 
M are comparable in the sense that one is Murray-von Neumann equivalent 
to a sub-projection of the other. 

Factors were initially classified into three broad types by Murray and 
von Neumann, on the basis of the structure of the lattice V(M) of projec­
tions in M. The key notion they use is that of a finite projection; say that 
a projection e G V(M) is finite if e is not equivalent to any proper sub-
projection of e. It should be obvious that a minimal projection of M, should 
one exist, is necessarily finite. It should also be equally clear that any factor 
is one and exactly one of the types I-III as denned below. 

DEFINITION 1.1.1 (a) A factor M is said to be of type: 

(i) J, if there exists a non-zero minimal projection in M; 

(ii) II, if M contains non-zero finite projections and if M is not of type I; 
and 

(Hi) III, if no non-zero projection in M is finite. 

(b) A factor M is said to be finite if 1 (the multiplicative identity of M, 
which always exists - cfi the definition of a concrete von Neumann algebra) 
is a finite projection in M; equivalently M is finite if M does not contain any 
non-unitary isometry. 

One of the basics facts about finite factors is contained in the following 
result; for a proof, see, for instance [Takl], Theorem V.2.6. 

PROPOSITION 1.1.2 If M is a finite factor, then there always exists a unique 
faithful normal tracial state (henceforth abbreviated simply to 'trace') on M; 
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i.e., there exists a unique linear functional r on M such that: 
(i) (trace) r{xy) = r(yx); 
(ii) (state) T(X*X) > 0 and r ( l ) = 1; 
(Hi) (faithful) r(x*x) ^ 0 if x ^ 0; and 
(iv) (normal) r is (a-)weakly continuous. 
Further, if e, / G V{M), then 

e~f<*T{e)=r{f). (1.1.1) 

We conclude this section with the rudiments of this Murray-von Neumann 
classification of factors. Suppose then that M is a factor with separable pre-
dual. Then consider the above-mentioned three possibilities for the type of M: 

(I) If M is a factor of type / , it turns out (and it is not hard to prove -
cf. [Sunl], Exercise 4.3.1, for instance) that M = £(H) for some separable 
Hilbert space TL and that M is finite precisely when TL is finite-dimensional. 
In particular, any finite factor of type / is necessarily finite-dimensional. We 
say that the type / factor M is of type In if TL is an n-dimensional Hilbert 
space, for n = 1, 2, • • •, oo. If M is of type Jn, 1 < n < oo, then M ~ Mn(c) 
and the unique trace tr of Proposition 1.1.2 is just the usual matrix-trace 
after suitable normalisation: thus, tr((x^)) = - Yn=\ xu-

(II) If M is a factor of type i7, there are two possibilities, according to 
whether or not M is a finite factor in the sense of Definition 1.1.1(b). We say 
that a type 77 factor M is of type II\ or of type 11^ according to whether 
or not M is a finite factor. 

Recall, from Proposition 1.1.2 that every Hi factor is equipped with a 
faithful normal tracial state r. It is true - for instance, see [Sunl], Propo­
sition 1.3.14 - that if M is a Ih factor, then {r(p) : p G V{M)} = [0,1]. 
Thus the trace r induces a bijection between the collection of Murray-von 
Neumann equivalence classes of projections in a II\ factor and the contin­
uum [0,1]. What attracted von Neumann to II\ factors was the possibility of 
'continuously varying dimensions'. 

On the other hand, suppose M is a J/QO factor. Fix an arbitrary finite pro­
jection pi G M. It is true, then, that there exists - see, for instance, [Sunl] - a 
sequence {pn : 1 < n < oo} of mutually orthogonal projections in M such that 
(i) pn ~ pi (rel M)\/n, and (ii) 2 n Pn — 1- Pick a partial isometry un G M such 
that u*un = pn, unu*n = p\. (We briefly digress to remark that it is true - see 
[Takl], for instance - that if M is a von Neumann algebra, and if p G V{M), 
then the so-called 'corner' of M defined by Mp = pMp = {pxp : x G M} is 
•again a von Neumann algebra.) It then follows easily that MPl is a II\ factor, 
and that the mapping x i—• ((U*XUJ)) establishes an isomorphism of M onto 
MPl (g) C(£2). Now consider the map Tr : M+(= {x G M : x > 0}) -+ [0, oo] 
defined by Tr x — J2n ^M{unxu*n). It is true of this map - see [vNl] - that 

(i) {Trp:peV(M)} = [0,<x>}; 
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(ii) if p, q e V(M), then p ~ g(rel M) <£> Tip = Tr q\ and 

(iii) if p) q G V(M), and pq = 0, then Tr (p -f g) = Trp -f Tr g. 

Notice that this choice of Tr is so 'normalised' that it takes the value 1 at 
Pi; it is true that but for this possible choice in scaling, the function Tr is 
uniquely determined by the above properties. This function Tr is referred to 
as the faithful normal semifinite trace on the IIQQ factor. 

(Ill) The factor M is of type III precisely when every non-zero projection 
is infinite; under our standing assumption on the separability of the pre-dual 
of M, it turns out - cf. [Sunl], Corollary 1.2.4(b) - that any two infinite 
projections are equivalent. Thus M is a type III factor precisely when any 
non-zero projection is Murray-von Neumann equivalent to the identity 1. 

1.2 The standard form 

Suppose cp is a normal state on a von Neumann algebra M - i.e., (p is a linear 
functional on M which is: 

(i) positive - i.e., <p(x*x) > 0; 

(ii) a state - (p(l) = 1; 

(iii) normal - i.e., (p is a-weakly continuous. 

Consider the sesquilinear form on M denned by (x, y) —• (x, y) = (p(y*x). 
This satisfies all the requirements of an inner product except positive defi-
niteness - i.e., the set N^ = {x G M : <p(x*x) = 0} may be non-trivial. It 
is, in any case, a consequence of the Cauchy-Schwarz inequality that N^ is a 
left-ideal of M. Hence the form (•, •) descends to a genuine inner product on 
the quotient space M/N^; further, the equation ir(x)(y -f N^) = xy -f N^ de­
fines, not just a well-defined, but even a bounded - with respect to the norm 
\\y + A^||2 = tp(y*y)1^2 ~ linear operator ir(x) on M/N<p, which hence extends 
to the completion Ti^. It is painless to verify that Hir^x) denotes the exten­
sion to Tip of ir(x), then ir^ defines a normal representation of M on Ti^. 
Further, if ^ = 1 -hiV^, then ^ is a cyclic vector for 71 ,̂ i.e., [ ^ (M)^ ] = H^ 
(where [S] denotes the closed subspace spanned by a subset S of Hilbert 
space), and the given state cp is recovered from the triple ( W ^ , ^ , ^ ) by 

ip{x) = (7^(2;)^,^), a; £ M. 

We summarise the foregoing construction - called the GNS construction 
after Gelfand, Naimark and Segal - in the following: 

PROPOSITION 1.2.1 Let cp be a normal state on a von Neumann algebra M. 
Then there exists a triple (7i} 7r, £) consisting of a Hilbert space 7i carrying 
a normal representation IT of M, and a distinguished cyclic vector £ of the 
representation satisfying (p(x) = (ir(x)£, £) for all x in M. • 
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Notice, incidentally, that if the state ip is faithful (meaning ip(x*x) / 
0 if x / 0), so is the representation ir. 

EXAMPLE 1.2.2 If M = L°°(X, /x), a typical normal state on M is of the 
form (f>u(f) = f fdv, f £ L°°(X, \i) - where v is a probability measure on X 
which is absolutely continuous with respect to /i. One GNS triple associated to 
<\>v is given by 7iv = L2(Xy v), 7ru(f)£ = /£, and ^v is the constant function 1. 

D 

It must be clear that a necessary and sufficient condition for a normal 
representation ix of M to occur as a GNS representation (i.e., to be unitarily 
equivalent to one) is that the representation ix be a cyclic representation. 

An easy application of Zorn's lemma shows now that every (separable) 
normal representation of a von Neumann algebra is a (countable) direct sum 
of GNS representations. 

In the rest of this section, we consider the special case when M 
admits a faithful normal tracial s tate , and analyse the GNS con­
struction. 

Assume thus that there exists a faithful normal tracial state r on M. 
We write L2(Myr) for the Hilbert space underlying the GNS representation 
associated with r. This representation is faithful, since TT(X) = 0 =>• 0 = 
||7r(:r)£r||

2 = r(x*x) => x = 0. Hence we may - and do - identify x with 7rT(x) 
and we assume that M C C(L2(Myr)) so that there exists a cyclic vector 
Q (which is the notation we shall employ for what we earlier called £T) such 
that T(X) = (xft,Q) for all x £ M. 

Besides being a cyclic vector for M, the vector Q is also separating for M 
in the sense that xQ = 0(=> r(x*x) = | | ^ | | 2 = 0) =>• x = 0. 

Hence the Hilbert space L2(M,r) contains a vector Q which is simulta­
neously cyclic and separating for M. We need the fact - which is ensured by 
the next lemma - that O is also a cyclic and separating vector for M'. 

LEMMA 1.2.3 If M C C(H) is a von Neumann algebra, a vector £ in Ji is 
cyclic for M if and only if £ is separating for M'. 

Proof: Let £ G H. Let p' be the projection onto [M£], the closed M-cyclic 
subspace spanned by £. Note that p' £ M' and that (1 — p')£ = 0. So, if £ is 
separating for M', then p' = 1 so £ is cyclic for M. 

Conversely if £ is cyclic for M, then x' £ M' and x'£ = 0 =>• x'r) = 0 for 
all 7] in [M£], since x'(x£) = x(x'£) = 0 for x in M. • 

Thus L2(M,T) has the vector fl which is cyclic and separating for M as 
well as for M'. For any vector £ in L2, consider the two operators defined by: 

7r£(Z)(x'n) = x'€ W £ M', (1.2.1) 

7rr(f)(zfi) = zf Vz £ M. (1.2.2) 
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Thus, dom TTi(€) = M'O (and dom 7rr(£) = MO); these operators are 
densely and unambiguously denned since 0 is a cyclic and separating vector 
for M and for M''. 

Call a vector £ left-bounded (respectively right-bounded) if the operator 
7i£(£) (resp., 7rr(<f)) extends to a (necessarily unique) bounded operator on all 
of H (or equivalently, is bounded on its dense domain of definition). 

If £ is left- (resp. right-) bounded, we shall continue to write 7i£(£) (resp. 
7rr(£)) for the unique continuous extension to all of L2(M, r) . 

In order to state the fundamental proposition concerning L2(M,r) - or 
the standard form of the finite von Neumann algebra M, as it is referred to 
- we need one last bit of notation: the map xO i-» x*0 is a conjugate-linear 
isometry from MO C L2(M,r) onto itself. Denote its extension to L2(M,r) 
by J. It must be clear that J is an anti-unitary involution - i.e., J is a 
conjugate linear isometry of L2 (M, r) onto itself whose square is the identity; 
in particular J = J* = J - 1 . This operator J is referred to as the modular 
conjugation operator for M, and sometimes denoted by JM-

THEOREM 1.2.4 (1) JMJ = M'. 

(2) The following conditions on a vector £ G L2(M,T) are equivalent: 
(i) £ is left-bounded; 
(i)' £ = xO for some (uniquely determined) element x of M; 
(ii) £ is right-bounded; 
(U)' £ = x'Vt for some (uniquely determined) element x1 of M1. 

Proof: (1) The definition of J shows that if x, y G M, then (Jx*J)(y£l) = 
2/xO; since 'left multiplications commute with right multiplications', we find 
that 

JMJ C M'. (1.2.3) 

On the other hand, if x G M, x1 G M7, then by the 'self-adjointness' of the 
anti-unitary operator J, we have 

(jyo,xO) = (jxo,x;o) 
= (x*0,x ;0) 

= (0,xa/0) 

= (0,2/xO) 

= (x^O^O). 

Since x was arbitrary, this implies that 

Jx'Vt = x;*0, Vx; G M7. (1.2.4) 

The above equation, together with the same reasoning that led to (1.2.3), 
now shows that 

JM'J C M, (1.2.5) 

and the equality in (1) follows from equations (1.2.3) and (1.2.5). 
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(2) Denote the set of left- (resp., right-) bounded vectors in L2(M, r) by lit 
(resp., Ur); it is clear from the definitions that f G lit => 7î (£) G (M')' = M 
and £ = 7i^(£)Q; conversely, if re G M, then rcQ G ^ and x = iii(xQ). Thus the 
map £ i—• 7r̂ (£) establishes a bijective linear map of lit o n to M, with inverse 
being given by x —> rcQ. In an identical manner, we also have Ur = M'Vt. 
Thus (i) & (i)' and (ii) <S> (ii)''. 

To complete the proof, we only need to prove that MQ = M'Q. If x G M, 
then 

a;Q = Jx*JQeM'Q, 

hence showing that MD C M7D. An identical reasoning, with the roles of M 
and M' reversed, proves the reverse inclusion, and hence the theorem. • 

1.3 Discrete crossed products 

The two constructions used initially by Murray and von Neumann - see [vNl] 
and [vN2] - to construct examples of factors of all possible types were (i) the 
crossed product construction, and (ii) the infinite tensor product construction. 
This section is devoted to a discussion of the former, while the latter will be 
discussed at the end of this chapter. 

The starting data is a (discrete) group G acting on a von Neumann algebra 
M - i.e., suppose we are given a group homomorphism t y-+ at from G to the 
group Aut(M) of (normal) *-automorphisms of M. (It is a fact (cf. [Sunl], 
Exercise 2.3.4(a)) that all *-algebra automorphisms of a von Neumann algebra 
are automatically normal.) The crossed product is a sort of maximal von 
Neumann algebra containing copies of M and G with 'commutation relations 
governed by the given action of G on M'; a little more precisely, the crossed 
product of M by the action a of G is a specific von Neumann algebra of the 
form M = (TT(M) U A(G))" where TT : M -> M (resp., A : G -> W(M), the 
unitary group of M) is an injective normal *-homomorphism (resp., injective 
unitary representation) of M (resp., of G), such that the copies ir(M) and 
X(G) of M and G satisfy the commutation relations 

\(t)ir{x)\(t)* = T{at{x)), for all xeM,teG. (1.3.1) 

The construction of the crossed product (which is usually denoted by 
M xa G, or simply M x G ) goes as follows: 

Suppose M C £(H). The Hilbert space ft on which M will be represented 
has three (unitarily equivalent) descriptions: 

(i) K = £2(G; H) = {Z:G-+H\Y: ||£(*)||2 < ~ } ; 
teG 

(ii) n=e n={((?w) w : £ wmf < ~> 
teG teG 
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where we think of a typical element of H as a column-vector with norm-
square-summable entries from TC\ although this seems an artificial vari­
ant of (i), it is this description, in view of the availability of the conve­
nience of matrix manipulations, which will prove most useful for dealing 
with M xaG; 

(iii) % = H (g> ^2(G), the Hilbert space tensor product of 7i and the Hilbert 
space £2(G) of square-summable complex functions on G (or £2(G; C) in 
the notation of (i)). 

Before proceeding further, let us remark that £2{G) carries two natural - the 
so-called left-regular and right-regular - unitary representations A, p : G —> 
ZY(£(£2(G))), defined by (\uQ(t) = £0 _ 1 t ) and (p„0(*) = £ 0 ) - Alterna­
tively, if {(t : t E G} denotes the canonical (or distinguished) orthonormal 
basis of £2(G) - thus £t is the characteristic function of the singleton set {£} 
- then \u(£t) = (,ut and pu(£t) = £tu-i- It is a basic fact - see §1.4 - that 

\{G)'={p{G))",p{G)> = \{G)". (1.3.2) 

To return to the definition of the crossed product, define 7r : M —> 
C(H) and A : G -» C(H) by: 

(•K(x)0(t) = at->(x)£(t), 1 

(A(«)|)(t) = ^V1*). j ( • • } 

It is trivial to verify that 7r : M -^ C(H) (resp. A : G —> C(H)) is a faithful 
normal *-homomorphism (resp., faithful unitary representation) and that 7r 
and A satisfy equation (1.2.1). Now define M = (7r(M) U A(G))", SO that M 
is the smallest von Neumann subalgebra of C{7i) containing 7r(M) and A(G). 
This M is, by definition, the crossed product M xaG. 

We used some realisation of M as a concrete von Neumann algebra to 
define the crossed product M xa G. It is true, however - cf., for instance, 
[Sunl], Proposition 4.4.4 - that the isomorphism class of the von Neumann 
algebra MxaG so constructed does not depend upon which faithful realisation 
M on Hilbert space one started with. 

We shall now pass to a closer analysis of M, by using the second picture 
of H as 0 t e c ^ - I n this form, it is clear that any bounded operator x G £(H) 
is represented by a matrix x = {(x{s, t)))S}t£G where x(s, t) G C{7i) for all 
s,t G G, and (x£)(s) = ^2^(s, t)£(t), the sum on the right being intepreted 

teG 
as the norm limit of the net of finite sums. In this language, it is clear that 

(ir(x))(s,t) = Sstat-i(x) 

and 
(\(u))(s,t) = 6SiUt 

for x in M,u, 5, t in G. 
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The point is that while elements of Matcr(c) have two degrees of freedom, 
the above generators of the crossed product have only one degree of freedom. 
More precisely, we have the following matricial description of the crossed 
product (where we identify an element x G £{H) with its matrix ((x(s,t))) 
(with respect to the orthonormal basis {£t : t G G})). 

LEMMA 1.3.1 With the preceding notation, we have 
M = {xe £(H) :3x:G^M s.t. x(s,t) = a t - i ^ s t " 1 ) ) Vs,t G G}. 

Proof: On the one hand, the right side is seen, quite easily, to define a 
(weakly closed self-adjoint algebra of operators and hence a) von Neumann 
subalgebra of £(H), while on the other, the algebra generated by TT(M) U 
X(G) is seen to be the dense subalgebra, corresponding to finitely supported 
functions, of the one given by the right side. • 

It follows from Lemma 1.3.1 that the crossed product MxaG is identifiable 
- via the association x H-» X(S) = x(s,l) - with a space of functions from G 
to M - viz. 

M = {x : G -> M\3x e £{H) s.t. x(s,t) = at-i(x{sr1)) \/s,t e G}. (1.3.4) 

It is a matter of easy verification to check that the algebra structure 
inherited from (TT(M) U A(G))" by the set M defined by equation (1.3.4) is: 

(s*2/)(5) = Y,at-^x(st-1))y(t), ] 
^G } (1.3.5) 

x*(s) = as-iixis-1)*). J 

(The series above is interpreted as the limit, in the weak topology, of the 
net of finite sums; this converges by the nature of matrix multiplication.) 

In the new notation, note that 

7r(x)(s) = 6si • x, x G M, 

and 
X(u)(s) = 8SU • l,u G G. 

We conclude this section by determining when the crossed product is a 
finite von Neumann algebra - i.e., admits a faithful normal tracial state. 

PROPOSITION 1.3.2 Let M = M xaG be as above (cf. the discussion pre­
ceding equation (1.3.5)). Then M admits a faithful normal tracial state f if 
and only if M admits a faithful normal tracial G-invariant state r (where 
G-invariance means r o at = r Vt G G). 



10 CHAPTER 1. FACTORS 

Proof: If f is a faithful normal tracial state on M, then r(x) = f(ir{x)) de­
fines a faithful normal tracial state on M which is G-invariant since r(at(x)) = 
f(ir(at(x))) = f(X(t)ir(x)X(t)-1) = f(ir(x)) = r{x). 

Conversely, if r is a G-invariant faithful normal tracial state, define f(x) = 
T(X(1)) (= r(x(l, 1))). Then f is clearly a normal positive linear function; 
further, f is faithful (since x G M+ and r(x(ly1)) = 0 implies 5(1,1) = 0, 
whence x(t, t) = at-\ (x(l, 1)) = 0 for all t in G, whence £„= 0 (since a positive 
operator with zero diagonal is zero)). Finally, f is a trace, since 

f(x*y) =r((a; *2/)(l)) 

= r(J2at-,(x(t-1))y(t)) 
teG 

teG 
(since r is normal) 

= J2r(x(t-l)at(y(t))) 
teG 
(since r is G-invariant) 

= ET("t(»(*)M*-1)) 
teG 
(since r is a trace) 

seG 
= f(y*x). D 

Before discussing when the crossed product is a factor, we digress for some 
examples, one of which will motivate the definitions of the necessary concepts. 

1,4 Examples of factors 

1,4.1 Group von Neumann algebras 

In the notation of §1.2, the (left) group von Neumann algebra LG of the 
discrete group G is defined thus: 

LG = CxG = X(G)" C C(£2(G)), 

where the crossed product is with respect to the trivial action - at{z) = 
z, Vt G Gyz G C - o f G o n C , and, of course, A denotes the left-regular 
representation of G on £2(G). 

The analysis of §1.2 translates, in this most trivial case of a crossed prod­
uct, as follows: the elements of LG are those x e C{t2{G)) whose matrix, 
with respect to the standard orthonormal basis {£t : t G G} of l2(G), has 
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the form x(s, t) = x(st x) Vs, £ G G for some function x : G —• C. Note that 
x£i = ]P£(£, l)£t, so that the function x : G —• C is nothing but ££i- Thus 

t 

there exists a unique function rj : LG —• -£2(G) - denned by rj(x) = x£i - such 
that x(s,t) = r](x){st-1) \fs,t in G. 

Some of the main features of the von Neumann algebra LG are contained 
in the next proposition. 

PROPOSITION 1.4.1 (1) LG is a finite von Neumann algebra; more precisely, 
the equation f(x) = (££i,£i) defines a faithful normal tracial state on LG; 

(2) (-£2(G), id^G, £i) is a GNS triple for the trace f of (1) above, where I&LG 
is the identity representation of LG in £2{G); hence LG, realised as operators 
on £2{G), is in standard form in the sense of §1.2; in particular, 

\(G)' = p(G)", p(G)' = X(G)". (1.4.1) 

(3) The following conditions on G are equivalent: 

(i) LG is a factor; 

(ii) G is an TCC group' - i.e., every non-trivial conjugacy class C(t) = 
{sts~x : 5 G G}, for t •=/=• 1, is infinite. 

In particular, if G is an ICC group, then LG is a II\ factor. 

Proof : (1) The equation r(A) = A, A G C, is clearly a trace on (M =) C 
which is invariant under the trivial action of G and C. Hence (the proof 
of) Proposition 1.3.2 implies that the equation f(x) = £(1,1) = rj(x)(l) = 
(££i,£i) defines a faithful normal tracial state on LG. 

(2) [(LG)6] 2 [{& = A(t)& :teG}]= £2(G) and so & is a cyclic vector 
for LG such that f(x) = (£6)6) V£ G LG. This proves the first assertion 
in (2). 

As for the second, note that the canonical conjugation J is the unique 
anti-unitary operator in £2{G) such that J£t = 6- 1 f° r all t G G, and that 

JXsJ(t = JKZt-1 

= (ts-1 

= Pstt-

Deduce now from Theorem 1.2.4(2) that 

A(G)' = A(G)'" = {LG)' = J(LG)J = JX{G)"J = (JA(G) J )" = p(G)". 
(1.4.2) 

Thus A(G)" and p(G)" are commutants of one another, thus proving (2). 
(3) As before, write rj : LG —• £2{G) for rj(x) = x(i. An easy computation 

shows that x G Z(M) if and only if rj(x) is constant on conjugacy classes. 
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Suppose now that G is an ICC group. Then the conditions that TJ(X) is 
constant on conjugacy classes and that rj(x) G £2(G) force Tj(x)(t) = 0 for t / 
1, i.e., x = (r)(x)(1))- id^^) . Thus Z(LG) = C and LG is a factor. 

Conversely suppose G is not an ICC group so that there exists a finite 
conjugacy class 1 / C C G; then if rj = \Q denotes the characteristic function 
of the finite set C, it follows that rj G £2(G) and that the matrix defined by 
x(s,t) = lcist'1) defines a bounded operator on £2(G), so that x G LG and 
r)(x) = rj. The earlier discussion shows that x G Z(LG) (since rj is constant on 
conjugacy classes) while x £ C, since 77(0;) = rj £ C&; thus LG has non-trivial 
centre and is not a factor. 

Finally, if G is an ICC group, then LG is a finite factor by (1) and (2) 
of this proposition; the fact that G is an infinite group shows that LG is 
an infinite-dimensional vector space over C and hence not a type / factor 
(since finite type / factors are (isomorphic to some Mn(c) and hence) of 
finite dimension over C). • 

Examples of ICC groups are given by: 

00 

(i) $00 = (J Sn = the group of those permutations of 1,2,3,... which fix all 
71 = 1 

but finitely many integers; 

(ii) F n (n > 1), the free group on n generators. 

Hence LSoo and LFn) n > 1, are (our first examples of) II\ factors. 

1.4.2 Crossed products of commutative von Neumann 
algebras 

Let M = L°°(n, J7, fi), where (ft, T, 11) is a separable probability space. (The 
assumption of separability is equivalent to the requirement that L2(ft, T, fi) 
is separable. Also, it is true - see [Takl], for instance - that such an M is the 
most general example of a commutative von Neumann algebra with separable 
pre-dual.) By an automorphism of the measure space (ft, T, /1), we shall mean 
a bimeasurable bijection T of ft such that 11 o T~l and 11 have the same null 
sets. (Thus, T : ft —• ft is a bijection satisfying: (i) if E is a subset of ft, then 
E G T & T"l{E) G T\ and (ii) if E G T, then /JL(E) = 0 & ^{T~l{E)) = 0. 
Such a map T is also called a non-singular transformation in the literature.) 
The reason for the above terminology is that the most general automorphism 
of M is of the form 6((f) = tp o T, Vy? G L°°(ft, T, /x), for some automorphism 
Tof ( f t ,^ ,^)-

If M, 6, T are as above, it is not hard to prove - cf. [Sunl], Exercise 4.1.12 
- that the following conditions are equivalent: 

(i) T acts 'freely' on ft - i.e., fi({co G ft : Too = UJ}) = 0; 
(ii) x G M,xy = 0(y)x Wy G M => x = 0. 
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This is the justification for the following general definition. 

DEFINITION 1.4.2 (1) An automorphism 6 of an abstract von Neumann al­
gebra M is said to be free if x £ M,xy — 0(y)x \/y £ M => x = 0. 

(2) An action a of a group G on M - i.e., a group homormorphism a : 
G —> Aut(M) - is said to be free if the automorphism at is free (in the sense 
of (1) above) for every t ^ 1 in G. 

We need one more definition before we proceed further: 

DEFINITION 1.4.3 (1) If a : G —> Aut(M) is an action of a group on any 
von Neumann algebra, write Ma — {x £ M : at(x) = x \/t £ G} for the 
fixed-point subalgebra of the action. 

(2) The action a : G —> Aut(M) is said to be ergodic if Ma = C-l. 

With the notation of Definition 1.4.3, it must be clear that Ma is always a 
von Neumann subalgebra of M. Since any von Neumann algebra is generated, 
as a von Neumann algebra, by its lattice of projections, it must be clear that 
the action a is ergodic if and only if V{Ma) = {0,1}. 

In the special case when M = L00(n,^ r ,//), it must be clear from the 
foregoing discussion that any action a : G —> Aut(M) must be of the form 
OLt(ip) — (f o T t

-1, where t —> Tt is a group homomorphism from G into the 
group of automorphisms of the probability space (0, J7, /x); and that the action 
a is ergodic if and only if 

E £T^(EATt-
l(E)) = OVt£G^v(E) = 0 or fi(Ec) = 0 (1.4.3) 

where A denotes symmetric difference (so that AAB = (A — B) U (B — A)) 
and Ec denotes the complement of the set E. (This is the classical notion of 
ergodicity and the reason for Definition 1.4.3(2).) 

It would have been more natural to include the next proposition - which 
concerns general von Neumann algebras - in the last section, but it has been 
included here since the notions of freeness and ergodicity of an action are most 
natural in the context of the abelian examples considered in this section. 

PROPOSITION 1.4.4 Let a : G —> Aut(M) be an action of a discrete group 
G on any von Neumann algebra M. Let M = M xaG. Then: 

(i) 7r(M); n M = TT(Z(M)) <£> the action a is free; 
(ii) Assume the action a is free; then the crossed product M is a factor if 

and only if the restricted action a\z(M) is ergodic. (Here, we use the notation 
Q>\M0 to mean the restricted action - (a\M0)t(

xo) — ^t(^o) for all XQ £ MQ -
of G on any von Neumann subalgebra Mo of M which is invariant under the 
action a.) 

In particular, if a is a free action of a discrete group G on L°°(n,^r, /x), 
then the crossed product is a factor if and only if the action a is ergodic. 
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Proof: As before, if x G M, we write x = ££i, so that x(s, t) = at-i (x(st~1)). 
In view of equation (1.3.5), it is easily seen that the condition x G ir{M)' D M 
translates into the condition that 

x{t)y = at-i(y)x(t) Vy G M,t G G. (1.4.4) 

Hence, if the action is assumed to be free, then 

x G TT(M)' fl M => x{t) = 0 Vt 7̂  1 

=> x = 7r(x(l)) G 7r(M). 

Since the map 7r : M —> M is injective, we see that indeed x G ir{M)' f) M => 
x = 7r(^) for some z(= x(l)) G Z{M). 

Conversely, if the action is not free, there exist t ^ 1 in G and x0 G M 
such that x0 ^ 0 and x0y = at(y)xo for all y £ M. If we now define the 
function x : G —> M by x(s) = 5st-i^o5 it is clear that the equation x(s, u) = 
aw-i(x(s^ - 1)) defines a bounded operator x on 7Y; further, it must be equally 
clear that x G 7r(M)' fl M and that x ^ 7r(M) (since ((x(s,^))) is not a 
diagonal matrix). 

(ii) Assume the action a is free. It then follows from (i) above that 

Z(M) = TT(Z(M)) fl A(G)' 

= {TT(Z) : z G Z(M) and z = at{z) Vt € G}, 

whence the desired conclusion. • 

Thus if a countable group G acts freely and ergodically on M = L°°(fi, 
T, /i), then M = M xQ G is a factor. The complete details of the Murray-
von Neumann type of the factor thus obtained are contained in the following 
beautiful theorem due to von Neumann ([vNl]). 

THEOREM 1.4.5 Let M — M xaG be as above. (Thus, M = L°°{Vt,T,ii), 
where ((}, T, \x) is a separable probability space, and G is assumed to act freely 
and ergodically on M via the equations <y.t{(p) = (p o Tt

_1, where {Tt : t G G} 
is a group of automorphisms of the measure space (0, T, /i).) 

(1) M is of type I if and only if ((}, T, \x) contains atoms - i.e., 3E € T 
such that n(E) > 0 and whenever E0 G T, E0 C E, either ti(Eo) = 0 or 
n(E — EQ) = 0. In this case, there exists a countable partition £1 = U ^ A ^ 
where each E{ is an atom; further, M is of type /„, 1 < n < oo, if and only if 
|A| = n. 

(2) M is of type II if and only if there exists a a-finite measure v on 
((], T) such that (i) v is non-atomic -Lev has no atoms, (ii) v and \i have 
the same null sets, and (Hi) v is G-invariant - i.e., v o Tf1 = v \/t G G. 
Further, M is of type II\ or IIQQ according as v(£Y) < oo or v(£Y) = oo. 

(3) M is of type III if and only if there exists no a-finite G-invariant 
measure v which is mutually absolutely continuous with \i. 
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We shall not prove the theorem here. (The interested reader may find such 
a proof, for instance, in [Sunl], Theorem 4.3.13.) We shall, instead, content 
ourselves with a discussion of the II\ case, which is the case of interest in this 
book. 

We know from Proposition 1.3.2 that M is a finite factor if and only if there 
exists a faithful normal tracial state r on M = V^iVt^T\\i) (equivalently, 
if there exists a probability measure v which has the same null sets as \i) 
which is G-invariant. If v is non-atomic, then M - and hence M - is infinite-
dimensional, so that M cannot be a factor of type In,n < oo. Since M is a 
finite factor, the non-atomicity of v implies that M is a factor of type II\. 
On the other hand, if v is atomic, the finiteness of v and the ergodicity of 
the action imply that 0 is the union of a finite number, say n, of atoms. This 
means that M = Cn. The assumed freeness (and ergodicity) of the action now 
forces G to have exactly n elements, and consequently M is a finite factor 
with n2 elements - i.e., it is a In factor. 

EXAMPLE 1.4.6 Suppose G is a countably infinite dense subgroup of a com­
pact group. 

(Two examples to bear in mind are: 

(a) K = T = {eie : 9 G M},G = {ei2nir9° : n G Z}, where 90 is irrational; 
and 

(b) K = {0,1}N = set of all (t),1) sequences, with group operation being 
coordinate-wise addition mod 2, and G = the subgroup of those se­
quences which contain at most finitely many Vs.) 

Set 0 = K, T = the a-algebra of Borel sets in K, and \i = Haar measure. 
(In example (a), \i is normalised arc-length, so that fi(I) = 9/2TT if I is an arc 
subtending an angle 9 at the origin, and in example (b), \i is the countable 
product of the measure on {0,1} which assigns 1/2 to {0} and to {1}.) 

For t G G and k G K, define Tt{k) = tk. It should be clear that t —• Tt is a 
homomorphism from G into the group of automorphisms of the measure space 
(K,T,fi). Further, if we define at((f)) = </> o Tt-i, t G G, </> G L°°(K', T', \i), it 
follows that a is an action of G on L°°(K, T, \i) which preserves \i and is 
ergodic (since G is dense in K). 

Hence L°°(K) xaG is a II\ factor, whenever G is an infinite countable 
dense subgroup of a compact group. 

EXAMPLE 1.4.7 A slight variation of the construction in the preceding ex­
ample yields factors of type III - the so-called Powers factors - see [Pow]. 
Suppose 0 = {0,1}^, equipped with the Borel a-algebra. Now take fi\ to be 
the countable product of a measure //Q on {0,1} which assigns unequal masses 
to {0} and {1} thus: /x0{0} = 1/(1+A) and /x0{l} = A/(l+A) ; where X^l.If 
Tut G G, is defined as before, it is true that each Tt is still an automorphism 
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of (Q, T, fi), although [i o Tf1 / [i for t / 1. It is still the case that a, as de­
fined before, is an ergodic action of G on L°°(Q, T, fi). The crucial difference 
is that, now, the action does not admit any a-finite invariant measure which 
is mutually absolutely continuous with JJL, and hence R\ = L°°(0, T, fix) xaG 
is a factor of type III In fact, it turns out that Rx and Rx> are non-isomorphic 
for 0 < A / A' < 1. We shall not prove these facts; the interested reader may 
consult [SunlJ, for instance. 

EXAMPLE 1.4.8 The group G = SX(2, z) admits a natural (linear) action 
on (iR2,#, /JL) - where /JL is Lebesgue measure defined on the a-algebra B of 
Borel sets in M2. It is true - cf [Zim], Example 2.2.9 - that this action is 
ergodic. Since /i is an infinite measure, it follows from Theorem 1.4-5 that 
M = L°°(iR2, S, fi) x SX(2, Z) is a factor of type HQQ. ( Note that Lebesgue 
measure is preserved by linear transformations of determinant 1.) 

In the next proposition, we single out a certain feature of the preceding 
example that we shall need later. 

PROPOSITION 1.4.9 Let M = M xa G, where M = L°°(iR2,/x) and G = 
SX(2, Z), are as in Example 1.4-8. Let p\ = 1D denote the characteristic 
function of the unit disc D = {(x, y) G M2 : x2 -f y2 < 1} in M2 (so that p\ is 
a projection in M). Then 

(a) R — TT{PI)MTT{PI) is a II\ factor, where ir : M -* M is the canonical 
embedding; and 

(b) R = pRp for any non-zero projection p in R. 

Proof : We use the notation of §1.3, so that a typical element of M is 
represented by a matrix of the form ((5(5, t)))S)t^G ~ which induces a bounded 
operator on 0 7 i t , 7 i t = L2(M2, fi) \/t £ G-such that x(5, t) = at-i(x(st~1)), 

teG 
where {x(s) : s e G} C L°°(R2, /x). 

Since M is a factor and 7r(pi) G V(M), it follows that R = M ^ ) = 
7r(pi)M7r(pi) is a factor. Further, the non-atomicity of JJL shows that MPl, and 
hence R, is infinite-dimensional over C. To show that R is a II\ factor, it 
suffies, therefore, to exhibit a faithful normal tracial state on R. 

More generally, let pr = ljor, where E>r = {(x,y) G M2 : x2 4- y2 < r 2 } , 
for 0 < r < 00. It is easy to see that if x G M, then x G M^Pr^ if and only if 

x(s,t) = as-i(pr)x(s,t)at-i(pr); (1.4.5) 

in other words, x G Mir(pr) if and only if x(s,i) (which is an L^-function on 
M2) is supported in Tf1(Dr) n T~l{E>r). In particular, if x G Mv{pr), then 
5(1,1) G L°°(iDr, fi). It is not hard, using the fact that [i o Tf1 = fiVt G G, 
to show that the equation 

r^ ) = M ^ ) / i ( M ) ^ (1A6) 
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defines a faithful normal tracial state on M^Vr). Hence M^VT) is a II\ factor 
for all r > 0, thus proving (a). 

Next, begin by noting that if A > 0, then the equation (6\(f)(x) = 
f(Xx),x G JR2,f G L°°(iR2,//), defines, for each A > 0, an automorphism 
Q\ of L°°(iR, fi) = M. Since linear maps commute with scalar multiplication, 
it must be clear that #A o at = at o 6\ VA > 0,£ G SL(2,Z). This implies 
that there exists, for each A > 0, a unique automorphism 6\ of M such that 

§x((x(s,t))) = ((ex(i(Sjt))))-
Since 6\(IE>T) = ^E>XT for r, A > 0, it follows from equation (1.4.5) that 

0x(Mw(j,r)) = M^PXr); in particular, setting r = 1 and 0 < A < 1 we find (since 
^ ( P A ) = M^PlPx) = ( M T T C P I ) ) ^ ) = #7T(P;O) that R *Z pftp if p = 7r(pA),0 < 

A < 1 . 
Note, finally, that, if 0 < A < 1, then Ti(7r(p\)) = ^n(E)\) = A2, where 

T\ is as defined in equation (1.4.6), with r = 1). Hence if 0 ^ p G P(J?) and 
A = ^(p)1 /2 , then T\(p) = Ti(ir(p\)); so there exists (by equation (1.1.1)) a 
unitary u £ R such that upu* = 7r(p\), and consequently Rp = R-K(PX) (via the 
isomorphism Rp 3 x —• uxu*), thus completing the proof of the proposition. 
• 

1.4.3 Infinite tensor products 
Fix an integer 7V, and let 

An = (g)nMN(c) = MNn(c). 

Regard An as a subalgebra of An+\ via the embedding 

x 0 0 
0 x 0 
0 0 x 

0 0 0 

x (g) 1/ 

Then it is clear that AOQ = (J An is a *-algebra, and that there exists a unique 
tracial state on A^ which restricts on the I^n factor An to the unique tracial 
state tr^n. (In fact, it is clear that this is the only tracial state on A^ since 
finite factors admit unique tracial states.) Let (W, 7r, fi) denote the associated 
GNS triple. We define 

R{N) = ®NMN(c) = 7r(A00)". (1.4.7) 

The faithfulness of t r ^ implies that ir embeds A^ as a weakly dense *-
subalgebra of R^N) • Since the equation 

tTR(N)(x) = (xtiity 
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clearly defines a tracial state on R^N) , it follows that the von Neumann algebra 
R(N) has the property of admitting a unique normal tracial state. This implies 
that R(N) is a II\ factor. (Reason: if h € Z(R^)+ is arbitrary, then also 
tr,R(iV)(/i-) is a trace; further, in view of the infinite-dimensionality of AQQ, the 
finite factor R^ cannot be of type I.) 

(Here is an alternative way of seeing that R(N) is a Hi factor: consider the 
compact group K = Z^ obtained as the direct product of countably infinitely 
many copies of the discrete group TN] let G be the dense* subgroup consisting 
of those sequences from 2^ which differ from the identity element in at most 
finitely many places; then R(N) is isomorphic to the II\ factor constructed as 
in Example 1.4.6.) 

Notice that R(N) is clearly approximately finite-dimensional in the sense of 
the following definition. Not quite so clear, however, is the striking statement 
of the subsequent theorem due to Murray and von Neumann (which we shall 
not prove here). (See [MvN3] and also [Conl].) 

DEFINITION 1.4.10 A von Neumann algebra M is said to be approximately 
finite dimensional, or simply AFD, if there exists an increasing sequence 

AiCA2C---CAnC An+l C • • • 

of finite-dimensional *-subalgebras, whose union in weakly dense in M. 

THEOREM 1.4.11 Every AFD Hi factor is isomorphic to R(2). 

Thus we find that among the class of all II\ factors, there is one, the so-
called hyperfinite II\ factor - which we shall always denote by the symbol R 
- which is uniquely determined up to isomorphism by the property that it is 
approximately finite-dimensional. Thus, for instance, if SQO = U^Li Sn is the 
group of those permutations of N which move at most finitely many integers, 
then the group von Neumann algebra LSQQ is one model of the hyperfinite 
Hi factor. Less obvious, but also true, is the fact that the algebra denoted 
by R in Proposition 1.4.9 is another model for the hyperfinite Hi factor. 



Chapter 2 

Subfactors and Index 

2.1 The classification of modules 

If M is any von Neumann algebra, we shall, by an M-module, mean a Hilbert 
space H equipped with an action of M, i.e., a unital normal homomorphism 
from M into C(H). We shall generally suppress specific mention of the under­
lying representation n : M —• £(W) and just write :r£ instead of 7r(:c)£ when 
x eM,\e H. 

If H and /C are M-modules, we shall say that a bounded linear operator 
T : H -+ K is M-linear if T(zf) = z(jTf) Va; € M, £ € W , and we shall denote 
the collection of all such M-linear operators from H to K by M£(W,/C). 
When W = /C, we shall simply write M £ ( W ) for M £ ( W , W ) . (If 7r denotes 
the underlying representation of M on W, note that M £ ( W ) = 7r(M)' and 
consequently M £ ( W ) is a von Neumann algebra. In general, it is true similarly 
that M£(W 5 ^ ) is a weakly closed subspace of £(W, /C) which is well-behaved 
under polar decomposition in the sense that if T G £ ( 7 Y , / C ) has polar 
decomposition T = E/|T|, then T is M-linear if and only if U and \T\ are.) 

Two M-modules H and /C are said to be isomorphic if there exists an 
M-linear unitary operator of H onto /C. (In view of the parenthetical general 
remark of the last paragraph, this is equivalent to the existence of an invertible 
M-linear map of H onto /C.) 

EXAMPLE 2.1.1 (i) If cj) is a normal state on any von Neumann algebra M, 
we shall use - here and elsewhere in the sequel - the symbol L2(M, (/>) to denote 
the Hilbert space underlying the GNS representation of M associated with <j>, 
and we shall denote the cyclic vector by fl^. Then, by definition, the Hilbert 
space L2(M, </>) is an M-module. (Further, as has already been remarked, every 
cyclic M-module is isomorphic to such a module, for some normal state (j>.) 

(ii) If {Hi : i G / } is any family of M-modules, then their direct sum 
®iei % is a9a^n an M-module. In particular, if I = N and Hi = H Vi; 

this direct sum will be denoted by H <g) £2 (for the obvious reason that the 
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underlying Hilbert spaces are isomorphic and the action, in the tensor-product 
formulation, can be identified thus: x(£ 0 rj) = 7r(:c)£ 0 rj). 

The following result is crucial in the classification of modules over factors. 

PROPOSITION 2.1.2 Let M be any von Neumann algebra and let K be a 
faithful M-module -i.e., a module such that the underlying representation of 
M is faithful. Then any separable M-module H is isomorphic to a submodule 
ofK®£2. 

Proof: First consider the case when H is a cyclic M-module and conse­
quently isomorphic to L2(M, -0) for some normal state -0 on M. The faith­
fulness assumption says that M is embedded as a von Neumann subalgebra 
of C(K) and consequently, we may (extend ^ to a normal state on all of 
£(/C) - thanks to the Hahn-Banach extension theorem - and consequently) 
find a sequence {£n} of vectors in K such that YLn ll£n||2 = 1 a n d i>(x) = 

Notice now that, for each fixed n, we have, for all x G M, 

IKnll2 = {x*x{n,{n) < i>{x*x) = | |xfy||2; (2.1.1) 

hence there exists a unique bounded operator Rn : L2(M, -0) —> K such that 
Rn(xQl^)) = x£n \/x G M. It follows at once from the definitions that each Rn 
is actually an M-linear map. 

Now consider the (clearly M-linear) operator U : L2(M, -0) -+ fc <g> £2 

denned by U£ = E n Rn£®en where {en}^ denotes the standard orthonormal 
basis for £2. It must be clear that U is an isometric operator, whence L2(M, -0) 
- and consequently H - is isomorphic, as an M-module, to a submodule (viz., 
the range of the operator U) of K (8> P-

Thus we have proved the proposition for cyclic modules. The general case 
follows from the facts that (i) every separable module is isomorphic to a 
countable direct sum of cyclic modules, and (ii) as an M-module, a countable 
direct sum of copies of the module K 0 I2 is isomorphic to K 0 £2 itself. • 

REMARK 2.1.3 One consequence of the preceding result is a fact which is 
sometimes termed the 'structure of normal isomorphisms'. Suppose then that 
M{ C C(7ii), i = 1,2, are von Neumann algebras and suppose that there exists 
a normal isomorphism 0 of M\ onto M^. Then put M = M\ and regard 9 
as a faithful representation of M, and deduce from Proposition 2.1.2 that Hi 
is isomorphic, as an M-module, to a submodule of Hi 0 £2. Similarly, 7̂ 2 is 
isomorphic, as an M-module, to H\ 0 £2. 

Also, it follows that each of the M-modules, Hi 0 £2,i = 1, 2, is isomor­
phic to a submodule of the other. This implies - by the same reasoning as 
is employed to prove the classical Schroeder-Bernstein theorem - that these 
two modules are actually isomorphic. We thus have the so-called 'structure 
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of normal isomorphisms', viz.: the isomorphism 6 is a composition of three 
maps, (i) a dilation or 'ampliation' ( id (g> lp), (ii) a spatial isomorphism 
- i.e., one implemented by a unitary isomorphism of the underlying Hilbert 
spaces (the one establishing the isomorphism of the M-modules Hi <8>̂ 2), and 
(Hi) a 'reduction' - i.e., the restriction to a submodule. 

For us, the importance of Proposition 2.1.2 lies in the classification of 
modules. For one thing, it says that it is enough to classify, up to isomorphism, 
the various submodules of one module - which we may choose as Hoo = 
Hi <g> £2, where Hi = L2(M, (f>) for some arbitrary faithful normal state (j) 
on M. 

Before proceeding further, we single out two simple facts as lemmas, for 
ease of reference. 

LEMMA 2.1.4 Let M be a von Neumann algebra and let K be an M-module. 
Then the map p \-+ ranp sets up a bisection between the set V(M£(K>)) of 
M-linear projection operators in K and the set of M-submodules of K. Fur­
ther, two projections p,q G V(M£(^)) are Murray-von Neumann equivalent 
(relative to the von Neumann algebra M£(£)) if and only if their ranges are 
isomorphic as M-modules. 

Proof: Easy. • 

As in our treatment of crossed products, we adopt the convention that if /C 
is a Hilbert space, then /C <g> £2 is identified with the Hilbert space direct sum 
of countably infinitely many copies of /C; also, we shall identify an operator 
T G £(JC®£2) with an infinite matrix ((!#)) w ^ n entries from C(K) (in such 
a way that if x G £(/C), then the operator x (g> id^ gets identified with the 
matrix with x on each diagonal entry and zeros elsewhere). 

Recall that if M C £(/C),N C C(£2) are von Neumann algebras, then 
M®N denotes the von Neumann subalgebra of /C<g>£2 generated by operators 
of the form x <g> y,x G M,y G N. Under the identification discussed in the 
previous paragraph, it should be fairly clear that M <g> C{£2) corresponds to 
the set of those operators T on /C<g>̂ 2 for which all the entries of the associated 
matrix ((!#)) come from the von Neumann algebra M. 

LEMMA 2.1.5 If M C £(/C) is a von Neumann algebra, then 

(M®1) ; = M'®£(£2). (2.1.2) 

Proof: This is a routine computation. • 

Now we are ready for the classification of separable modules over factors 
with separable pre-duals. 
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THEOREM 2.1.6 Let M be a factor with separable pre-dual and let H be a 
separable M-module. 

(i) If M is of type I, there exists a sequence {Hn : n € N = {1,2, • • •, oo}} 
of pairwise non-isomorphic M-modules, and there exists (a necessarily unique) 
n£H such thatH = Hn. 

(ii) If M is of type II, there exists a family {Hd : d £ M = [0, oo]} of 
pairwise non-isomorphic M-modules, and there exists (a necessarily unique) 
d£lR such that H ^ Hd. 

(Hi) If M is of type III, there exists a separable non-zero M-module which 
is unique up to isomorphism. 

Proof: We consider the several possible cases. 

Case(i): M is of type I As mentioned in §1.1, there exists a separable 
Hilbert space K such that M = £(JC). Deduce from Lemma 2.1.5 that M = 
M£(JC®12) (= 1 (8 C(£2)) is a factor of type T^; it follows that for any 
projection p £ M, it is the case that Mp = pMp is again a factor of type / . 
On the other hand, it is a consequence of Proposition 2.1.2 that if H is an 
arbitrary M-module, then H is isomorphic, as an M-module, to p(JC®l2) for 
some p £ M and consequently, that M £ ( W ) is a factor of type / and that in 
fact, H is isomorphic, as an M-module, to the direct sum of n copies of /C, if 
p = 1 (8 Po,po € C{£2) and n = dim ranp0. 

Case(ii)i: M is of type II\ In this case, set K = L2(M,tr), where, of 
course, the symbol tr denotes the unique normal tracial state on M. It follows 
from Theorem 1.2.4 and Lemma 2.1.5 that M£>{K-) = JMJ, and consequently, 
MC(K, (8) I2) = JMJ (8) C(£2) is a factor of type 11^. 

On the other hand, it follows from Proposition 2.1.2 and Lemma 2.1.4 that 
the set of isomorphism classes of M-modules is in bijective correspondence 
with the set of Murray-von Neumann equivalence classes of projections in this 
I loo factor; the latter set is, according to the discussion in §1.1, in bijection 
with [0, oo]. 

It follows that if H is any separable M-module, then there exists p € 
V{MC{1C (8 I2)) such that M is isomorphic, as an M-module, to ranp and that 
M£(7"0 is a factor of type / / ; further, the isomorphism class of H depends 
only upon Trp. 

Casefii)^: M is of type JTQO In this case - as already mentioned in §1.1 -
there exists a finite projection pi G M such that M0 = P\Mp\ is a factor of 
type IIU and such that M ^ M0®£(£2). Set /C0 = £2(M0, tr) and K = )C®12. 
It is seen then that M £ ( ^ ) = JM0MOJM0 <8 1 - where, of course, the symbol 
J Mo denotes the 'modular conjugation' operator on /C0 - which is a II\ factor. 
It follows, as in the last case, that if H is any separable M-module, then there 
exists a projection p G V(M£(K> <8 £2)) such that M is isomorphic, as an M-
module, to ranp and that M£(?"0 is a factor of type / / . 
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Case (iii): M is of type III Notice from the cases discussed so far, that 
if P C C(M), M an arbitrary Hilbert space, and if P is a factor of type I 
(resp., II), then also P is a factor of type I (resp., II). Hence, if P is a factor 
of type III, it follows by exclusion that so also is P. 

Suppose now that K is an arbitrary faithful M-module. It follows from the 
previous paragraph that M £ ( ^ ® ̂ 2) is a factor of type III. Since any two 
non-zero projections in such a factor are Murray-von Neumann equivalent, 
the proof of this case follows at once from Proposition 2.1.2 and Lemma 2.1.4. 

• 

2.2 dimMH 

In order to really be able to use Theorem 2.1.6, we shall find it convenient 
to work with bimodules. For this reason, we shall make a slight change in 
terminology: thus, if H is what we have so far been calling an M-module, we 
shall henceforth refer to H as a left M-module. 

On the other hand, a Hilbert space H is called a right M-module - where 
M is an arbitrary von Neumann algebra - if there exists a a-weakly continuous 
linear map irr : M —» C(7i) which preserves adjoints and reverses products 
(i.e., wr(x*) = (wr(x))* and 7rr(xy) = 7rr(y)wr(x) for all x,y G M). As with 
left modules, we shall often omit referring to the map 7i>, and simply write £x 
instead of 7rr(:r)£ whenever x G M, £ EH. (The assumed product-reversal is 
consistent with writing the operator on the right, as above, in the sense that 
£(xy) = (£x)y Vx,y e M,£ eH.) 

Every statement about left modules has a corresponding statement about 
right modules, via the following observation. If M is a von Neumann algebra, 
recall that there is an opposite von Neumann algebra Mop such that there 
exists a linear isometry x° H-+ X from Mop onto M which preserves adjoints 
and reverses products. (Note that the conditions of the previous sentence 
ensure that (Mop)* = M* and determine the von Neumann algebra Mop 

uniquely up to isomorphism.) Thus, we may - and shall - think of a right 
M-module as a left Mop-module, i.e., as a Hilbert space H equipped with 
a unital normal homomorphism TT°P : Mop -> C(H) ~ so that 7rop(:r0)£ = 
&rVa;€M,f € « . 

DEFINITION 2.2.1 (i) If M, N are von Neumann algebras, a Hilbert space H 
is said to be an M-N-bimodule if: 

(a) TL is a left M-module; 

(b) TL is a right N-module; and 

(c) the actions of M and N commute; i.e., (m£)n = m(£n) Vra £ M,n £ 
N^eH. 



24 CHAPTER 2. SUBFACTORS AND INDEX 

Thus, in order for H to be an M-N-bimodule, there must exist unital 
normal homomorphisms wi : M —> C(7i) and 7if : Nop —> C(H) (i.e., a 
unital normal anti-homomorphism 7rr : N —> C(H)) such that 7if (iVop) (= 
7rr(N)) C MM)'.) 

(ii) IfH^fC are M-N-bimodules, an operator T G C(7i, JC) will be called 
M-linear (resp., N-linear) if T(x£) = xT£ (resp., T(£y) = (T£)y) for all 
x G M,y G N, £ G H. The collection of such M-linear (resp., N-linear) 
operators will be denoted by M ^ O ^ , ^ ) (resp,, CN(H,JC)), and an operator 
is said to be M-N-linear if it is both M-linear and N-linear; we denote the 
collection of all such operators by M£N(K, &)• 

We shall be concerned primarily with II\ factors in this book, and it will 
serve us well to spell out exactly what Theorem 2.1.6 says in this special case. 

If M denotes a II\ factor with separable pre-dual, the symbol trM will 
always denote the unique normal tracial state on M and we shall simply write 
L2(M) for L2(M, t rM) . 

We shall assume throughout this section that M denotes a II\ factor with 
separable pre-dual, and we shall write H\ = L2(M) and HQQ = HI<S>£2. Con­
sequently, we shall also use the symbols 7ri,7Too to denote the representations 
underlying the above M-modules. (Thus, for instance, 71-00(2;) = ir\(x) ®id^2.) 
Also we shall write M^M) = M ® £(l2) and think of elements of M^M) 
as infinite matrices {{xij)) with entries from M . 

Notice now that H\ is actually an M-M-bimodule, with the right action 
of M being given by 7Tr(y)€ = £y = Jy*J& m feet, Theorem 1.2.4 says that 
in this case, we have an equality wi(M)f = 7rr(M). 

In order to deal with HQO, we shall find it convenient to think of Woo as 
Matixoo(Wi) - by which we mean the Hilbert space of norm-square-summable 
sequences with entries from Hi. A moment's thought should convince the 
reader that HQQ is actually an M-MQQ (M)-bimodule with respect to matrix 
multiplication (explicitly, if f = (6>6> •••)>£ e M>V = ((%*)) e M^M), 
and rj = x£y, then rjj = Y^iX&Vij), &nd that in fact, we have 71*00(M)' = 
7T r(Moo(M)). 

Notice now that M^M) is a 11^ factor, and the 'faithful normal semifi-
nite trace' Tr on it - as discussed at the end of the last section - is given by 
the obvious formula Tr((py)) = YH^I ^M(PU)- (This is the 'natural' normali­
sation to choose, in the sense that TT(1M <S> q) = 1 whenever q is a projection 
in C{£2) of rank 1. Throughout the sequel, the symbol Tr - if it is used in the 
context of M^M) - will always mean the one defined in this paragraph.) 

In the above terminology, the content of Theorem 2.1.6, at least as far as 
Hi factors are concerned, may be reformulated thus: 

THEOREM 2.2.2 IfHis any separable M-module, then there exists a projec­
tion p G MQO(M) such that H = HooP, and such a projection p is determined 
uniquely up to Murray-von Neumann equivalence. 
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We now come to a fundamental definition. 

DEFINITION 2.2.3 Let 7i denote an arbitrary separable module over a II\ 
factor M with separable pre-dual. Then define 

diniM 7i = Tip 

where p G V(MOQ(M)) is any projection such that TiooP is isomorphic to 7i 
as an M-module. 

We shall soon derive some of the basic properties of the assignment H i—• 
dimjtf Ti, which should convince the reader that there is every reason to call 
this quantity the M-dimension of the module. Before that, however, we pause 
to (a) mention an example that might make the reader more favourably dis­
posed to this definition, and (b) make a remark of a historical nature. 

EXAMPLE 2.2.4 Suppose T is a discrete subgroup of a semisimple Lie group 
G such that covol(T) < oo. Assume further that T is an ICC group in the sense 
discussed in §l-4- Suppose now that ir is a 'discrete-series representation7 of 
G, meaning that ir is a subrepresentation of the left-regular representation 
of G, or equivalently, that every (equivalently, that some non-zero) matrix-
coefficient of ir (i.e., a function on G of the form (7r(-)£, rj) where £,77 belong 
to the Hilbert space Ti^ underlying the unitary representation ir) is square-
integrable with respect to Haar measure. 

It is then the case that 7r|r extends to an isomorphism of LT onto n(T)"; 
consequently, the algebra K(Y)" is also a II\ factor; and it can be shown - see 
[GHJ] - that 

dim7r(r)// (Hw) = covol(r) x dw, 

where dw denotes the so-called formal dimension7 of the discrete series rep­
resentation 7T. 

REMARK 2.2.5 We should mention here that what we have termed dim.M'H 
occurred first in the work of Murray and von Neumann ([MvNl]) as the so-
called 'coupling constant7 of the module. Their definition is different from 
the one presented here (and depends upon a result we do not prove here, 
since that is not really essential for our purposes). They define this coupling 
constant as infinity if M£(7~Q is an infinite factor, and if this is a factor 
of type II\, they show the following is true: pick any £ ^ 0 in 7i and 
let p £ M (resp., p' £ M£(7~0) be the projection operator whose range is 
[M£(7~0£] (resp., [M£]); then the quotient 

trM(p) 
tr(M £(?*)) (pO 

turns out to be a positive finite constant which is independent of the initial 
choice of vector £; this is the number that they call the 'coupling constant7 of 
the module, and this number agrees with what we have defined as dim.M'H-
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(In order to minimise notation, we assume in the next proposition that 
M C C{H) rather than that H is some abstract M-module; there is no real 
distinction here since every unital normal homomorphism of a II\ factor is 
an isomorphism onto its image - see the appendix.) 

PROPOSITION 2.2.6 Let H be a separable Hilbert space, and suppose M C 
C(H) is a Hi factor. 

(i) For eachd€[0, oo], there exists an M-module Hd such that dim.MHd = d. 
(ii) There exists a unique d G [0, oo] such that H = H^ in particular, two 

M-modules are isomorphic if and only if they have the same M-dimension. 
(Hi) dim.M'H < oo ^ M' is a II\ factor. 
(iv)dimML2(M) = l. 
(v) If {/Cn}n is any countable collection of separable M-modules, then 

dim M (0 n Kn) - J2 diniM Kn. 
n 

(vi) If diniM H < oo so that M' is a II\ factor (see (Hi) above), and if 
p' e V(M'), then dimM(p'H) = t r M ' 0 ' ) d i m M ^ . 

(vii) p e V(M) => dimMp(pn) = ltiM(p))~l dimM H. 
(viii) If dimM T~C < oo - see (Hi) above - then 

dimM' W = (dimM H)~l. 

Proof: The first two assertions follow immediately from Theorem 2.2.2, 
and from the facts concerning the semifinite trace Tr that were listed out in 
§1.1. 

We shall find the following description of H^ d < oo, convenient. 
For d = n G N,7in is the direct sum of n copies of Hi. As in the case 

of d = oo, we think of Hn as Matixn(Wi); observe, as before, that Hn is 
naturally an M-Mn (M)-bimodule (with respect to matrix multiplication) in 
such a way that M^(Hn) =• wr(Mn(M)). 

If d £ [0, oo), pick an integer n which is at least as large as d, pick a 
projection q in the II\ factor Mn{M) such that tiMU(M)(Q) = f and se^ 
Tid =• 7~Cnq-

(iii) Notice that if H = H^p , for some p E ViM^M)), then M' = 
Moo(M) , and that T r p < o o O p i s a finite projection. 

(iv) If p = 1M O 6H, where en denotes the matrix-unit (with 1 in the 
(1,1)-place and zeros elsewhere), then TiooP = L2(M). 

(v) Let dimM K>n = dn. We can find mutually orthogonal projections pn in 
Moo(M) such that Trpn = dn for each n. If p = J2nPn, the desired assertion 
follows from the fact that Tr is 'countably additive' on V(MQO(M)), since 
© n ^ n — iLooP-

(vi) We may as well assume that H = Hd, where Hd has been constructed 
as in the discussion preceding the proof of (iii) of this proposition. Let n, q 
have the same meanings as above. In this case, since M^(Hd) = Mn(M) , 
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it follows that there exists a projection p e Mn(M) such that p < q and 
p' = 7rr(p). Then, p'H = Hnp and consequently, we see that 

dimM (p"H) = ntrMn(M)(p). 

On the other hand, it follows from the uniqueness of the trace in a II\ factor 
that 

trM'(p') = trMn(M)g(p) 
trMn(M)(p) 
tiMn(M)(q) 

±dimM(p"H) 

±dimMH 

(vii) Notice that the conclusion is 'additive in H\ in the sense that if 
W = © n Hn is a decomposition of H into countably many M-submodules, 
and if the desired assertion is valid for each Hn, then the desired assertion 
is valid for H as well. Hence there is no loss of generality in assuming that 
dimM?^ < tiMp(< 1). 

Hence - see the discussion just prior to the proof of (iii) above - we may 
assume that H = {l~ii)q , where q E V(M) and q < p. It is then seen that 

dSmMp{pU) = &\mMp(p(Hi)q) 

= dimMp(p(Hi)p • q) 

= dimMp(L
2(Mp)q) 

= tiMp(q) • 1 (by (vi) and (iv)) 

=
 tlMq 

tiMP 

tiMP 

(viii) We may assume that H = 7id is constructed as described in the 
comments preceding the proof of (iii) above. First, if d = 1, this is a conse­
quence of Theorem 1.2.4 (1). Next, if d = n, note that Hnen = H\ and that 
7rr(en) is a projection in 7rr(Mn(M)) = 7T/(M)' with trace ^; it follows from 
(vii) above that 

1 = dim (M£(Wl) )?ii 

= &m{MC{Hn\Aeil)){Hneu) 

= ydim (M£(Wn))(^n); 
n 

hence dim(M£(^n))(?in) = ^, thus proving the assertion when d — n.K similar 
reasoning, applied to the fact that Hd is obtained by 'cutting down' 7in, proves 
the general case. • 
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2*3 Subfactors and index 

We begin with a look at some examples of bimodules (or correspondences, as 
introduced and popularised by Connes - see [Con2]). 

Suppose, to be specific, that M is a II\ factor and that H\ = L2(M). 
Then, as has been already observed, H\ is an M-M-bimodule in a natural 
fashion; but there are several other bimodule structures on L2(M) as follows. 
Fix an automorphism 6 of M, and define the bimodule He to be L2(M) 
as a Hilbert space, but where the actions are given by: x • £ • y = x£0(y), 
where the actions in the right side are as in H\ (and the actions on the left 
refer to the actions in He). It is easy to see that Ho, so defined, is indeed 
an M-M-bimodule, which is irreducible in the sense that He has no proper 
sub-bimodules (or equivalently, the von Neumann algebra M^MO^O) reduces 
to the scalar multiples of the identity operator). Thus, there are plenty of 
irreducible M-M-bimodules, although there are no irreducible M-modules. 

Further, since the only left-Af-linear maps on L2(M) are of the form 
7rr(x),x G M, it follows that if Oi G AutM, i = 1,2, then the bimodules 
He{ are isomorphic if and only if the automorphisms are ^mter equivalent 
- meaning that there exists a unitary element u G M such that 9i(x) = 
62(uxu*) Vx G M. Thus, the set of equivalence classes of irreducible M-M-
bimodules is at least as rich as the group of outer automorphisms (viz., the 
quotient of Aut M by the normal subgroup of inner automorphisms). In fact, 
it is much richer, as can be seen, for instance, from the fact that we could have 
denned the bimodule He by only requiring 8 to be a unital endomorphism. 
(It is a fact that if M is a factor of type III, then every M-M-bimodule 
is isomorphic to He, for some endomorphism 6 - see the third paragraph of 
§4.1.) 

It is clear that the assignment 

H H-> (dimM-(H),dim_M(H)) (2.3.1) 

defines an isomorphism-invariant of the M-M-bimodule H. The bimodules He 
show that the above is not a complete invariant of the bimodule. Motivated by 
the success of Theorem 2.1.6, we are naturally led to the following question. 

QUESTION 2.3.1 What can be said about the set 

{(dimM-(H),dim_M(H)) : H is a separable M-M-bimodul}? 

Before we get to this question, pause to notice that if M is a factor and 
if H is an M-M-bimodule, then, by definition of a bimodule, we see that 
7rz(M) is a subfactor of 7rr(M)'; further, we see that, at least in this example, 
the subfactor has 'trivial relative commutant' in the ambient factor precisely 
when the initial bimodule is irreducible. We formalise all of this in the next 
definition. 
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DEFINITION 2.3.2 A subfactor of a factor M is a subalgebra N C M such 
that N is also a factor and N contains the identity element of M. The sub-
factor N is said to be irreducible if it has 'trivial relative commutanV - i.e., 
if N'DM = C1. 

EXAMPLE 2.3.3 (a) Suppose TQ is a subgroup ofT, and suppose that both T 
and T0 are ICC groups. Notice then that LT0 sits naturally as a-subfactor of 
the Hi factor LT. Notice, further, that£2(T) = L2(LT) and that ifT = U^oSi 
is the partition ofT into disjoint cosets ofT0, then£2(T) = ©(-£2(r0))s; is an 
orthogonal decomposition of £2{T) into (left) LF0- submodules (each of which 
is isomorphic to £2(T0) as an LT0-module, and consequently, we have 

<HmLro(f(T)) = [r:r0}. 

(b) Suppose G is a finite group acting on a I Ii-factor P. It is true -see 
the first paragraph of §A.4 - that an automorphism 6 of a II\ factor is free' 
in the sense of Definition 1.4-2 if and only if it is not an inner automorphism 
(i.e., not of the form Adu = u(-)u* for some unitary u in the algebra). It 
follows that if P, G are as above, then the crossed product algebra P x G is 
a Hi factor if and only if the action is outer - meaning that no non-identity 
element of G acts as an inner automorphism. 

Suppose then that G acts as outer automorphisms ofP, so that M = PxG 
is a Hi factor. It should be clear now that every subgroup H of G would yield a 
sub factor N = P x H of M. Notice now that there is a natural identification 
L2(M) = L2(P) O £2(G) and that if G = UHs{ is the partition of G into 
distinct cosets of H, then (i) each of the subspaces Hi = L2(P) 0 [{6ist : ^ € 
H}] is an N-submodule of L2(M), which is isomorphic, as an N-module, to 
L2(N), and (ii) L2(M) = ©ft*. It follows that dimN(L2(M)) = [G : H]. 

Motivated by the preceding examples, we make the following definition. 

DEFINITION 2.3.4 If N is a subf actor of a II\ factor M, define the index of 
N in M by the expression 

[M:N] = dimN(L2(M)). 

The next proposition shows that the index [M : N] can be read off from 
any M-module of finite M-dimension. 

PROPOSITION 2.3.5 Let N C M be an inclusion oflli factors. Let H be any 
separable M-module such that d imM^ < oo. Then 

dimw H < oo <=> [M : N] < oo; 

in fact, we have the identity 

dim^ H = [M : N] dimM H. (2.3.2) 
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Proof: Suppose, to start with, that /Q,i = 1,2, are any two M-modules 
with dirriM /Q < oo. It follows then that there exists n £ N and a projection 
q' G M£( /C 2 ® Cn) such that JCX ^ q'(JC2 ® Cn); thus we may deduce that 
dim^ /Ci < dim;v(/C2 0 Cn) = n x dim^ /C2. Since the roles of /Ci and /C2 are 
interchangeable, we see that dim^/Ci < 00 <£• d i m ^ ^ < 00. In particular, 
we see that dim^?^ < 00 <£• [M : N] < 00. 

To prove the asserted equality, we may assume that, as an M-module, 

H = nnq, where Un = L2(M)® n-0?™ ®L2(M),q £ Mn(M), trMn(M)g = 
^ d i m M ? l Then dim^?^n < 00 so JV'(= iv£(Wn)) is a Hi factor, and 
hence, it follows that 

dim^ 7i = tr #/ 7i> (q) dim^ 7in 

= tr M'Kr (q)n dim^ H\ 

= dimMH[M :N). D 

Before proceeding further, we record an immediate consequence of this 
fact and Proposition 2.2.6(viii). 

COROLLARY 2.3.6 (a) If N C M is an inclusion of Hi factors, and if M C 
C{7i) and dim^-?^ < 00, then 

[N' : M') = [M : N}. 

(b) If N C M C P is a tower of II\ factors, then 

[P:N] = [P:M][M:N]. • 

In particular, if 7i is an M-M-bimodule which is bifinite in the sense that 
both diniM- W < 00 and dim_M W < 00, it follows then that 

dimM_ H • dim_M W = M M ) ' : TTJ(M)]. 

Thus, we find that the answer to Question 2.3.1 is tied up with the fol­
lowing related question. 

QUESTION 2.3.7 What are the possible values of [M : N], where N C M is 
an inclusion of II\ factors ? 

The following result - see [Jonl] - completely answers Question 2.3.7, 
and the answer is quite unexpected in the light of our experience with the 
classification of modules. 

THEOREM 2.3.8 If N CM is any inclusion of II\ factors, then 

[M :N}£ {4cos 2 - : n = 3,4, • • •} U [4,oo]. 

Further, if X G ({4cos2 - : n — 3,4, • • *}U[4, 00]), then there exists a subfactor 
R\ of the hyperfinite II\ factor such that [R : R\) — A. 
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In this section, we shall content ourselves with describing a construction 
of subfactors of all possible index values > 4. 

LEMMA 2.3.9 Let N C M be an inclusion of II\ factors, and suppose M C 
C(H) where d\mMn < oo. If p G V(N' 0 M), then 

[pMp : Np) = tiN,(p) • tiM(p) • [M :N}. 

Proof: It follows from Proposition 2.3.5 that 

\PMP:NP] = p»WL 
= (tr^/ (p) dim^ H) • dimM/p {pH) 

= (trjvr/ (p) dim^ 7Y) • (trM (p) dimM/ 7Y), 

as desired. • 

PROPOSITION 2.3.10 Suppose M is a Ih factor such that Mp = Mi_p for 
some projection p G M. Let 9 : Mp —> M\-p be such an isomorphism, and 
define N = {x + 0{x) : x G Mp}. Then N is a subfactor of M with [M : N] = 
_L_ + I 
trMP tr M(l-p)' 

Proof: Note that p G N'C\M and that pMp = iVp, so that \pMp : Np] = 1. 
Hence, by Lemma 2.3.9, 

l = tiN,(p)'tiM(p)'[M:N}, 

and so 
1 = t r * , ( p ) . [ M : N ] . 

trM(p) 
Similarly, we also have 

1 
= tiN,(l-p)-[M:N). 

t rM ( l - p) 

Add the above equations to obtain the desired conclusion. D 

The existence of subfactors of the hyperfmite II\ factor R with index at 
least 4 is an immediate consequence of proposition 1.4.9 and the preceding 
proposition (and the trivial fact that the mapping t i—• ( | + -~^) maps (0,1) 
onto £07oo)). 

The preceding construction used the existence of non-trivial projections in 
the relative commutant. The following question, which naturally arises, still 
remains unanswered. 

QUESTION 2.3.11 Describe the set of index values [R : R0) of irreducible 
subfactors RQ of the hyperfinite factor R. 
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We conclude this section with some useful consequences of Lemma 2.3.9. 

PROPOSITION 2.3.12 Suppose N C M is an inclusion of II\ factors such 
that [M : N] < oo. If there exist pairwise orthogonal non-zero projections 
Pi, '-,pn€ N' DM, then [M : N] > n2. 

In particular, 
(i)[M : N] < oo => N' fl M is finite-dimensional; 
(ii)[M : N] < 4 =» AT' n M = Cl. 

Proof: Deduce from Lemma 2.3.9 that 

[M:N] > £ t r M f e ) [ M : N] 
i=l 

n -j 

> E—r^ 
> n2 

(since rl5 • • •, rm G (0,1), Ei r< = 1 =* £ £ i 77 > ™2)-
The above inequality clearly implies (i) and (ii). • 



Chapter 3 

Some basic facts 

3.1 The basic construction 
Suppose N C M is an inclusion of finite von Neumann algebras. Fix some 
faithful normal tracial state tr on M, and consider the M-M-bimodule H = 
L2(M, tr), with its distinguished cyclic trace vector Q. Since H is the com­
pletion of MQ, it follows that the subspace H\ = [NO] of H can be naturally 
identified with L2(N, tr). Let e# denote the orthogonal projection of H onto 
the subspace Hi. It is a consequence of Theorem 1.2.4(1) that e#(MQ) C NCt, 
and hence the projection e# induces, by restriction, a map E : M —> N. The 
map 2£ is called the (tr-preserving) conditional expectation of M onto iV, 
and is easily seen to satisfy the following properties: 

(i) 
eNxeN = E(x)eN Va; € M, (3.1.1) 

and consequently 2£ defines a (Banach space) projection of M onto TV. 

(ii) E is iV-iV-bilinear, meaning that E(n\mn2) = niE{m)ri2. 

(iii) tr o E = tr. 
It is clear from equation (3.1.1) that the conditional expectation is a *-

preserving map, or, in other words, that 

JeN = e^-J, (3.1.2) 

where J denotes the modular conjugation operator on H. 

DEFINITION 3.1.1 The passage from the initial inclusion N C M to the von 
Neumann algebra (M, e#) = (M U {e^})", and consequently to the tower 
N C M C (M, e^v), is called the basic construction. 

We list some simple relations between the various objects involved in the 
basic construction. Also, we adopt the convention that M (and hence, also 
N) is identified, via 7Tj, with a subalgebra of C(H); thus, for instance, the 
right action of M on H is given by 7rr(a;) = Jx*J. 
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P R O P O S I T I O N 3.1.2 With the foregoing notation, we have: 
(i) eN e TV'. 
(ii) TV = M H {eN}'. 
(iii) (M,eN) = JN'J. 
(iv) Assume both M and TV are II\ factors. Then: 

(a) (M,eN) is a II\ factor if and only if [M : TV] <^oo; in this case, we 
have[(M,eN) : M) = [M : N]. 

(h) ti{M,eN)(eN) = [M:N}-1. 

(c) (Markovproperty) EM{^N) = ^(M,eN)(eN) ~ where EM denotes the con­
ditional expectation of the II\ factor (M, e^) onto the subfactor M. 

Proof: The first assertion is obvious; as for the second, the fact that the 
trace vector fi is separating for M implies that the map x i—• xe^r is injective, 
and consequently, if x £ M, it follows from equation (3.1.1) that x commutes 
with e^ if and only if x = Ex. 

(iii) It follows from (ii) that 

JN'J = J(M',{eN}")J 

= (JM'J,JeNJ) 

= (M9eN). 

(iv) (a) The first assertion is a consequence of (iii) above and Proposition 
2.2.6(iii). As for the second, note that 

\{M,eN):M) = (dim(M,ejv> L^M))'1 

= (dimj^jTC)-1 

= (dim^H)-1 

= dinijv H 

= [M:N\. 

(b) On the one hand, tr(M,eN)^N — t r ^ / e^ , while on the other, 

1 = dimN L2(N) 

= dini7v(e7v7i) 

= tiNieN-[M : N]. 

(c) We need to verify that 

tr(MieN)(xeN) = TtrM(x) Vx € M, 

where r = tr(M,e;v)(e;v) = [M : TV]-1. We first verify this identity whenever 
x € TV; for this, note that , in view of (i), the map x i—• ti(xejsf) is a trace 
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on the Hi factor N which takes the value r at the identity; appeal to the 
uniqueness of the trace in a finite factor to conclude the proof in the special 
case. The case of a general x G M reduces to the above case because of 
equation (3.1.1), thus: 

tl(M,eN)(xeN) =tl(M,eN)(0Ce2
N) 

= ti{M^N)(eNxeN) 

= ti(M,eN)(EN(x)eN). • 

REMARK 3.1.3 In the sequel, if N C M is an inclusion of finite von Neu­
mann algebras, if tr is a fixed tracial state on M, if (M, e^) is as above, 
and if <f> denotes an extension of tr to (M, e^), we shall say that ejsr satisfies 
the Markov property with respect to the algebra M (and (/>) if it is the case 
that EM{ZN) — ^(^TV); where EM denotes the unique </>-preserving conditional 
expectation of (M, e^) onto M. 

Before proceeding further, we record two simple consequences of the last 
proposition. 

COROLLARY 3.1.4 Suppose N C M is an inclusion of II\ factors. Then 

[M : N] = 1 <£> N = M. 

Proof: If e^ and (M, e^) are as above, then the assumption [M : N) = 1 
implies that ti(M,eN)^N — 1> and the faithfulness of the trace now implies that 
e^ = 1; thus, in the notation of the first paragraph of this section, we have 
H\ = H. An appeal to Proposition 3.1.2 (i) completes the proof. • 

COROLLARY 3.1.5 If N C M is an inclusion of Hi factors, then 

\M:N}i{\,2). 

Proof: On the one hand, it follows from (iv)(a),(b) of Proposition 3.1.2 that 
[(M, eN) : N] = [M : TV]2. On the other hand, since eN G N' n (M, eN), the 
non-triviality of the relative commutant implies, via Proposition 2.3.12(11), 
that we must have [M : N}>2. • 

We conclude this section with one way of constructing subfactors of the 
hyperfinite Hi factor. 

EXAMPLE 3.1.6 Let us take the model R = R(2) (in the notation of §1.4) of 
the hyperfinite Hi factor. (Everything we say can be said just as well with any 
N in place of 2.) Let An have the same meaning as in the above-mentioned 
construction of R(N). Notice, to start with, that, for any n, there is an obvious 
identification An (g) Ai = An+2] for anV x £ A2, let us denote the image of 



36 CHAPTER 3. SOME BASIC FACTS 

10 x under this identification by xn+iiTl+2- (Thus, xn+i)Tl+2 is just the element 
x lsitting in slots n -f 1, n + 2'.) 

Now fix a unitary element u € A2, and notice that the equation 

6uix) = jijn Adul2U23...Untn+1(x) (3.1.3) 

defines a unital normal endomorphism 6U of R = R^) • Consider the subfactor 
Ru = 8U(R) of R. Thus, we get a family of subf actors of R parametrised by the 
unitary group 17(4, C). It must be clear that the subf actor R\, corresponding 
to u = 1, is the trivial sub fact or R\ = R. On the other hand, if we take u 
to be the unitary operator implementing the 'flip' on C 2 0 C 2 - or, in other 
words, 

I" 1 0 0 0 1 
I 0 0 1 0 

u~ 0 1 0 0 
[ 0 0 0 1 J 

- then it is easy to see that 6U defines the 'shift*', thus: 

Ou(xi 0 x2 0 • • •) = 1 0 xi 0 x2 0 • • • 

whenever X\,X2, • • • € M*2(c). Thus, we find that in this case, R = M2(c)®Ru, 
and consequently, [R : Ru] = 4. 

Since the unitary group 17(4, C) is connected, we find that 'the index is a 
discontinuous function of the subfactor,l 

3.2 Finite-dimensional inclusions 

In this section, we recall various elementary facts concerning finite-dimen­
sional von Neumann algebras. 

To start with, any finite-dimensional C*-algebra A is semi-simple and 
hence, by the Wedderburn-Artin theorem, is isomorphic to the direct sum of 
finitely many matrix algebras over C. To be specific, if A is a finite-dimensional 
C*-algebra, then 

A 2 Mn i(c) 0 Mn2(c) 0 • • • © Mnk(c) (3.2.1) 

for a uniquely determined integer k(= dimZ(A)) and a uniquely determined 
set {ni, • • •, nfc} of positive integers. (The fact is that A admits exactly k 
equivalence classes of (pairwise inequivalent) irreducible representations, and 
the dimensions of these representations are precisely the integers ni, • • •, n*..) 

If equation (3.2.1) is satisfied, we shall say that A is of type (ni, • • •, n^) 
and we shall refer to the vector n = (n±, • • •, n*.) as the dimension vector of A. 

Further, since a matrix algebra is a factor, it follows that if A is as above, 
then there is a bijective correspondence between the set of faithful tracial 
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states on A and the open simplex Ak = {t = (£1, • • •, tk)' e Mk : tj > 0 Vj 
and nt = 1} given by r H-» t , where tj = r(pj) is the trace of a minimal 
(= rank one) projection in the j - th summand of A. (The reason for the 
superscript / (which denotes 'transpose') is that we shall find it convenient 
to adopt the convention that dimension-vectors are row-vectors while trace-
vectors are column-vectors.) 

That's about all there is to say about finite-dimensional C*- (and hence 
von Neumann) algebras. 

Suppose now that we are given an inclusion A C B of finite-dimensional 
C*-algebras. Then, besides the dimension-vectors, say n = (ni, • • •, n^) and 
m = (ml5 • • -mi), of A and B, respectively, there is more data needed to 
describe how the smaller algebra is included in the larger. The more that is 
needed is the k x I inclusion matr ix A = Af described thus: Ay is the 
number of times that the i-th irreducible representation of A features, in the 
restriction, to A, of the j - th irreducible representation of B. Less formally, but 
more transparently, this is the number of times the z-th summand of A gets 
repeated in the j - th summand of B. This data can clearly be encoded equally 
efficiently in a bipartite (multi-) graph with k even and / odd vertices, where 
the i-th even vertex is joined to the j-th odd vertex by A^ bonds. (This graph 
is sometimes referred to as the Bratteli diagram of the inclusion A C B.) 
It is a fact that the isomorphism-class of the inclusion is uniquely determined 
by the inclusion matrix and the dimension vectors of A and B. 

EXAMPLE 3.2.1 The inclusion 

A = { 

n 

X 0 
0 y 

y o 
0 y 

,{y]) : X e M2(c),y e C} 

B = M3(C) © M2(C) 0 Mx(c) 

is described by the data 

(2,1) 
1 0 0 
1 2 1 
(3,2,1) 

A 

n 
B 

n 

AA 

m 

= 

= 

— 

Bratteli diagram 

• 
It must be clear from the definitions that if the inclusion is unital - i.e., 

if the subalgebra contains the identity of the big algebra, and this is the only 
kind of inclusion that we shall ever consider here - then the dimension-vectors 
are related to the inclusion matrix by the equation 

m = nk. (3.2.2) 
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Similarly, if a tracial state r on A (resp., a on B) corresponds to the 
'trace-vector' t (resp., s), then 

r = a\A <=> t = As . (3.2.3) 

It should be clear that if we had a whole tower 

Ai C A2 C • • • C An C ^ n + i C • • • 

of finite-dimensional C*-algebras, then we could stack up the Bratteli dia­
grams corresponding to the several inclusions and obtain the Bratteli dia­
gram of the tower. (Of course, for this to be possible, one must consistently 
label the direct summands of any algebra in the tower.) Or, in terms of the 
inclusion matrices, one should observe that - with the summands of the A^s 
consistently labelled - A^ + 2 = A^ + 1 • A^+2. 

For instance, we might have the following tower: 

AiC A2C A3C A±C A5C ••• 

A good feature about a tower {An}^Lv as above, is that it has 'finite 
width' - meaning that supn dim Z(An) < oo - and the Bratteli diagram is 
connected and is periodic (of order two). The reason this is 'good' is that for 
such a tower, the algebra U An admits a unique tracial state and yields the 
hyperfinite II\ factor as its completion in the GNS representation associated 
with the trace - as in our discussion of R^) in §1.4. (This is a consequence 
of the general fact that if {An}^=1 is an arbitrary tower of C*-algebras and if 
r is a tracial state on A^ = U An and if irT denotes the GNS representation 
associated with r, then 7rT(Aoo)" is a factor if and only if r is an extreme 
point in the set of tracial states of A^.) 

We now consider the basic construction, when applied to an inclusion 
A C B of finite-dimensional C*-algebras. Notice that (B, e^) is, by definition, 
an algebra of operators on the finite-dimensional space L2(B, cr), and is hence 
also finite-dimensional. 

LEMMA 3.2.2 (a) Let A C B be a unital inclusion of finite-dimensional C*-
algebras. Fix a faithful tracial state </> on B, and let J denote the modular 
conjugation operator on L2(B,(j)). Let e denote the orthogonal projection of 
L2(B, </>) onto the subspace L2(A, </>\A)', let -&U denote the (^-preserving condi­
tional expectation of B onto A; and let B\ = (B,e) denote the result of the 
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basic construction. Then: 

(i) ze = Jz*Je, \/z G Z(A); 

(ii) ifbeB, then b G Z{B) &b = Jb*J; 

(Hi) z H-> Jz*J is a ^-isomorphism of Z(A) onto Z{B\)\ 

(iv) if Pi, -'' i Pm (resp., gi, • • •, qn) is an ordering of the set of minimal cen­
tral projections of A (resp., B), and if we set pi — JpiJ, 1 < i < m, 
then pi., • • • ,Pm is an ordering of the minimal central projections of B\\ 
if A is the inclusion matrix for A C B, computed with respect to the pi's 
and qj 's, then the inclusion matrix for B C £?i, computed with respect 
to the qj }s and the pi's, is the transpose matrix A'. 

(b) Furthermore, 

(i) the map a H-> ae is a ^-isomorphism of A onto eB\e\ 

(ii) if p is a minimal central projection in A, and if p0 is a minimal pro­
jection of A such that po < P> then p$e is a minimal projection in B\ 
which is majorised by the minimal central projection JpJ of B\. 

Proof: (a)(i) For all z G Z(A), b G B, we have 

zebVLB = zEA{b)VLB = EA(b)zQB = Jz*JEA(b)tiB = Jz*JebQB. 

(ii) This is obvious. 
(iii) The map a —> Ja*J is an anti-isomorphism of A into C(L2(B))) and 

hence its restriction to the abelian subalgebra Z(A) is an isomorphism onto 
J(AC\A')J = B[C\Bl. 

(iv) Only the assertion about the inclusion matrices needs proof. If A 
denotes the inclusion matrix for B C 5 i , the definitions imply that 

Kij = [&im€{piqjA'piqj H # # £ # # ) ] *, 

while 
Aji = [dimciqjpiB'qjpi Pi qjPiBiqjPi)}*. 

Notice, by (ii) and (iii) above, that qjPi = piqj = JpiqjJ, so that 

qjpiB'qjpi H qjPiBiqjPi = JpiqjJB'JpiqjJ n JpiqjJBiJpiqjJ 

= J(piqjBpiqj D PiqjAlpiqj)J) 

thereby showing tha t indeed, A^ = A#. 
(b) (i) Clearly the assignment a\->ae defines an injective *-homomorphism 

of A into eB\e. To see that it is surjective, notice first that - thanks to the 
fundamental equation ebe = E(b)eVb G B, where E denotes the ^-preserving 
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conditional expectation of B onto A - the set {b0 4- Y%=i 6z-e6J : n > 0, b{, b'{ G 
B} is a *-subalgebra of B\ which contains B U {e} and is consequently equal 
to all of B\\ since ebe = E(b)e,e(beb')e = E(b)E{b')e, it follows that indeed 
eB\e = Ae. 

(ii) This follows at once from (b)(i), (a) (iii) and (i). • 

We thus find that the isomorphism-type of (B, e&) is independent of the 
initial state a. It turns out, however, that there is one 'good choice' of trace 
on the big algebra - which is unique, under mild 'irreducibility' assumptions 
- as shown by the next result. 

A word about notation before we state the next result (which is necessary 
because traces on finite-dimensional algebras are far from unique): if A C B 
are as above, and if a is a tracial state on B, we shall write a = tr^ if a and 5 
are related as in equation (3.2.3); further, in this case, we shall write ES

A for 
the unique trj-preserving conditional expectation of B onto A. 

PROPOSITION 3.2.3 Let A = Af denote the inclusion matrix, where A C B 
is an inclusion of finite-dimensional C*-algebras as above; and let r = tr^ be 
a tracial state on B, as described above. The following conditions on the trace 
r are equivalent: 

(i) T extends to a tracial state T\ — tr^ on (B, e&) such that Et^{e/Cj = Al 
for some scalar A; 

(ii) A'At = A"1! 

Further, when these conditions are satisfied, the scalar A must be the reciprocal 
of the Perron-Frobenius eigenvalue of the (positive semi-definite and entry-
wise non-negative) matrix A1 A, and hence, 

A-'HIA'AIMIAH2. 

Proof: Let p^ qj,pi be as in Lemma 3.2.2(a)(iv); we assume that it is these 
ordered sets of minimal projections in the three algebras A, B and (B, e^) with 
respect to which inclusion matrices and trace-vectors are described. Thus, the 
inclusion matrix for B C (B, e&) is just A7 (by Lemma 3.2.2(a)(iv)). 

Let Ti = tr^ be any tracial state on (B,e^) which extends r (or equiva­
lent^, 1\ is a trace vector for (B, e^) such that A?i = ?). For each z, pick a 
minimal projection p\ in A such that p\ < Pi, and set p® = p\e. It follows 
from Lemma 3.2.2(b)(ii) that 

(At)i = r(p°i) and (t^ = n(rf) Vi. (3.2.4) 

On the other hand, it follows, by reasoning exactly as in the proof of 
Proposition 3.1.2(iv)(c), that 

E%(eA) = M*E%(eA) = \l. (3.2.5) 
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Hence condition (i) of the proposition is seen to be exactly equivalent to the 
requirement 

(i)' There exists a trace-vector t\ for (B, e^) such that A% = t and A-1?! = 
At. 

If (i)' is satisfied, then A'At = A~1A,fi = X~lt and (ii) is satisfied. Con­
versely, if (ii) is satisfied, and if we define t\ = AA?, we see that (ii)' is satisfied. 

DEFINITION 3.2.4 A trace r which satisfies the equivalent conditions of 
Proposition 3.2.3 is said to be a Markov trace for the inclusion A C B. 

COROLLARY 3.2.5 Let A C B be an inclusion of finite-dimensional C*-
algebras. 

(a) Ifr is a Markov trace for the inclusion A C B, then it extends uniquely 
to a state tr^ on (B, e^) which is a Markov trace for the inclusion B C 
(B,eA). 

(b) The following conditions are equivalent: 

(i) there exists a unique Markov trace for the inclusion A C B\ 

(ii) the Bratteli diagram for the inclusion A C B is connected. 

Proof: (a) This is clear from (the proof of) Proposition 3.2.3. 
(b) The content of Proposition 3.2.3 is that trj is a Markov trace for the 

inclusion A C B precisely when t is a Perron-Probenius eigenvector of the 
(entry-wise non-negative) matrix AA'. The point is that the general theory 
says - see [Gant], for instance - when such an eigenvector is unique, and 
that answer, when translated into our context, is that (ii) is precisely what is 
needed to ensure that uniqueness. • 

3.3 The projections en and the tower 

In this section, we shall be interested in an (initial) inclusion M_i C MQ of 
finite von Neumann algebras, which falls into one of the following cases: 

Case (i) M0 and Af_x are Hi factors, and [M0 : Af_i] < oo; 

Case (ii) M0 and M_x are finite-dimensional; in this case, we shall always 
assume that the inclusion is 'connected' (meaning that the Bratteli diagram 
is connected), and we shall reserve the symbol tr^o f°r the Markov trace for 
the inclusion, which is unique by Corollary 3.2.5(b). 

In either case, write Mi = (M0,ei), where we write t\ for the projection 
we denoted earlier by ejif_r The reason for the changed notation is that then 
the inclusion MQ C MI falls into the same 'case' above, as did the initial 
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inclusion M_i C M0; hence, we can iterate the above procedure to obtain a 
tower 

Mi C M2 C • • • C Mn C Mn+1 C • • • (3.3.1) 

where M n + i = (Mn, en+i) is the result of applying the basic construction to 
the inclusion Mn_i C Mn, and en+i denotes the projection implementing the 
(tiMn-preserving) conditional expectation of Mn onto Mn_i. 

It must be clear that in case (i), the tower (3.3 J.) is a tower of II\ factors 
such that [Mn+i : Mn] is independent of n; and that in case (ii), it is a tower 
of finite-dimensional C*-algebras. In either case, we see that \JMn comes 
equipped with a tracial state tr (whose restriction to Mn is tiMn)] in fact 
this is the unique tracial state on (J Mn, and consequently we see that M^ = 
7Ttr(U Mn)" is a Hi factor (which is hyperflnite in case (ii), and also in case 
(i) provided that each of Mo and M_i is). 

EXAMPLE 3.3.1 (i) Suppose M_i = c l C MN(c) = M0; then the inclusion 
matrix AJJ^ is the 1 x 1 matrix [N]. It follows that Mn_i = MNn(c) = 
(g)n MN(c) Vn > 0, and we find that M^ = R(N)- If w& identify M0 with the 
subalgebra MN(c) 0 1 o/ MN(c) (8) MN(c) = Mi, then the projection e\ is 
given, in terms of the usual system {^ij}^j=\ of matrix units of MJV(C), by 
the formula eY = ± £i j=i e^ (8) e{j. 

(ii) (In a sense, this is a 'square root7 of the last example.) 
Suppose M_i = Cl C C^ = M0. Then A$° a = [1 1 • • • 1] and it follows 

that M2n_i = MNn(c) Vn > 1. If we think of M0 as the diagonal subalgebra 
of MJV(C) = Mi, then the projection e\ is the N x N matrix with all entries 
equal to jj. 

The sequence {en}™=1 of projections plays a central role in the theory of 
subfactors. We list below some properties of this sequence. 

PROPOSITION 3.3.2 Let {erl}
(^L1 be the sequence of projections in the Hi 

factor MQO, constructed, as above, from an initial inclusion M_i C Mo which 
falls into either case(i) or case (ii). Write tr for the unique tracial state on 
MQO. Then: 

(i) the number r = tr en is independent of n\ further, 

-i _ / [̂ ° : ^ - i ] in case (*)> 
~ \ I|AM°III2 in case fa); 

(ii) tr(a;en) = rtix Vx £ Mn_i,n > 1; 
(Hi) en € M'n_2 D Mn Vn > 1, and in particular, 

if \m — n\> 1; 

(iv) en+ienen+i = ren+i Vn > 1; 
(v) enen+ien = ren Vn > 1. 
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Proof: The Markov property and the fact that en has trace equal to r are 
proved in Proposition 3.1.2 (for case (i)) and Proposition 3.2.3 (for case (ii)); 
this takes care of (ii) and (i). 

Assertion (iii) is a consequence of Proposition 3.1.2 (i). 
(iv) Since tr restricts, on Mn, to tr^n , it follows from equation (3.1.1) that 

en+ixen+i = EMn__1(x)en+i "ix € Mn; in particular, if we choose x = en and 
use the already proved (ii), we get (iv). 

(v) It follows from (iv) that u = r~2enen+1 is a partial isometry in M^, 
with initial projection given by u*u = en+1. The final projection of u clearly 
satisfies uu* < en. On the other hand, we must have 

r = t re n > t r ( W ) = tr (u*u) — tren+i = r; 

thus we must have tr uu* = tren ; since tr is a faithful trace, this implies that 
uu* = en, as desired. • 

Notice the two expressions for r in Proposition 3.3.2(i); this is just an 
indication of the deeper relationship between index of subfactors and squares 
of norms of non-negative integer matrices. Parallel to Theorem 2.3.8, there is 
an old result which is essentially due to Kronecker - see [GHJ] - which says 
that if A is a finite matrix with integral entries, then 

| | A | | € { 2 c o s - : n = 2,3,4,---}U[2,oo]. 

To better understand this statement, recall that - exactly as the inclusion 
matrix A^ is related to the Bratteli diagram for the inclusion A C B of 
finite-dimensional C*-algebras - there is a bijective correspondence between 
finite matrices with non-negative integral entries and finite bipartite (multi-) 
graphs. The matrix G which corresponds to a bipartite graph Q is referred 
to as the 'adjacency matrix of Q1 and \\G\\ will also be called the norm of 
the graph Q. Closely tied up with Kronecker's theorem (and the well-known 
classification of Coxeter graphs or Dynkin diagrams) is the fact that the only 
(bipartite) graphs with norm less than two are the ones listed below, where 
the subscript refers to the number of vertices in the graph. 

An 
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Now return to the case of a general initial inclusion M_i C Mo (which 
falls into case (i) or case (ii)). Let e n , r be as in Proposition 3.3.2(i). (Thus, 
according to the foregoing discussion and Theorem 2.3.8, either r~l > 4 or 
r _ 1 = 4 cos2 ^ for some integer m > 3.) 

Consider the algebras defined by 

n (r-l\ - / A 1s{ e i> ' ' ' >e"} = (ei> • • • > en}" if n > 0, 
^ n l }~~ \ C i f n G { - l , 0 } . 

(This notation turns out to be justified, as the following discussion shows.) 
It is an easy consequence of the properties in Proposition 3.3.2(iii), (iv) 

and (v) that each Qn{^~1) is finite-dimensional. It turns out - see [Jonl] for 
details - that for any r < | , the Bratteli diagram for the tower {Qn{T~l)}^L-\ 
is given by a 'half-Pascal-triangle', and that the Bratteli diagram for the tower 
{Qn(4 cos2 ^)}^L_X is obtained by starting with the half-Pascal-triangle and 
slicing it off in a vertical line between the vertices labelled (ra —3) and (m—2). 
(The cases m = 4, 5 have been illustrated below.) 

The analysis in [Jonl] goes on to show that if r = \sec2^ where m > 3, 
the algebra U(5n(r_1) admits a unique tracial state, and hence has a copy Ro 
of the hyperfinite Hi factor as a von Neumann algebra completion (meaning 
weak closure of its image under the associated GNS representation); and if 
R-i denotes the von Neumann subalgebra of RQ generated by {en : n > 2}, 
then R-i is a subfactor of Ro such that [RQ : R-i) = r"1 . 

Most of what was said in the last paragraph is also true when r < 2 (and 
is proved in [Jonl]); the only statement that needs to be modified is that 
when r < 2, it is no longer true that UQn(r~l) admits a unique trace, but it 
is true nevertheless that the completion of U(5n(r -1) with respect to the GNS 
representation associated with the Markov trace is the hyperfinite factor R. 
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Hence, in order to exhibit a subfactor of R with index 4 cos2 —, it suffices 
to find an inclusion M_x C Mo whose Bratteli diagram has norm 2 cos ^ -
and for this, we may choose the graph Am-i and pick an inclusion with this 
as Bratteli diagram - and then i?_i C RQ meets our requirements. 

Before concluding this section, we wish to point out that if r, R~\, RQ are as 
above, we have an instance of simultaneous approximation of the subfactor-
factor inclusion i?_x C R0 by finite-dimensional inclusions in the following 
sense : 

(ei> C (el5e2) C ••• C (e 1 , e 2 , - - ,e n ) C • • • -> RQ 

u u u u 

C C (e2) C . . . C (e 2 3 - - - , e n ) C • • • -> i?_x 





Chapter 4 

The principal and dual graphs 

4.1 More on bimodules 
Suppose M, P are arbitrary von Neumann algebras with separable pre-duals, 
and suppose Ti is a separable M-P-bimodule. Pick some faithful normal state 
cp and set TiY = L2(M, ip) and H00=Hi® £2. It follows from Theorem 2.2.2 
that Ti may be identified, as a left M-module, with HooQ. for some projection 
q € M00(M) (which is uniquely determined up to Murray-von Neumann 
equivalence in Moo(M)); further, we have M^{^i) = 7rr(M00(M)q). Since H 
is an M-P-bimodule, it follows from our identification that there exists a 
normal unital homomorphism 9 : P —> MOQ(M)q such that the right action of 
P is given by f • y = £ % ) . 

Conversely, given a normal homomorphism 9 : P —> Moo(M), let ?^ 
denote the M-P-bimodule with underlying Hilbert space Tioo9(l), and with 
the actions given, via matrix multiplication, by m • ( • p = m£9(p). The 
content of the preceding paragraph is that every separable M-P-bimodule is 
isomorphic to Tie for suitable 9. 

If M is a factor of type III, then so is Moo(M), and hence every non-zero 
projection in M^M) is Murray-von Neumann equivalent to 1M ® en. Con­
sequently, every M-M-bimodule is isomorphic to Tie for some endomorphism 
9 : M -> M. 

Suppose M and P are J/x factors and suppose Tie is as above. (In this 
case, we naturally take cp = tiM-) Notice then that dimM- Ti is finite pre­
cisely when Tr^(l) < oo, while dim_p?^ is finite precisely when the index 
[Mn(M)q : 9(P)) is finite. 

This suggests that we define a co-finite morphism of P into M as a normal 
homomorphism 9 : P —> M^M) such that (i) 0(1) is a finite projection, say 
q, in Moo(M), and (ii) 9(P) has finite index in Moo(M)q. The point is that 
if 9 is a co-finite morphism of P into M, then Tie = ^oo^(l) is a bifinite 
M-P-bimodule, and every bifinite M-P-bimodule arises in this fashion. 

Motivated by the case of automorphisms, we shall say that two co-finite 
morphisms 9i,i = 1,2, of P into M are outer equivalent if there exists a 
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partial isometry u G M^M) such that u*u = #i(l), uu* = 92(l) and 92(x) = 
u9i(x)u* \/x G P; this is because, with this definition, two co-finite morphisms 
$i from P into M are outer equivalent if and only if the corresponding bifinite 
M-P-bimodules He{ are isomorphic. 

We wish, in the rest of this section, to discuss two operations - one unary 
(contragredient) and one binary (tensor products) - that can be performed 
with bimodules. (In the latter case, we shall restrict ourselves to the case 
when both the algebras in question are II\ factors.) 

Contragredients: Suppose H is an M-P-bimodule. By the contragredient of 
H, we shall mean any P-M-bimodule H for which there exists an anti- unitary 
operator J :H —>H such that J(m • £ • p) = p* • J£ • ra*. It is clear that such 
a contragredient exists and is unique up to isomorphism. 

Note that if H = He, and if H ^ H& then 9 : P -> M^M) while 
9 : M —> Moo(P), and the relationship between the morphisms 9 and 9 
is somewhat mysterious. However, in the simple case when M = P and 9 
is an automorphism of M, it is easy to verify that 9 (which is, after all, 
only determined up to outer equivalence) may be taken as 9~l. (The reader 
should have no difficulty in constructing a J which establishes that 1~LQ~I is a 
contragedient of He-) 

Tensor products: We shall discuss tensor products of bifinite bimodules over 
Hi factors. First, however, we want to single out a distinguished dense sub-
space of such a bimodule, namely the one consisting of the so-called bounded 
vectors. 

Suppose, to be specific, that M, P are II\ factors and that H is a bifinite 
M-P-bimodule. Say that a vector £ G H is left-bounded (resp., right-bounded) 
if there exists a constant K > 0 such that \\£p\\2 < KtiP(p*p) \fp G P 
(resp., ||ra£||2 < KtxM(m*m) Vra G M), or equivalently, if there exists a 
bounded operator L^ : L2(P) —> H (resp., R^ : L2(M) —> H) such that 
Lz(pft) - ip \fp G P (resp., jRe(mO) = m£ Vm € M). It is true that 
a vector is left-bounded if and only if it is right-bounded. (Reason: assume 
H = He, for a co-finite morphism 9 : P —> Mn(M); thus a vector in 7i is 
of the form £ = (fi>"*>fn) G (Matixn(L2(M))0(l); it follows easily from 
Theorem 1.2.4(1) - and the fairly easily proved fact that if Po is a subfactor 
of P of finite index, then a vector is left-bounded for the right action of P 
if and only if it is left-bounded for the right action of P0 - that the above 
vector £ satisfies either of the boundedness conditions above precisely when 
each co-ordinate has the form & = XiQ for some X{ G M.) Thus we may talk 
simply of bounded vectors. We shall denote the collection of bounded vectors 
in the bifinite bimodule H by the symbol HQ. 

We list some properties of the assignment H >-• HQ in the following propo­
sition, which is easily proved by considering the case of the model Tig. (In 
any case, complete proofs of all the assertions in this section may be found, 
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for instance, in [Sun3]; actually, only the case M = P is treated there, but 
the proofs carry over verbatim to the 'more general' case.) 

PROPOSITION 4.1.1 (a) Let M, P be Hi factors and let H,JC denote arbi­
trary bifinite M-P-bimodules. Then 7i0 is an M-P-linear dense subspace of 
7i, and the assignment T H-» T\nQ defines a bijective correspondence between 
the Banach space M^P(^^) o,nd the vector space MLPCHO,JC0) of M-P-
linear transformations between the vector spaces 7i0 and JC0. 

(b) There exists a unique mapping (£, 77) \-> (£, TJ)M from HQ X H0 into M, 
referred to as the M-valued inner product on the bimodule 7i, which satisfies 
the following properties, for all £, 77, ( £ 7i0) m € M,p £ P: 

(V (f,^} = trM((f,77)M). 

(H) (^OM>0. 

(Hi) (^rj)M = ((rj^)My. 

(iv) (m • f 4- C, V)M = m((f, rj)M) + (C> V)M-

(v) (€'P,V)M = (€,VP*)M. D 

As has been already remarked, if 7i = 7i#, then we may identify Ho with 
Mat l x n(M)#(l) , and in this case, 

(Oi, • • • , s n ) , (2/1, • • •, yn))M = J2xiVi-
i 

Further, if /C = 7^ , then the typical element of M£P(H>, fy ls of the form 
£ H-> £T (matrix multiplication), where T G 9{l)MOQ{M)(j){l) is a matrix 
satisfying 9(p)T = T(j){p) Vp G P. 

One reason for introducing the M-valued inner product is to facilitate the 
formulation of the universal property possessed by the tensor product. 

PROPOSITION 4.1.2 Suppose M, P and Q are Hi factors, and suppose H 
(resp., JC) is a bifinite M-P-bimodule (resp., P-Q-bimodule). Then there ex­
ists a bifinite M-Q-bimodule, denoted by?{®p)C, which is determined uniquely 
up to isomorphism, by the following property: 

There exists a surjective linear map from the algebraic tensor product Tio® 
/C0 onto (H ®p /C)o, the image of £ <g> rj being denoted by £ ®p 77, satisfying: 

(a) £-p®p7i = £<g>Pp-7i; 

(b) m • £ <g>p 77 • q = m • (£ <S>p rj) • q\ 

(c) <f ®p 77, f' 0 p rf)M = (Z • (77, rf)Pi ?)M. D 
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The useful way to think of these tensor products is in the reformulation in 
terms of co-finite morphisms. Suppose, to be specific, that H = He, K, = H^ 
for some co-finite morphisms 9 : P —> Mm(M),</> : Q —> Mn(P). It is not 
hard to see that the equation 

{0®(t>)im{q) = eik{(j>jl{q)) (4.1.1) 

defines a normal homomorphism 0 <g> (/> : Q —> Mmn(M); it is further true 
(although co-finiteness requires some work) that 9 <S> </> is a co-finite morphism 
from Q into M and that He%<$> = He <S>p H^. In particular, in the special 
case when M — P = Q and 0, (/> G Aut(M), we find the reassuring fact that 
0®</) = 0o<l>. 

Another immediate consequence of the morphism description of the tensor 
product is the multiplicativity of dimension under tensor products, meaning 
that if H (resp. /C) is an M-N- (resp., N-P-) bimodule, then 

dimM-(H <8>N K) — dimM- H • dim^_ /C (4.1.2) 

and 
dim_P(H ®N K) = dim.^ H • dim_P JC. (4.1.3) 

4«2 T h e principal graphs 

We assume throughout this section that N C M is an inclusion of Hi factors 
such that [M : N] < oo, and that 

N = M_i C M = M0 C • • • C Mx C • • • C Mn C Mn+l C • • • (4.2.1) 

is the tower of the basic construction, with Mn+\ — (Mn, en+i) for n > 0. 
It follows from Proposition 2.3.12 that {M[ n Mj : —1 < i < j} is a grid 

of finite-dimensional C*-algebras, which is canonically associated with the 
inclusion N C M, and is consequently an 'invariant' of the initial inclusion. 
It turns out - see Proposition 4.3.7 - that there is a periodicity of order two 
and hence we need to consider only i — — 1 and i = 0. 

Let us consider i — — 1 first. Notice that en+i belongs to N' D Mn+i and 
implements the conditional expectation of N' f)Mn onto N' PiMn_i. It follows 
- from Lemma 5.3.1(b) - that iV'nMn+i contains a copy of the basic construc­
tion for the inclusion (IV'nMn_i) C (N'DMn), and consequently the Bratteli 
diagram for the inclusion (JV; 0 Mn) C (JV' D Mn+i) contains a 'reflection' of 
the Bratteli diagram for the inclusion (JV'nMn_i) C (JV'nMn). The graph ob­
tained by starting with the Bratteli diagram for the tower {N'nMn : n > — 1} 
of relative commutants, and removing all those parts which are obtained by 
reflecting the previous stage, is called the principal graph invariant of the in­
clusion N C M. A similar reasoning also applies for i = 0, and the resulting 
graph is called the dual graph invariant of the inclusion N C M. 
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We shall now give an alternative description of these two graphs, using 
the language of bimodules. (The equivalence of these two descriptions is es­
tablished in §4.4.) 

The principal graph is the bipartite multi-graph Q defined as follows: 
the set Q^ of even vertices is indexed by isomorphism classes of irreducible 
iV-iV-bimodules which occur as submodules of NL2(MU)N for some n > 
1; the set Q^ of odd vertices is indexed by isomorphism classes of irre­
ducible iV-M-bimodules which occur as submodules of NL2(MU)M for some 
n > 1; the even vertex labelled by the irreducible iV-iV-bimodule X is 
connected to the odd vertex labelled by the irreducible iV-M-bimodule Y 
by k bonds, if k is the multiplicity with which X occurs in the JV-
iV-bimodule Y. 

The dual graph is the bipartite multi-graph H defined as follows: the set 
7Y(°) of even vertices is indexed by isomorphism classes of irreducible M-M-
bimodules which occur as submodules of ML2(MU)M for some n > 1; the set 
H^ of odd vertices is indexed by isomorphism classes of irreducible M-N-
bimodules which occur as submodules of ML2{Mn)x for some n > 1; the even 
vertex labelled by the irreducible M-M-bimodule X is connected to the odd 
vertex labelled by the irreducible M-iV-bimodule Y by k bonds, if k is the 
multiplicity with which Y occurs in the M-iV-bimodule X. 

It is a consequence of Proposition 4.3.7 that the principal (resp., dual) 
graph for the inclusion M C Mi may be identified with the dual (resp., 
principal) graph for the inclusion N C M. Hence any result concerning the 
principal graph has a corresponding statement about the dual graph. So we 
shall restrict ourselves, in this section, to making some comments concerning 
the principal graph. 

The principal graph has a distinguished vertex *£ which corresponds to 
the even vertex indexed by the isomorphism class of the standard bimodule 
HL2(N)N. Notice that the odd vertices at distance 1 from *g are indexed 
by isomorphism classes of irreducible iV-M-submodules of ^L2{M)M] hence 
the case of irreducible subfactors corresponds to the case where *g has a 
unique neighbour. Further, since the tensor product of bifmite bimodules is 
a direct sum of only finitely many irreducible submodules, it follows from 
the description of the principal graph that each vertex in Q has only finitely 
many edges incident on it; thus the principal graph is a locally finite connected 
pointed bipartite graph. 

Suppose Q is the principal graph of the inclusion JV C M, as above. Let 
G denote the (non-negative integer-valued) Q^ x Q^ matrix with gxy equal 
to the number of bonds joining the even vertex X to the odd vertex Y in the 
graph Q. We shall also sometimes use the suggestive notation gxy = ( ^ Y). 
Even if the graph Q is infinite, the local finiteness of Q translates into the 
fact that the matrix G has only finitely many non-zero entries on any row or 
column. 
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We are now ready to prove an important relation between the index of 
the subfactor and the norm of the matrix G, which will, in particular, reduce 
the statement in Theorem 2.3.8 concerning the restriction on index values of 
subfactors to the classification of graphs of norm less than 2. 

P R O P O S I T I O N 4.2.1 Let N c M be an inclusion of Hi factors such that 
[M : N] < oo, and let G, Q be as above. 

(i) G defines, via matrix multiplication, a bounded operator from £2(Q^) 
into £2(£ ( 0 )) , with \\G\\2 < [M : N). 

(ii) If [M : N] < 4, then Q is necessarily finite and is one of the Coxeter 
diagrams Ani Dni EQ, EJ or Eg. 

Proof: (i) In order to prove (i), we shall prove the clearly equivalent state­
ment that GG' defines a bounded self-adjoint operator on £2(Q^) with norm 
at most [M : N]. 

It is a consequence of the 'Frobenius reciprocity' statement contained in 
Proposition 4.4.1 that 

(NXN) ®N (NL2(M)M) £* 0 (X, Y) • NYM, VX € 0<°>, 
Yegw 

where we write m - H to denote the direct sum of m copies of the module H. 
Equating left and right dimensions, we get 

[M :N]dimN^X= J2 9xYdimN.Y, VX G £ ( 0 ) , (4.2.2) 
Yegw 

and 

d i m _ ^ X = J2 9xYdim^MY, VX € £ ( 0 ) . (4.2.3) 
Yegw 

Similarly, we find that 

(NYM) ®M (ML2(M)N) * 0 (X, Y) - NXN) Vy € g™. 

xeQW 

Equating dimensions, we get 

dimN_Y = J2 9XY dimN^X, VF € G{1\ (4.2.4) 
xegw 

and 

[M : N] dim_M Y = J2 9*Y d i m - ^ X> V y e ^ ' (4'2'5) 
xegw 

It is an immediate consequence of equations (4.2.2) and (4.2.4) that if we 
define vx = d i m ^ - X , VX € Q^\ then v is a (column-) vector indexed by 
£ ( 0 ) such tha t (GG')v = [M : N]v. 

On the other hand, it is a consequence of the Perron-Probenius theorem 
- see [Gant], for instance - that if the adjacency matrix of a connected graph 
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has a positive eigenvector, then that adjacency matrix defines a bounded 
operator (on the £2 space with basis indexed by the vertices of the graph) 
with norm bounded by the eigenvalue afforded by the positive vector. This 
completes the proof of (i). 

(ii) If [M : N] < 4, it follows from (i) that ||G|| < 2, and we may appeal 
to the classification of matrices of norm less than 2 - see the discussion in 
§3.3. • 

We now discuss some examples of principal graphs. 

EXAMPLE 4.2.2 Let N = (1, e2, e3, • • •) C M = (1, eu e2, • • •), as in 13.3. It 

is a consequence of a result called Skau }s lemma - see [GHJ] for details - that 
Q = An-\ if [M : TV] = 4 cos2 -; thus, in these cases, we find that the Bratteli 
diagram for the tower {N' fi Mn : n > —1} is precisely the truncated Pascal 
triangle of §3.3. (Since N* 0 Mn D (1, ei, • • •, en), this means, in view of the 
description of the Bratteli diagram for the tower {Qn(i

m"1)} discussed in §3.3, 
that the inclusion above is actually an equality.) 

When [M : N] > 4, however, things are quite different - see [GHJ] - and 
the principal graph turns out to be T4_00)00 which is the infinite path extending 
to infinity in both directions, so that we have a strict inclusion N* D Mn D 
(1, ei, • • •, en) in this case, and the Bratteli diagram for the tower {N' n Mn : 
n > — 1} turns out to be the full Pascal triangle. 

EXAMPLE 4.2.3 Suppose G is a finite group acting as outer automorphisms 
of a Hi factor P. 

(i) Let N = PCPxG = M. In this case, the principal graph is an n-star 
(where n = \G\) with all arms of length one; thus, for instance, if \G\ = 3, 
the principal graph is just the Coxeter graph D±. 

(ii) Let N = PG C P = M be the subfactor of fixed points under the 
action. Then the principal graph Q has one odd vertex and the even vertices 
are indexed by the inequivalent irreducible representations of G, with the even 
vertex indexed by TT connected to the unique odd vertex by dv bonds, where dn 

denotes the degree of the representation n. 
It is a fact - see §A-4 - that if Mi = (M, e#) is the result of the basic 

construction, then the inclusion M C Mi is isomorphic to the inclusion M C 
M x G, and hence the discussion in the previous paragraph amounts to a 
description of the dual graph of the case considered in (i). 

(Hi) More generally than in (i) and (ii), if H is a subgroup of G, we 
could consider the case N = PxHCPxG = M. This case is treated in 
§A.4, where the principal and dual graphs are explicitly computed, using the 
bimodule approach. 

EXAMPLE 4.2.4 Suppose {#i, • • •, 0n} is a set of automorphisms of R, which 
is closed under the formation of inverses. It has then been shown by Popa -
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see [Pop6j - that if 

N = 

x 0 

o e^x) 

o o 

o 
o 

en{x) 

x€R C Mn+1(R) = M 

denotes the so-called 'diagonal subfactor' (given by the 6{ 's), then the principal 
graph is described by what might be called the Cayley graph of the subgroup 
of Aut(R)/Int(R) generated by the Oi's - where Int(R) denotes the group of 
inner automorphisms of R. 

4,3 Bases 

We assume in the rest of this chapter that N C M is a finite-index inclusion 
of Hi factors, and that 

N = M_! C M = M0 C M1 C • • • C Mn C Mn+1 C (4.3.1) 

is the tower of the basic construction, with Mn = (Mn_i, en) for n > 1. Also 
we use the notation r = [M : TV]-1. Further, we shall identify M with the 
dense subspace M£l of L2(M). 

We begin with a very useful fact. 

LEMMA 4.3.1 (i) If x± G M I , there exists a unique element XQ G M 5 ĉft 
t/iat xiei = xoei; t/iz*5 element is given by XQ = r~lEM{xiei). 

(ii) The action of Mi on L2(M) is given by 

Proof: (i) Since EM{^I) = T, the second assertion and the uniqueness in 
the first assertion follow. As for existence, we need therefore to show that 
r _ 1 EM\x\e\)e\ — x\t\ for all x\ G M\. Since the two sides vary (strongly) 
continuously with #i, it suffices to establish this equality for a dense set of 
rci's. Note that the set D = {a0 4- EiLiMiQ • aoj^jQ G M,n G N} is a 
self-adjoint subalgebra of Mi which contains M U {ei} and is consequently 
strongly dense in M\. Finally it is easily verified that if x\ G D) then the 
desired equality is indeed valid. 

(ii) Again, we may assume that x\ G -D, as above, and the desired equality 
is easily verified. • 

REMARK 4.3.2 (a) The proof shows that the preceding lemma is also valid 
when N C M is an inclusion of finite-dimensional C*-algebras, provided the 
trace we work with is a Markov trace. 
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(b) It follows from Lemma 4-3.1 (i) that the set of finite sums of elements 
of the form ao^i^o, where ao,&o € M, is an ideal in Mi and must conse­
quently be equal to all of Mi by Proposition A.3.1. This shows that there is 
an isomorphism (j): M ®N M —» Mi such that (j)(ao <£)# 60) = ao^i^o-

PROPOSITION 4.3.3 Fix n>[M : N]. 

(a) Suppose q G Mn(N) is a projection such that trMn(iv)# = ^ • Then 
t/iere ercistf Ai, • • •, An G M such that 

qij = EN(XiX
;")yiJ. (4.3.2) 

A collection {Ai, • • •, An} C M will be called a basis for M/N if the matrix 
q = ((qij)) defined by equation 4-3.2 above is a projection in Mn(N) such that 

* n 

(b) Let {Ai, • • •, An} C M be basis for M/N. Let x G M be arbitrary. 
Then, 

(i)x = Yrj=iEN{x\))Xj; 
(ii) the row-vector (EN(xX\), • • • ,EN(XX^)) belongs to Mixn(N)q; and if 

(#1, • • •, xn) G Mixn(N)q satisfies x = 2™=1 X{Xi, then Xj = EN(XX*J) Mj; 
(Hi) further, YH=I Ke^i = 1-

Proof: 
(a) Let q = ((%•)) G Mn(N) be a projection such that trg = I4M1. 

Consider the projection E = ((Eij)) G Mn(Mi) defined by E -̂ = (5̂ -e; notice 
that q and E are commuting projections, and so p = qE is also a projection 
in the Hi factor Mn(Mi). Observe next that 

1 n 1 
tip = - V t r f e e ) = rtiq = — = tr e n , 

where en denotes the projection in Mn(Mi) with (1,1) entry equal to the 
identity 1, and other entries equal to 0. 

Hence the projections p and en are Murray-von Neumann equivalent in 
Mn(Mi); thus, there exists a partial isometry v G Mn(Mi) such that v*v = en 
and vv* = p; the condition v*v = en clearly implies that v has the form 

(4.3.3) 

vi 0 • 
v2 0 • 
: 0 ' 

vn 0 • 

• 0 
• 0 

. o 
• 0 

for uniquely determined vi, • • •, vn G Mi. 
By definition of the v^s, we have 

£ V*Vi = 1 (4.3.4) 
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and 
ViVj = qijeViJ. (4.3.5) 

In particular, note that 

ViV* = que < e, 

and hence, we must have V{ = ev{. Then, by the preceding Lemma 4.3.1, there 
exists a unique A; G M such that V{ = t \ Vz. 

Deduce that 
q{je = e\i\*e = EN(XiX*)e, 

thereby establishing (a). 
Before proceeding to (b), we wish to point out that every 'basis for 

M/N' arises in the manner indicated in the proof above. (Reason: Suppose 
{Ai, • • •, An} C M is basis for M/N. Define V{ = eA*, and define v G Mn{M\) 
by equation 4.3.3; it is then seen that vv* = qE, so that v is a partial isom-
etry; also, it follows that the matrix v*v has 0 entries except at the (1,1) 
place, and that the (1,1) entry must be / , for some projection f e Mi, which 
satisfies t r / = 1; in other words, v*v = en, as desired.) 

(b) To start with, note that (iii) is an immediate consequence of equation 
4.3.4 (and the fact that V{ = eXj). 

As for (i), if x G M is arbitrary, then 
n 

ex = ^2 exv*Vi 
z = l 

n 

= ^exA*eAi 
z = l 

= e(£EN{x\*)\{ 
Z=l 

and deduce from Lemma 4.3.l(i) that x = X^=1 EN(XX*)X{. 

Note next that if x G M and if 1 < j < n, then, 
n n 

- JTexXleEniXiX*) 
1=1 
n 

= Yl exX*eX{X*e 
i=i 

= exX*e 

= eEN(xX*), 

and it follows (again from Lemma 4.3. l(i)) that 
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in other words, the row-vector (Ejv(rcAJ), • • •, EN(xX^)) indeed belongs to 
Mlxn(N)q. 

Conversely, if (x\, • • •, xn) £ Mlxn(7V)g, and if x = J27=i xi^ii then observe 
that 

EN(X\*) = f>^A,A*) 

i=l 
n 

= 2-J XiQiJ 
i = l 

thereby establishing (ii) and hence the proposition. • 

A collection {Ai,---,An} C M which satisfies the condition (i) of the 
above proposition is, strictly speaking, a 'basis' for M, viewed as a left N-
module, and should probably be called a 'left-basis' (as against a right-basis, 
which is what the set of adjoints of a 'left-basis' would be); but we shall stick 
to this terminology. 

The above proposition is a mild extension of the original construction of 
a basis (in [PP]). (They only discuss the case when the projection q of the 
proposition has zero entries on the off-diagonal entries.) The reason for our 
mild extension lies in Lemma 4.3.4(i) and the consequent Remark 4.3.5. We 
omit the proof of the lemma, which is a routine verification. 

LEMMA 4.3.4 (i)IfNCMCPisa tower oflh factors, with [P : N] < oo, 
and if {X{ : 1 < i < n} (resp., {rjj : 1 < j < m}) is a basis for M/N (resp., 
P/M), then {XiTjj : 1 < i < n, 1 < j < m} is a basis for P/N. 

(ii) If {Ai, • • •, An} is a basis for M/N, then {r~^e\Xj : 1 < j < n} is a 
basis for M\/M\ hence {r~2 A êiA^ : 1 < i, j < n} is a basis for M\/N. • 

REMARK 4.3.5 Notice, from Lemma Jf..3.Jf.(ii), that any element of M\ is 
expressible in the form YHJ^I Q>ijX{eiXj, with the a^ ;s coming from TV, which 
is a slightly stronger statement than the fact - see Remark 4-3.2(b) - that 
elements of the form ae\b, with a,b £ M, linearly span M\. 

Also, an easy induction argument shows that if {X{ : i £ 1} is a basis for 
M/N, and if we define, for i = (H, • • •, ik) £ Ik> k > 1, 

(k) fc(fc-i) 

A> = r 4 Ai1eiAi2e2eiAi3 • • • A ^ e ^ i • • -eiAifc, 

then {X[k) : i £ Ik} is a basis for Mk-i/N. 
Notice next, that if we write i V j = (H, • • •, ik,ji, • • • ,jk) for hi £ Ik> 

it follows from the commutation relations satisfied by the en
 }s - see Proposi­

tion 3.3.2 - that 

Aivj} = r ~ ^ x i k \ e k • •' ei)(efc+i • • • e2) • • • (e2k-i • • • ek)xf\ 
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This equation, together with the second statement in Lemma 4-3-4} should 
suggest that we might expect the validity of the next result. 

PROPOSITION 4.3.6 If Mi, e{ are as above, then, for each m > 0, k > - 1 , the 
algebra Mk+2m is isomorphic to the result of the basic construction applied to 
the inclusion Mk C Mfc+m, with a choice of the projection which implements 
the conditional expectation of Mk+m onto Mk being-given by 

e[k,k+m) 
_ m ( m - l ) 

— T 2 ( ^ f c + m + l ^ + m " " " ek-\-2)K^k+m+2 ' ' ' ^k+3J ' ' ' {^k+2m ' ' ' ^k+m+l)-

Proof: This is true basically because of the relations satisfied by the pro­
jections en. As for the proof, there is no loss of generality in assuming that 
k = — 1. Rather than going through the proof of the proposition in its full 
generality, we shall just present the proof when k = — l,ra = 2; all the in­
gredients of the general proof are already present here, and the reader should 
not have too much trouble writing out the proof in its full generality. In any 
case, the proof may be found in [PP2]. 

Thus we have to show that N C Mi C M3 is an instance of the basic 
construction, with a choice of the projection implementing the conditional 
expectation of Mi onto N being given by / = T ' ^ e i ^ ^ -

First, the fact that t\ commutes with e^ implies that f* = f; and 

f = T~2e2e1eze2e3e1e2 = T~1e2e1e3e1e2 = / , 

so / is indeed a projection. 
Next, for any x\ £ Mi, note that 

fxif = T~2e2e1e3e2X1e2e3e1e2 

= T~2e2e1e3EM(xi)e2e3e1e2 

= T~1e2e1EM(xi)e3eie2 

= r~1e2e1EM(x1)e1e3e2 

= T~1e2EN(x1)e1e3e2, 

and hence, indeed, we have 

fx1f=EN(x1)f VziGMi. 

It follows that there exists a (unique) normal homomorphism ir from P = 
(Mi, e1^1) (the result of the basic construction for the inclusion N C Mi) onto 
Pi = (Mi U {/}),/, such that Tr(e^) = / and 7T|MI = idMr (The normality, 
as well as the fact that image is a von Neumann algebra, may be deduced 
from the second statement in Lemma 4.3.4(H).) Since P is a II\ factor, it 
follows that 7r is an isomorphism and that Pi is a II\ subfactor of M3 such 
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that [Px : Mx] = [Mx : N] = [M3 : Mx]. This means that [M3 : Pi] = 1, and 
the proof is complete. • 

We conclude this section with a proposition, due to Pimsner and Popa, 
which shows that the basic construction lends itself to a nice 'duality' result, 
which, among other things, yields the 'periodicity of order two' in the tower 
of the basic construction, which was referred to in §4.2. 

PROPOSITION 4.3.7 ([PP1]) Let d=[M : N]. Then, for each n > - 1 , there 
exists an isomorphism of towers: 

(Md(N) C Md(M) C • • • C Md(Mn)) 9* (Mi C M2 C • • • C Mn+2). 

Proof: We prove the case n = 0; the general case is proved similarly, by 
using Remark 4.3.5. 

Fix a basis {Ai, • • •, An} for M/N. Let q = 6(1), where %(z) = EN(XixX*j) 
\Jx e M, and consider the model qMn(N)q of Md(N). Define (j): Md(N) -» Mx 

by 

n 

i j = l 

An easy computation shows that <j> is a unital normal homomorphism, which is 
necessarily injective. As for surjectivity, if ^ G Mi, deduce from Proposition 
4.3.3(b) (iii) that 

xi = ( E \ * e i A ^ i ( E A i e i A i ) 
* j 

= XX*( e i A ^ i A i e i ) A j ; 

but by Lemma 4.3.l(i), there exists m -̂ G M such that m^e\ = A^iAJei. It is 
then clear that x\ = (/>((E^(m^))), thereby establishing the surjectivity of (/>. 

Now apply the conclusion above, to the basis {r~2e1Aj} for Mi/M, to find 
an isomorphism fa : Md(M) —» M2 defined by 

n 

<M(m*i)) = r ~ 1 ]C \*eim i ie2eiA i, 

which restricts on Md(N) to the map ^ defined above, thus proving the propo­
sition. • 

4.4 Relative coramutants vs Intertwiners 

This section is devoted to establishing the equivalence of the two descriptions 
of the principal graphs given in §4.2. 

We shall consistently use the symbols xn,yn, etc., to denote elements of 
Mn. 
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PROPOSITION 4.4.1 (i) For each n > 0, there exists an isomorphism of 
squares of finite-dimensional C*-algebras, as follows: 

(N'DM2n C N'nM2n+1\ 0n / NCM(L2(Mn)) C NCN(L2(Mn)) 
u u \ £ u u 

\M'nM2n C M ' f l M 2 n + 1 j U ^ ( L 2 ( M n ) ) C M ^ ( L 2 ( M n ) ) 

fn,) For eac/i n > 0, £/iere exists an Mn-M-linear unitary operator 

Un : (Mn£
2(Mn)Ar) (g)̂  (ATL 2 (M) M ) = (MUL2(Mn+1)M). 

^*ij 77ie composite maps 

NCN(L2(Mn)) % N'f)M2n+l C N'nM2n+2 *& N£M(L2(Mn + 1)) , 

M ^ ( L 2 ( M n ) ) s M ' n M 2 n + 1 C M'f lM 2 n + 2 ^ M^M(L 2(M n + 1)) 

are ai?/en; in e^/ier case; &?/ #ie formula 

T H-» wn(T (8)JV idL2(M))w*. 

Proof: (i) Appeal first to Proposition 4.3.6 to note that N C Mn C M2n+i 
(resp., M C Mn C M2n) is an instance of the basic construction, and 
hence M2n+1 £ JMnN'JMn, so that (IV' n M2n+1) S (IV' n JMnN

fJMn) = 
NCfq{L2{Mn)). Similarly we can argue that each of the four corners in each 
square of algebras, displayed in (i) above, is isomorphic to the corresponding 
corner in the other square. Completing the proof is just a matter of ensuring 
that the various isomorphisms are compatible. For this, use Lemma 4.3.1(ii) 
and Proposition 4.3.6 to find that if we define (j)n : M2n+i —• C{L2{Mn)) by 

(<^n(^2n+l))(^n^Mn) = T~n~lEMn(x2n+iXne[_i)n])Q,Mn, 

then </>n(M2n+i) = JMUN'JMU
 a n d <t>n\Mn — ^Mn- A pleasant exercise involv­

ing the commutation relations satisfied by the en's, coupled with a judicious 
use of a combination of Lemma 4.3.l(i) and Proposition 4.3.6, as well as such 
identities as 

e[fc,fc+m] = r - ( m ~ ^e[fc+i)fc+m]efc+2efc+m+3 • • • efc+m(efc+2m • • • efc+m+i), 

leads to the fact that if x2n € M2n, then 

(0n(z2n))(Zn^Mn) = T~n EMn{x2nXne{^n])SlMn, (4 - 4 - 1 ) 

and consequently, as before, </>n(M2n) = JMnM'JMn, and this <j>n does all that 
it is supposed to. 

(ii) Recall that if P is any Ih factor, and if P0, QQ are any two subfactors 
of finite index in P, and if 7i = L2(P), regarded as a P0-<3o-kimodule, then 
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Ho = P and the P0-valued inner product on Ji is given by (x, y)pQ = EpQ(xy*). 
Define un : Mn 0 M —• Mn+1 by 

nn(xn 0 rc0) = T~ni xnen+i • • • eirc0-

It is a consequence of Remark 4.3.5 that un is surjective. An easy computation 
shows that 

(un(xn 0 x0), un(yn 0 2/0))Mn 

= T~(n+1)EMn0cnen+i • • • eirc02/oei"'" en+iVn) 
= xnEN{x0yl)y*n 

= (Xn * (Xo,yo)N,yn)Mn] 

it follows from Proposition 4.1.2 that un extends to an Mn-M-linear unitary 
operator of (MnL

2(Mn)N) ®N (MnL
2(M)M) onto MnL

2(Mn+i)M, as desired. 
(iii) Note, in general, that if H (resp., K) is an N-P- (resp., P-Q-) bimod-

ule, where N,P,Q are Hi factors, and if T E Ar£p(7i),5 E P£Q( /C) , then 
there is a unique element T®PS of N £>Q(J~L® pK>) satisfying (T®PS)(£0p?y) = 
T f 0 P 5 r 7 , V£ EWo37yE/Co. 

Hence, in order to establish the assertion for either of the composite maps, 
we find, when all the definitions have been unravelled, that it suffices to verify 
that for arbitrary Xj E Mj, j E {0, n, 2n -f 1}, we have 

^n+l (^2n+l )T n 2 n n ( x n 0AT XQ) = T ^ n n ( 0 n ( x 2 n + l ) ^ n ®AT ^o)- (4.4.2) 

The definitions imply that the right side of equation (4.4.2) is equal to 

r " n _ 1 EMn(x2n+iXne[-i,n])en+i - - • ^ix0; 

on the other hand, it follows from equation (4.4.1) that the left side of equation 
(4.4.2) is equal to 

T-(*+i)EMn+1(x2n+iXnen+i • - • ei£0e[o,n+i]) 

= T"(n+1)EMn+1(^2n+i^nen+i • • • eie[0>n+i])zo-

Hence it suffices to prove that, for arbitrary ?/2n+i € M2n+i, we have 

•^Mn +i(^/2n+ien+l ' ' * eie[o,n+l]) = EMn(y2n+lZ[-l,n))e>n+\ ' ' ' &1-

An appeal to Proposition 4.3.6 and Lemma 4.3.1 shows that this amounts to 
showing that 

^M n + i ( ? /2n+ ie n +i • • •eie[0)n+l])e[o,n+l] = EMn(y2n-\-l^[-l,n])^n+l ' ' ' ^l^[0,n+l], 

i.e., that 

T~n~ 2/2n+ien+i • • -eie^n+i] = EMn{y2n+\^[-\,n))^n+\'' • eie[0,n+i]-
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On the other hand, it follows immediately from the formula given in Propo­
sition 4.3.6 that 

en+i • • • eie[o,n+i] = e[_i)n]e2n+2 • • • en+2-

Hence it follows, again from Lemma 4.3.1, that 

^Mn(2/2n+ie[-i,7i])en+i • • • eie[o,n+i] = /r~n~12/2n+ie[-i)n]e2n+2 • • • en+2, 

and a final appeal to Lemma 4.3.1 completes the proof. D 

Before proceeding further, notice that if H is a Infinite P-Q-bimodule, 
where P, Q are arbitrary Hi factors, then PCQ{H) is a finite-dimensional C*-
algebra. (Reason: Assume H = HQ, for some co-finite morphism 0 : Q —+ 
Md{P), where d = dimP_W; then PCQ{He) = (Md(P) n 0(<2)', which is 
finite-dimensional in view of the co-finiteness of 0.) 

Suppose, for notational convenience, that A = P£Q(H). It must be clear 
that there is a bijective correspondence between V(A) and the collection 
of P-Q-sub-bimodules of H (given by p \-> ranp). It follows that, under 
the above correspondence, the (canonical) decomposition of the identity as 
a sum of minimal central projections in A corresponds to the (canonical) 
decomposition of H into its isotypical components; and that, the further 
(non-canonical) decomposition of a minimal central projection as a sum of 
minimal projections of A corresponds to the (non-canonical) decomposition 
of the corresponding isotypical submodule of H as a direct sum of mu­
tually equivalent irreducible submodules. It follows that if H is a bifinite 
P-<2-bimodule, then H is expressible as the direct sum of finitely many 
irreducible P-Q-bimodules, and that if /C is an irreducible bifinite P-Q-
bimodule, then there is a well-defined multiplicity with which '/C occurs 
in H\ 

If we apply the foregoing remarks to the case when H = L2(Mn),P = 
Q = N, we find from Proposition 4.4.1 that the minimal central projections of 
(iV/nM2n+i) are in bijective correspondence with isomorphism classes of irre­
ducible iV-iV-sub-bimodules of L2(Mn). Similarly, the minimal central projec­
tions of (N'nM2n) are in bijective correspondence with isomorphism classes of 
irreducible iV-M-sub-bimodules of L2{Mn). Further, Proposition 4.4.l(i) im­
plies that in the Bratteli diagram for the inclusion (iV'fl Af2n) Q (N*DM2n+i), 
the vertex indexed by an irreducible iV-M-sub-bimodule X of L2(Mn), is con­
nected to the irreducible iV-iV-sub-bimodule Y of L2{Mn), by k bonds, where 
k is the multiplicity with which X, when viewed as an iV-iV-bimodule, occurs 
in Y. Similarly, the assertion (iii) of Proposition 4.4.1 can be re-interpreted as 
a version of the Frobenius reciprocity theorem, thus: the inclusion matrix for 
the inclusion (N' n M2 n + i) C (N' n M2n+2) corresponds to 'induction', in the 
same way that the inclusion matrix for the inclusion (iV'nM^) C (IV'fiM^+i) 
corresponds to 'restriction'. 
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Similar remarks apply also for the relative commutants of M in the mem­
bers of the tower of the basic construction, and we have completed the jus­
tification for the alternative description of the principal and dual graphs, in 
terms of bimodules, which is given in §4.2. 





Chapter 5 

Commuting squares 

5.1 The PImsner-Popa inequality 
The 'inequality' referred to in the title of this section is actually not an in­
equality, but a 'minimax' characterisation of the index of a subfactor which 
can be taken as an alternative definition of the index. (This definition has 
the advantage of making sense for any inclusion of von Neumann algebras 
for which there is a conditional expectation of the bigger algebra onto the 
smaller.) 

Before getting to the inequality, we pause to record a lemma - see [Jonl] 
- which shows that the basic construction is 'generic'. 

LEMMA 5.1.1 If M0 C Mi is an inclusion ofII\ factors with [Mi : M0] < oo, 
then there exists a subfactor M_i such that Mi = (Mo,eM_i)-

Proof: The first step in the proof is to realise L2(MQ) as an Mi-module 
in such a way that the action of Mo agrees with the standard action. To 
do this, start with a projection pi G Mi satisfying trpi = [Mi : M0]_1 , 
observe that L2(Mi)pi is an Mo-module with dhn.M0{L2 (Mi)p\) = 1, and use 
an Mo-linear unitary operator u from L2(MQ) onto L2(Mi)pi (noting that 
L2(Mi)pi is actually an Mi-submodule of L2(Mi)) to transfer the action of 
Mi to L2(M0), as desired. 

So we may assume that Mi C £(L2(MQ)). NOW define M_x = JM[J, where 
of course J denotes the modular conjugation operator on L2(M0). Note then 
that 

[M0 : M_i] = [M'_i : M'0] = [JM'^J : JM'0J] = [Mi : M0]. 

If ei denotes the orthogonal projection of L2(M0) onto L2(M_i), then eY G 
Mi l 5 and so ex = JeY J G Mx. It follows that if P = (M0, e2), then P C Mi 
and [Mi : P] = 1; an appeal to Corollary 3.1.4 completes the proof. • 

We first state a weaker version of the inequality (which we prove), and 
later state the stronger version (which we do not prove). 
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PROPOSITION 5.1.2 (The Pimsner-Popa inequality) If N C M is an inclu­
sion of Hi factors with finite index, if EN denotes the unique trace-preserving 
conditional expectation onto N, and if we write r = [M : N]~x, then 

r = sup{A > 0 : EN(x) >Xx Vx G M+}. (5.1.1) 

Proof: In the course of the proof, we shall need the following simple fact, 
which is an immediate consequence of equation (3.1.1), for instance: 

The trace-preserving conditional expectation of a finite von Neumann al­
gebra onto a von Neumann subalgebra is completely positive - meaning that 
if P C N is an inclusion of finite von Neumann algebras, and if ((<%)) G 
(Mn(N))+,n € N, then ((EP(ay))) € (M„(/>))+. 

To prove the proposition, begin by appealing to Lemma 5.1.1, and assume 
that M = (N, ep), for some subfactor P of N. Let x G M+; write x = zz* for 
some z in M. By Remark 4.3.2(b), we may assume that z = YH=\ ^i^pVi for 
some Xi,yi G N,n G N. An easy computation now shows that 

n 

zz* = ]T XiEP{yiy])epx), 

n 

EN(zz*) = r ^ XiEp(yiy*)x*. 

It follows from the complete positivity of EP (referred to at the start of this 
proof) that the matrix y' = {{EP{yiy^))) is positive. Since eP G P' fi M, it 
follows that 

zz* = [zi---zn]y'2 

= T-1EN(ZZ*). 

Thus we see that E^x > rx Vx G M+. On the other hand, we know 
that EN(eP) = r l . The previous two sentences complete the proof of the 
proposition. • 

Now we state, without proof, the stronger version (see [PP1]), which states 
that the previous proposition is valid without the assumption of finite index. 

THEOREM 5.1.3 If N C M is an inclusion of II\ factors, and if EN denotes 
the unique trace-preserving conditional expectation onto N, then 

[M :N) = (sup{A > 0 : EN(x) > Xx Vx G M+})"1. (5.1.2) 
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We single out the amount by which Theorem 5.1.3 is stronger than Propo­
sition 5.1.2, as a separate corollary. 

COROLLARY 5.1.4 If N C M is an inclusion of Ih fcktors, then [M : N] < 
oo if and only if there exists a positive constant X such that E^x > Xx Vx G 

The next proposition is an important first step in the computation, by 
approximation, of the index of a subfactor. 

PROPOSITION 5.1.5 Suppose N C M is an inclusion of II\ factors. Sup­
pose that the subfactor and factor can be simultaneously approximated by a 
grid of von Neumann subalgebras of M in the following sense (where 'conver-
gence' means that the 'limit' algebra is the weak closure of the union of the 
increasing sequence of subalgebras that form the members of the sequence of 
1 approximants'): 

Bo C BY C ••• C Bn C ••• -+ M 
u u u u 
4) c Ax c ••• c An c ... -+ N. 

Define 

Xn = X(Bn, An) = sup{A > 0 : EAnx > Xx \/x G Bn+}; 

then 

[M :N}< (limsupAn)"1. 
n 

Proof: Consider the simple fact that if {Wn}^=1 is an increasing sequence 
of closed subspaces of a Hilbert space W, whose union is dense in W, and if 
pn denotes the orthogonal projection onto Hn, then pn£ —* ^ V( G W. This 
fact has the following consequences in the context of this proposition: 

(i) EAmz —• Ejyz weakly, for all z in M; and 

(ii) if x G M and xn = -Ej3n^3 then xn —• x strongly. 

Fix x G M+ , and let xn be as in (ii) above. Let {rm} be a sequence in (0,1) 
such that rm —• 1 as m —• oo. Now fix an integer n, and note that since xn G 
Bm+ Vm > n, the definition of Xm ensures that EAm(xn) > rmXmxn Vm > n. 
Now use (i) and (ii) above, and conclude, by first letting m —• oo and then 
letting n —* oo, that E^x > (limsupn Xn)x; this completes the proof, in view 
of Theorem 5.1.3. • 
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EXAMPLE 5.1.6 Let Bo C B\ be a connected inclusion of finite-dimensional 
C*-algebras, and let B$ C B\ C _£?2 C • • • C Bn C • • • denote the tower of 
the basic construction with respect to the Markov trace. Then, as has already 
been observed, there is a unique trace on \jn Bn and the von Neumann algebra 
completion of this union is the hyperfinite II\ factor R. 

Set B-i = C, and pick arbitrary unitary elements un £ B'n_1 D Bn+i] it 
follows exactly as in Example 3.1.6 that there exists a unique normal endo-
morphism a : R —> R with the property that a\sn = AdUlU2...Un\Bn. (This 
construction is fairly general; for instance, if each Bn is a factor, then this 
is the form of the most general endomorphism of \Jn Bn which maps Bn into 
-#n+i for all n.) 

Set An = a(Bn-i), n > 0, M = R, N = a(R), and note that for n > 1, we 
have 

(An C An+i C Bn+i) = AdUlU2...Un (Bn„i C Bn C Bn+i), 

and consequently, (An C An+i C Bn+i) is an instance of the basic con­
struction; it follows from this and the proof of Proposition 5.1.2 that, in the 
notation of Proposition 5.1.5, we have, for all k > 2, 

A* = ||A||-2. 

Thus, we find, by Proposition 5.1.5, that no matter what the initial sequence 
{un} of unitary elements is, we always have [M : N] < ||A||2 < oo. 

It is known - see [Jon6] and [Ake], for instance - from examples that the 
exact value of the index could be just about any admissible index value in the 
range [1, ||A||2]; it would be very interesting to determine the exact dependence 
of the index on the initial sequence of unitary elements. 

The possible usefulness of Proposition 5.1.5 becomes enhanced in the light 
of a result, due to Popa, to the effect that ii N C M is an inclusion of 
hyperfinite II\ factors, then it is always possible to find finite-dimensional C*-
subalgebras An, Bn of M satisfying the conditions of the above proposition. 

Further, Proposition 5.1.5 would be even more useful, if we could sharpen 
the inequality to an equality. It becomes clear very quickly, however, that 
it is unreasonable to expect any such equality without further conditions on 
the approximating grid; for instance if {An} is any increasing sequence of 
finite-dimensional C*-subalgebras of R whose union is weakly dense in R) 

and if we set Bn = An+k for some arbitrarily fixed k, then in the notation of 
Proposition 5.1.5, we would have N = M = i?, while the numbers An could 
all be quite large! 

This leads us to the very important notion of a 'commuting square of 
finite von Neumann algebras', which, as we shall soon see, very satisfactorily 
plays the role of the 'further conditions' that were mentioned above. 

DEFINITION 5.1.7 Suppose B\ is a finite von Neumann algebra, and tr is a 
faithful normal tracial state on B\. Suppose A$,Ai and B$ are von Neumann 
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subalgebras of B\ such that AQ C A\ n BQ 
equivalent conditions are satisfied: 

(i) 
B0 -> 

BAo i 

A 0 --> 

is a commutative diagram of maps; 

(ij EAl(B0)=A0; 

(n) 
Ax -

is a commutative diagram of maps; 

(ii)' EBQ{AI) = M; 

(Hi) EAlEBo = EAo; 

(Hi)' EBoEAl=EAo. 

When the preceding conditions are satisfied, we shall (often suppress spe­
cific reference to the trace tr ; and simply) say that 

Bo C B± 

U U 
AQ C A± 

is a commuting square of finite von Neumann algebras. 

We shall discuss several examples of such commuting squares in the next 
section. Before that, however, we conclude this section by making a general 
remark about the notion of a commuting square, and then fulfil the asser­
tion made earlier about this notion by showing that in the presence of the 
commuting square condition, we can sharpen Proposition 5.1.5 to the desired 
equality. 

REMARK 5.1.8 Let us temporarily adopt the convention that ifQ is a directed 
graph without multiple bonds, then by a representation of Q we shall mean an 
assignment of an algebra Av to each vertex v in the graph Q and inclusion 
maps ie : AVl —> AV2 whenever e is an edge in Q from v\ to v<i- It can then 
be shown that any tree admits an essentially unique representation, while if Q 
has cycles, there are some 'parameters' or in other words, there is a 'moduli 
space \ A commuting square may be considered as a point in this moduli space 
corresponding to the graph given by a square. 

and suppose the following clearly 

i EB0 

B0 
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PROPOSITION 5.1.9 Suppose M , N , A n , B n , Xn are as in Proposition 5.1.5, 
and suppose further that 

Bn C Bn+i 
u u 

An C A.n+i 

is, for each n, a commuting square. Then 

[M:N} = (limXn)-
1. 

Proof: The point to observe is that the result of stacking up (finitely 
or count ably many) commuting squares is again a commuting square. The 
necessary formal argument is simple (and uses essentially only the simple 
fact about increasing sequences of projections in Hilbert space which was 
mentioned at the start of the proof of Proposition 5.1.5), and may be safely 
omitted. • 

5*2 Examples of commuting squares 

In this section, we shall discuss three families of examples of commuting 
squares. Each of them is of the special form 

uAxu* C A2 

U U (5.2.1) 
AQ C Ax 

where (i) AQ C A\ is a 'connected' inclusion of finite-dimensional C*-algebras, 
(ii) Ai — (Ai, e2) is the result of the basic construction applied to A0 C A\\ 
and (iii) u is a suitable unitary element in A'0 n A2 such that (5.2.1) is a 
commuting square, with respect to the Markov trace on A2. 

5,2.1 The braid group example 

Consider the square (5.2.1), where u = (q + l)e2 — 1, for some scalar q which 
must necessarily satisfy \q\ = 1 (in order for u to be unitary). It is an easy 
exercise to check that for such a u, the square (5.2.1) satisfies the commuting 
square condition if and only if 

2 + g + g-1 = (tre2)-1 . 

On the other hand, since the condition \q\ = 1 clearly implies that |2 -f q 4-
q~l\ < 4, this construction can work only when r _ 1 = 4cos 2 ^ , for some 
m > 3. 

The reason for calling this the 'braid group example' is clarified in §A.5 
of the appendix. 
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5.2.2 Spin models 

The reason that these examples are called spin models stems from statistical 
mechanical considerations - see, for instance [Jon3]. 

Consider the square (5.2.1), where we now assume that AQ = C and Ai = 
A is the diagonal subalgebra of A2 = MN(c) - see Example 3.3.1(ii). Another 
easy computation shows that in this case, the square (5.2.1) satisfies the 
commuting square condition if and only if \uij\ = -4= Vz, j . 

A square matrix u, as above - i.e., a unitary matrix, all of whose entries 
have the same modulus - is called a complex Hadamard matrix. The simplest 
example of such a matrix is given, for any iV, by Uij = ^ exp(27T\/r—lij) = 

77=, where u denotes a primitive iV-th root of unity. (This matrix may be 
called the finite Fourier transform, as it diagonalises the left regular rep­
resentation of the cyclic group Zjy.) To see that there are many complex 
Hadamard matrices, observe the following one-parameter family of 4 x 4 com­
plex Hadamard matrices, indexed by the parameter t ranging over the unit 
circle T in C: 

ut = 

The reason for the adjective 'complex' in the previous paragraph is that 
there is a fair amount of history related to real orthogonal matrices with 
constant modulus - these were studied by Hadamard and bear his name. We 
record here a few facts about such real Hadamard matrices: 

(i) Call a positive integer N an Hadamard integer if there exists an N x N 
real Hadamard matrix. It is easy to show that if N is an Hadamard integer and 
if N > 2, then N = 0(mod4). The open question concerning real Hadamard 
matrices is whether every multiple of 4 is in fact an Hadamard integer. (This 
has been verified to be true for some fairly large multiples of 4.) 

(ii) It is not hard to show that two squares of the form (5.2.1) that are 
given by real Hadamard matrices are isomorphic (as squares of algebras) if 
and only if the corresponding Hadamard matrices are equivalent in the sense 
that it is possible to obtain one by (pre- and post-) multiplying the other 
by diagonal orthogonal matrices and permutation matrices. The number h 
of isomorphism classes of real Hadamard matrices of size N, for small iV, is 
given as follows: 

1 
t 

- 1 
t 

t 
1 
t 

- 1 

- 1 
t 
1 
t 

t 
- 1 

t 
1 

N 
h 

2 4 8 12 
1 1 1 1 

16 
5 

5.2.3 Vertex models 

These examples also get their names from statistical mechanical considera­
tions - see [Jon3]. 
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Consider the square (5.2.1), where we now assume, as in Example 3.3.l(i), 
that A0 = C, Ai = MN(c) (g> 1, A2 = M^(c) (g> MN(c). If we make the iden­
tification Ai = MNi(c), and if u = ((ul^i))i<ij^,i<N, then the square (5.2.1) 
satisfies the commuting square condition if and only if the matrix u is biuni-
tary, meaning that it satisfies the 'two unitarity conditions': 

Ylukiuk'v = 6k,k'6i,v, 
i,3 

J2UklUkl' = 63j'6l,l'-
i,k 

The simplest example of a vertex model is provided by the 'flip' - which 
was briefly encountered in Example 3.1.6 - for which u%i = ^u^kj-

We shall consider the last two classes of examples in greater detail in 
Chapter 6 (where, among other things, we shall see the reason for the above 
'biunitarity' condition). 

5.3 Basic construction In finite dimensions 

Recall that if e is a projection in a von Neumann algebra, then the projection 
\/{ueu* : u G M,u unitary} is also given by A{/ £ V{Z(M)) : e < / } ; this 
projection, which we shall denote by ZM(G), is called the central support of 
the projection e. 

LEMMA 5.3.1 Let A C B be a unital inclusion of finite-dimensional C*-
algebras. Fix a faithful tracial state (j) on B, and let J denote the modular 
conjugation operator on L2(B,(/>). Let e denote the orthogonal projection of 
L2(B,(j)) onto the subspace L2(A, (J>\A)\ let EA denote the ^-preserving condi­
tional expectation of B onto A; and let B\ = (B, e) denote the result of the 
basic construction. 

(a) zBl(e) = 1. 
(b) Suppose C is a finite-dimensional C*-algebra containing B. (We only 

consider unital inclusions.) Suppose C contains a projection f satisfying: 

(i) C = (B,f); 

(ii) fbf = EA(b)f, V6 e B; and 

(Hi) a h-> af is an injective map of A into C. 

Then BfB = CfC = Czc(f), and there exists a unique isomorphism 
ip : Bi -> CfC such that <0(e) = / and ip(b) = bzc(f) Vb E B. 

Proof: (a) Suppose z G V(Z(B{)) and e < z. Then also e = JeJ < JzJ G 
V(Z(JB1J)) = V(Z(A))\ but then (1 - JzJ)e = 0, and since the map a \-+ ae 
is an injective map of A, it follows, as desired, that z = 1. 
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(b) The assumptions clearly imply that C = {b0 4- YH=\ bifbf
{ : n G 

N, bu b\ G B}. It follows - from this and (ii) - that CfC = BfB. 
On the other hand, every two-sided ideal in the finite-dimensional C*-

algebra is of the form Cz, for a uniquely determined central projection z G C. 
It follows from the definition of the central support that CfC = Czc(f)-

In order to complete the proof, we need to show that the assignment 
Z)iLi bieK i—• YH=I biffy yields a well-defined injective mapping from B\ to 
CfC. (It will immediately follow that such a map would be the desired iso­
morphism.) That this assignment is indeed an unambiguously defined bijec-
tion to CfC from B\ is an immediate consequence of (two applications, once 
to C, and once to B\, of) the following: 

Assertion: Let n € N, b{, b[ G B, 1 < i < n. Then 

J2 kM = 0^J2 EA^EA^') = 0 V6, b' e B. (5.3.1) 

Proof of assertion: Suppose E L i bifb'{ = 0. Pre-multiply by fb and post-
multiply by b'f, and appeal to the hypotheses (ii) and (iii), to conclude that 
indeed, E L i ^ ^ i ) ^ ^ 7 ) = 0 V6, b' e B. Conversely, if the latter condi­
tion is satisfied, pre-multiply by xf and post-multiply by fx\ to deduce that 
xfb(Yn=\ bifb'^)b'fx' = 0, for arbitrary x,x' G B. Since the finite-dimensional 
C*-algebra CfC = BfB has a unit, this implies that indeed YH=I bifb'{ = 0, 
and the proof of the assertion, and consequently of the lemma, is complete. 
• 

COROLLARY 5.3.2 Let A, B,Bi,C,e, / be as in Lemma 5.3.1(b). Then the 
following conditions are equivalent: 

(i) there exists an isomorphism </> : Bi —> C such that </)\B = id# and 
m = f; 

(ii) zc(f) = l. 

Proof: Obvious. • 

We come now to a very important relation between commuting squares 
and the basic construction. 

LEMMA 5.3.3 Suppose 
H 

Bo C Bx 
KU UL (5.3.2) 

A) C Ax 
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is a commuting square of finite-dimensional C* -algebras with respect to a trace 
on Bi which is a Markov trace for the inclusion BQ C B±, with inclusion 
matrices as indicated. 

Let B<i = (J5i, e) denote the result of the basic construction for the inclu­
sion BQ C S I , where e denotes the projection in B2 which implements the 
conditional expectation of Bi onto Bo. Define A2 = (Ai,e) C B2. Then the 
following is also a commuting square (with respect to the unique trace on B2 

which extends the given trace on B\ and is a Markov trace for the inclusion 
B\ C B2), with the inclusion matrices as indicated: 

(5.3.3) 
£1 
LU 

A1 

H' 

c 
Gi 

c 

B2 
Utfi 

M, 

where G\ (resp., K\) is a matrix with block-form [Gf T] (resp., K 
A 

) , where 

r (resp., A) is the submatrix of G\ (resp., K\) determined by the columns 
(resp., rows) indexed by minimal central projections of A2 which are orthog­
onal to e. 

Proof: Begin by observing that, in view of the assumed commuting square 
condition, the tower A0 C A\ C A2 = (Ai,e) satisfies the conditions of 
Lemma 5.3.1(b); in particular, any element of A2 is of the form x = a 4-
Z)r=i^ec»j where a, &i,Q G Ai\ and EBlx = a + E™=i T^c* £ -̂ i> where 
r = | | i7 | | - 2 , and consequently (5.3.3) is also a commuting square. 

Let p\ , • • •, p$t (resp., q[ , • • •, q$) be an ordering of the minimal central 
projections of A\ (resp., B\) for / = 0,1, with respect to which the inclusion 
matrices are G, H, K,L as in (5.3.2). If we define q\.' = JBI% JBX, 1 < k < 
no, it follows from Lemma 3.2.2(a) (iv) that q[ \' — ,q!£f is an ordering of 
the minimal central projections of B2, and hence the inclusion matrix for 
B\ QB2, computed with respect to the q- ''s and the q\. ' 's, is H'. 

On the other hand, it follows from Lemma 5.3.1(b) that, if we write z = 
2A2(

e)> then there exists an isomorphism </> : (Ai,ejfc) —* A2z such that 
^(eAj) = e a n ( i <Kai) = aiz Vai ^ M> Define py = (j)(JAlpy JAl), 1 < i < 
mo, and let pmo+i, • • • ,p$2 be a listing of the minimal central projections of 
A2 which are orthogonal to z (or equivalently, to e). It follows, again from 
Lemma 3.2.2, that p\ , • • • ,p$ is a listing of the minimal central projections 
of A2 such that the inclusion matrix for A\ C A2, computed with respect to 
the pi ' 's and the p\ ' 's, is \G' T], as asserted. 

Finally, fix 1 < i < mo, 1 < k < no, and fix a minimal projection / G 
Aop\ \ By definition of the inclusion matrix, there exists a decomposition 
f% Yjf=\ rs of fqk as a sum of (mutually orthogonal) minimal projections 
in Boqy. Notice that 0(/e^J) = </H/)</>(eAj) = fz • e = fe. Hence we may 
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deduce from Lemma 3.2.2(b)(ii) that fe is a minimal projection in A2p\ , 
and farther, 

= f<&0) = fq£'e (by Lemma 3.2.2(a)(i)) 

rse; 
5=1 

but, again by Lemma 3.2.2(b)(ii), each rse is a minimal projection in B2q\ • 
This completes the proof that the inclusion matrix for A2 C B2 is indeed as 
asserted. D 

COROLLARY 5.3.4 Let 

B0 c Bi 
KU UL (5.3.4) 

A0 C Al 

be as in Lemma 5.3.3. 
(a) Then G'K < LH' in the entry-wise sense. 
(b) Assume that each of the four inclusions in (5.3.4) is connected. Then 

the following conditions are equivalent: 

(i) G'K = LH'; 

(ii) if A2, B2 are as in Lemma 5.3.37 then ZA2{^) = 1; 

(Hi) \/{ueu* : u € Ai,u unitary} = 1, where the 'supremum' is computed in 
A2 or equivalently in C(L2(B\)); 

(iv) B\ is linearly spanned by A\BQ = {aibo : a\ E Ai, bo E Bo}; 

(if K'G = HL'\ 

(iif if Ci = (JBi,/) is the result of the basic construction for the inclusion 
A\ C B\ (with respect to the Markov trace for this inclusion), and if 
C0 = (Bo,/>, thenzCo(f) = l; 

(Hi)' if Co and f are as in (iif above, then \/{ufu* : u £ Bo,u unitary} = 1, 
where the 'supremum' is computed in Co or equivalently in C(L2(Bi)); 

(ivf B\ is linearly spanned by BQA\ = {&ô i : &i E A\, bo E Bo}. 

(c) Assume that each of the four inclusions in (5.3.4) is connected, and 
that the equivalent conditions of (b) are satisfied; then: 

(i)\\G\\ = \\H\\; 

fii)\\K\\ = \\L\\; 
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(iii) if tr denotes the trace on B\ which is the Markov trace for B0 C B\, 
then tr is also the Markov trace for A\ C 5 i , and t r | ^ (resp., ti\B0) is 
the Markov trace for AQ C A\ (resp., A0 C B0.) 

Proof: (a) By multiplicativity of inclusion matrices, we find from Lemma 
5.3.3 that (KH = GL and) LH' = GxKi = G'K + TA, thus establishing (a). 

(b) By the above reasoning, if (ii) is satisfied, it follows from Lemma 5.3.3 
that T and A are absent, whence we have (i). 

On the other hand, suppose (ii) is violated. In the notation of the proof of 
Lemma 5.3.3, this means there exists z, m0 < i < ra2, such that p\ ^ 0. Since 
the inclusion A\ C A2 is unital, there must exist j < m\ such that Tji / 0. 
Also, by the definition of an inclusion, there must exist fc, 1 < k < n2, such 
that Aik ^ 0; it follows that (TA)jk / 0, and hence (GfK)jk < (LH')jk, thus 
establishing that (i) <£> (ii). 

(In the following, we shall write Q for the cyclic trace vector in L2(Bi).) 
Notice that the condition (ii) amounts to the requirement that \J{ueu* : 
u E A2,u unitary} = 1, which amounts to requiring (since the range of 
ueu* is just UBQVI) that Bi^l is spanned by {J{UBQQ, : u E A2,u unitary}, 
which is equivalent to the requirement that B\ft is spanned by {xboft : x E 
A2> bo E Bo}. Since A2 is spanned by Ai together with elements of the form 
aeai, a, a\ E Ai, and since the range of e is just BQQ, it follows that (ii) is 
equivalent to the requirement that B\Ct is spanned by A\BQCI (which, in view 
of 0 being a separating vector for J5i, is the same as (iv)) which is again seen 
to be equivalent (by reversing the earlier reasoning) to (iii). 

By taking adjoints, it is clear that the conditions (iv) and (iv); are equiva­
lent, while the equivalence of (i)/-(iv)/ follows from the equivalence of (i)-(iv). 

(c) The assumption that (b)(ii) is satisfied implies - by Proposition 3.2.3 
- that t r | ^ is the Markov trace for A0 C A\ (since I ^ e = ||iJ||~"2) and that 
||G|| = ||tf||. 

As for (iii), let us write tBl for the trace vector corresponding to the trace 
tr. Let us also write tc for the trace vector corresponding to tr |c, where 
C E {^o, A\, Bo}. The already established fact that t r | ^ is the Markov trace 
for AQ <Z Ai implies that 

G'*Ao = ||G||2tAl. (5.3.5) 

Hence 

H'HL'tM = H'K'GtAl = H'K'tAo = L'G'tA* = \\G\\2L'tA\ 

Thus, L'tAl is a, and hence the, Perron-Frobenius eigenvector for H'H; i.e., 
there exists a positive constant p such that L'tAl = ptBl; but then, also 
LL'tAl = pLtBl = ptAl; and hence p = | |£| |2, and indeed tr is the Markov 
trace for Ax C Bx. • 

REMARK 5.3.5 The proof shows that the conditions (ii),(iii),(iv),(ii/,(iii)', 
and (iv)1 in Corollary 5.3.4(b) are equivalent even without requiring either 
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that the trace in question is the Markov trace, or that all the inclusions are 
connected. In fact, these conditions are equivalent under just the assumption 
that we have a commuting square of finite von Neumann algebras, provided 
that the expression 'linearly spanned' in conditions (iv) and (iv)' is replaced 
by 'contained in the closed subspace of L2(Bi) generated by}. Such a general 
commuting square of finite von Neumann algebras has also been called a non-
degenerate commuting square by Popa. 

DEFINITION 5.3.6 The commuting square (5.3.4) is called a symmetric com­
muting square if the equivalent conditions in Corollary 5.3.4(b) are satisfied. 

5.4 Path algebras 

Suppose 
A0 C Ax C A2 C • • • C An C • • • (5.4.1) 

is a tower of finite-dimensional C*-algebras. We know that the 'isomorphism 
class' of this tower is completely determined by the dimension vector of AQ and 
the Bratteli diagrams of the successive inclusions. The path-algebra formalism 
gives a model of such a tower (for any prescribed data as above), which is 
quite useful in some computations. Before we get to discussing this formalism, 
we set up some notation. 

If A is a finite-dimensional C*-algebra, we shall write ir(A) for the set 
of minimal central projections of A. Thus, if A C B is a unital inclusion of 
finite-dimensional C*-algebras, then the inclusion matrix is the ir(A) x ir(B) 
matrix, with (p, q)-th entry given by [dim^pqA1 pqPipqBpq)]*. We shall think 
of an edge a in the Bratteli diagram for the inclusion A C B , which joins 
p G TT(A) and q G ^{B)) say, as being oriented so that it starts from p and 
finishes at g, and we shall write p = s(a),q = f(ot). 

Suppose now that the A^s are as in (5.41), where we assume that all 
the inclusions are unital. For convenience, we set A-\ = Cl C AQ\ write 
7T(T4_I) = {*}. For k > 0, let Q& denote the set of edges in the Bratteli diagram 
for the inclusion Ak-i C Ak, oriented as discussed in the last paragraph. 

For - 1 < I < k < oo, define 

%fc] = {a = (aj+i, ttz+2, • • •, afc) : a* G ft*, f(ai) = s(ai+i) Vi}; 

tyj,oo] = {& = (ai+i,ai+2,--*,afc,--0 : &i £ fi»,/(a») = 5(a i + i) Vi}; 

fi[fc,fe] = Tr(̂ -fc)-

For — 1 < I < k < co, let H\i^} denote a Hilbert space with an orthonormal 
basis indexed by 0 ^ ; we shall identify an operator x on H[itk] with its matrix 
((x(a,f3))) (with respect to this basis). 

If — 1 < I < h < h < k < co, and if a = (<ty+i, a/+2, • • •, ak) G £l[i,k], 
write 5(a) = 5(az+i), f(a) = f(ak) and a[Zl)fcl] = (a^+i, aZl+2, • • •, afcl). 
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We shall use the following obvious simplifying notational conventions: 

flfc] = fi[_i,A:], fi[Z = fi[Z,oo], ̂  = fy-lJ 

i_y i_y l y i_/ i_y IJ 

rik] = /1[-1,A;], /t[/ = /%oo] , ^ = ^[-1» 

Finally, for — 1 < n < oo, define 

£ n = {x G C{H) : 3a G C{Hn]) such that 

:r(a,/?) = 8a[nfi[na(an],l3n]), Va,/J G fl}. 

PROPOSITION 5.4.1 With the foregoing notation, we have: 
(i) for —l<n<oo,Bn is a *-subalgebra of C(H) and 

B0CBlCB2C---CBnC-.-; (5.4.2) 

(ii) if — 1 < k < n < oo, then 

B'k = {xe C{H) : 3a G £(«[*) such that 

z(a, /J) = (Safc])/3fc]a(a[A;, /J[Jb) Va, /J G fl}, 

J5J. fl Bn = {x G C{H) : 3a G £(«[*,,»]) such that 

x(a, f3) = 6ak],pk]6a[n,p[na(o<[k,n},P[k,n)) Va, f3 G 0} ; 

(Hi) for fixed n > — 1 and p G 7r(>ln), define p £ Bn by 

p(a, /3) = 6atp6f(an])j, Va, ̂  G fl; 

t/ien 7r(£n) = {p : p G 7r(An)}; 
(iv) for n > — 1, and A, /x G fln] satisfying /(A) = /(/x), define e\^ G # n 

eA,/iO, /?) = £an])A^n])/A[n)/3[n Va, /J G fl; 

t/ien 
{eA)/i:A,/xGfln],/(A) = /(/x)} 

is a lsystem of matrix units' for Bn; 
(v) there exists an isomorphism if) of the tower (5.4-1) onto the tower 

(5.4.2) such that -00) = p Vp G w(An), Vn > - 1 . 

Proof: The proof of (i)-(iv) is routine computation. Assertion (v) is easily 
seen, via induction, to amount to the following statement which is indeed 
true: 

If AQ C A\ and BQ C B\ are inclusions of finite-dimensional C*-algebras, 
if 0 : AQ —> BQ is an isomorphism, and if there exists a bijection </>: 7r(i4i) —> 
ir(Bi) such that the two inclusion matrices A^ and A# satisfy AA(P,Q) — 
AB{0{P), </>(q)), then there exists an isomorphism 6 : A\ —> B\ which simulta­
neously extends both 9 and <j). • 
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REMARK 5.4.2 (1) Ifx G Bn and a G C(7in]) are related as in the definition 
of Bn, the assignment x \-^> a defines a faithful representation pn ofBn on Ti^; 
we shall consequently simply write x(a,/3) for {pn}{x))(a, /?), whenever x G 

Bn ,a, /? G On]. Further, dimc^n] = £per(An)[^
mc(-BnlO]5> and pn contains 

each distinct irreducible representation of Bn exactly once. 
(2) Suppose V>, V>' : Ai —» Bn are two isomorphisms which both map Ak to 

Bk and p G 7r(Ak) to p for each p G 7r(Afc), for 0 < k < n. Then 9 — ip~l o ip' 
is an automorphism of An with the following two properties: (a) 9{A]C) = 
Ak, 0 < A; < n; and (b) 9\z(Ak) =

 idz(Afc), 0 < k < n. 
On the other hand, any automorphism of Mn(c) is inner; hence an au­

tomorphism of a finite-dimensional C*-algebra is inner if and only if it acts 
trivially on the centre; this implies, by an easy induction argument, that an 
automorphism, 9 of An satisfies properties (a) and (b) of the preceding para­
graph if and only if it has the form 9 = AdW0Wl...Un, where uk is a unitary 
element of A'k_l D Ak, for 0 < k < n. 

Suppose now that tr is a faithful tracial state on An, where we temporarily 
fix n > 0. For — 1 < k < n, let r . n{A}-) —» [0,1] be the trace-vector corre­
sponding to tr|^fc; thus r = tr p0, where p0 is any minimal projection in A^p. 
In the following proposition, whose proof is another straightforward verifica­
tion, we identify the A^s with the corresponding I V s of Proposition 5.4.1. 

PROPOSITION 5.4.3 (i)If—l <k <n, and if x G Bk, thentvx = J2aenkJf(a) 
x(a,a). 

(ii) If —1 < k < ?i, and if x G Bn , then the tr-preserving conditional 
expectation EBk of Bn onto Bj~ is given by 

(EBkx)(a, 0) = 6a[kAk Yl T(EF*(«*] ° 0> A] ° °) 
*€nlJb|n] tf(a ) 

s(e)=f(ak]) 

for all a, (3 G fin], where we have used the symbol o to denote concatenation 
of paths. 

(Hi) In particular, if—1 < k < n, and if e\^ is as in Proposition 5.1±.l(iv), 
then 

j(n) 

EBk(ex^) = *A lJb,/i[Jb7fc)—eXkhflky
 D 

V(Afcl) 

We conclude this section by discussing the above path-algebra formulation 
in the important special case when the tower (5.4.1) (equivalently, (5.4.2)) is 
the tower of the basic construction applied to the initial connected inclu­
sion AQ C A I , with respect to the Markov trace. In this case, suppose A 
(resp., Qo) denotes the inclusion matrix (resp., the set of oriented edges in 
the Bratteli diagram) for A0 C A\. Let us inductively identify p G 7r(An) 
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with JAn+1pJAn+1 £ 7r(An+2)- Further, if a G O0, let us write a for the same 
edge with the opposite orientation, and let us write CtQ = {a : a £ QQ}. It 
then follows from Lemma 5.3.3 that if An denotes the inclusion matrix for 
An C An + i , then (An, Qn) is (A, OQ) or (A', QQ) according as n is even or odd. 

Let irn* : ir(An) —• [0,1] denote the trace-vector corresponding to the 
restriction to An of tr, the unique consistently denned trace on Aoo = \JkAk-
Then, with our identification of 7r(A2n) (resp., 7r(A2n+i)) with 7r(A0) (resp., 
7r(Ai)), it follows that 

jtfn+l) = r - n j ( l ) J ( 2 n ) = ^ ( 0 ) ^ ( 0 ) = ^ 

where r = ||A||"2. 
Again, in the following result, which is easily verified, we identify An above 

with the corresponding Bn of Proposition 5.4.1. 

PROPOSITION 5.4.4 With the foregoing notation, a candidate {or the projec­
tion en+i G A'n_1 fl An+i is given by 

en+i(a,/?) 
I7n) ^ ) 

_ VV("n])V(/?n]) 
6 « n - l ] A - l ] 0«[n+1 ,/?[n+l ^ [n .n+l ] ^[n- l ,n] ^[n.n+1]^[n-l ,n] T ( T I - 1 ) 

V(«n-1]) 

D 

5.5 The biunitarity condition 

In this section, we discuss the important re-formulation, due to Ocneanu, of 
the commuting square condition, as a biunitarity condition. Before we get to 
that, it would be good to make a slight digression concerning matrix units. 

Recall that if e^ is the n x n matrix with 1 in the (i,j) position and 0's 
elsewhere, then {e -̂ : 1 < i,j < n} is called a (or, sometimes, the) standard 
system of matrix units for Mn(c); more generally, if A is a In factor, a set 
of matrix units for A is any set of the form {i)~l(e>ij) '• 1 < i,j < ^ } , where 
ij) : A —> Mn(c) is any isomorphism. Slightly more generally, if A is a finite-
dimensional C*-algebra, we shall refer to a union of sets of matrix units for 
each central summand of A as a system of matrix units for A. (See Proposition 
5.4.1(iv).) Finally if we are given a tower of finite-dimensional C*-algebras, 
say AQ C A\ C • • • C An as in the last section, we would like to work with a 
system of matrix units for An which is compatible with the tower in a natural 
fashion. 

For this, notice that, in the notation of Proposition 5.4.1, the set {eA,̂  : 
A,/iG On]3 /(A) = /(/x)} is a system of matrix units for An with the following 

(5.4.3) 
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property: whenever — 1 < k < I < n, A, /i G Cl[k,i], s(X) = s([i), f(X) = /(/x), if 
we define 

^A./i / v &ao\o/3,aofj,o/3) 

f(a)=s(\)X0)=fW 

then {ex)M : A5 fi G 0 ^ , s(A) = s(//), / (A) = / ( / / )} is a set of matrix units for 

D E F I N I T I O N 5.5.1 If A0 C A} C • • • C An is a tower of finite-dimensional 
C*-algebras, we shall use the expression a system of matrix units for An which 
is compatible with the tower above, to denote any set of the form ^~1({e\itjL • 
A,/i G fin]j/(A) = / ( A O } ) ? where ip and {eA)M : A,// G On ] , / (A) = /(/*)} are 
as in Proposition 5.4-l(v) and (iv). 

Thus a consequence of Remark 5.4.2(2) is tha t any system of matrix units 
for An which is compatible with the tower {Ak : 0 < k < n} can be obtained 
from any other by an inner automorphism of An of the form AdWoUl...Un, where 
Uk is a unitary element of A,

k_1 C\ A^, for 0 < k < n. 

If Bn] = {pA,M • A,/X G fin]3s(A) = s(/x),/(A) = / ( / i )} is a system of 
matrix units for A n which is compatible with the tower AQ C • • • C An, and if 
B[k,i\ = {PA,M : A, // E % , Z ] , s(A) = s(//), /(A) = / ( / / )} is the system of matrix 
units for B'k D Bi as above, we shall say that the system B[ktt\ extends to the 
system Bn], or that the system Bn] restricts to B^iy 

We are now ready for the biunitarity condition. (In the following propo­
sition, we shall use the following notation: if AQ C A\ C • • • C An is a tower 
of finite-dimensional C*-algebras, we write fi(A0;Ai;-;An) ^° d e n ° t e the set of 
oriented paths which was denoted by 0[o,n] i n the last section. We shall also 
use the convention tha t the symbol a o (5 will be used to denote concatenation 
of the paths a and /?, and it will be tacitly assumed that if this symbol is 
used, then necessarily s(/3) = f(cx).) 

P R O P O S I T I O N 5.5.2 Let 

B 0 c B1 

U U (5.5.1) 
AQ C Ai 

be a square of algebras. Denote an element of fl(c;A0;Ai;Bi) (resp., O(C;A0;B0;BI)>' 
by a triple a = (a0,aha2) (resp., f3 = {(kiPufh)) where a 0 , A € O ( C ; A 0 ) 3 

etc., so that, for instance, ^ = A ° A ° A-) 
(a) Let {pa^> : a, a' G 0 ( C ; A o ; A i ; j B l) , f(ot) = f(a')} (resp., {qM> : (3,(3' G 

^(c;A0;Bo;Bi)' f(P) = f(P')}) be a system of matrix units for B\ which is 
compatible with the tower C C AQ C A\ C B I (resp., C C i 0 C B 0 C B iy). 
T/ien £/iere exists a matrix U = ((t^))> ^it/i columns (resp., rows) indexed by 
^(A0;Ai;Bi) (resp., fi(A0;Bo;Bi)A satisfying the following conditions: 

(i)u£ = 0 unless s(a) = *(/?), / ( a ) = /(/?); 
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(ii) for all a,af € £2(C;A0;AI,\BI)> we have 

E j3 P' 
Uaioa2

Ua'1oa'2
(l<xo°(3,(x'0°(3'i 

/3^'ea{Ao,Bo]Bl) 

(Hi) U is unitary. 

(b) IJU' is another matrix satisfying (a)(i)-(iii), then there exist complex 
scalars cjp,p € 7r(J5i), of unit modulus, such that (u')^ = 0Jf{a)U^. 

(c) Suppose t r is a faithful tracial state on J?i, and suppose r : TT(C) -+ 

[0,1] is the trace vector corresponding to t r | c , for C € {AQ) A I , BQ, B\}\ define 

a matrix V with columns (resp., rows) indexed by 0(A0;AI)°^(AO;BO) = { î°A : 

ai € Q ( A O ; A I ) 5 A € ^(Ao;B0)} (resp., Ct(Ai;Bl) o Sl(BQ\Bi) = {«2 ° A : OL2 e 

fi(Ai;Bi),A € 0 (Bo ; jB l)}) as follows: 

Q;20/52 _ | ^ | ^ « #(*(«*),'(&)) = (/fa),/(A)), (552) 
0 otherwise; J 

t/ien (5.5.1) is a commuting square with respect to t r if and only if V is an 
isometry - i.e., the columns ofV constitute an orthonormal set of vectors. 

Proof: (a) Let ip (resp., ip') denote an isomorphism of B\ onto the path-
algebra model for B\ coming from the tower AQ C AI C B\ (resp., AQ C 
Bo C J5i), as in Proposition 5.4.1(v), such that i^(pa,a') = ^a,a' V a , a ' € 
ft(c;A0;Ai;£i) (resp., T/%/5,/5') = e ^ / V/?,/?' € fi(c;A0;£o;Bi)); and let p0 (resp., 
Po) denote the representation of ift(Bi) (resp., ij)'{Bi)) on a Hilbert space H 
(resp., H') with orthonormal basis {£a : a € 0 ( C ; A O ; AI;BI )} (resp., {rjp : /? G 
fyc;Ao;£0;£i)}), a s i n Remark 5.4.2(1). 

Consider the representations p = po o ip and p' = pf
0 o ij)' of B\. It fol­

lows from Remark 5.4.2(1) that these representations are unitary equivalent. 
Let U : 7i —> H' be a unitary operator which intertwines p and p'. The 
fact that U intertwines the restrictions to AQ of the representations p and 
p', is easily seen to imply that there exist scalars u^a € Q>(A0;AUBI)I P £ 
^(Ao;£o;£i)(5(°0>/(°0) = (s(P)if(P)) (which are essentially just the matrix 
coefficients of i7 with respect to the given bases), such that 

^en ( j 4 o . B o ; B l ) 

a(/3)=/(a0),/(/3)=/(a2) 

whenever a = aQ o a i o a 2 € 0(C;AO;AI;BI)-
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Since p(pa,a') = (•,&*')&* and pt{qw) = (-,^')%» i* follows that 

p'(Pa,a>) = Up{pa^)W 

= L*i Uaioa2
Ua'1oa'2P Waoo/?,a'o0/?')> 

thereby proving (a). 
(b) In the notation of the proof of (a), notice that if U' is another matrix 

as in (a), and if we use the same symbol for the associated unitary operator 
from 7i to Ti' which is easily seen to necessarily intertwine the representations 
p and //, then U'*U G p(B\)'\ but it is a consequence of Remark 5.4.2(1) that 
(the representation p is 'multiplicity free' and hence) p{Bi)' = p(Z(Bi))i 

which is seen to imply (b). 
(c) If a, a' e ft(C;A0;Ai) satisfy f(a) = /(a'), define 

Pa,a' — / _j Paoa2,a'oa2' 

^2^(A1;B1) 

Then, according to the remarks preceding Definition 5.5.1, it is the case that 
the set {pa,a' ' OL,a' G fi(c;A0;Ai)5/(^) = /(<*')} is a system of matrix units 
for Ax. Let {qPtp : /?,/?' € fi(c;A0;£o)> /(/?) = f(P')} be the system of matrix 
units for Bo obtained in a similar fashion. 

Then for fixed a, a' G CI^AQ-M) satisfying f(a) = /(#')> w e n a v e 

E p P' uai oa2
 Ua'loa2 &*oo/?,a(,o/?' 

Ot2SCl(Ai;Bi) 

Wen(AotBoiBl) 

and hence, by Proposition 5.4.3(iii), 

tBl 

^2eaiAl.Bl) W ) 
W&iAoiBoiBl) 

it follows now from the definition of the matrix V that 

tAl 

EBo(pa,«>) = , A
 f(a\ E (W^qato^ofr (5.5.3) 

V*««0)?/K) ^ ^ O ^ l ) 

On the other hand, since pao,a' — qa0}a' whenever ceo,ce0 ^ ^(C,A0) satisfy 
f(a0) = /(ce0), it follows from another application of Proposition 5.4.3(iii) 
that 

tAl 

&Ao [Pa,a') = Oai ^ ~^ p a Q y0liQ 

*/(«o) 

= 6<*iia?1'=Ar~ E (lotQof3ua'Qop1- (5.5.4) 
tf(a0) Pien(Ao.Bo) 
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Since the qaoopua'op> 's are linearly independent, and since the pa)a>^ form a 
basis for Ai, the assertion (c) follows from equations (5.5.3) and (5.5.4). • 

REMARK 5.5.3 (1) It must be clear that (5.5.1) is a symmetric commuting 
square if and only if the matrix V of Proposition 5.5.2(c) is unitary; this is the 
reason for referring to the conclusion of Proposition 5.5.2(c) as a biunitarity 
condition. 

(2) It must also be clear that ifG, U, K and L are given rectangular matri­
ces with non-negative integral entries, and if these satisfy the obvious consis­
tency condition GL = KH, then a necessary and sufficient condition for the 
existence of a commuting square of algebras such as (5.5.1) with the inclusion 
matrices of AQ C A\, B0 C B\, A0 C B0 and A\ C B\ being G, iJ, K and L re­
spectively, is the existence of a unitary matrix U as in Proposition 5.5.2 (with 
^(A0;Ai) being the set of oriented edges in a bipartite graph with 'adjacency' 
relations described by G, etc.), such that the corresponding V is an isometry. 

(3) In the passage from the square (5.5.1) to the 'biunitary7 matrix £/, 
it was necessary to fix two systems of matrix units for B\ compatible with 
the towers C C AQ C A\ C B\ and C C A$ C B$ C B\ respectively. It 
follows from Remark 5.4-2(2) that the 'isomorphism class' of a commuting 
square is described by an equivalence class of 'biunitary7 matrices U as in 
Proposition 5.5.2, where two such matrices, say U and U, are equivalent if 
U = W2LW1, where W\ (resp., W<i) is a unitary matrix with rows and columns 
indexed by f^oj^uBi) (resp., ^A^BO-.BX)) such that the matrix W\ (resp., Wi) 
has the form ( W i ) ^ ? = ^(ai))/(ai),/(a2)),(s(a'1),/K),/K))(ai)ai(a2)^ (resp., 

TOjo§ = *M/WWi)jtf2))W where fli>a2>&i>&2 are 
suitably indexed unitary matrices. 

(4) The passage U \->V respects equivalences of biunitary matrices (which 
describe symmetric commuting squares with respect to the Markov trace); i.e., 
suppose U, U, Wi, Wi, ai, #2, &i> &2 are as above; suppose V is obtained from U 
by the same prescription by which V was obtained from U, then it is easy to 
see that the biunitary matrices V and V are also equivalent; to be brutally 
explicit, one has V = W2VW1, where 

We shall say that the commuting square (5.5.1) is described by the biu­
nitary matrix U if the commuting square and the matrix are related as in 
Proposition 5.5.2. Thus, this happens precisely when it is possible to find two 
systems of matrix units {pa)a'} a n d {Qprf1} ^0I &u compatible with respect to 
the towers A0 C A\ C B\ and A0 C B0 C B\ respectively, which are related 
by the matrix U as in Proposition 5.5.2(a). 

We now want to consider the case where (5.5.1) is a symmetric commuting 
square with respect to the Markov trace, and consider the 'dual' (symmetric) 
commuting square obtained, as in Lemma 5.3.3, from the basic construction. 
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PROPOSITION 5.5.4 Let A^Bi^e be as in Lemma 5.3.3. Suppose in addition 
that (5.3.2) is a symmetric commuting square. Suppose this symmetric com­
muting square is described by the biunitary matrix U as in Proposition 5.5.2, 
and suppose V is the matrix associated with U as in Proposition 5.5.2(c). 

(a) 

LU 

A G> 

is also a symmetric commuting square, 
matrix U[i)2] = V; 

(b) further, 

B0 C 
KU 

B2 

UK (5.5.5) 

A2, 

and it is described by the biunitary 

B2 

UK (5.5.6) 
A GG' A 

AQ C A2 

is also a symmetric commuting square,and it is described by the biunitary 
matrix E/[o,2] defined by 

(o,r AKl°Pl°P2 — \ ^ 0l*>l°Pl0,*°p2 fc C 7 \ 
KU[0,2))a1od2oK2 ~ 2 ^ Ua1o\vd2oK2- ( 5 . 0 - 0 

AGO ( j 4 l .B l ) 

Proof: It follows already from Lemma 5.3.3 that the inclusions in the 
squares (5.5.5) and (5.5.6) are as indicated, and that (5.5.5), and consequently 
(5.5.6), is a commuting square with respect to the Markov trace. Further, it 
is obvious that the symmetry of the commuting square (5.3.2) implies that 
of the commuting squares (5.5.5) and (5.5.6). So we only need to prove the 
assertions concerning biunitary matrices. 

We shall use the symbols ao, ô i, OL2, /?i, /?2> *4> A and K2 (or 'primed' ver­
sions of them) respectively, to denote the typical oriented path in £2(C;i4o)> 
^ ( A 0 ; A i ) j ^ ( A i ; A 2 ) ) £2(B0;#i)> ^ ( B i ; B 2 ) ) ^(AoiBo)^(A1;B1) a n d fi(A2;B2),

 w i t n t n e U n ~ 

derstanding that a2 (resp., f32) is an oriented path in O(A0;AI) (resp., O(B0;BI))-

Suppose {raooaioA^oaiov} and {^oo/do^^o/cio^} denote systems of ma­
trix units for B\ compatible with the towers C C AQ C A\ C B I and 
C C i 0 C B0 C Bj respectively, and that the biunitary matrix [/ is related 
to the commuting square (5.3.2) via these systems of matrix units; thus, 

E Kioffi—KjO^i /r r o\ 

^aioA ^a^oA '^ooKio^ i^o^o^- (0.0.0) 

It is clear from Proposition 5.4.4 and Lemma 5.3.1 that there exists an 
isomorphism, call it V>33 of B2 onto the path-algebra model for B2 coming 
from the tower C C A0 C BQ C JBi C B2, such that V>3 maps the system 
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{(ZaooKioft̂ o/̂ o/̂ } °f matrix units for ft onto the standard system of matrix 
units for the path algebra given by {eQ0OK1ojji)a'oK'oj8'}, and such that 

tf(0i)tf(0'1) 
Me) = E 1~W0

 e/Wi,/3i°/?V ( 5 , 5 , 9 ) 

where, as before, we write t : TT(C) —» [0,1] for the trace-vector correspond­
ing to tr |c, for C £ {A*, ft : i = 0,1,2}. Let ft = {q^o^o^o^o^p^,} 
be the system of matrix units for ft (which is compatible with the tower 
C C A0 C B0 C ft C ft) obtained as the inverse image under fa of the 
standard system {eaoOKlo01o02ijQOKiiOpiO0,2} of matrix units for the path-algebra 
model. (It should be clear that this notation is justified - in the sense that 
this system of matrix units does indeed extend the system {qaooKio0i,a' OK' op1} 
chosen earlier.) 

Similarly there exists an isomorphism ij)\ of A2 onto the path-algebra 
model for A2 coming from the tower C C A0 C A\ C A2, such that 
r l v ao°Qi)Qo°4/ = ^aooai^Qoa' j &B.G SUCIL t l i a t 

ri(e)= £ 1^^eai0&ua,0-li. (5.5.10) 

Now let ft = {p° . , , -, , } be any system of matrix units for 
x l--rQ:oOQ:iOQ:20K;2,Q:oOQ:1OQ:'20K;'2

 J J J 

B2 which is compatible with the tower C C A0 C A\ C A2 C ft and which 
'extends' the system (^i)"1({e

aooaioa2,a'oaioa'2}); l e t V>i denote the isomor-

A2 C ft which maps P°0Oaioa-aO„2i^iO£aOI6a onto ea0Oaioa-2OK2^oa,oa,2OK, 
phism of ft onto the path-algebra model from the tower C C A0 C Ai C 

C ft which maps p° . , , 
— * ^ "rooooioo20K2,a:gOo'1o< 

It should be clear that if we define 

r - - = Vs vKlO0117K'lO(3,1n - , , -
OOOOIOAO/^JOQOO^OA'O/^ / J 010A "'o'joA' "OOOKIO/JIO/^OQOK^O/^O/?^ ' 

«l°/3l,«i°/3i 

then ft = {raooaioXo02^QOaliOXIo0l2} is a system of matrix units for ft which is 
compatible with the tower C C A0 C Ai C ft C ft and which extends the 
already chosen system of matrix units {raooaiox,a' oa'o\>} for ft. It should be 
obvious that we have the relations 

—«i°/3i K i °^ i _ _ (K t\ '\'\\ 
^aioA ^ i o A ' ^ o o a i o A o ^ ^ o Q i i o A ' o ^ ^ - V 0 - 0 , 1 1 / 

QlloAjQljOA' 

The definitions and equation (5.5.10) imply that 

)JtfU)tfU) 0 
e = > J 2 V - i -/ • (5.5.12) 

JL-J TAO - ^ O I O O I ^ O O ' I v / 

oi,o'1,s(o:i)=s(o'1) ls(ai) 
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Similarly, it follows from equation (5.5.9), equation (5.5.11), and the definition 
of the matrix V (in terms of £/), that 

tK0i)tm) 

tf(pi)tm) 

E E x 

01,01 f(
 a o ° " i N

 Ts(0i) 

,Bi jBx 
tf(0l)tf(0i) 

' ; T # O Q:ioA oijoA' 0:000:1°AO^JQIOOQIJOA'O/3'X 

Z - / 7A0 a io / c i QI'JO/CI o o o a i o A o / ^ i ^ o o O j o A ' o / ^ ' j ' 

*(0i)=*(/*i) 

Let T î and 7^ denote Hilbert spaces with orthonormal bases {£a : a £ 
fyc;Ao;Ai;A2;£2)} a n d {% : 7 £ ^(C;A0;AUBI;B2)} respectively. Let pi (resp., 
P2) denote the representation of B2 on H\ (resp., H2) such that Pi(p^a>) = 
('•>Caf)Ca (resp., P2(7*7,7') = i'lVj^Vj)- Consider the unitary operator V : H\ —> 
H2 defined by 

V Sotooc*l0^2o«2 2Lf ^020/C2^ooooioAo/f 2" 

Ao/f2 

It is clear from the definitions that V intertwines the restrictions to A\ of 
the representations p\ and p2, and that 

Vpi(p° - , , -, ,)V* 
~l V ^ Q ; 0 O O I 0 0 2 0 / C 2 , Q : O O Q : 1 O Q : 2 ° K 2 

= E V a 2 o / C 2 V a / 2 o K ' 2 ^ ( r a 0 o a 1 o A o 4 ' 2 , a /
0 o a i o A / o i 9

/
2 ) - ( 5 . 5 . 1 3 ) 

Ao/fe.A'o/f'g 

It follows quite easily from equation (5.5.12), equation (5.5.13) and the 
already obtained expression for e in terms of the r7)7/'s (after making the 
change of variables (/32, ^2) to (/?i,fti)) that V*pi(e)V — £2(2)- Since A2 = 
(Ai,e), this means that the operator V intertwines the restrictions to A2 of 
Px and p2-

Suppose now that ((wd°2^
2
K2)) is the biunitary matrix which describes the 

commuting square (5.5.5) with respect to the systems of matrix units {p^a>} 
and {ria<}\ thus, if we define an operator W : H\ —• H2 by the prescription 

" SO00O10OT20/C2 / y 

XoB2 

MP 
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then W is a unitary operator which intertwines the representations p\ and p2 

oiB2. 
It follows then that W*V E pi(A2)'] on the other hand, it is clear from 

the definitions that W*V commutes with {pi(f) '• } € Z(B2)}; on the other 
hand, by Remark 5.4.2(1), we have pi(Z(B2)) = p\(B2)'] thus we find that 
W*V e pi(B2), and that in fact W*V — pi(u0) for some unitary element 
u0 E A'2 fl B2. It is easy now to see that if we define pa^a> = uop^ IUQ, 
then {pa,a'} is a system of matrix units (which is compatible with the tower 
C C A0 Q Ai C A2 C B2) and that 

77 - = V ?/0/?"2 TJA,°^2 r 
Xo02,X'op'2 

(5.5.14) 
This proves (a), while a combination of equations (5.5.14) and (5.5.8) estab­
lishes (b). • 

COROLLARY 5.5.5 Suppose (5.3.2) is a symmetric commuting square with 
respect to the Markov trace. Let {Bn} denote the tower of the basic cn-
struction applied to the initial inclusion Bo C Bi, with en+i E Bn+i im­
plementing the conditional expectation of Bn onto Bn-\. Inductively define 
An+i = (An, en+i), n > 1. 

(i) Then, for every n > 0, 

Bn C Bn+i 
U U (5.5.15) 

An C T̂-n+l 

25 also a symmetric commuting square,and it is described by the biunitary 
matrix £/[n>n+i], where 

_ j U if n is even, 
U[n,n+1} - \ V if U is Odd. 

(ii) For each n > 0, we have isomorphisms 

I A!n n Bn c A'n n Bn+l \ I A'n+2 n Bn+2 c A'n+2 n Bn+3 \ 
u u ^ u u . 

V Z(An) c A'n n An+l J V Z(An+2) c 4>+ 2 n An+3 J 

Proof: (i) is an immediate consequence of Proposition 5.5.4(a) and the 
easily verifed fact that if we denote the passage U »-> V by V = V(U), then 
V(V(U)) = U. 

(ii) By definition, we can find systems of matrix units {paai '• OL,CJ E 

} and {qfy : P,P £ 0 ( c-,Ak;Bk;Bk+1)} for .B^+i (which are 
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compatible with the towers C C i f c C Ak+\ C Bk+i and C C Ak Q Bk C Bk+i 
respectively, such that 

^aooafcoAfc+x^oa'j.oAj,, 

E ( \*k°Pk 7 \Ak°Pk («) 

Since 0(An;Bn;jBn+1) = 0(An+2;sn+2;JBn+3), it follows from the path-algebra 
description that there exists a unique isomorphism ij) : (A'nC)Bn+i) —> (A'n+2n 
Bn+3) such that ^(q^op^opj = ^f^\>no^n- Since U[n,n+1] = l7[n+2>n+3], it 

follows t h a t also HP(a!o\n+1,a'no\>n+1) = ^ I t ^ c A ^ a n d S 0 t h e m a P ^ 

implements the desired isomorphism. D 

5*6 Canonical commut ing squares 

Assume, as usual, that N C M is a finite-index inclusion of II\ factors, that 

N = M_i C M - M0 C Mi C • • • C Mn C • • • 

is the tower of the basic construction, and that en+i denotes, for n > 0, the 
projection in Mn+\ which implements the conditional expectation of Mn onto 
Mn_!. 

PROPOSITION 5.6.1 Fix n > 0, and Ze£ tr denote the restriction, to N' n 
Mn + i , o/trMn+1. 

(%) 77ie following is a commuting square with respect to tr: 

JV7nMn c N'nMn+1 

U U (5.6.1) 
M ' n M n c M 7 n M n + 1 . 

fn,) tr is the unique Markov trace for the inclusion (JV7 fl Mn) C (JV7 D 
M n + i ) . 

Proo/; Fix a; G (M'nM n + i ) (resp., (JV7nMn+i)); then for arbitrary a G M 
(resp., JV), an application of EMW to both sides of the equation xa = ax yields 
{EMnx)a = a(EMn(x))> Since a was arbitrary, this means that EM T I (M / D 
Mn+1) C (M7 n Mn) (resp., £Mn(iV

7 n Mn+1) C (JV7 n Mn)), which clearly 
implies the truth of (i). 

As for (ii), note, as above, that the projection en+2 € (IV7 n Mn+2) imple­
ments the tr-preserving conditional expectation of (JV7nMn+i) onto (JV7flMn) 
and that en+2 satisfies the Markov property with respect to (JV7 D Mn+i) and 
trMn+2|(7V'nMn+2)- It follows now from Lemma 5.3.1(b) and Proposition 3.2.3 
that tr is a Markov trace for the inclusion (JV7 fl Mn) C (JV7 n Mn+1). On the 
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other hand, as a result of the bimodule picture of the principal graph, this 
has already been seen to be a connected inclusion, and the proof is complete. 

• 

To proceed with the analysis, it is desirable to take a closer look at Lemma 
5.1.1 and its consequences. According to that lemma, if JV C M is a finite-
index inclusion of Hi factors, then we can find a subfactor JV_i of JV such 
that M is isomorphic to the result of the basic construction for JV_i C JV. 
However, the choice of JV_i is far from unique. For instance, if u is a unitary 
element of JV, it should be clear that uN-iu* works just as well as JV_i. (It 
is a fact - see [PP1] - that this turns out to be the only freedom available in 
the choice of JV_i; but we do not need that fact here.) 

Exactly as we constructed the tower {Mn}n>i of the basic construction, 
we may also construct a tunnel {JV_n}n>i in such a way that every inclusion 
of neighbours in (5.6.2) (below) is an inclusion of II\ factors with index equal 
to [M \ N}) and such that any string of three equally spaced factors 'is a basic 
construction': 

• • • C JV_n C •. • JV_! C JV C M C Mx C • • • Mn C • • •. (5.6.2) 

The point, however, is that while the 'tower' construction is canonical, 
the 'tunnel' construction is only 'semi-canonical' in the sense discussed in the 
last paragraph; thus, given JV_n, the subfactor JV_n_i is determined only up 
to an inner automorphism in JV_n. 

In any case, suppose we have chosen a tunnel as in (5.6.2). A little thought 
should convince the reader that once we have fixed n, the map x i—• JM%*JM 

defines an anti-isomorphism of JV_n onto Mn+\ which maps JV_& onto Mk+\ 
for 1 < k < n. Thus, we have, for each n, an anti-isomorphism (of commuting 
squares): 

/M'nMn c M'nMn+1\ _isom /MnJv:(n_1} c MnJVin\ 
u u - u u • 

\M[nMn c M{nMn+1y V^njv:(n_1} c NnN'_nJ 
(5.6.3) 

It follows, thus, that independent of the manner in which the tunnel 
{JV_n}n>x was constructed, the following grid of finite-dimensional C* 
-algebras, equipped with consistently defined traces (given by the restrictions 
of trjvf) - or rather, the trace-preserving isomorphism-class of this grid - is 
an invariant of the inclusion JV C M: 

C = Mf)M' C M H JV' C MDN'_i C Mf)N'_2 C 
U U U (5.6.4) 

JVHJV' c JVnJVix c JVnJVi2 c •••. 

DEFINITION 5.6.2 The trace-preserving isomorphism-class of the grid (5.6.4) 
of finite-dimensional C*-algebras is called the standard invariant of the sub-
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factor N C M, and #ie individual squares in this grid are called the canonical 
commuting squares associated with the subfactor. 

Notice, incidentally, that in view of the anti-isomorphisms given by (5.6.3), 
the standard invariant contains the data of the principal and dual graphs of 
the subfactor. (The latter (resp., the former) describes the Bratteli diagram 
of the tower contained in the top (resp., the bottom) row in the standard 
invariant.) 

Further, it must be clear that the standard invariant would even be a 
complete invariant for the subfactor N C M , provided we could, by making a 
judicious set of choices, find a tunnel {iV_n} with the (generating) property 
that U n ( ^ n N'_n) is weakly dense in M and Un(N D N'_n) is weakly dense in 
N. Notice that an obvious necessary condition for this is that N and M be 
both isomorphic to the hyperfinite Hi factor. (It is a fact that a finite-index 
subfactor of R is necessarily hyperfinite.) 

It is a deep theorem due to Popa ([Pop6]) that a subfactor admits such a 
generating tunnel if and only if it satisfies a certain property he calls strong 
amenability. It follows from one of the equivalent ways of characterising this 
notion of strong amenability that any subfactor of finite depth - i.e., for 
which the principal (equivalently the dual) graph is a finite graph - is nec­
essarily strongly amenable, and is hence characterised by its standard invari­
ant. 

It will be a good idea to consider the finite-depth case a little more 
closely. Suppose then that iV C M is a subfactor of finite depth. It then 
follows from the definition of the principal and dual graphs, that if n is 
large enough, then (M[ n Mn_i) C (M{ n Mn) C (M{ n Mn+i) is an in­
stance of the basic construction, as is (Mf n Mn_i) C (M' n Mn) C (M' n 
Mn + i) , with the conditional expectation being implemented in either case 
by en+i. Thus, in view of Lemma 5.3.3 and Corollary 5.3.4, we may para­
phrase the finite-depth case of Popa's theorem on amenable subfactors as 
follows: 

THEOREM 5.6.3 Let N CM be a subfactor (of a II\ factor) of finite depth. 
Then, for n sufficiently large, 

M'nMn C M' f lM n + 1 

U U (5.6.5) 
M[f)Mn C M{OMn + 1 

is a symmetric commuting square. Further, the isomorphism class of this 
square of algebras is a complete invariant of the subfactor. 
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5*7 Ocneanu compactness 
Suppose, in the opposite direction to Theorem 5.6.3, that we are given a 
symmetric commuting square (with respect to the Markov trace), say 

B0 C Si 
KU UL 

A) c Ai, 

where the inclusions are assumed to be connected. Let 

Bo C Bx C £ 2 C £ 3 C • • • 

be the tower of the basic construction (applied to the initial inclusion B0 C 
Si) , where Bn+i = (Bni en+i) for n > 1. Define An+i = (An, en+i) for n > 1. 
(Notice that, according to our conventions, the sequence {en} now starts only 
with 62.) It then follows from Lemma 5.3.3 and Corollary 5.3.4 that 

Bn+\ 
ULn (5.7.2) 

An+i 

is a commuting square for each n > 1, with inclusion matrices as given, where 
(Gn,Hn)Kn)Ln) is (G^H^K^L) or (G\H\L,K) according as n is even or 
odd. 

As has already been observed in §3.2, the algebra Un Bn admits a unique 
tracial state, and consequently has a copy R of the hyperflnite Hi factor as 
its von Neumann algebra completion with respect to this trace; for the same 
reason, the weak closure of Un An is a subfactor R0 of R. 

Thus each symmetric commuting square of finite-dimensional C*-algebras 
(with respect to the Markov trace, and such that the inclusions are connected) 
yields, by the above iterative procedure, a subfactor of the hyperflnite II\ 
factor. The content of Theorem 5.6.3 is that if, in place of (5.3.2), we had 
started out with the canonical commuting square (5.6.5) associated with a 
finite-depth subfactor of the hyperflnite II\ factor, then the subfactor RQ 
obtained by the above prescription would have been 'anti-conjugate' to N in 
the sense that the inclusions N C M and Ro C R would be anti-isomorphic. 

Conversely, we can start from an arbitrary symmetric commuting square 
as above, obtain the subfactor RQ C i?, and ask if there is any relation between 
the initial commuting square and the canonical commuting squares. This need 
not always be the case, but if we recapture the canonical commuting square, 
then the commuting square we started with is said to be flat 

The first step in investigating flatness or otherwise of a commuting square 
is the computation of the higher relative commutants; the answer to this 
computation lies in the following result due to Ocneanu. 

(5.7.1) 

C 

Gn 
C 
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THEOREM 5.7.1 (Ocneanu Compactness) LetAm Bn, RQ, R be as above. Then 

R,
QnR = A,

1nB0. (5.7.3) 

Proof: First observe, in view of the equations An+i = (An, en+i) and 
{en+i}' fi Bn = jBn_i, that if m > n > 1, then 

A!mr\Bn = A!nr\{en+uen+2,---,emy C\Bn 

= A^nSn- ! , 

and we thus find that 

A,
mnBn = A[ DBQ Vra > n > 1. 

Since Un ̂ n is weakly dense in i?o, it follows that 

A[ DBQCR'0nR. 

(In the following, we identify a G R with aO#, and thus view R as being 
metrised by || • ||2, the metric in L2(Fto).) 

Let 7in denote A!2n n ̂ n + i , viewed as a (finite-dimensional) Hilbert space 
(with respect to || • H2), and let En (resp., Fn) denote the subspace A!2n nB2n 

(resp., A2n+1C)B2n+i). Then, as in the proof of Corollary 5.5.5, we can find an 
(algebra) isomorphism Ln : Ho —> Hn such that Ln(Eo) = E^and Ln(Fo) = 
F 

We first establish the following: 

Assertion: There exists a constant c > 0 such that 

c ^ l H I ^ H L n ^ H ^ c l H I VzEWo, Vn. 

Proof of assertion: Since Ln is a *-algebra homomorphism, we have to 
show that the set 

AiLn(x*x) Al „ , 
1 trx*x ° l j - J 

is bounded away from 0 and 00. Since Af
Q D Bi is a finite-dimensional C*-

algebra, it is sufficient to show that for all minimal central projections p G 
A0, q € JBI (thus the typical minimal central projection in Af

Q D B\ is pg), and 
for any one minimal projection / G {A!Qr\B\)pq^ the sequence { trM-0 : n > 1} 
is bounded away from 0 and 00. 

In the following paragraphs, we shall use the notation and terminology of 
§5.5; in addition, we shall use the following notation: we write n : ir(A0) —• N 
for the dimension-vector for A0 defined by n? = dim AQP; further, for C = An 

or jBn, we shall write t : 7r(C) —• [0,1] for the trace-vector describing tr|c; 
thus, it follows from Corollary 5.3.4 that tBn+2 = X~ltBn and tAn+2 = X~ltAn, 
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where A = ||G||2 = | |# | | 2 . Finally we shall write v = *Ao , so that v is 

the normalised Perron-Frobenius eigenvector for {GG') corresponding to the 
eigenvalue A. In the sequel, we shall need the following standard fact from the 
Perron-Frobenius theory: under the standing assumption of inclusions being 
connected, it is true that for any vector w of the same size as v, the sequence 
{{^j-)nw} converges to the vector (w,v)v. 

By the construction of Ln, for each n, there exists a system {p^p Ki0p> : KO 
/?, K'ofi'e n(Ao]BQ]Blh /(/?) = /(/?'), S(K) = S(K'), /(/*) = *(/?), ftfj= 8(P)} 
of matrix units for A2nnB2n+i such that Ln{p{^pK,0p,) = p^Jp^op'- S o w e n a v e 

to show that for each fixed path KO/3 G fi(A0;£o;£i)> the sequence {ti p^Jpp} 
is bounded away from 0 and oo. But we have 

f rJ» _ V̂  jB2n+l 

0en{c.A2n) 

= £ ^(—)"(P.«(«) )*A« 
peir(Ao) 

,,GG\ . -B1 

> o, 
thereby proving the assertion. 

Before proceeding further, notice that if E, F are subspaces of a finite-
dimensional Hilbert space W, the two expressions p\{x) = d(x,E C\ F) and 
P2(x) = d(x, E) 4-d(x, F) define norms on H/(E D F) and consequently there 
exists a constant k > 0 such that k~lp2(x) < p\{x) < kp2(x) Vx G H. In 
particular, there exists a constant ko > 0 such that 

^ ( d O , JE70) + d(x, FQ)) < d{x, E0 n F0) < £)0 W>, E0) + d(s, F0)) Vz G K0. 
(5.7.4) 

Coming back to the proof of the theorem, notice first that (as already 
shown) En D Fn = A'2n+1 n B2n = A[ D BQ Vn. Suppose now that x e R'QDR; 
set rrn = EBnx for all n; it follows then that xn e A'nnBn\ i.e., x2n £ -En a n d 
#2n+i G Fn . It follows now from the above, the assertion and (5.7.4) that 

d(x2n,A
,
inB0) = 

< 

< 

< 

= 
< 

_> 

d(x2n,EnDFn) 

cd(L-1(x2n),E0nF0) 
ck0(d(L-1(x2n)>E0) + d{L-1(x2n),F0)) 

c2k0(d(x2ni En) 4- d(x2n, Fn)) 
c2k0d(x2n,Fn) 

C2A)0||a;2n - ^2n+l | | 

0 as n —> oo. 



5.7. OCNEANU COMPACTNESS 95 

On the other hand, since xn —» x (in || • H2) as n —* 00, this means that 
a; G i j H B0, and the proof is complete. • 

REMARK 5.7.2 Theorem 5.7.1 is false if we drop the requirement that the 
commuting square (5.7.1) is a symmetric commuting square, as shown by the 
following example: let A\ = AQ = C 7̂  B0 ^ B\\ then (5.7.1) is trivially a 
commuting square, R0 = {en : n > 1}", and it is not always the case that 
R'Qn R = ({ei}' n BQ =)BQ. (See the construction of the 3 4- \/3 subfactor in 
[GHJ].) 

The use of Ocneanu's compactness result lies in the fact that it can be 
used just as well to compute all the higher relative commutants. In order to 
see how that goes, we start with a lemma. 

LEMMA 5.7.3 Suppose (5.7.1) is a symmetric commuting square (with re­
spect to the Markov trace). Then there exist a finite set 7, and {\ : i G 7} C 
Bo,{fi : i € 1} C Ao such that 

(i) each fi is a projection; 

(ii) EAo(XiX*) = 6ijfi; 

(Hi) Eia^fi = \\K\\2; and 

(iv) x = Eiei EAl{xXfjX^ VX G Bx. 

Proof: As before, we shall use the notation 7r(C) for the set of minimal cen­
tral projections of a finite-dimensional C*-algebra C; for C G {AQ, A\, 7?0, B\}, 
we write t : 7r(C) —> [0,1] for the trace-vector corresponding to tr|c; we 
shall also write n : 7r(Ao) —• N for the 'dimension-vector' of A$ denned by 
rip = dim A0p. Thus, for instance, we have 

KK'tM = \\K\\2tA\ ^ V ^ ° = l. (5.7.5) 
pen(Ao) 

Finally, we shall denote the typical paths in fi(c:A0)5 ̂ (A0;B0) and £1(C-A0;B0) by 
the symbols a, K and /? respectively. 

Let {qp,p>} denote a system of matrix units for B0 compatible with the 
tower C C A0 C BQ. (The following notation is motivated by the fact that the 
matrix with all entries equal to 1 is customarily denoted by the symbol J.) 
For each p G 7r(A0), define 

Jp = ZT / j Qa,a' 

/ ( o ) = / ( o ' ) = p 

= — Yl S QaoKla'oK- ( 5 . 7 . 6 ) 
UP «,<*> /c,/(a)=a(/c) 

/ (o )= / (o ' )=P 

(The normalising constant ensures that jp G V(AQ).) 
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Define I = {(«, /?) : /(«) = /(/?)} and 

a*,/? = E &*>*,/? V(/c,/?) 6 /• (5.7.7) 

It follows directly from Proposition 5.4.3 that 

Define 

(jB0 \ - i 
, / r / («0- l 

/«,/? = J5(K); V(«,/3) E J. 

It is then clear that {A;,/; : i £ 1} satisfies (i), while (ii) is an immediate 
consequence of (5.7.5). Further, it follows easily from the definitions that 

Xi = fi\ V i e / . (5.7.8) 

Another fairly straightforward computation shows that 

x = J2EAo&K)^ VxeSo . (5-7.9) 
iei 

Now, it follows from Corollary 5.3.4(b)(iv) that B\ is linearly spanned by 
AiB0; on the other hand, it is a consequence of (5.7.9) that Bo is linearly 
spanned by [JieI A0Xi; thus B\ is linearly spanned by (Jie/^1^5 also> the 
commuting square condition implies that 

EAl(\i\p = 6ijfi Vijel. (5.7.10) 

It follows therefore that {AiXi : i G 1} is a pairwise orthogonal (with re­
spect to the trace-inner-product) collection of subspaces of B\ which span 
B\. Hence, if x G £?i, there exist a* G Ai,i G / , such that x — Yj%£ia%\\ it 
follows from (5.7.10) that EAl(xX-) = ajfj, and hence, in view of (5.7.8), 

J2 EAl (xX*)Xi = ]T aifiXi = x. • 
iei iei 

COROLLARY 5.7.4 If RQ C R is constructed as in Theorem 5.7.3, and if 
{Xi : i G / } 25 as in Lemma 5.7.3, then 

(i) {Xi : i G / } is a basis for R/RQ as in §4-3;' and consequently, 
(ii)[R:M = \\K\\2 = \\L\\\ 
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Proof: Since (5.7.2) is a symmetric commuting square for each n, it follows 
(from the same reasoning employed in the proof of Lemma 5.7.3(iv) and 
induction) that for any n and for any x G Bn 

x = ^EAn(x\*)\i. 
iei 

Since 
Bn C R 
u u 
An C RQ 

is clearly a commuting square for each n, this means that 
CO 

Z = ^ ^ ( l A J J A i , Vx G U 5 n . (5.7.11) 
z<E/ n = l 

Since both sides of this equation vary continuosly with x, we see that 

iei 

thus proving (i); assertion (ii) follows at once from Lemma 5.7.3(iii). • 

Before we start to interpret Ocneanu's compactness theorem to compute 
the higher relative commutants (and consequently the principal graph) of the 
subfactor R0 C R constructed as above (starting from an arbitrary symmetric 
commuting square), it will be prudent to adopt a slight change in notation. 

We shall henceforth use the symbols A\ and A\, respectively, to denote 
what we have so far been calling Ak and Bk] likewise, we shall write R\ for 
what was earlier called R; thus Rn = (\Jk AD", n = 0,1. 

Let RQ C RX C R2 C • • • C R^ C • • • denote the tower of the basic con­
struction. Since the symbol e^+i has already been reserved for the projection 
in A£+1 which implements the conditional expectation of A% onto A^_l3 for 
n = 0,1, we shall use the symbol /n+i to denote the projection in Rn+i which 
implements the conditional expectation of Rn onto i£n_i, for n > 1. (Again, 
the sequence starts only with /2.) 

For n > 1, inductively define 

An
k
+1 = {An

kJn+1), Vfc>0. 

PROPOSITION 5.7.5 Consider the grid {A% : n, k > 0} constructed as above. 
Let n > 0. 

(i)n A% is a finite-dimensional C*-algebra, {or each k > 0, and Rn = 
(U?=iA2)". 

(ii)n Ifn>l, then for each k > 0, 

U U (5.7.12) 
An-l r An-\ 

^k u ^ f c+ l 
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is a symmetric commuting square with respect to tr#n \AU (which is also the 
Markov trace). 

(iii)n If n > 2, then, for each k > 0, 

AT2 C Al~l C An
k 

is an instance of the basic construction, and the projection fn implements the 
conditional expectation o/AJJ"1 onto A^~2. 

(iv)n For each k > 1, 

An C An C An 

is an instance of the basic construction, and the projection e^+i implements 
the conditional expectation of A% onto A7

k_l. 

Proof: We prove the proposition by induction on n. The proposition being 
true, by construction, for n = 0,1, we assume that n > 2 and that the 
assertions (i)n-i~(iv)n_i are valid. 

It follows from (ii)n_i that 

An
k~

l C Rn-X 

U U (5.7.13) 
AT1 C Rn-2 

is a commuting square, for each k\ hence, by the denning property of /n , we 
find that if a£_1 <E A%~\ then 

fnal~lfn = ERn_2{arl)fn = EAl-,{an
k-

l)fn 

and hence fn indeed implements the conditional expectation of AJJ-1 onto 
A£ -2; in particular, it follows that the set {a0 + E™ i cafn^i '• m ^ N> a*> ai ^ 
AJJ-1} is a finite-dimensional C*-algebra containing (Ak~

x U {/n}), and con­
sequently 

m 

Ak = {ao + E * /» a i : m € N, a*, â  € AJT *}, (5-7.14) 

thus establishing (i)n. 
Since EAn-i(fn) = E ^ - ^ E ^ . >(/„)) = r, where T = [Rx : R0}~\ the 

equation (5.7.14) implies that EAn-i(Ak) C A^"1, and consequently (5.7.12) 
is indeed a commuting square with respect to tr^J^n In particular, since 
this is valid for all ft, it is also true that 

Al C Rn 
u u 

Al~l C Rn-! 

is a commuting square with respect to tr#n. 
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Let {X{ : i G / } C A\ be a basis for RI/RQ as in Corollary 5.7.4(i). It 
follows from Lemma 4.3.4(ii) that {T~IL2_/n/n_1 • • • f2Xi : i G / } is a basis for 
Rn/Rn-i. In particular, if k > 1, and aj e AJ, then 

ftn = r-("-1)^^_1KA*/2--- /n)/n--- /2A i 

igJ 

= r-f"-1) ^ Ex--i «A*/2 • • • /„)/„ • • • hh- (5.7.15) 
iei 

Hence 
An

k=\lArl-AU, (5.7.16) 

where the symbol V denotes 'span'. It follows from Remark 5.3.5 that zA
n_ (fn) 

= 1, and hence, by Corollary 5.3.2, we have proved (iii)n. 
Notice next that k > 1 => fn • • • f2X{ G A% C An_x; so, in view of the 

already established fact that (5.7.12) is a commuting square, we see from 
(5.7.15) that for arbitrary a\ G A\, 

EAl_x K ) = r"^- 1 ) £ EAn-{ « A * / 2 • • • fn)fn • • • h\\ 
iei 

on the other hand, since fn • • • f2Xi G A% C {ek}\ it follows from (iv)n_i that 

ek+1alek+1 = T~{n-l) J2 EA«Z\ (akKh '"fn)fn"' h K^k+i 
iei 

= EAnJan
k)ek+1; (5.7.17) 

hence ek+i indeed implements the conditional expectation of A% onto A7
k_l. 

Deduce next from equation (5.7.16) and (iv)n_i that 

An _ \ / ATl-l ATI 

= \J An
k-

lek+1A
n
k~

lAl 

= \/Arlek+1A
n
k 

C \/An
kek+lA

n
k, 

which implies that zAn (ek+i) = 1, which establishes (iv)n in view of Corol­
lary 5.3.2. 

Finally, in view of the already establlished fact that (5.7.12) is a commut­
ing square for all k, we see from the parenthetical remark in (ii)n_i, and from 
(iv)n_i, that 

EAn(ek+1) = EAn-i(ek+1) G Cl. 

In view of the already established (iv)n, this means that tr^J^n is a Markov 
trace for the inclusion An_x C An. The already established fact that (5.7.12) is 
a commuting square, the identity (5.7.16), and the previous sentence complete 
the proof of (ii)n, and with that, the induction step, and consequently the 
proof of the proposition, is complete. • 
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We are finally ready to use Ocneanu's compactness theorem to compute 
the higher relative commutants. 

THEOREM 5.7.6 (Ocneanu compactness (contd.)) 
Let 

u 
An 

^ 0 

u 

U 
A1 

U 

4° 

C 

c 

c 

c 

c 

u 
An 

u 

u 
A\ 
u 

A\ 

c 

c 

c 

c 

c 

u 
An 

^ 2 

u 

u 
A\ 
u 
4° 
^ 2 

c 

c 

c 

c 

c 

u 

u 

u 

u 

c 

c 

c 

c 

c 

u 
Al 
u 

u 
A\ 
u 

A\ 

c • 

c •• 

c •• 

c •• 

c •• 

• • ~> 

.. - > 

.. ^ 

.. - * 

.. - * 

u 
Rn 

u 

u 
Ri 

u 
i2o 

6e as in Proposition 5.7.5. Then, for each n > 1, 

Proof: Fix n > 1 and consider the grid 

AJ C A? C AJ C . . . C A£ C . . . -+ i ^ 
u u u u u u 

A°0 C AJ C A° C . . . C A^ C .•• -> i2o. 

By Proposition 5.7.5, this grid satisfies the hypothesis of Theorem 5.7.3, and 
hence, by that theorem, the desired conclusion follows. • 

We now state a few related problems whose solutions we would like to see. 

QUESTION 5.7.7 Given a symmetric commuting square, say (5.7.1), does 
there exist an algorithm which, in the preceding notation, would: 

(a) compute dimc(R'Q n Fin) in polynomial time (as a function of the input 
data)? 

(b) decide in finite time if the subfactor RQ C RX has finite depth? 

(c) answer (b) in polynomial time? 

We should mention here that Ocneanu has shown that if it is already 
known that the depth is a finite integer, say n, then the dimensions of the 
higher relative commutants can be computed in polynomial time. 



Chapter 6 

Vertex and spin models 

6.1 Computing higher relative commutants 

This chapter is devoted to a discussion of the subfactors arising, as in §4.4, 
from an initial commuting square which is a 'vertex model' in the terminology 
of §5.2.3. Actually, we shall work with a slight generalisation, as follows. 

LEMMA 6.1.1 Let 
[N] 

B0 C B1 

[k]U U[fc] (6.1.1) 
A [N] A 

A0 c Ai 
be a (clearly symmetric) commuting square of finite-dimensional C*-algebras 
such that the inclusion matrices are l x l matrices (as indicated) and where 
AQ = C. Suppose this commuting square is described by the biunitary matrix 
u (see §5.5), which is a kN x Nk matrix given by 

u = ((u»a{)),l<a,/3<N,l<a,b<k. 

Define the unitary matrix w E Mjvfc(c) by 

U(3b 

Then the square (6.1.1) is isomorphic to the square 

(6.1.2) 

w(l®Mk(c))w* C MN(C) ® Mk(c) 
U U (6.1.3) 
C C MN(C) (g) 1. 

Proof: Let {paa,a'a' : 1 < # , a' < TV, 1 < a, a' < k} and {qb/3,b'/3' > 1 < 
P, P' < N,l < b,b' < k} be systems of matrix units for B\ compatible with 
the towers AQ C Ai C Bi and AQ C BQ C B\ respectively, with respect to 
which the biunitary matrix u describes the given commuting square. 
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The system {paa,a'a' '• 1 < Qt,Oi' < N,l < a,af < k} yields an isomorphism 
ip : B\ —» MTV(C) ® Mfc(c) thus: ip(paa,a'a') = e>aa' ® eaa' ? where the e's denote 
the standard systems of matrix units in matrix algebras. By definition, the 
algebra A\ has a system of matrix units denned by paa> = ELiPaa.Q'o; hence 
i>(P*a') = Zaa> ® 1; i.e., - 0 ( ^ l ) = Mtf(C) 0 1. 

By definition, we have 

N k 

E \-y bB—b'0' 
JL, UaaUJa>(lbp,b>p'\ 

0,0'=lb,b'=l 

and hence 
N k 

2s w0bW0'b'Paa,a'a', 
a,a'=l a,a'=l 

and consequently, 

N k 

V > ( % w ) = Y, ] C W$bW$''b'eaa' ®Zaa> 
a,a'=l a,a'=l 

= w(ep0> ®ebb>)w*, 

where we view w as an element of MAT(C) ® Mjb(c) in the obvious manner. 
But i?o is spanned by {#&&/ : 1 < b, &' < &}, where $,&/ = 2^Li Qbppp- It follows 
at once that 

V>(£0) = ™(l®Mfc(c)K 

as desired. • 

DEFINITION 6.1.2 We shall refer to any commuting square of the form (6.1.1) 
as a vertex model. 

REMARK 6.1.3 We shall need the fact, which the proof of the lemma shows, 
that conversely if w = ((wp^)) G M;v(c) ® Mfc(c) is unitary, and if 

MN(C) ® 1 C MN(C) ® Mfc(c) 
U U (6.1.4) 
C C w(l®Mk(t))w* 

is a commuting square (and is hence a vertex model in our terminology), 
then the biunitary matrix u which describes this commuting square is given 
byu = ( « ; ) ) , where u$ = w$. 

In the rest of this section, we shall start with a vertex model, as given by 
(6.1.3), think of this as the initial commuting square 

K C A\ 
U U (6.1.5) 

A°0 C A\, 
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and describe the tower {B^nRn : n > 1} of relative commutants, as discussed 
in §4.4. We shall use the notation of that section; in addition, we shall find it 
convenient to use the notation 

Cn = R,
0DRn,n> 1. 

By Theorem 5.7.6, we have 

Cn = Al n AQ. 

On the other hand, the grid {A£ : n > 0, k = 0,1} (when nipped over by 90° 
from the way it looks in the grid in the statement of Theorem 5.7.6) is given 
by 

Al c A\ c (A\,f2) c (A\,f2,f3) c ... c ... 
U U U U (6.1.6) 
A°0 C Al C (AlJ2) C (Alf2J3) C . . . C - . . ; 

the latter is, by Proposition 5.7.5(iii), the result of repeated applications of 
the basic construction to the top row of the vertex model given by (6.1.4). 

According to Remark 6.1.3, the basic (initial) commuting square 

f A\ C A\\ / M * ( C ) ® 1 C MN{c)®Mh(c)\ 
u u = u u 

\A°Q C Al J \ C C w(l®Mk(t))w* J 

of the grid (6.1.6) is described by the Nk x kN biunitary matrix u = ( ( ^ ) ) , 
where u^ = wffi. 

It follows from Corollary 5.5.5(i) and Proposition 5.5.4(b) that, for each 
n > 1, the commuting square 

[kn] 
A0, C An

Y 

[N]U U[N] 
[kn] 

Al c AS 

is described by the Nkn x knN biunitary matrix J7[0,n], which is defined by 

( c w T O = E <m (i/(«))s;2<;3 • • • («fact°rs) 
7l)"- ,7n-l=l 

iV 

E <°;<2;2<33---(« f ac to r s) 
7l>-">7n-l = l 

N 

E < 6 \ < £ < S • • • (» ^tors). 
7l)"- ,7n- l=l 
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A\ 

u 
A0 

C 

C 

An 

U 
An 

^ 0 

(We pause to point out that in the n-th factors of the product in each of three 
preceding lines, the subscript is given by bn/3 in the first two lines and by f3bn 

in the last line.) 
By another application of Remark 6.1.3, we find that we may make the 

identification 

C M*r(c)<g>(®nMfc(c)) \ 
U 

C W[0ln](l®(®nMfc(C)))W[S |n]; 
(6.1.7) 

where Wm = ( ( (%,n ] )^X n ) ) G MNkn(c)(= MN(c) <g> (®n M*(c))) is 
defined by 

(w[o,n))pti:'£ = (^[o.n])^-"^-

Hence it follows that Cn = Aj' fl AJ = (1 <g> (®nMfc(c))) n Wfy,n](l ® 
(®n Mfc(c)))WrJni. Thus we see that Cn may be identified with the set of 
those F = ((i^1.::^)) € ®n Mfc(c) for which there exists a G = ( ( G ? ^ ) ) € 
(g)n Mfc(c) such that 1 <g)F = W[0>n](l <8)G)WjJjni; in longhand, this means that 
for all a, f3 £ {1,2, • • •, TV}, ai, 6i, • • •, an, 6n G {1,2, • • •, fc}, we have ti 

E E C : : - W S , < S > » S •• (« factors)} 
, — ,C„=l7i , —,7 n_i=l 

fc N 

= E E K ^ ^ c l ^ ^ - ' - ^ f a c t o r ^ l G ^ ^ (6.1.8) 
Cl, —,C„ = 1 7 1 , — , 7 n - l = l 

We shall now re-write the answer to the computation of the higher relative 
commutants - as provided by equation (6.1.8) - in a diagrammatical fashion 
that should begin to convince the reader that these examples do indeed have a 
connection with the vertex models of statistical mechanics. (The letter w that 
appears above will, in the latter picture, correspond to Boltzmann weights.) 

We shall be drawing diagrams as in the theory of knots - more precisely, 
there will be over- and under-crossings, as below: 

Actually, we shall be dealing with such diagrams where the two strands 
of the crossing are both oriented, and we shall follow the convention of knot 
theory and refer to the two different possible situations as positive and neg­
ative crossings. Also, typically, the four ends of the strands will be labelled, 
with the ends of the over-crossing labelled by Greek alphabets (which are as­
sumed to vary over the set {1, 2, • • •, AT}), while the ends of the under-crossing 
will be labelled by Latin alphabets (which are assumed to vary over the set 
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{1,2, • • • ,fc}). We assign a 'Boltzmann weight' to such a labelled oriented 
crossing by the following prescription: 

b 

Positive Crossing 
a P 

,,ab 

Negative Crossing w 

(One way to remember the convention is as follows: for either type of 
crossing, the Greek (resp., Latin) indices of w correspond to the over- (resp., 
under-) strand of the crossing; for a positive crossing, the orientation of the 
over- (resp., under-) strand is given by reading the Greek (resp., Latin) indices 
from top to bottom (resp., bottom to top); for a negative crossing, the complex 
conjugate appears, and the orientations of the two strands are both read in 
the opposite way to that of the positive crossing.) 

With the above conventions, equation (6.1.8) may be rephrased as the 
equality 

G 
(6.1.9) 

where the vertical strings (on each side of the equality) are alternately oriented 
upwards and downwards (starting with the one at the extreme left), and the 
diagram is interpreted as follows: 

By a state a of a diagram such as the following - where we have chosen 
n = 2 for simplicity -
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~ we shall mean a specification of a Latin (resp., Greek) letter to each segment 
of a vertical (resp., horizontal) string. For example, a might be specified as 
follows: 

aif a2 

Cl 

a 
7i 

c2 

By definition, the 'energy E(aY associated to such a state a is the product 
of the indicated matrix entry with the product of the Boltzmann weights of 
all the crossings; thus, in the above example, we have 

&[?) - ^ c l C 2
 W

1ib1
W

11b2-

By a boundary edge of a diagram (such as T above), we shall mean any 
segment of a strand, at least one of whose edges is 'free'; thus, in the preceding 
example, the edges labelled a\, a2, 61, 62, OL and j3 are the boundary edges. 

By a 'partial state' will be meant a 'state' which has been specified only 
on the boundary edges. Given a partial state K o n a diagram T, define the 
'partition function' Z£ to be the sum of the energies E(a) corresponding to 
all states a which 'extend' K. 

We are finally ready to state the meaning of the equality (6.1.9); if the 
diagrams on the left and right sides are denoted by T and B respectively, we 
require that Z? = Z% for all partially specified states K, where we identify 
the sets of boundary edges of T and B in the obvious fashion. 

We summarise the foregoing analysis in the next theorem. 

THEOREM 6.1.4 Consider the vertex model 

C A\ \ I w(l®Mk(c))w* C 
u = u 

A1 

u 
Al C A\ V c 

MAT(C) <g> Mk(c) 

u 
MN(C) <g> 1 

(6.1.10) 

Let RQ C RI be the subfactor constructed from this initial commuting square 
as in §4-4> and let Ro C Rx C R2 C • • • C Rn C • • • be the tower of the basic 
construction. 

Then, for n > 1, RQ n Rn can be identified with the set of those matrices 
F = ((F^:h

a
n
n)) e <g)nMfc(c) for which there exists a G = ((G£V:£)) G 

0 n Mfc(c) such that equation (6.1.9) is satisfied (in the sense just discussed). 
• 

We now show how the computations of this section carry over, with slight 
modifications, to spin models. 
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Analogous to Lemma 6.1.1, one can prove, quite easily, that if 

Bo c Bx 

GU UG> (6.1.11) 

AQ C A Y 

is a (clearly symmetric) commuting square with inclusions as indicated, where 
G = [1 1 • • • 1] is the 1 x N matrix with all entries equal to 1, if this commuting 
square is described by the biunitary matrix u = ((wj)), and if A0 = C, then 
(the matrix u is a complex Hadamard matrix - see §5.2.2 - and) the square 
(6.1.11) is isomorphic to 

A C MN(C) 
U U (6.1.12) 
C C uAu*, 

where A denotes the diagonal subalgebra of M#(c). Thus, these are precisely 
what we called 'spin models' in §5.2.2. 

Suppose conversely that we start with a spin model, which we assume for 
notational reasons is given by 

wAw* C MN(C) 
U U (6.1.13) 
C C A; 

if we think of this as the initial commuting square (6.1.5), and construct the 
tower {Rn : n > 0} as in §4.4, then an analysis akin to the one given above for 
vertex models is seen to show that the higher relative commutants continue to 
be described by the validity of equation (6.1.9), only the interpretation of this 
equality is now as follows: (we give the general description first, then illustrate 
with the cases of the second and third relative commutants, and the reader 
should then be convinced that this diagrammatical description is much more 
compact and clean than an explicit one with mathematical symbols; among 
other things, such an explicit description would require different descriptions 
according to the parity of n.) 

To start with, we ignore orientations on the vertical strands. Next, given 
a diagram - such as the left or right side of (6.1.9) - first colour the connected 
components of the diagram alternately black and white, in a 'chequer-board' 
fashion, with the convention that the component at the south-west corner is 
shaded black. By a state a of such a diagram, we now mean an assignment 
of a symbol from the set {1, 2, • • •, N} to each of the components coloured 
black. By a boundary component, we mean one which is unbounded, and by 
a partially denned state, we mean a state which has been specified only on 
the boundary components. 
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Once a state a has been fixed, we assign Boltzmann weights to each cross­
ing (which must clearly be one of the following types) as follows: 

Positive Crossing wt 

Negative Crossing 

And we define the energy E(a) of the state a to be the product of the indicated 
'matrix entry' with the product of the Boltzmann weights of all the crossings. 

Given a partially defined state Kona diagram T, we define the partition 
function Z% to be the sum of the energies E(cr) of all states a which extend K. 
Finally, the equality (6.1.9), in the context of spin models, means that once 
the boundary components of the diagrams T and B of the left and right sides 
of (6.1.9) have been identified in the obvious fashion, then Zip = Z% for all 
partially defined states K. 

Since the precise interpretation of this answer depends upon the parity of 
the relative commutant in question, we illustrate the preceding discussion by 
explicitly writing out the second and third relative commutants. 

n = 2 : 

h\ \h 

h 

G 

This means that R'Q n R2 consists of those F = ((Fb
a)) e MN(c) such 

that there exists an array of numbers G = ((G&!&2)) (which should be actu­
ally thought of as an element of C^2) such that for all choices of a, 6i, 62 £ 
{1,2, . . . ,JV}, 

x=l 

Wb!Wb2
 = Wi '6lW?2^M2-
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n = S: 

ai a2 \ai\ Q>2 

h h 

This means that R'0nR$ consists of those arrays of numbers F = ((F^2)) 
(which must be thought of as an element of a direct sum of N copies of M/v(C)) 
such that there exists an array of numbers G = ((G&J&2)) (which should also 
be thought of as an element of a direct sum of N copies of M#(c)), such that, 
for all choices of ai, a2,61, b2 € {1,2, • • •, TV}, 

E F%?<<< = E <^f<2Gl%-
X=l X=l 

We summarise the foregoing in the following result. 

THEOREM 6.1.5 Consider the spin model 

wAw* C MN(C) 
U U 
C C A 

(6.1.14) 

Let RQ C RI be the subfactor constructed from this initial commuting square 
as in §4-4> and let RQ Q RI £ R2 Q ''' £ Rn £ • * * be the tower of the basic 
construction. 

Then, for n> 1, Rf
0 0 Rn can be identified with the set of those 'matrices' 

F for which there exists a 'matrix' G such that equation (6.1.9) is satisfied 
(in the sense just discussed). • 

REMARK 6.1.6 In the diagrammatic framework described above - for both 
vertex and spin models - it should be remarked that the biunitarity condition 
on the matrix w is exactly equivalent to the requirement that 'the partition 
function given by w is invariant with respect to Reidemeister moves of type 
IF - meaning that, no matter how the two strands are oriented, resp., the 
regions are shaded black and white, we have 
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The verification that this is indeed the case will be a good exercise for the 
reader to ensure that (s)he has understood our procedure. 

REMARK 6.1.7 It is easily verified that, in the case of a vertex model, the 
embeddings (R'0 D Rn) ^ ® n Mk(C) which we obtained are consistent in the 
sense that the following is a commutative diagram of inclusions (where we 
embed ® n Mk(c) into ® n + 1 Mk(c) by x i-» x <8> 1): 

U 

(R'o n Rn) 

®n+1Mfc(c) 
u 

®nMfc(c). 

Consequently, we may effectively use Theorem 6.1.4 for even computing 
the principal graph of a subfactor arising from a vertex model. 

For identical reasons, an analogous remark is also valid for spin models. 

REMARK 6.1.8 The purpose of this remark is to point out that if RQ C RI 

is constructed as above from a vertex (resp., spin) model, then so also is 
Ri C R2, and to consequently derive some facts concerning the dual principal 
graph. 

(i) To start with, make the obvious observation that if a commuting square 

C 
u 
A 

C D 
u 

C B 

is described by the biunitary matrix u, then the commuting square 

BCD 
u u 
A C C 

is described by the biunitary matrix u*. 
It follows, then, from Proposition 5.5.4(a) that if 

A\ C 
ffU 

K c 

M 
UL 

A? 

is a symmetric commuting square which is described by a biunitary matrix [/, 
and if we construct the grid {Ak} starting from this initial commuting square 
in the usual manner, then the commuting squares 

( A\ 

Us 

H' 

c 

G' 

c 

( A2 

K'U 

A1 

C A\ 

H 

c 

\ / 

and 

A\ ) 

A\ 
L'U 

G' 

c 

\A\ HC 

A\ \ 
UK' 

A\ 
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are described by the biunitary matrices V, V and U respectively, where V is 
as in Proposition 5.5.4, and 

vk? = v^ 
U/3X UCXK> 

Notice that U = U, and thus only these four biunitary matrices suffice to 
describe all the squares in the grid. 

(ii) It follows from (i) above and equation (6.1.2) that if the matrix w 
gives rise to the subfactor RQ C RI as in Theorem 6.1.4 or Theorem 6.1.5, 
then the transposed matrix w' gives rise to the dual subf actor R\ C R2. 

6.2 Some examples 

The input for a vertex model, as in Theorem 6.1.4 for instance, is an Nk x Nk 
matrix w = ((wp%)), which satisfies the biunitarity condition that w is unitary, 

as also is the matrix v denned by v^ = w^I; this is easily seen to be equivalent 
to the following condition: 

Suppose we write w in block-form as w = ((w$))i<a,/KN, where wfi is the 
kxk matrix denned by {wf)l = IU^J; then the biunitarity condition says that 
not only should w be unitary, but so also should be the matrix w'N which is 
the matrix obtained by forming 'block-wise' transpose: i.e., in block-form, we 
have (w'N)% = w%. 

EXAMPLE 6.2.1 Let {71,72, • • • , 7 N } be any collection of k x k unitary ma­
trices, and define 

u(3b I 0 otherwise, j 

It is trivially verified that this w satisfies the biunitarity condition stated above. 
(Reason: w^ = 0 if a ^ /3, and hence what we have called w'N is the same 
as w.) Notice that the 'diagonal constraint' above says that the Boltzmann 
weight associated to a crossing is zero unless the two ends of the over-strand 
have the same label. 

It follows from Theorem 6.1.4 thatCn = R^nRn consists of those matrices 
F = ((F£;:;b

a
n
n)) e ® n Mk(c) for which there exists a matrix G = ((££.*;;£)) G 

®nM fc(c) such that 

tf E C.:::"(7a)£(««••• 
Cl, — ,Cn = l 

ci,—,c„=l 
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for all ai, • • •, an, 61, • • •, 6n, a, /?, or equivalently, 

F(jg ® 7 ^ 0 7a ® • • ;) = ( > ® 7 a ® 7 a ® - - Q G Va . 

n factors n factors 

If we let K be the closed subgroup ofU(k) generated by {jajp1 : 1 < &,/3 < 
TV}, and if we write n for the identity representation of K on Cfc, the previous 
conditions are seen to be entirely equivalent to 

Cn = (7f(8)7f07r(8)---3(ir)/. 
n factors 

In view of Remark 6.1.7, a moment's thought should convince the reader 
that the principal graph of this subfactor has the following description: first 
form a bipartite graph with the set of even (resp., odd) vertices being given 
by C/(°) = K x {0} (resp., Q^ = K x {1}) - where K denotes the unitary 
dual of the compact group K - where the number of bonds joining the vertices 
(p^ i), i = 0,1, is given by (po®7r, pi), the mutiplicity with which pi features in 
the tensor product p0 ® TT; finally, the desired principal graph is the connected 
component of the above graph which contains the even vertex indexed by the 
trivial representation of K. 

Notice next that the transpose matrix w' is given by the matrices 7i, • • • ? 7Jv 
in exactly the same way that w is given by the j a

 }s. Thus - in view of Remark 
6.1.8(H) - the dual graph is described by the closed subgroup K' ofU(k) - given 
by K' = {g1 : g G K} - in the same way that the principal graph was described 
by K. Notice now that K' = {g~l : g G K} = {g : g G K} = K. Hence the 
equation (j)(g) = ~g defines an isomorphism <j> : K' —• K. Let (jf : K —> K' 
denote the (obviously bijective) map defined by <j>*(p) = pocj). Notice that if we 
write TT' for the identity representation of K' on Cfc, then ir' = (/>*(w). Finally, 
it follows that the principal graph is isomorphic to the dual graph by a graph 
isomorphism which associates the even or odd vertex in the former which is 
indexed by p (say) to the even or odd vertex in the latter which is indexed by 

EXAMPLE 6.2.2 Let {ci, C2, • • •, c^} be any collection of N x N unitary ma­
trices, and define 

It is trivially verified that this w satisfies the biunitarity condition stated above. 
(Reason: each w^ is a diagonal matrix, and hence what we called w'N is noth­
ing but the transpose of w.) Notice that the 'diagonal constraint' above says 
that the Boltzmann weight associated to a crossing is zero unless the two ends 
of the under-strand have the same label. 

It follows from Theorem 6.1.4 that Cn = R'0nRn consists of those matrices 
F = ((F^;;;b

a
n
n)) e ® n Mk(c) for which there exists a matrix G = ((G^.'.'X;)) G 
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®nM fc(c) such that 

7l, — ,7n-l=l V v ' 
n factors 

71> — ) 7 n ~ l = l V v ' 
n factors 

for all ai, • • •, an, 61, • • •, 6n, a, /?, or equivalently 

n factors n factors 

for all ai, • • •, an, 61, • • •, 6n, a, /?; since the 'variables separate', this shows that 

Cn = {F = ((*£::£•)) € (g)" Mfc(c) : F£X» = 0 unless 

caic*2ca3 • • • is a scalar multiple of c^c^c^ • • •}. 

After a moment's thought, this is seen to imply that the principal graph of this 
subfactor has the following description: let G be the (non-closed) subgroup of 
Ujsf(c) generated by {ci, C2, • • •, Ck} and let G be the quotient of G by the 
normal subgroup of those elements of G which are scalar multiples of the 
identity matrix; form a bipartite graph with the sets of even and odd vertices 
being both indexed by G) where the number of bonds joining the even vertex 
indexed by [go] to the odd vertex [gi] is given by the cardinality of the set 
{1 < i < k : [gi] = [goCi]} - where we have used the notation g 1—• [g] for the 
quotient mapping G —» G; finally, the desired principal graph is the connected 
component of the above graph which contains the even vertex indexed by the 
identity element of G. 

Here also, it is true that the dual graph is isomorphic to the principal 
graph. To see this, first note - in view of Remark 6.1.8(H) - that w' is con­
structed out of the c'a's in exactly the same manner that w was constructed out 
of the ca's. Using natural notations, we see that the dual graph is the Cayley 
graph of the group G' = {g' : g G G} modulo scalars, with respect to the 
generators {[c(

a] : 1 < a < N}. The group isomorphism g 1—• g' establishes the 
desired graph isomorphism. 

EXAMPLE 6.2.3 We now discuss the second relative commutant of a sub-
factor constructed from a spin model (as in Theorem 6.1.5). Using the no­
tation of that theorem, recall from §5J that R!0 Pi R2 consists of those F = 
((F6

a)) G Mjsf(c) such that there exists an array of numbers G = ( ( G ^ ) ) 
(which should be actually thought of as an element of CN ) such that for all 
choices of a, 61, b2 G {1, 2, • • •, 7V}; 

£ KKWt = <KGblb2- (6.2.3) 
X=l 
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For each a = (ai, a2) € {1, 2, • • •, TV} x {1, 2, • • •, N}, define the vector va € 
C^ by {vs)x = w^w%2; then equation (6.2.3) says that v\> is an eigenvec­
tor for the matrix F with eigenvalue G ^ . Since R'Q 0 R2 is generated by 
self-adjoint elements, and since eigenvectors of a self-adjoint matrix which 
correspond to distinct eigenvalues are orthogonal, we see that the matrix G 
must satisfy Gb^ = Gaia2 if v\> is not orthogonal to va. More precisely, we 
can deduce the following: let ~w be the smallest equivalence relation in the set 
{1, 2, • • •, N} x {1, 2, • • •, TV} such that a ~w b if v\> is not orthogonal to va. 
Then any G as in (6.2.3) must necessarily be constant on equivalence classes. 
Conversely, if G is any matrix which is constant on equivalence classes, it is 
easily seen that the equation 

K= £ GhbMaM~* 
61,62=1 

defines an element F satisfying (6.2.3). 
It follows that R'Q n R2 is an abelian *-subalgebra of M^(c) with dimen­

sion equal to the number of czw equivalence classes. It turns out - see [JNM] 
- that if C is one such equivalence class, then the number #{a : (a, i) € C} 
is independent of i; call this number the valency of the equivalence class. It is 
a fact that if FQ is the minimal projection in R'Q D R2 which is the projection 
onto the subspace spanned by {v\> : b € C}, then the valency of C is precisely 
the rank of the projection Fc-

On the other hand, since tr^2|^/n^2 = ^rTr|#'aR2> where Tr denotes the 
(non-normalised) matrix-trace on M^(c), and since the subfactor determines 
not only the tower {R'Q 0 Rn : n > 0}, but also the traces { t r ^ l ^ n i ^ : n ^ 
0}, we see that the subf actor given by a spin model as above determines the 
number of ~w equivalence classes as well as the valencies of each of these 
components. 

We wish to make two points through this example: 
(a) Spin models yield a passage from Hadamard matrices to subf actors via 

a commuting square. It is clear that two Hadamard matrices are equivalent 
- as described in §5.2.2 - precisely when the associated commuting squares 
are isomorphic (see Remark 5.5.3), and that in such a case, the associated 
subfactors are conjugate. The point here is that, via the preceding remarks, 
the subfactor associated to a Hadamard matrix w in the above fashion de­
termines the number of ~w equivalence classes and the valencies of those 
equivalence classes, and it turns out - see [JNM] - that these suffice to tell 
the five pairwise inequivalent real Hadamard matrices of order 16 from one 
another. 

(b) It is a fact that there exists a 16 x 16 real Hadamard matrix which is 
not equivalent to its transpose. It follows from (a) above that the subfactor 
associated to this Hadamard matrix is not self-dual. 
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6,3 On permutation vertex models 
This section1 is devoted to a brief discussion of vertex models for which the 
underlying biunitary matrix is a permutation matrix - i.e., has only O's and 
l's as entries. Recall - from the second paragraph of §6.2 - that a unitary 
matrix w = ((w^)) G U(Nk) is biunitary precisely when its 'block-wise 
transpdse' w, defined by wffi = wf£, is also unitary. 

In the next few pages, we shall write w for the block-wise transpose of w. 
Also we continue to use the conventions of this chapter concerning the use 
of Greek and Latin letters for elements of Q^ and flk respectively, where we 
write On = {1,2, • • •, n}. 

We shall find it convenient to work with an alternative description of such 
biunitary permutation matrices, which we single out in the next lemma. 

LEMMA 6.3.1 Let w G MJV(C) ® Mk(c). Then the following conditions on w 
are equivalent: 

(i) w is biunitary, and is further a permutation matrix (i.e., is a 0,1 ma­
trix); 

(ii) there exist permutations {pa : a G flk} C S(fi,N),{^a '• & £ &N} C 
S'(Qfc) (where we write S(X) for the group of permutations of the set 
X), such that: 

(a) the equation 

defines a permutation ir G S(Q,N X f4); and 

(b) 

W0b = *(a,a),irG9,6) = ^a,p6(^)^a,A /3(6)-

Proof: (i) => (ii): If w is a biunitary 0,1-valued matrix, then let n G 
S(QN x Qk) be denned by wffi = <5(a,a),7r(/?,&)-

Assertion: For any /? G O ŷ, a G Qk (resp., a G fi^? 6 € f4)> ^({Z^} x fyfe) ̂  
(Cltf x {a}) (resp., ^(fi^ x {&}) n ({a} x f4)) is a singleton. Furthermore, 

7r({/3}xnk)n(nNx{a}) = {(<M/M}> 
T T ( ^ x {&}) n ({a} x fifc) = {(a,^«(&))}, 

where 
<£a(/?) = P\-\a)(P) a i l d V>a(&) = ^ ( a j W -

The first (as well as the parenthetically included) statement of the as­
sertion is an immediate consequence of two facts: (i) the hypothesis on w 

1This section is a reproduction, almost verbatim in places, of parts of the paper [KS]. 
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implies that the block-transpose matrix w is also a permutation matrix; and 
(ii)7r(f3,b) = (a,a)^w% = l. 

The second assertion follows from the definitions. 
The assertion clearly proves the implication (i) =>- (ii), while the implica­

tion (ii) => (i) is immediate. D 

We shall find the following notation convenient. 

DEFINITION 6.3.2 Define 

PN}JC = {TT G S(QAT x £2fc) : there exists A : 0 ^ —> 5 (£4), p : Q& —> S(QN) 

such that TT(/?, 5) = (p&(/3), \p(b)) for all /? G QNl b G Ofc} 

where we write \p (resp.,pb) for the image of (5 (resp.fi) under the map A 
(resp.,p). If ir, X, p are related as above, we shall simply write ix <-*• (p, A) G 
PN^ 

Thus Lemma 6.3.1 states that there is a bijection between biunitary per­
mutation matrices of size Nk and elements ix <-• (p, A) G PAT,*;? given by 
wpb = 6<*M0)s*Mb)' 

The following proposition, which is an immediate consequence of the def­
initions, lists some useful properties of the various ingredients of a biunitary 
permutation. 

PROPOSITION 6.3.3 Let ix <-• (p, A),c/>a,i/ja be as above. Then, for arbitrary 
a G £2fc, a G f2jv, we /iave: 

^ 7r-1 <-*• ((Z)-1,^-1) G PAT^ (meaning, of course, that 7r -1(a,a) = 

(^1W,^1W);; 
r*«; (t>-\a) = p ; i i ( f l ) ( a ) , ^ ( a ) = A;ii (a)(a). • 

For the rest of this section, we fix a ir <-• (p, A) G PAT^ and let A, p, </>, ̂  be 
as above. Thus, if u> is the biunitary permutation matrix that corresponds to 
(p, A), then 

W0b = ^a}Pb(P)^Mb)- (6.3.1) 

The point of the next lemma is to point out that if wffi = 1, then any pair 
consisting of one Greek letter from {a, /?} and one Latin letter from {a, b} 
determines the complementary pair. We shall find some of these formulae 
convenient in subsequent computations. 

LEMMA 6.3.4 / / a , /3 G OAT, a,b E £2̂ , then the following conditions are equiv­
alent: 

(i) < = i; 

(ii) a = pa(P) and b = \p(a); 

http://resp.fi
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(in) /3 = (/)b
1(a) and a = i;a

1(b); 

(iv) p = p~1(a) and b = ipa(a)'} 

(v) a = (j)i)(P) and a = X^1(b). 

Proof: (i) <£> (ii) by definition. 
(ii) <£> (iii) by Proposition 6.3.3(ii). 
(ii) 4^ (iv) by the formula for </>_1 given in Proposition 6.3.3(iii). 
(iii) <£> (v) by the formula for ijj~l given in Proposition 6.3.3(iii). • 

We wish to discuss the higher relative commutants Cn = R^ORn-i, n > 0, 
where Rw = R_i C R = R0 C Rx C • • • C Rn C • • • is the tower associated to 
the subfactor Rw C R constructed from the commuting square given by w in 
the usual manner. Before we get to that, notice the following consequence of 
the preceding lemma: the Boltzmann weights associated with the two kinds 
of crossings (as per the prescription of §6.1) are as follows: 

b 

Positive Crossing a ^ /3 h-> 

a 

a 

Negative Crossing a ^ /? h-» 

I 
b 

Notat ion: Given a biunitary permutation w and corresponding maps A, p, 
</>, -0 as above, then for arbitrary n > 1 and a G fij, we define the alternating 
products 

and 

We are now ready to introduce certain mappings that will play a central 
role in the computation of the higher relative commutants. 

6P,Pa1(^)6b^(a) 

- *«.^rm<50 > A-i ( b ) 

<W6(a)<5a,Aa(6) 

(6.3.2) 

PROPOSITION 6.3.5 (i) For all n > 1, there exists a mapping Q*N 3 ot i—> 
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L^ e S(Q£) such that 

- P = ^a,4n)(b)(W1(a) 

where the L^ 's are defined as in (ii) below. 
(ii) L$ = ^a1 / an^ tf n > 1 an^ tf L^ib) = a, then 

a ^ j = 4n _ 1 )(bn-ij) 

(where we have used the obvious notation an_i] to mean (ai, • 
(ai, • • •, an)^; and 

(6.3.3) 

,an_i) i / a : 

A - l 

«n = 
D n-1 ] 

(a) 
(6n) i/ n is even, 

V>,ii , x(6n) if n is odd. 

Proof: The proof is a direct consequence of the prescription, given in equa­
tion (6.3.2), for the Boltzmann weights associated to positive and negative 
crossings. (For (iii), the two prescriptions given for each kind of crossing must 
be used in conjunction.) • 

In the following, we fix a biunitary w, with associated A, p, </>, ij) as above, 
and let {Cn} denote the sequence of higher relative commutants for this iiV 

LEMMA 6.3.6 With the identification <g>nMk(c) - Matnn(c), we have 

Cn = {F = ((Fg)) e Matn»(C) : Fg = 6P , . p , . FLf\ Lf.(a) 

n I \\ bJJ Uk\ ) b Pi,inWP4n)(b) 4 n ) Lin)(b) 
for all a,/3e SlN, a, b G Q£}. 

Proof: In the notation of Theorem 6.1.4, we see, from Proposition 6.3.5, 
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that on the one hand, 

^ W ^ ' f W 

on the other hand, we also find that 

b 

4 } ( b ) 

which, in view of Proposition 6.3.5(iii), is seen to be equal to ^ ^ - l / ^ G j 0 ^ • 
Thus we find that Cn consists of those F € ® n Mk(c) for which there 

exists a G G (g)n Mk(c) such that 

Using the substitution c = (L^) _ 1 (a ) , the last equation may be re­
written - again using Proposition 6.3.5(iii) - in a more symmetric form as 

A n z?b _ c /ofl-a (b) 

This is easily seen to imply that 

^ = WlG&S 

(6.3.4) 

(6.3.5) 

for arbitrary a € fijv, b, c 6 Q%, and also (as a result of Proposition 6.3.5(iii)) 
that 

(6.3.6) 
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for arbitrary ft G 0Ar,b,c G 0£. The proof of the lemma is completed by 
putting together equations (6.3.5) and (6.3.6) (and using the fact - which is 
a consequence of Proposition 6.3.5(iii) - that 

0 b ,0c P (n) ,P (n) P (n) >P (n)
 J 

The next lemma is the final ingredient necessary for the identification -
in an abstract sense - of the higher relative commutants. 

LEMMA 6.3.7 Let 0 be a finite set. Suppose we are given an equivalence 
relation ~ 0

 on 0 and a subset C C S(Q) such that C = C~l = {cr~1 : a G £}. 
Let A = {x = {(x))) G Matn(c) : x) = %]0)Wo<S^ for all ij G 0 , a G £}, 
where [i]o = {j G 0 : i ~Q j}. 

Define the equivalence relation ~ on 0 by requiring that i ~ j <$ a(i) ^o 
a(j) for aM & € G, where G is the subgroup of 5(0) generated by C Then G 
acts on the set of ~-equivalence classes (by a • [i] = [c(i)]} where of course 
W = {j G 0 : i ~ j}). Suppose the set of ~-equivalence classes breaks up as 
a disjoint union of I orbits under this action of G. 

For 1 < p < I, fix one equivalence class [ip] from the p-th orbit, let Hp = 
{a G G : a • [ip] = [ip]} be the isotropy group of that equivalence class, and let 
7rp denote the natural permutation representation of Hp on [ip]. Then 

A^©7rp(Hpy. 
p=l 

Proof: To begin with, if cri,cr2 G £, note that, for any x in A, we have 

4 = %]o,b1o<2((j) = *[*1o,[7]o^W]o,[aaCi)]o^^S)' S i n C e C = C~^ C l e a r l y G = 

{o\o<i • • •, ar : r > 0, di, • • •, ar G £} , and it easily follows now that 

A = {x = ((4)) G Matn(c) : x) = % b la£8) ViJ G 0,(7 G G}. 

Suppose now that {[ji ], • • • [jt }} is the P-^h orbit in the set of ^-equiva­
lence classes under the G-action, and suppose j[p) = ip. For 1 < 5 < tP) fix 

a(p) ^ Q suc]2 that a^ • [ip] — \$\ Assume that the elements of O have been 
so ordered that a^f\ as a map of \j\] onto [j^\ is order-preserving. It is 
then fairly easy to see that x G A if and only if x has the block-diagonal form 

i tP i tp 

x = ( J ) ( J ) a ^ with respect to the decomposition O = JJ JJ [?^ ] , where 
p=l 5 = 1 p—l S=l 

x(ri = ... = x(p)e7rp{Hpy. • 

Putting the previous two lemmas together - by considering the special­
isation of Lemma 6.3.7 to the case where O = 0£,a ^o b <& pT(n)( \ = 

L,a {a.) 

PL{n),h) Va G Aw, and C = {(L^)~l(L^) ' a, (3 e O^} - we can sum­
marise the contents of this section as follows: 
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PROPOSITION 6.3.8 Letw £ MN(c)®Mk(c) be a biunitary permutation ma­
trix and let A, /),</>, ip have their usual meaning. Let Rw C R be the hyperfinite 
(subfactor, factor)-pair corresponding to w, and let Cn = R'w fl i?n_i,n > 0, 
where R^ = R_i C R = R0 C Rx C R2 C • • • is the tower of the basic 
construction. Then, for n = 1, 2, • • •, the algebra Cn has the following de­
scription: 

Let L^ be defined as in Proposition 6.3.5; let Gn be the subgroup of S(Ct^) 

generated by {Lp L^ : a,/3 £ 0>N}', and let ~ n be the equivalence relation 
defined on Q£ by 

a ~ n b ^ PL(n)Wa)) = PL(n)(a(h)) Vd £ Gn, a £ SlN. 

Suppose the set of equivalence classes in QjJ breaks up into ln orbits under the 
Gn-action; fix an equivalence class [ap] in the p-th orbit of equivalence classes, 
and let Hp = {a £ Gn : a(ap) ~ n ap}. If TTP is the natural permutation 
representation of Hp on [ap], then 

Cn~®irp(Hpy. • 

We now discuss a few simple special examples. 

EXAMPLE 6.3.9 (a) First consider the trivial case A = id^fc, p = idoN. In 
this most trivial example, 7r(/?, b) •= (/?, b) and in this case, the subfactor Rw 

oo oo 

of R = Mfc(C) <g> ((£)MN(c)) may be identified with 1 <g) (£)MN(c), and the 
n = l n = l 

principal graph consists of two vertices with k bonds between them. 
(b) Let A = idn ,̂, and let p : Qk —> S(QN) be an arbitrary map. Then 

7r(/3,6) = (p& (/?),&), which clearly defines a permutation of 0,^ x Q^; i.e., 
7r «-» (p, A) £ PN,1C- Then observe that 

</>a(<*) = Px-^a)^) = Pa(a),ll>a(a>) = \^(a)(a) = a = A * ( a ) 

and thus <f> = p,ip = A. It follows from Proposition 6.8.5(H) that, for all 
n>\, 

4 n + 1 ) ( a , a ) = (iW(a),A^1 ( a )(a)) = (4 n )(a) ,a) , 

/or a// a G Q^,a G 0&,a G fi]J,n > 1; hence, inductively, we find that 
L^ = {dan for all n > 1 and for all a £ O ŷ. In this case, the equivalence 
classes o/fijj are the sets Ea = {a G QJJ : pa — a}, as a ranges over the group 
Go generated by {pi : i £ &<N}- (Actually, Ea is empty unless a has the form 
PcuPaiPas-"-) 

In fact, the hypothesis implies that Wpfi = â,6̂ a,p6(/3)3
 and hence this case 

comes under the purview of the vertex models discussed in Example 6.2.2. 
(c) Let A : Vt^ ~^ S(Qk) be an arbitrary map and let pa — idnN for all a; 

thus, 7r(/?, b) = (/?, Aft(/?)), which is again clearly a permutation of 0,^ x ^k, 
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whence TT <-+ (p, A) G P^k- Observe again that <j>a{oL) = px-i,a\(a) = a = 
pa(oi) and that ipa(a) = ^ - ^ ( f l ) — Aa(a), 50 £/za£ $ = p,ip = \. It follows, 
again from Proposition 6.3.5(H), that 

L W = A - i x A - i x . . . x A - i . 

PFe assume, for simplicity, that Ai = id. T/zen; z/ G^ denotes the subgroup 
of S(£lk) generated by {Xa : a G FIN}, we see, in the*notation of Proposition 
6.3.8, that Gk = {& x a x • • - x a : a £ Gi}, that the equivalence relation 
on Qjy is the trivial one (a ~ (3 for all a, (3) - as a result of the triviality 
of the pi's - and if w denotes the natural representation of G\ on CN, then 
Ck ^ ( 7 r ® 7 T ( g ) - - - ® 7 r ) ( G i y . 

Again, in this case, we have wffi = Sa}p6a}x0(b)y so this case falls under the 
purview of Example 6.2.1. 

(d) We may obtain the tensor product of cases (b) and (c) above, by the 
following device: if A^ : O ^ —* S{VtjCl) and p^ : 0^2

 —* S(QN2) are arbitrary 
maps, set N = NiN2, k = fcife, and define Aa, pa by 

Aa(a) = (AW(a1),a2),Pa(a) = (aup%{a2)). 

(We have made the obvious identification Qjy = O ^ xClN2, O^ = fi^ x^fc25 
and denoted a typical element of CIN (resp., Ctk) by a = (0̂ 1,0̂ 2) (resp., a = 
(aua2)).) 

Lest the reader should get the wrong impression that examples obtained 
from permutation vertex models are all 'trivial' in some sense, we should 
mention that already when TV = k = 3, there exists a permutation vertex 
model whose associated subfactor is irreducible, has infinite depth and has 
no 'intermediate subfactors'. The interested reader may consult [KS] for the 
details. 

In fact, the reason for including this section here is that these permutation 
models are a potential source of interesting subfactors. 

6 A A diagrammatic formulation 

In this section, we discuss a diagrammatic formulation - along the lines of 
our discussion of vertex models and spin models earlier in this chapter - that 
is valid for a general non-degenerate commuting square (with respect to the 
Markov trace). 

We assume throughout this section that 

£0 C B1 

GU UH (6.4.1) 
A K A 

AQ C AX 
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is a non-degenerate commuting square with respect to the Markov trace, 
with inclusions as indicated, where we assume that all the inclusions are con­
nected. Further, we shall use the notation Q,H,JC and C to denote the Brat-
teli diagrams encoded by the inclusion matrices G,H,K and L, respectively; 
also, as before, we shall denote typical edges in the graphs Q,H,K and C by 
a, (3, K and A respectively. 

Let us write Ag = A0,Al = B0,AQ = AX, and A\ = Bx, so that the 
commuting square (6.4.1), when 'transposed', looks like this: 

Al C A\ 
Kl) Ui 

A° c A° 

Let {A* : n > 0} be the tower of the basic construction for the initial 
inclusion AJ C A}, with the projection implementing the conditional expec­
tation of A* onto All_l being given, as usual, by en+i, for n > 1. As usual, 
letA°n = (A°n_ven),n>l. 

If RQ C RI is the subfactor constructed out of the commuting square 
(6.4.1) by iterating the basic construction in the usual fashion, then it follows 
from the analysis of §5.7 that the higher relative commutants are given by 

R'0nRn = Al'nA0
n,n>0. 

Once and for all, let us fix a biunitary matrix u = ((u^°fx)) which describes 
the commuting square (6.4.2). Let us simply write t for the trace-vector on 
each A£,0 < n,k < 1. (Thus t : U ' . ^ o ^ ) - [0,1], H'H$\ir(A\)) = 
||tf||2t|7r(A}), etc.) 

We begin by describing how to represent elements of A°n, n > 0. Actually, 
since we are only interested in relative commutants, we shall only discuss 
elements of AQ D A°. We shall think of a typical element of this relative 
commutant as a 'black box' with two sets of n strands, thus: 

Such a black box is thought of as a scalar-valued function on the set of 
possible states, where a state (for such a simple diagram) is an assignment of 
vertices (from \J\=QTT{A\)) to the regions, and edges (from Q) to the strands 
of the box, in such a way that (a) the assignment is a 'graph-theoretic ho-
momorphism' (meaning that if a strand is labelled by an edge a, and if the 
two regions adjacent to the strand are labelled by vertices i>i, i>2 of Q, then a 

(6.4.2) 
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must be an edge from v\ to v2 in G), and (b) the region at the extreme left 
is labelled by a vertex from 7T(AQ). (We think of the Bratteli diagram as an 
unoriented graph in this section.) 

Thus a state - when n = 2 - may be given thus: 

Oil v\ a2 

OLI v\ a2 

where A^vlv? G ir(A\),ai (resp., d\) is an edge joining v% to 
(resp., Vi) and a2 (resp., d2) is an edge joining v\ (resp., v\) to v{ 

The description of elements of A% Pi A\ is similar except for the following 
variations: here, there are two sets of n + 1 strands, and a state should label 
the first strands (from the left) by edges in the Bratteli diagram /C, and all 
subsequent strands should be labelled by edges from the Bratteli diagram 
H] as to the regions, the region on the extreme left should be labelled by 
a vertex from 7T(AQ), and subsequent regions should be labelled by vertices 
from \Jl=Q7r(Al), and the 'homomorphic property' should be preserved; thus, 
a state, in this case, might look like this (when n = 1): 

K v] fi 

where, of course, v% G K(A%),VQ,VQ G ir(Al),v{ G TT(A\),K (resp., k) is an 
edge joining v% to v\ (resp., VQ) in /C, and (3 (resp., (3) is an edge joining 
VQ (resp., VQ) to v\ in H. 
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The inclusion of (A°0 n Ak
n) in (A°0' n A£+1) is given by the obvious iden­

tification: 

f — > • 

The (sometimes more complex) diagrams we shall be working with will 
have two other components in addition to (zero or one or many) black boxes, 
these being: (a) local extrema; and (b) crossings. Before we get to discussing 
these, we pause to mention a few features of the diagrams that we shall 
encounter: 

(i) all the strands in the diagram will be oriented; 

(ii) all the strands connected to either side of a black box will be oriented 
alternately in opposite directions (as in §6.2); further, the orientation 
in a strand will be unaffected in passage through a black box; 

(iii) a 'black box' with two sets of n strands will denote an element of Ajj'nA^ 
or AQ n A\_1, depending on whether the first strand from the left is 
oriented upwards or downwards; 

(iv) the curves described by the strands will be smooth; 

(v) if a strand is the over-strand at some crossing, it will be the over-strand 
at all crossings it features in; further, as one proceeds along a strand, 
the parity of the crossings that one comes across will be alternately 
positive and negative; and finally, 

(vi) at a crossing, neither of the strands is allowed to be horizontal. 

A state on one of these (possibly complicated) diagrams is an assignment 
of a vertex from \Jnk=o ^(^-k) ^° e a c n r e gi° n m the diagram, and of an edge 
from QUTCuJCuC to each segment of each strand in the diagram, such that: 

(i) the region on the extreme left is labelled by a vertex from ir(Al); 

(ii) the usual 'homomorphic property' is satisfied; 

(iii) at a crossing, the regions surrounding the crossing will be indexed as 
follows, according to whether the crossing is positive or negative -

(*) 
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- thus, at a positive (resp., negative) crossing, the region enclosed by 
the two 'out-arrows' (resp., 'in-arrows') is labelled by a vertex from 
7T(AQ), and as one proceeds from this vertex in the anticlockwise (resp., 
clockwise) direction, one will encounter, in order, vertices indexed by 
ir{A\)^{A\) and T T ( ^ ) ; 

(iv) the labelling of the regions and strands incident on a black box is 
consistent with the requirement (determined by the orientation of the 
strands going into that box) imposed by demanding that that black 
box is supposed to represent an element of an appropriate relative corn-
mutant (see item (iii) in the earlier description of features of our dia­
grams) . 

By a 'partial state', we shall mean a state which has been prescribed only 
on the 'boundary' of the diagram - by which we mean the unbounded regions 
and unbounded segments of strings. A general diagram is thought of as a 
function - the 'partition function' - on the set of partial states, as follows: if 
D is a diagram and if 7 is a partial state on the diagram, then the the value 
Z]) is defined to be the sum, over all states a which extend 7, of the value of 
the diagram D on the state 7. 

In order to evaluate a diagram on a state, we form the product of all the 
'local contributions' (coming from black boxes, local extrema and crossings); 
the local contribution coming from a black box is determined as before. We 
now describe how to determine the 'local contribution' coming from (a) a 
local extremum, and (b) a crossing. 

Local extrema: These are, obviously, configurations of either of the following 
types: 

Ve
 % 

If the 'interior' and 'exterior' regions of such a local extremum are la­
belled as indicated above, then the 'local contribution' of such an extremum 
is defined to be 

& ) ' • 

Crossings: To determine the 'local contribution' coming from a crossing, 
there are two points to bear in mind: 

(a) the assignment is invariant under isotopy; 
(b) neither strand is horizontal. 
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We postulate that at a positive or negative crossing of the following form, 
the associated Boltzmann weight is as indicated. 

Positive Crossing 

Negative Crossing 

For a crossing which is not in this 'canonical form', use isotopy invariance, 
as illustrated by the following example: 

Hence, in accordance with our convention for extrema, the 'local contribution' 
of the positive crossing given on the left (in 'non-canonical form') is given 
by 

_ I _ 1 
/co/3 

^aoA 

(Note that the above expression is what, in the notation of §5.5, would 

have been denoted by v£fK. We shall use this notation in the immediate sequel, 
for typographical convenience.) 
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In an entirely similar fashion, it may be verified that the prescription 
for assigning Boltzmann weights to the various possible configurations of 
crossings is as follows: 

lao\ 

XoB 

KO/3 

^aoX 

Xo/3 
V-

It should be fairly clear, from the nature of our prescription for eval­
uating diagrams on states, that isotopic diagrams yield identical partition 
functions. 

Alternatively, we could have just defined the Boltzmann weights for all 
possible crossings (in all possible 'non-canonical forms') by the preceding 
prescription and then verified that this was an isotopy-invariant prescription. 

In the rest of this section, we give some indications of the sort of ad­
vantages that this formalism has over the corresponding formulations with 
formulae. 

(1) To start with, it is a pleasant exercise to check that the matrix u satis­
fies the biunitarity condition precisely when diagrams related by Reidemeister 
moves of type / / yield identical partition functions. 

(2) Next, the inclusion of A°0' Pi A°n into A%' D Al
n is given by the following 

identification, as can be verified by another pleasant little exercise: 
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(3) The projection en is represented by the following picture -

- with the understanding, of course, that if en is viewed as an element of 
AQ' D AQ

n (resp., A®' D Ax
n), then there are n (resp., n + 1 ) strands going 

through the above 'black box'. It follows - from this prescription, and the 
equation en+ixen+i = {EAk x)en \/x G A^ - that the conditional expectation 

of A$ n Ak
n+l onto AQQ D Ak

n is given thus: 
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(4) It must not be surprising now to find that the relative commutant 
A\ D A% consists of black boxes of the following form -

- and that the conditional expectation of AQ D A^+1 (resp., AQ D Al) onto 
A$' fl A°+ 1 (resp., A1Q n Al

n) is given thus: 

(5) What is customarily referred to as 'flatness of the Jones projections' 
is an immediate consequence of (1), (2) and (3) above: it is just the asserion 
that 

(6) Finally, the description of the higher relative commutants is exactly 
as in the case of vertex models, except that the diagrams are now interpreted 
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according to the prescriptions of this section; we state this explicitly as a 
proposition, whose proof we omit since that is also exactly as for the case of 
vertex models. 

PROPOSITION 6.4.1 If n > 0, then R'Q n Rn consists of precisely those F e 
AQ PI A^ for which there exists a G G A\ OA^ such that the following equation 
holds: 

(6.4.3) 





Appendix 

A.l Concrete and abstract von Neumann 
algebras 

We used the word 'concrete' in the opening paragraphs of the first section 
of this book, to indicate that we were looking at a concrete realisation or 
representation (as operators on Hilbert space) of a more abstract object. The 
abstract notion is as follows: suppose M is a C*-algebra - i.e., a Banach *-
algebra, where the involution satisfies \\x*x\\ = \\x\\2 for all x in M; suppose 
further that M is a dual space as a Banach space - i.e., there exists a Banach 
space M* (called the pre-dual of M) such that M is isometrically isomorphic, 
as a Banach space, to the dual Banach space (M*)*; let us temporarily call 
such an M an labstract von Neumann algebra'. 

It turns out - cf. [Takl],Corollary III.3.9 - that the pre-dual of an abstract 
von Neumann algebra is uniquely determined up to isometric isomorphism; 
hence it makes sense to define the a-weak topology on M as <r(M, M*), the 
weak* topology on M defined by M*. 

The natural morphisms in the category of von Neumann algebras are *-
homomorphisms which are continuous relative to the cr-weak topology (on 
range as well as domain); such maps are called normal homomorphisms. 

The canonical commutative examples of abstract von Neumann algebras 
turn out to be L°°(X, //), while the basic non-commutative example is C(7i). 
(The pre-dual C{7i)^ is the space of trace-class operators on 7Y, endowed with 
the trace-norm - the duality being given by C(H) x C(H)^ 3 (x,p) »—• ti(px).) 

It is not hard to see that if M is an abstract von Neumann algebra, so is 
N, where N is any cr-weakly closed self-adjoint subalgebra. In particular, a 
cr-weakly closed self-adjoint subalgebra of C{7i) is an abstract von Neumann 
algebra. 

It follows from the double-commutant theorem that any 'concrete' von 
Neumann algebra is an 'abstract' von Neumann algebra. 

The (artificial) distinction between the notions of abstract and concrete 
von Neumann algebras may (and shall henceforth) be dispensed with, in view 
of the following theorem (see [Takl],Theorem III.3.5): any abstract von Ne-
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mann algebra admits a normal *-isomorphism onto a concrete von Neumann 
algebra. 

A*2 Separable pre-duals5 Tomita-TakesaM 
theorem 

As was remarked in §1.2, any separable Hilbert space which carries a normal 
representation of a von Neumann algebra is expressible as a countable direct 
sum of 'GNS' representations. This fact leads to the following fact. 

PROPOSITION A.2.1 The following conditions on a von Neumann algebra M 
are equivalent: 

(i) M admits a faithful normal representation on separable Hilbert space; 

(ii) M* is separable. 

Proof, (i) =4> (ii): If 7r : M —• C{H) is a faithful normal ^representation, 
it is a fact - cf. [Takl], Proposition III.3.12 - that ir(M) is a von Neumann 
subalgebra of C(H) and that 7r is a cr-weak homeomorphism of M onto 7r(M). 
Hence M* ^ TT(M)*, but TT(M)* *£ C(H)Jir(M)±i where ir(M)± = {p e 
C{H)^ : (ir(x),p) = 0 Vrr G M}, whence 7r(M)* inherits separability from 

£ ( « ) • • 
(ii) =4> (i): In general, if X is a separable Banach space, then ball X* (the 

unit ball of the Banach dual space X*) is a compact metric space (w.r.t. the 
oo 

distance defined by d((p, if)) = X) 2~n|^(^n)—V'C^n)! where {xn}%Li is a dense 
7 1 = 1 

sequence in ball X) and hence separable in the weak*-topology. It follows that 
X*(= |Jn(ballX*)) is also weak*-separable. 

n 

In particular, if M* is separable, then there exists a sequence {xn}
(^Ll in 

M which is a-weakly dense in M. So, if 7r is a representation on H with cyclic 
vector £, then H must be separable since {n(xn)€}%Li is a countable dense 
set in H. In particular, if M* is separable, then H^ is separable for every (p 
in M* (where (Wy, ,^ ,^) is the GNS triple for 99). 

If {VvJ^Li is a dense sequence in M*, clearly {VvJ^Li separates points in 
M. Now each ipn is expressible - cf. [Sakl], Theorem 1.14.3 - as a linear com­
bination of four normal states on M. Hence there exists a sequence {^n}^=i 
of normal states on M which separates points in M. Let (Hn,7rn,£n) be the 
GNS triple associated with y?n, and let H = Q)Hn,7r = (J^7rn. If £n denotes 

n 

the vector in H with £n in the n-th co-ordinate and zero in other co-ordinates, 
it is clear that 

(i) H is separable (by the previous paragraph); and 
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(ii) (ic(x)£ni in) = cpn(x) Vx € M, n = 1,2,.... 

In particular, 7r(x) = 0 implies <pn(oc) = 0 Vn, whence x = 0; i.e., 7r is a 
faithful normal representation of M on the separable Hilbert space H. • 

REMARK A.2.2 IfM satisfies the equivalent conditions of Proposition A. 2.1, 
then M admits a faithful normal state cp. (Reason: if H is separable, then 
C(%) admits a faithful normal state, for instance p = £( l /2 n)(- } £n)£n> where 
{£n} is an orthonormal basis for H.) 

Assume for the rest of this section, that M is a von Neumann algebra 
with separable pre-dual. Thus, by the preceding remark, we may always find 
a faithful normal state , say (p on M. Let H = L2(M,(p). It is true, as in 
the case of finite M, that H admits a cyclic and separating vector 0. What 
is different is that vectors of the form x£l, x & M, are, in general, no longer 
right-bounded. This and other such problems can eventually be overcome, due 
to the celebrated Tomita-Takesaki theorem. In the following formulation of 
this theorem, we identify M with its image under the GNS representation ir^. 

THEOREM A.2.3 Let M,(p be as above. Then the mapping xft H+ X*Q, de­
fined on the dense subspace MQ,, is a conjugate-linear closable operator So-
Let S — JA2 denote the polar decomposition of the closure S of the operator 
So- Then 

(i)JMJ = M'; and 
(ii)AdAu(M) = M, VteR. • 

One consequence of (i) of this theorem, and Proposition 2.1.2, is that iso­
morphism classes of separable modules over an arbitrary von Neumann alge­
bra M with separable pre-dual are in bijective correspondence with Murray-
von Neumann equivalence classes of projections in M (8) C(£2). 

A,3 Simplicity of factors 

The purpose of this section is to prove the following result. 

PROPOSITION A.3.1 A factor contains no proper weakly closed ideal 
A finite factor contains no two-sided ideal 

Proof: Suppose J is a two-sided ideal in a factor M. Polar decomposition 
shows that x £ I & \x\ £ I. This observation, together with the functional 
calculus, shows that if I ^ 0, then there exists a non-zero projection pel. 
(Reason: Write l r for the indicator function of the set (r, 00); if 0 =£ x G I, pick 
r sufficiently small to ensure that p = lr(|a;|) ^ 0. Now define the (bounded 
measurable) function g by 

n(t) = M iU > f' 
UK J [ 0 otherwise, 

and note that tg(t) — lr(t) W e iR, whence |x|#(|x|) = p.) 
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Since we can find partial isometries {ui ; i G / } in M such that 1 = 
J2ieiuiPui ~ w ^ n I finite if M is finite - the proof of the proposition is 
complete. • 

COROLLARY A.3.2 A normal homomorphism of a factor is either identically 
zero or infective. 

KA Subgroups and subfactors 

We first observe that for an automorphism of a factor, the condition of being 
free - see Definition 1.4.2 - is equivalent to not being an inner automorphism. 
(It is obvious that an inner automorphism is not free. Conversely, suppose 9 
is an automorphism of a factor P and that there exists an element x G P 
such that xy = 9(y)x, Vy € P; this is seen to imply that both x*x and xx* 
belong to the centre of P, and an appeal to polar decomposition suffices to 
show that either x = 0, or 6 is inner.) 

In this section, we assume that a : G —» Aut(P) is an outer action of 
a finite group on a II\ factor P - i.e., we assume that a is an action such 
that if G 3 t ^ 1, then at is not an inner automorphism of P. Since P 
is a factor, it follows from the last paragraph and Proposition 1.4.4(i) that 
P' n (P xa G) = C, and in particular, the crossed product P\ = P xa G 
is also a II\ factor. It turns out that Pi admits a natural action on L2(P) 
thus: since the trace on P is unique, it follows easily that there is a unitary 
representation t H-» ut of G on L2(P), such that utxQ, = at(x)Vt] an easy 
computation shows that utxul = at{x) Vx € P, t € G. This implies that 
there is a natural homomorphism of P xa G onto (P U {nt : tf € C7})", where, 
of course, we regard elements of P as left-multiplication operators on L2(P). 
Deduce now from Corollary A.3.2 that this homomorphism must be an iso­
morphism. Hence we assume, in the sequel, that Px = P U {ut : t G G}". 

In this section, we shall prove the two succeeding propositions and com­
pute the the principal and dual graphs for the inclusion K C Px, where K is 
as in Proposition A.4.2 below. (We continue to use the preceding notation in 
the next two propositions.) 

PROPOSITION A.4.1 If PQ = PG is the fixed-point algebra for the G-action, 
then PQ is an irreducible subfactor of P such that the result (P,ep0) of the 
basic construction for the inclusion PQ Q P coincides with P\. (Thus, forming 
the crossed product is cduaV to taking the fixed-point algebra.) 

PROPOSITION A.4.2 The passage H »-» K = Pxa\HH establishes a bijective 
correspondence between subgroups H of G, and *-algebras K satisfying P C 
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Proof of Proposition A.J^.l: If J denotes the modular conjugation operator 
on £2(P), note that J commutes with each ut - since automorphisms preserve 
adjoints - and so 

JP[J = J(P, {ut}tzG)'j = Pn {ut}'teG = P0. 

Thus P0 is indeed a II\ factor, and Pi is the result of the basic construction 
for the inclusion P0 C P. 

Further, 
j(P^nP)J = P1nP' = c, 

and so P0 is, indeed, an irreducible subfactor of P, and the proof is complete. 
• 

Before proceeding further, notice that {ut : t G G} is a basis for P\/P in 
the sense of §4.3. 

Proof of Proposition A.4-2: A moment's thought shows that, since G is 
finite, it suffices to prove the following assertion: 

Assertion: If P C K C Px is an intermediate *-subalgebra, if 0 ^ x = 
T,teG atUt € K,at e P, and if S = {t G G : a t(= EP(xu^)) ^ 0} (denotes the 
support of re), then there exists t G S such that ut G if. 

First notice that the assumption P C if implies that EP(Kus) is a two-
sided ideal in P, and must hence be one of the trivial ideals. Hence if x, S are 
as in the assertion, then EP(PxPu*s) = P for all s G S. 

We prove the assertion by induction on the cardinality of S. If S = {s} is 
a singleton, the last observation shows that there exists a^bi G P such that 
Ep(J2i(iixbiU*) = 1, which implies, together with the assumption S = {5}, 
that us = J2i &ixbi G K. 

Suppose then that | 5 | > 1; fix s G S. Argue as above to find z G PxP 
such that Ep(zu*s) = 1. Note that the support Sz of z (as described in the 
statement of the assertion) is contained in that of x, i.e., Sz C S. Further, 
s G S2i by construction. If Sz = {5}, we are done by the last paragraph. 
If not, suppose z = J2kesz

 akUh, with at ^ 0,£ 7̂  s. Since a t s-i is free, we 
can find a unitary element v G P such that vat 7̂  a£C^s-i(7;); this means 
that the element y = z — vzas-i (v*) is a non-zero element of K such that 
Sy C (S \ {5}), and an appeal to the induction hypothesis completes the 
proof. • 

Assume, in the rest of this section, that N C M is an inclusion of II\ 
factors with [M : N] = d < 00. Once and for all, fix an integer n > d, 
set / = {1,2, • • • , n } , fix a basis {Az- : z G / } for M/N, in the sense of 
§4.3, and consider the (co-finite morphism of M into N given by the) map 
0: M -> M^N) defined by O^x) = ^ ( A ^ A * ) . 

Let us write H for L2(M), when viewed as an TV-M-bimodule. In the 
language of §4.1, and with the preceding notation, we then have H = 7io(= 
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Mlxn(L
2(N))6(l)). (In the following, if </> : Q -+ Mi(P) is a co-finite mor-

phism, we shall write H^ to denote the P-Q-bimodule Mixi(L
2(P))<j>(l). 

Recall the fact - which we shall use below - that in this case, we have 
PLQ{J-L^) = Mi{P)^i) D (f>(Q)'.) Also, we assume that Mk,k > 1, are the 
members of the tower of the basic construction as usual. 

LEMMA A.4.3 With the foregoing notation, for each positive integer fc, define 
0(k) . M _> Mlk(N) thus: ifi = (iu • • • ,zfc), j = (ju • • • Jk) G l \ then 

= EN(XilEN(Xi2EN{- • -EN(XikxX*k) • • 0^2)^1)-

(i) Then 9^ is a co-finite morphism of M into N for each k > 1, and in 
fact, 

NL\Mk^)M * Heik) = Mlxnk(L
2(N))e^(l); (AAA) 

consequently, we have an isomorphism of inclusions: 

( N' n M2fc+1 \ / ^*+1)(N)' n MIk+i(N)9{k+i){1) \ 
U ^ U . (A.4.2) 

V N'nM2k J \e(k+l\M)'nMIk+i{N)e{k+1){l) ) 

(ii) Let (f)^ = Q(k\ viewed as a map from M into MIk(M). Then <̂ (fc) is 
a co-finite morphism of M into M for each k > 1, and in fact, 

ML\Mk)M * ?V> = M l x n *(L 2 (M) )^ ( l ) ; (A.4.3) 

consequently, we have an isomorphism of inclusions: 

( M> n M2fc+1 \ / 0W(N)' H MIk(M)eik){1) \ 
U - U . (A.4.4) 

V M'nM2k J V ${k)(M)' n MIk {M)eik){l) ) 

Proof: First note that equation (A.4.1) implies the co-finiteness of 0^ as 
well as (A.4.2) (in view of Proposition 4.4.l(i) and the parenthetical remark 
preceding the statement of this lemma); so we only need to prove (i), which 
we do by induction on k. The case k = 1 is valid, by definition; the implication 
(A.4.1)fc =£- (A.4.1)fc+1 is a consequence of Proposition 4.4.1 (ii) and the fact 
(already mentioned at the end of §4.1) that 7^ ® ? ^ = He®^. 

The proof of (ii) is similar. • 

We shall now apply the preceding lemma to compute the principal and 
dual graphs for the subgroup-subfactor N = (P x H) C (P x G) = M. So 
assume, for the rest of this section, that P,G,ut are as in the first part of this 
section; assume further that H is a subgroup of G. To be specific, suppose 
[G : H] = n, and suppose G = Ur=i ^9ils t n e Partition of G into the distinct 
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right-cosets of H. It is clear then that {u9i : 1 < i < n} is a basis for M/N, 
and yields the co-finite morphism 6 : M —> Mn(N) given by 

%(z) = EN(ug.xu - i) , Vx G M. 

Notice, in particular, that 

0ij(r) = Sijag^r), VreP, (A.4.5) 

and 

%K) = ( > ^ iff' G I J 5 M V,6G. (A.4.6) 
n ^ \ 0 otherwise, J * v y 

In order to discuss 0 ^ , A; > 2, we shall find it convenient to use the following 
notation: let 7 = {1, 2, • • •, n}; denote the element (z'x, z2, • • •, ik) G 7fc by i; if 
i G 7fc, define flgi = g^g^ - • • 9ik- Also, we shall write g *-+ f3k for the action 
of G on the set Ik defined thus: 

Pgti) = i <* A'/^+i ' • • 9jk9~l e H9ii9ii+i '"9ik & r 1 < l < h 

we shall also, later, write (3k for the associated permutation representation of 
Gon C n \ 

With the preceding notation, the definitions imply that, for i, j G 7fc, k > 1, 
we have 

6§\r) = Siiangi(r), Vr e P, (A.4.7) 

and 

Now fix X = ((xij)) G Mjk(M); the fact that P ' n M = C is seen to imply 
that X G 0(k\P)' if and only if there exist scalars Cy G C such that 

£ij = Cij^(n5i)(n5j)-i VI, j G 7*. (A.4.9) 

Another easy computation shows that X G 6^(M)f if and only if X is given 
by equation (A.4.9), where the scalars Cy satisfy the relations 

Cn = CPi{l)m) Vg£G,i,jeIk. (A.4.10) 

It follows immediately, from Lemma A.4.3, that we have an isomorphism of 
inclusions: 

M 'HM 2 f c + 1 \ ( pk\H(H)'\ 
U *M U . (A.4.11) 

M'HM2k J V 0*(G)' / 
Thus, in the Bratteli diagram for the inclusion (M' n M2k) Q (M' D M2k+i), 
the central summands of M' D M2& (resp., M' O M2k+1) are indexed by those 
irreducible representations of G (resp., H) which feature in the representation 
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f3k (resp., /?*|#), and it is clear that the number of bonds joining a vertex 
indexed by a suitable IT £ G to a vertex indexed by a suitable p G H is 
precisely the multiplicity with which p occurs in ir\H-

Now, suppose X = ((xy)) £ Mjk(N); since ug £ N o g £ H,we find that 
X G 8^k\P)' if and only if there exist scalars Cy G C such that 

x.. = J CiJ^(npi)(n,j)-i if (n^i)(n f t)"1 G if, 1 , A 4 _ 
1J \ 0 otherwise, J v • • ; 

Thus, the relative commutant 9^k\P)' fi Mjk(N) gets identified with the set 

C* = {((<?«)) e M/fc(c): Oj = 0 if (n^i)(na)-1 £ # } . 

Consider the mapping 

ep
n

=1 M^C) 3 ep
n

= 1((^o) - ((^)) e ck 

defined by 

cv = I c^- if n ̂ 'n*G ffft"x -p - n' 
1J \ 0 if n pi, npj belong to distinct cosets, 

where we have used the notation i_ = (22, • • •, ijb) for i G ifc. A simple verifi­
cation shows that this mapping is an isomorphism of *-algebras. 

Thus, we find that (0W(P)' n MIk(N)) ^ ©J=1 Mj*-i(c). If the element 

X G (0W(P)' H MIk(N)) corresponds to the element ©JU(( C i$) ) under 
this ismorphism, another simple computation shows that X commutes with 
6^k\ug) if and only if 

^ U - 1 © = * V p G 7'*•j e 7*" (A-413) 

Let us temporarily write K = P x Go, where Go is a subgroup of G, which 
we will later choose to be G or H. The preceding analysis shows that X G 
(0(k\K)' D Mjk(N)) if and only if the corresponding Cy s satisfy equation 
(A.4.13) for all g £ Go. It follows readily from this description that, if the 
set I breaks up into I orbits under the action /31\G0, if g^l\ • • •, p ^ is a set 
containing one element from each of these distinct orbits, and if G0 is the 
isotropy subgroup of Go corresponding to the point g^\ then 

{e^k\K)' n MIk(N)) * 0!= 1 P
k-\Gf)'. (A.4.14) 

When G0 = G, since the action (3l of G is clearly transitive, we have Z = 1, 
so we may choose t^1) = 1, in which case we find that G0 — H. 

When Go = H, the orbits under the action /31\H of H correspond to the 
double cosets of H in G, and so if / is the number of double cosets, and if 
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G = ]Ji=i Hg^H is the partition of G into double cosets of H, we find that 
Gf=Hng^-1HgV = Hi{m). 

It follows, from Lemma A.4.3, equation (A.4.14) and the last two para­
graphs, that in the Bratteli diagram for the inclusion {N' D M2k) Q (N1 D 
M2k+i), the central summands of (N'f)M2k) (resp., (N'f)M2k+i)) are indexed 
by those irreducible representations of H (resp., Hi for any i) which occur in 
P]C~1\H (resp., pk~l\ni)1 and that the vertex labelled by a suitable IT G H is 
connected to the vertex labelled by a suitable p G Hi, 1 < i < Z, by m bonds, 
if m is the multiplicity with which p occurs in 71^ . 

A moment's thought about the nature of the principal and dual graphs 
should convince the reader that we have proved the following. 

PROPOSITION A.4.4 Let H be a subgroup of finite index in a discrete group 
G. Suppose G acts as outer automorphisms on the II\ factor P. Then the 
principal graph Q and the dual graph H for the inclusion N = P x H C 
P x G = M have the following descriptions. 

Let G = ]Ji=i Hg^H be the partition of G into double cosets of H, and 
let Hi = HC\g^~ Hg^\ First define a bipartite graph Q as follows: let Q^ = 
(Uli=i(Hi x {i})) x {O},^1) = H x {1}; join the even vertex ((p,z),0) to the 
odd vertex (TT,1) by m bonds, if m is the multiplicity with which p occurs in 
7r|#f. Then Q is the connected component in Q which contains the odd vertex 
(1,1) which is indexed by the trivial representation of H. 

Define the bipartite graph H as follows: letH^ = G x { 0 } , ^ 1 } = Hx{l}; 
connect the even vertex (7r, 0) to the odd vertex (p, 1) by as many bonds as the 
multiplicity with which p occurs in TT\H- Then 7i is the connected component 
in H which contains the even vertex (1,0) indexed by the trivial representation 
ofG. • 

A,5 From subfactors to knots 

In this section, we briefly sketch the manner in which the initial contact 
between von Neumann algebras and knot theory was made; to be precise, we 
outline the construction and some basic properties of what has come to be 
known as the one-variable Jones polynomial invariant of links. 

The starting point is Artin's n-strand braid group, which we briefly de­
scribe. Fix a positive integer n - which should be at least 2 for anything 
interesting to happen. Consider two horizontal rods with n hooks on each of 
them, and suppose n strands, say of rope, are tied with one end to each of the 
rods, in such a way that no hook has more than one strand tied to it. In order 
to avoid pathologies, we assume that the two rods are placed horizontally 
with one vertically above the other, and that the passage from the top rod to 
the bottom is not allowed to 'double back', meaning that at any intermediate 
height, there is exactly one point of each of the n strands. 
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An n-strand braid is an equivalence class of such arrangements, where 
two such arrangements are considered to be equivalent if it is possible to 
continuously deform the one to the other. We shall think of the strands of 
a braid as being oriented from the top to the bottom. Consistent with this 
convention, we define the product of two n-strand braids by concatenation, 
as follows: 

1^1 

aj3 

J-7-J-
T^T 

It is fairly painless to verify that this definition endows the set Bn of n-
strand braids with the structure of a group. (The inverse of a braid is given 
by the braid obtained by reflecting the given braid in a mirror placed on 
the horizontal plane through the bottom rod.) We shall only consider tame 
braids, by which we mean one which admits only a finite number of crossings. 
It then follows from our definition that Bn is generated, as a group, by the set 
{<7x, • • •, crn-i}, where G{ is a braid with only one crossing, which is between the 
{% — l)-th and i-th strands and which is positive according to the convention 
adopted in §6.1. Thus, for instance, when n = 2, the generator and its inverse 
are given as follows: 

A result due to Artin establishes the precise relations between these gen­
erators. (The reader will find it instructive to draw some pictures to convince 
herself that these relations are indeed satisfied.) 

THEOREM A.5.1 The braid group has the following presentation (in terms 
of generators and relations): 

Bn = (<TI 
(61) G{Gj = GjGi if \i — j \ > l , 

(&2) GiGi+iGi = Cri+1<7iCri+1 
• 

In other words, the theorem says that if #i, • • •, gn_\ are arbitrary elements 
in a group G, then a necessary and sufficient condition for the existence of a 
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homomorphism <f> : Bn —» G such that (j)(ai) = gi Vi is that the #z's satisfy 
the so-called braid relations (61) and (62), and in this case such a ^ is unique. 
Two consequences are worth singling out. 

REMARK A.5.2 (1) There exists a unique epimorphism TT : Bn —» Sn such 
that 7r(<Ji) is the transposition (i, i-hl). (7"£ should be clear that in the language 
of rods and strands, the braid a is such that the strand which ends at the i-th 
hook on the bottom rod starts at the (-ir(a))(i)-th strand of the top rod.) 

(2) There exists a unique homomorphism ij)n : Bn —» Bn+i such that 
i/jn(al ) = of1 ', 1 < i < n - where we have used the notation G\ to denote 
the i-th generator of B^. We shall, in the sequel, write 

v(»+U = n̂(<*<n>), ya(n) e Bn av (A.5.1) 

Alternatively, we can see that 

1^1 
v(n+l) 

1^1 
y(n) 

(3) If we set a = <J\<J2' • • &n-i ^ Bn, it follows immediately from the braid 
relations that <j<j{ = <T;+I<T for 1 < i < n — 1; in other words, the generators 
Gi are pairwise conjugate in Bn. 

In view of the striking similarity between the braid relations and the 
relations satisfied by the en's, it is natural to try to use the latter to obtain a 
representation of the former. The simplest way to obtain an invertible element 
from a projection is to form a (generic) linear combination of the projection 
and the identity. In view of Remark A.5.2(3), we wish therefore to set 

gi = C{{q + l)ei-l},l<i<n, (A.5.2) 

where C and q are non-zero scalars. Recall that the e*'s come with a parameter 
r; an easy computation shows that the g^s as denned above satisfy the braid 
relations precisely when the parameters r and q are related by the equation 

= g + g~1 + 2. 

Notice that 
r l = 4 cosh2 z <£> q - exp(±2;?) 

Hence, as the parameter q varies over the set {exp(2vr 

(A.5.3) 

i ) : n = 3,4,.--}U 
(0,oo), the parameter r ranges over all possible index-values of subfactors. 
Further, the values of q for which the ^ ' s (with the normalisation C = 1) 
afford a unitary representation of the braid group are precisely the roots of 
unity. 

For convenience of reference, we paraphrase the foregoing remarks in the 
following proposition. 
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PROPOSITION A.5.3 Let q e { e x p ( ^ 3 ) : n = 3,4, •••} U (0,oo), let r 
be defined by equation (A. 5.3), and let {en}

(^L1 be the sequence of projections 
associated to this r. Then, for any C ^ O , there exits a unique homomorphism 
7rn of Bn into the group of units of R such that 

^ n (^ n ) ) = C{(q + l)ef. - 1} for 1 < i < n. D 

The closure a of a braid a G Bn is defined as follows: 

( ; ^ 

I : J 
It should be clear that the closure of a braid is an oriented link. (Recall that 

a link is a homeomorphic image of a disjoint union of circles, and that a link 
is said to be oriented if an orientation has been specified in each component. 
Alternatively, an oriented link is a compact 1-manifold without boundary, 
with a distinguished orientation. A knot is a link with exactly one component 
- i.e., a knot is just a homeomorphic image of the circle.) A moment's thought 
should convince the reader that the number of components of a is precisely 
the number of disjoint cycles in the cycle-decomposition of the permutation 
IT (a) - see Remark A.5.2(l). 

Two links are considered to be equivalent, or the same, if the one can 
be continuously deformed to the other. Precisely, this means that there is a 
continuous map F : M3 x [0,1] —> M3 such that if we write F(x)t) = ft{x)) 

then /o = id^a, each ft is a homeomorphism of M3 onto itself, and fi maps the 
first link onto the second. (We only consider links in M3 here.) Two oriented 
links are said to be equivalent if they are equivalent as above in such a way 
that / i preserves the orientations. We shall use the symbol C to denote the 
class of oriented links (in M3). 

Recall that a link is said to be tame if it is equivalent to one which is a 
smoothly embedded submanifold of M3. 

THEOREM A.5.4 (Alexander) Every tame link (in M3) is equivalent to the 
closure of some braid (on a possibly large number of strands). 

The final ingredient for us to make the connection between subfactors 
and links is a result due to Markov which explains precisely how two different 
braids (on possibly different numbers of strands) can have equivalent link 
closures. In order to describe this result, some terminology would help. 
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DEFINITION A.5.5 Let a^ e Bn,pW £ Bm . The braids a^ and (3^ are 
said to be related by a Markov move of (a) type I, if n = m and if a^ and 
/?(m) belong to the same conjugacy class in Bn; and (b) type II, if either (i) 
m = n + 1 and ^ n + 1 ) = Qf(n+1)(^n+1))±1, or (ii) m = n - 1 and f3^ = 

A couple of diagrams should convince the reader of the sufficiency of the 
following condition. 

THEOREM A.5.6 (Markov) In order that two braids a^ e Bn and /3^ e 
Bm have equivalent link-closures, it is necessary and sufficient that there exist 
braids a^ = ao,ai ,- -- ,0^ = (3^ such that ai and a»+i are related by a 
Markov move (of either type), for 0 < i < k. 

An invariant of oriented links (which takes values in some set, say S) is 
an assignment £ 3 L *-+ PL £ S with the property that L ~ L' => PL = Pu • 
An immediate consequence of Theorems A.5.4 and A.5.6 is that in order to 
define an invariant L H-» PL of tame oriented links taking values in S, it is 
necessary and sufficient to find functions Pn : Bn —• S, n > 2 such that 

Pn is a class function on Bni Vn, (A.5.4) 

and 
P„+i(a<n+1>(<#+1))±1) = Pn(oc^), V f l(»»6A,V f l ; (A.5.5) 

when this happens, we have 

P ~ = Pn{aF>), Va<"> € Bn Vn > 2. 

Since class functions are usually obtained by taking the trace of a repre­
sentation, it is natural to seek a link invariant by considering the functions 

Qn(a) = tTR(nn(a)), 

where 7rn is as in Proposition A.5.3. (Thus the condition (A.5.4) is automat­
ically satisfied because of the trace.) 

As for the condition (A.5.5), note, to start with, that g~[l = C~l{(q~l + 
\)ei — 1}, and hence g^1 satisfies the Markov property with respect to the 
algebra generated by 7rn(Bn). Hence, if there is any hope of the Q n ' s satisfying 
(A.5.5), it must at least be the case that tign = tr g"1; a little algebra shows 
that this happens precisely when we make the choice C = q*, in which case, 
we find that 

ti g*1 =-(q> + q-1^1, 

and consequently, that 

for any a^ £ Bn. 



146 APPENDIX A. 

A moment's thought shows that if we define 

Pn(a) = {-fai + q-ty^Qnia), a G Bn, 

then the Pn 's do satisfy both the conditions (A.5.4) and (A.5.5). We have 
thus proved the following: 

THEOREM A.5.7 Let q, r, 7rn be as in Proposition -A.5.3, where we assume 
that C = (p; then there exists a complex-valued invariant of oriented links, 
which we shall denote by C 3 L \-> V^q), such that, if a G Bn, then 

Vz(q) = {-(ql*+q-i)}n-hinn(a). • 

Most properties of this invariant are consequences of the fact that it sat­
isfies the so-called skein relations. To see what these are, it will be convenient 
to use the point of view of link diagrams. The fact is that the image of a tame 
link in M3 under the projection onto a generic plane in M3 will have only 
double points - meaning that the inverse image of a point in the plane will 
meet the given link in at most two points. In order to fully recapture the link 
from the projection, it is necessary to indicate, at each crossing, which of the 
two strands goes 'over' the other. For instance, a diagram representing the 
so-called right-handed trefoil knot (with an orientation indicated) is 

We shall henceforth identify the class C with the class of all oriented 
(tame) link diagrams. We shall say that three link diagrams L+,L-,LQ are 
skein-related if they are identical except at one crossing, where they have the 
following form: 

X 
L+ L- LQ 

Before stating the next result, we recall that the unlink Uc with c compo­
nents is nothing but lc, where l c denotes the identity element of Bc. 
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PROPOSITION A.5.8 The invariant defined in Theorem A.5.7 satisfies the 
following relations: 

(ii) if L+,L- and LQ are skein-related as above, then 

q-lVL+{q)-lVLM = {<P-<T*)VLM-

Proof: Assertion (i) is an immediate consequence of the definitions, 
(ii) Begin by observing that 

9% = q^ei-q^{l-ei)1 

and hence gi satisfies the quadratic relation 

(9i-q*){9i + Q*) = 0, 

which may be re-writ ten as 

q~19i~q9j1 = ( ^ - ^ " " 2 ) 1 . 

The desired conclusion is a consequence of the definition of VL, properties 
of the trace, and the fairly obvious observation that the assumed skein-relation 
between L+ ,L_ and LQ amounts to the existence of a positive integer n, 
elements a and /? of Bn and an integer 1 < i < n such that - thinking of 
these link diagrams as links - we have 

L+ = aa[n)p, L„ = a{a\n))-1(5, LQ = ^ . • 

The following elementary lemma will be very useful in deducing properties 
of the invariant VL from Proposition A.5.8. 

LEMMA A.5.9 Let L be an oriented link diagram; there exists a subset of 
the set of crossings in L such that, if we change all these crossings (from an 
over- to an under-crossing and vice versa), the resulting diagram represents 
an unknot with the same number of components as L. 

Proof: Arbitrarily label the distinct components of the diagram 1, 2, • • •, c, 
and fix a reference point on each component, which is not a double point. 
Given any crossing, change it if (and only if) one of the following things 
happens: either (a) the crossing involves two different components, and the 
component with the larger label crosses over the one with the smaller label; 
or (b) the crossing involves only one component, and in travelling along that 
component from the chosen reference point in the direction specified by the 
orientation, the first time you come to the crossing, you find yourself going 
along the over-strand of the crossing. 
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A moment's thought should convince the reader that this algorithm yields 
a proof of the lemma. 

For instance, if L is the link diagram given earlier to depict the right-
handed trefoil, our algorithm would yield the following diagram (with the 
reference point as indicated): 

• 
Given a link diagram L, define its 'knottiness' to be the ordered pair (n, &), 

where n denotes the number of crossings in the diagram and k denotes the 
minimum of the cardinalities of subsets of the set of crossings which satisfy 
Lemma A.5.9; we shall say that a link diagram L<i is 'more knotty' than a 
diagram L\ if the knottiness (ni,fci) of L\ precedes the knottiness (n2,£;2) 
of L2 in the lexicographic ordering - i.e., if either n\ < 712, or n\ = n2, 
h\ < k2. 

With respect to this 'ordering', the least knotty diagrams represent un­
links, and the preceding lemma has the following pleasing consequence: given 
any link diagram which does not represent an unlink, there is a triple (L+, L-, 
LQ) of skein-related diagrams such that two things hold: (a) L is either L+ or 
£_, and (b) L is more knotty than the other two diagrams in {£+ , £_, LQ}. 

Since the set Z+ x Z+ is well-ordered with respect to the lexicographic 
order, the preceding considerations allow us to prove facts about VL using 
a 'knotty induction'. By such a process, it is easy (and amusing) to prove 
the following facts. (The strategy of proof is: first prove it for unlinks; then 
assume the result for LQ and L+ (resp., LJ) and use Proposition A.5.8(H) to 
deduce the result for L__ (resp., L+).) 

PROPOSITION A.5.10 (1) VL(q) is a Laurent polynomial in #2; more pre­
cisely, if L has an odd number of components, then V^q) is a Laurent poly­
nomial in g, while if L has an even number of components, then Vi(q) is q* 
times a Laurent polynomial in q. 

(2) If L denotes the mirror-reflection of L, then 

VL{q) = VL(q~
l). 

(3) Properties (i) and (ii) of Proposition A.5.8 determine the invariant 
VL uniquely (via the process of 'knotty induction' discussed earlier). • 
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We close by illustrating (3) above with the already mentioned example of 
the right-handed trefoil. 

L+ = T+ = right-handed trefoil 

L_ = C/i = unknot 

LQ = H+ = Hopf link 

It follows that 

VT+(<7) = tffoVkfa) + (y/q - -Tz)VB+(q)}. (A.5.6) 

Next, in order to determine VH+, notice the following skein-related triple 
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of links: 

L+ = H+ L. = U2 LQ = UX 

This implies that 

VB+(q) = q{qVUa(q) + (y/q - ^ = ) ^ ( ? ) } . (A.5.7) 

Putting equations (A.5.6) and (A.5.7) together, we find that 

%(<?) = <7 + <Z3-<74, 

which implies that if T- = T+ - in the notation of Proposition A.5.10 - so 
that T_ denotes the so-called left-handed trefoil - then 

^-(<z) = <r1 + <r 3 -<r 4 . 
The invariant VL is quite good at detecting knots from their mirror-images 

in this fashion. 
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Bibliographical Remarks 

§1.1: Almost all the material in this section was first established in the 
seminal paper [MvNl]. The only exceptions to this blanket statement is the 
existence of a tracial state on a finite factor (Proposition 1.1.2) - which was 
established in [MvN2] - and the fact (briefly alluded to) about disintegration 
of a general von Neumann algebra (with separable pre-dual) into factors -
which was established in [vN3]. 

§1.2: The fundamental GNS construction first made its appearance in 
[GN], and appears later in polished form in [Seg], while the basic facts con­
tained in this section concerning the so-called standard module of a finite 
factor were all known to the founding fathers - see [MvN2] (although they 
did not quite use the same terminology as here). 

§1.3: The notion of a discrete crossed product - at least when the algebra 
that is being acted upon by the group is commutative - first appears in 
[MvNl]; already in this paper, they use this construction to give examples of 
Hi factors, and they identify ergodicity as the crucial property of the group 
action to ensure factoriality of the crossed product. 

§1.4: The definition given in Definition 1.4.2 is from [Kal]. The type-
classification given in Theorem 1.4.5 is again from [MvNl]. The Powers factors 
made their appearance in [Pow], while the description of the model for the hy-
perfinite 11^ factor coming from the crossed product L°°(M2, B, /i) x 51/(2, z) 
(in Example 1.4.8) is due to [Aub]. Infinite tensor products were first treated 
in [vN2], and while the uniqueness statement concerning approximately finite-
dimensional II\ factors was first proved in [MvN3], the ultimate classification 
of (all types of) approximately finite-dimensional factors was completed - ex­
cept for one case, the so-called IIIi case - in [Conl]; the outstanding IIIi 
case was finally disposed of in [Haa]. 

§2.1: The classification of all possible modules over a factor goes back to 
[MvN3]. 

§2.2: The importance of bimodules was first recognised by Connes [Con2]. 
The coupling constant was introduced in [MvNl]. All the assertions in Propo­
sition 2.2.6 appear in [Jonl] although many of these can also be found in the 
papers of Murray and von Neumann. 
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§2.3: This entire section is from [Jonl]. 
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not really exploited in the manner discussed here until [Jonl]. Further, the 
index of a subfactor was first considered in [Jonl], and indeed, most of this 
section is also from that source. 

§3.2: The notion of a Bratteli diagram was first systematically used in 
[Bra]. Most of the discussion in this section is 'folklore'; thus, for instance, 
Lemma 3.2.2 may be found (in possibly different pieces) in [GHJ]. On the 
other hand, facts concerning the Markov trace - such as Proposition 3.2.3 
and Corollary 3.2.5 - occur in [Jonl]. 

§3.3: But for the reference to Kronecker's theorem concerning integral 
matrices of small norm - which may be found in [GHJ] - all of this section is 
also from [Jonl]. 

§4.1: The importance of bimodules was identified and underlined in 
[Conl]; their significance for subfactors was recognised in [Ocn]; the treat­
ment given here may be found in [Sun3]. 

§4.2: The importance of the principal graph invariant of a subfactor -
at least in the 'relative commutant formulation' - was already recognised in 
the first paper [Jonl] on subfactors, where it was also shown that the An 

diagrams all arose as principal graphs. The 'bimodule formulation' of the 
principal graph is due to Ocneanu ([Ocn]). The fact that the principal graph 
had to be one of the Coxeter diagrams was recognised in [Jonl]. It was in 
[Ocn] that it was stated that Ej and D271+1 could not arise as the principal 
graph invariant of a subfactor; (independent) proofs of this fact were furnished 
in [Izl] and [SV]. It was later shown, in [Kaw], [B-N] and [Iz2] respectively, 
that all the graphs D<in,E§ and Eg did in fact arise as principal graphs. 
The principal and dual graphs of the 'subgroup-subfactor' - referred to in 
Example 4.2.3(iii) were explicitly computed in [KY]. The real significance of 
the usefulness of the so-called 'diagonal subfactor' discussed in Example 4.2.4 
has been brought out by Popa (see [Pop6]), who, incidentally, also computed 
the principal graph of this diagonal subfactor. 

§4.3: Everything in this section is from [PP1], the only exception being 
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Proposition 4.3.6 which is from [PP2]. (As explained in the text, we have 
worked here with a marginal variation of what they term an 'orthonormal 
basis' - in that we replace the requirement of 'orthonormality' by 'linear 
independence'.) 

§4.4: Everything in this section is contained in the work of Ocneanu and 
Popa (if not in such explicit detail). 

§5.1: Practically everything in this section is from [PP1]. The notion of 
a commuting square, however, appeared much earlier in the work of Popa -
see [Popl] and [Pop2]. 

§5.2: Much of this section is motivated by considerations in [Jon3] and 
[Jon5]. Hadamard matrices originated in [Had]; also see [SY]. 

§5.3: Lemma 5.3.1, Corollary 5.3.2 and Lemma 5.3.3 are from Wenzl's 
thesis - see [Wen]. The terminology 'symmetric commuting square' (in the 
case of finite-dimensional C*-algebras) goes back to [HS]; the terminology 
'non-degenerate' to describe the same notion (but for more general inclusions 
of von Neumann algebras) is due to Popa - see [Pop6], for instance. 

§5.4: The contents of this section were independently obtained in [Ocn] 
and [Sun4]. 

§5.5: Essentially all of this section is contained - although in a seemingly 
different form - in [Ocn]. The formulation contained here - at least as far as 
Proposition 5.5.2 is concerned - is explicitly worked out in [HS]. 

§5.6: The basic theorem stated in Theorem 5.6.3 was announced, without 
proof, in [Ocn]. Subsequently, this was proved in full detail in [Pop4]; the 
ultimate formulation of this theorem - in terms of (strong) amenability - is 
in [Pop6]. 

§5.7: Ocneanu's compactness result - both parts of it, as stated here - is 
from [OK]. The assertion of Corollary 5.7.4(ii) was first established in [Wen], 
although the proof given here, using bases, is different (and perhaps simpler). 
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ered in Examples 6.2.1 and 6.2.2 were independently performed in [BHJ] and 
[KSV]. These sort of Cayley graphs had, of course, been obtained in more 
general situations, in considerations of 'diagonal subfactors' in [Pop5] (also 
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actions - see [GHJ] and [Was]. 

§6.3: The contents of this section come from [KS]. 

§A.l: The equivalence of the abstract and concrete notions of a von Neu­
mann algebra was established by Sakai in [Sak2]. 

§A.2: For the Tomita-Takesaki theorem, see [Tak2]. 

§A.4: The use of the co-finite morphism and the bimodule calculus for 
computing the principal graph of the subfactor N C N x G was demonstrated 
in [OK]. The computation of the principal and dual graphs for the subfactor 
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