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Preface

Recently, developments in reliability engineering have become the most 
challenging and demanding area of research. System reliability engineering 
has become a greater apprehension in modern years because of high-tech 
industrial processes with most engineering systems today having ever-
increasing levels of complexity. Reliability theory forms the common foun-
dation of engineering as it evolves and develops. The book “Modeling and 
Simulation Based Analysis in Reliability Engineering” engrossed on a compre-
hensive range of modeling and simulation in reliability engineering.  Topics 
of focus include:

• Modeling the assessment and monitoring of reliability of the con-
densation thermal power plants

• Non-exponential distributions in reliability modeling of PMS: 
approximation and simulation approaches

• Optimal periodic software rejuvenation policies in discrete time
• Potential applications of multivariate analysis for modeling reliabil-

ity of repairable systems
• Phased mission systems
• Bayesian inference on general-order statistic models
• Large scale reliability-redundancy allocation optimization problem 
• The new distribution-free reliability monitoring scheme: advances 

and applications in engineering
• Modeling and simulation of a sustainable hybrid energy system 

under changing power reliability index
• Signature reliability of k-out-of-n sliding window system
• Modeling reliability of component-based software systems
• Reliability and fault tolerance modeling of multiphase traction elec-

tric motors

The book is meant for those who want to take reliability engineering 
as a  subject of study. This book is very useful to the undergraduate and 
 postgraduate students of engineering; and engineers, research scientists, 
and academicians involved in the engineering sciences.
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1
Modeling the Assessment and Monitoring 
of Reliability of the Condensation 
Thermal Power Plants (Co-TPP)

Zdravko Milovanović and Svetlana Dumonjić-Milovanović
University of Banja Luka 

Ljubiša Papić
University of Kragujevac

1.1  Introduction

The development and use of condensation thermal power plants (Co-TPP) is 
characterized today by great complexity, regardless of whether a technologi-
cal scheme or built-in equipment is observed. On the other hand, large energy 

CONTENTS

1.1  Introduction ....................................................................................................1
1.2  Models for Predicting the Reliability of Complex Technical Systems ....... 3
1.3  Mathematical Models of the Growth of Reliability of System .............. 12
1.4  Reliability Assessment Methods ............................................................... 16
1.5  Indicators of Reliability of Co-TPP ............................................................ 18
1.6  Failures and Damages during the Operation of Co-TPP ....................... 26
1.7  Modi�ed Method for Assessment of the Optimal Reliability of 

Co-TPP ........................................................................................................... 31
1.8  System of Maintenance with Entries and Exits Toward 

Environment .............................................................................................. 35
1.9  Overview of Maintenance Activities in TPP ...........................................38
1.10  Unsolved Tasks and Directions of Further Developing Models 

for Forecasting Reliability of CTSs ............................................................38
1.11  Conclusion .................................................................................................... 41
References ...............................................................................................................43



2 Modeling Simulation Reliability Engineering

plants with new or improved solutions can be built only in case they have a 
high degree of safety and reliability and when they fully meet the applicable 
environmental criteria. Any disturbance in the operating mode of such a 
plant or reduction of its power also affects the electric power system (increase 
in the reserves of production capacities in it, uneven supply of electricity to 
consumers, etc.). Reliability assessment methods are mainly based on results 
of experiments on the set of system components based on observations of 
parameters of number and/or time of failure. In order to determine the reli-
ability of components, it is necessary to either conduct some long-term and 
very expensive tests on a very large number of samples under special operat-
ing modes collect the data from exploitations, which is very risky. At the same 
time, the choice of general mathematical methods is especially important, 
due to the different shapes of the curves which quantitatively de�ne the reli-
ability with different functions of the failure rate and the great dependency 
of such curves on the change in the operating mode of the components and 
environmental conditions. In an attempt to overcome the above problems, we 
�nd that the introduction of approximate calculations gives an overview not 
only of the basic characteristics of the reliability of the observed system as a 
whole, but also insuf�ciently exact �nal parameters, due to a whole series of 
larger or smaller approximations, as well as the inability to take into account 
all the existing in�uences (development of new technologies, speci�cities of 
new disorders, etc.). On the other hand, the calculation of reliability of a com-
plex system represents only the �rst initial phase of veri�cation of quantita-
tive features, that is, the very formed hypothesis in which we have more or 
less con�dence. Their �nal acceptance or refusal represents the veri�cation of 
reliability through the control of certain quantitative indicators of the system 
for the set technical conditions of operation. For these reasons, the alternative 
concepts, such as reliability control or hypothesis testing, have been often 
used in the literature to verify the reliability. Diagnostics, the evaluation of 
the state of elements of the facility together with tracking the progression of its 
aging, is very complex, responsible, and expensive task which demands edu-
cated personnel and modern diagnostic equipment. Diagnostic equipment 
available in the market is �lled with diversity and methods used for diagnos-
tic purposes are not generally accepted. The results of conducted diagnostic 
controls do not always give full answers, so that they are often limited to the 
monitoring of trend of change of observed diagnostic values. Consequently, 
experience becomes an unavoidable and immeasurable element of diagnos-
tics. Experience itself is of course only possible to be acquired through the 
work and usage of diagnostic equipment, but it is also necessary to keep in 
mind the cost of experience acquirement in relation to a risk of investment 
in testing equipment. Development of diagnostic methods is intense regard-
ing both �eld and laboratory methods but efforts to provide more and more 
cost-effective application  methods are highly required. By developing new 
technologies and through the application of modern equipment and tools for 
monitoring of present state and diagnostics of the primary gear, the cost of 
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routine maintenance that makes possible to recognize  priorities of interven-
tion maintenance can be decreased.

The methodology of maintenance regarding reliability also includes anal-
ysis of failure in the process of decision-making when maintenance is in 
question. A major problem in the early stage of development of maintenance 
strategies was analysis of reliability of complex energetic technical systems. 
Developing the aero-industry and introducing tracking of certain parameters 
during the operation (condition monitoring) was the basis of  maintenance of 
technical systems (according to the condition).

1.2  Models for Predicting the Reliability 
of Complex Technical Systems

Today, the most frequently used models for predicting the reliability of 
technical systems are based on stochastic or statistical analysis, including 
Markov chains (processes), Poisson processes, Bayes method, state-based 
models, Monte Carlo simulations, and combinations of these models [1,2]. 
As their use in the analysis of complex energy systems is accompanied by 
signi�cant limitations (most of these models focus only on mean time to fail-
ure (MTTF) or the expected number of failures for a given technical system), 
a smaller number of models regarding imperfect preventative maintenance 
actions have been developed (when the maintenance action fails to increase 
reliability level to 100%), as well as their integration with block diagrams [3]. 
One model for predicting the reliability of complex systems with a block 
diagram is the split system approach (SSA) model [4]. The researches related 
to the interactions between individual parts of technical systems and their 
failure or reliability prediction using a very low number of data about fail-
ures are also very limited and their application is very rare. A larger number 
of researches have been published about the technology of maintenance and 
models of reliability of technical systems. Predicative maintenance strategy, 
that is, condition based maintenance that belongs to the third generation of 
maintenance, carries out maintenance actions based on the condition of the 
parts or the entire system. As a result, the aims of this strategy are a higher 
level of reliability and availability of the plant, greater safety of operation, 
better product quality, longer lifetime of equipment, etc. The next strategy 
is a proactive maintenance strategy, with the aim not only of preventing the 
failure of the system, but also of setting the conditions to avoid or minimize 
the consequences of failure itself in the event of its  occurrence. Additional 
optimization is the goal of maintenance, while prediction of reliability and 
risk assessment are the basis for making optimum maintenance decisions. 
The philosophy and concept of maintenance relate to the effective implemen-
tation of reliability assessment models, their implementation methodology, 



4 Modeling Simulation Reliability Engineering

and strategic policies at the level of business management structures. 
Maintenance and reliability studies published so far can be classi�ed into 
one of the categories shown in Figure 1.1, which provides an overview of 
the research in the domain of science on the maintenance and reliability of 
complex technical systems (CTSs). Below is an overview of several important 
conceptual approaches to reliability research as a CTS.

The power plant reliability index, which is decomposed and graphically 
presented in the research of Nikhil Dev et al., is a solid attempt to solve a 
crucial problem in such CTSs that are preventively maintained in the sense 
that it is possible to compensate for a small number of data on failures [5]. 

Reliability assessment
        and analysis 

Analytical models Other techniques

     Basic principles of
probability based-BPPB

Marcovian theory based

Bayesian theory based

Possion process based

Models using condition 
       monitoring data

Hybrid models

Others analytical models

Condition monitoring and
         fault diagnosis 

Fault tree (FT) and root 
  cause analysis (RCA)

Reliability block diagram

Failure mode and effects
analysis (FMEA) and failure
modes, effects and criticality 
       analysis (FMECA) 

Monte carlo simulation

Advanced tools and
     methodologies 

Frameworks Maintenance optimization

Maintenance and 
reliability science  

Modified method for reliability evaluation of Co-TPP

Cost based

Risk based

Combined 

Reliability centred
maintenance-RCM 

 Total productive 
maintenance-TPM

Bussines centred
maintenance-BCM 

Maintenance
exellence-ME 

Others

FIGURE 1.1
The overview of research in domain of maintenance and reliability science of technical 
 systems. (Based on Sun [4] and Milovanović [11].)
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Since the model relies heavily on the empirical experience and does not have 
enough objective data, its application is limited to more ef�cient energy sys-
tems. Exploitation systems and systems that can be decomposed into a num-
ber of components after a long period of exploitation by failure cannot be 
used to apply this reliability model. More importantly, interactions of fail-
ures of the system components are not predicted by the model. The result of 
the model is the real time reliability index (RTRI), which in fact represents 
the value of reliability at a time point of calculation.

A larger number of researches rely on Monte Carlo simulations, such as 
those of Naess et al., attempting to bypass the problems of mathematically 
complex or undetected rules of reliability modeling [6]. This method gives 
space for successful overcoming of such a task, but the models lack time 
dynamics and/or preventive maintenance actions. Thereby, the models have 
lost the possibilities of real implementation, especially when it is necessary 
to apply them to systems of a more complex structure.

The research of Weber and Jouffe combines several methods, such as the 
method of analysis of the fault tree, the Bayesian network, and the Markov 
chains [7]. This research is focused on modeling the reliability of production 
processes in CTSs. This also means higher requirements in the domain of 
reliability modeling, especially since this model has taken into account the 
existence of preventive maintenance actions as well as the time dynamics 
of reliability. The thing which is not complied with the real circumstances 
are the interactions of failures and the possibility of applying the model to 
CTSs decomposed into a large number of components due to the exponential 
increase in the number of combinations in the model, and the calculations 
for individual cases cannot be done within a reasonable time text.

Moazzami et al. gave assessments of the reliability of busbars in the 
power plant using Monte Carlo simulations; however, the time dynamics 
of  movements of reliability assessment is missing, and no cases of repairs 
having a real impact on the system reliability are foreseen [8]. Also, reliabil-
ity assessed based on parameters has been partially observed without an 
 integral model.

In his dissertation, Sun developed several models relying on the existing 
ones such as SSA and analytical model for interactive failures (AMIF) [4]. The 
new developed model is the extended split system approach (ESSA) which 
involves the case of a small number of system failures, preventive mainte-
nance actions, imperfect �xes, interactions of failure, and time dynamics. 
The model also predicts the existence of cascading failures as the possi-
bility of applying different distributions of failures. The model is focused 
on making decisions on timely preventive but not corrective maintenance 
actions, so that the combined maintenance is excluded from the model. The 
model allows the reliability of each component of the system to be speci�-
cally considered, and preventive maintenance actions are de�ned according 
to each component of the system separately. The interactions of the compo-
nents are de�ned by the matrix of interactive coef�cients where the impact 
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of the failure of one component on the failure of the other component is con-
stant over time. After the preventive failures of components, the change of 
characteristics of theoretical distribution of failures of the system compo-
nents where there would be no preventive maintenance actions is possible. 
However, the heuristic approach to determining the coef�cients of interac-
tion has remained a weak point in the model and made it more dif�cult 
for application. The ESSA model does not have clearly stated algorithms, 
although it is clear that they can be de�ned. The model also has prede�ned 
times of preventive maintenance actions and the implementation of mainte-
nance actions in terms of reliability is not part of the model, although it is a 
reality in case of maintenance based on reliability [4].

The research done by Petrović et al. is based on the Markov process, 
whereby the optimal preventive maintenance time is established by maxi-
mization of the system availability. The model is stochastic and considers 
maintenance actions and their effects. The model is an applied transport 
system that was decomposed into two components. Such a model can easily 
be oriented to reliability; an answer about the times of optimal maintenance 
actions can be provided based on its criteria. However, in order to be applied 
to structurally complex technical systems with a large number of compo-
nents, this model would have to undergo signi�cant changes and many 
issues have to be solved. The model also neither anticipates an imperfect 
maintenance action nor an interaction of failures of system components [9].

Milošević, in one of the conclusions during the research within his disser-
tation, proposed an integral model for ensuring the reliability of CTSs, such 
as thermal power plants [10]. This model was based on the assumption that 
by decomposition every system component can be subject to the separate 
process of simulation, that is, a certain group of components, when neces-
sary, are simulated together according to the reliability, which is the case with 
interaction of failures of components. The development of this model started 
from the collection, arrangement, classi�cation of data, and decomposition 
of the system on the database. After the decomposition, the reliability of 
irreparable system components was modeled, then corrective maintenance 
actions were introduced, and then the preventive, so that the model included 
the reliability of the components that were maintained in combination. By 
 following the assumption of perfect and imperfect maintenance actions, 
where after the maintenance actions the reliability follows, two models for 
predicting the reliability of components were developed. In case of the model 
of imperfectly maintained components, the problem of assessment of param-
eters of reliability for the theoretical distribution, to which failures of com-
ponents due to successive maintenance actions are subject, appeared. Since 
this problem was complex, it was solved by Monte Carlo simulation on con-
crete examples, and a further simulation based on the parameters obtained 
was developed. The greatest challenge was the development of reliability 
models with the existence of interactive failures. It also included preventive 
maintenance actions, which are often more frequent than corrective, and it 
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was necessary to develop methods for diagnosis and quanti�cation of failure 
interaction. For this purpose, software solutions were used to analyze the 
data on system failure. Preventive maintenance actions during downtime 
were also included as a reality in the model itself. Regression analysis estab-
lished the interdependency of some component failures with the interactions 
of others. It was done using a software package that identi�ed the potential 
mutual interaction of failures of all components. Based on this, an interaction 
matrix was developed that was the basis for further modeling after calculat-
ing the extent of the change of reliability of the affected after a certain inter-
failure of affecting components. This �nally resulted in development of the 
proposed model.

Within the framework of his dissertation, Milovanović emphasizes the 
importance of de�ning and forecasting the reliability indicators in case of 
preventive maintenance of complex systems [11]. Corrective actions in terms 
of further risks of failures and prevention of major damage are possible only 
if they are based on timely assessments. The optimum management of the 
thermal power plant system should be based on the assessment and com-
plex optimization of the reliability indicators, depending on the way they 
are secured and the hierarchical level of details of the system as a whole, as 
well as the current stages of the life cycle of the plant. For these reasons, the 
optimization process includes basic structural, parametric, and constructive 
solutions related to the thermal power plant system through the change of its 
most important characteristics: energy ef�ciency, maneuverability, reliabil-
ity, and economic ef�ciency as a whole. The complex of optimization goals 
ends with the overall selection of reliability indicators and possible manners 
for their provision, given the already established rules regarding the higher 
hierarchical level of the electric power system. The proposed modi�ed 
method for assessment of optimal reliability of the system of condensation 
thermal power plant provides a good basis for further work on its devel-
opment and improvement of the accuracy of the assessed values, with the 
introduction of technical diagnostics and the modern information and man-
agement system. The maintenance costs incurred are minimally possible for 
each speci�c situation. The dependency of the cost of electricity generation 
in the thermal power plant from the level of reliability should be considered 
from two aspects: thermal power plants and users. In both cases, the point of 
minimum costs determines the optimal reliability of both the thermal power 
plant and the user.

The Monte Carlo method, as a general method for solving problems in 
different �elds of science, is based on the use of random numbers and prob-
ability theory [12]. It is used to simulate physical phenomena and solve 
 complex problems. The �nal solution of a system of equations that describes 
the  relations among particular phenomena is usually based on random sam-
pling of relations and interactions, with a large number of repetitions or cal-
culations. In this regard, the use of this method is one of the best examples 
of using computers as a research tool, in solving problems depending on 
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their formulation in a statistical and random environment, that is, in situa-
tions where physical experiments are either impractical (risky) or too expen-
sive. The very essence of application of the concept of the probability theory 
within the Monte Carlo method is to �nd solutions to physical problems often 
not related to probability or reliability. The direct simulation of the Monte 
Carlo method has several steps, which can be de�ned as follows: de�ning 
the basic settings of the problem faced by the analyst, the lack of important 
prerequisites for performance of necessary experiments (the technological 
process does not allow it, too expensive process, too risky job requiring the 
work on the boundaries of the criterion function, lack of time to perform the 
experiment, etc.), it is not possible to obtain an exact mathematical expres-
sion (mathematical model) which would adequately describe the process, 
and based on which a solution would be found within the limits of the 
allowed error; without performing an analytical solution, a random process 
de�ning the solution of the problem is de�ned, it is simulated on the com-
puter, and the parameters for its solution are assessed, with the de�nition 
of allowed error and the required number of repetitions of the process itself 
(the distribution of parameters of different elements of a CTS selection of a 
random sample of each element, selection of their basic and supplementary 
parameters, combination of these samples and obtaining of the reliability of 
the technical system as a whole). For the calculation of the reliability of CTSs 
using the Monte Carlo method, the reliability or unreliability of each ele-
ment is represented by a series of random numbers, while the choice of num-
bers is done in a sequence, so that each successive number is another success 
or a lack of success (failure). In addition, a computer, in which the database 
a program for generating random numbers is already installed, is used as a 
tool. By the appropriate combination of results obtained from the selection 
and interpretation for each element of the technical system, simulation of the 
technical system as a whole is done. The very program installed on the com-
puter functions on the basis of logical diagram and description of operations 
on the system, as well as the existing functional connections of the system 
elements. The further course of the procedure is determined based on the 
previous starting condition (the condition of the system in operation and 
the condition of the system in failure). In the case when the number repre-
sents a success or the correct condition (operational condition), the group of 
random numbers for the next element in the same logical input is set at the 
input, and the new value of the random number is determined depending 
on whether the element is a success or a lack of success (failure). The process 
continues until the failure or breakdown occurs, which omits this path from 
the logic diagram and automatically returns the activity to the closest con-
nection of the other parallel path. Thereby, the program uses the appropriate 
random number for the �rst element in the parallel path. If in this case the 
selection simulates success for the �rst element, then the random number 
set for the second  element in a parallel path is used to determine the suc-
cess or failure of that element. The process continues until a successful path 
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is found, which indicates the success of the technical system as a whole or 
until the failure is simulated on all possible paths. The speed of the process 
depends on the number of elements of the technical system and the degree 
of its complexity, as well as on the reliability of the elements of the system 
itself. In cases where the preparation of the computer program shows certain 
simplicity, it is recommended to develop a mathematical model and apply 
certain analytical expressions and solve them. There are certain groups of 
factors in�uencing the applicability of the Monte Carlo method in order to 
determine the reliability of CTSs, and the three more important factors are 
emphasized. Redundancy of many technical systems is sequential, and in 
some cases it is “actively parallel,” meaning that the failure time of one ele-
ment affects the reliability of its sequential redundant replacement. A set 
of random numbers which represents the success or failure of a redundant 
element is not a constant, but is a function of a special random number rep-
resenting the failure time of an element in the �rst path. Each number of the 
�rst group, which represents the relation of the �rst element, also determines 
the group to be used for the redundant element [an alternative is that the 
second group of random numbers remains the same, but that the interpre-
tation of each value as a success (operational condition) or a lack of success 
(failure) varies as a function of a random number in the group for the �rst 
element]. Since this is a complex task that involves several phases with indi-
vidual logical diagrams, an element that is redundant in one phase can be in 
one or the other row, and sometimes in a different redundant con�guration. 
The fact which applies here is that if it does not appear in one phase—it will 
not even appear in the following phases. The program must make it pos-
sible to draw the condition of each component from one phase to the next, 
until the simulation of the complete task, while the determination of one 
successful path per phase is not enough if more than one phase is involved. 
The condition of each element must be fully determined at each stage. The 
probabilities of setting aims for solving the complex task of determining the 
reliability of CTSs can be individually required, while the probabilities of 
security and success of tasks are most often determined and interconnected. 
Further decisions de�ning the continuation of the task depend on the num-
ber of available redundant paths for performance of critical functions. At 
the same time, the probability of successful achievement of other noncritical 
functions may require a simulation, whereby the computer program must 
allow  simultaneous  determination of all these interdependent probabilities.

The boundary method as a reliability calculation method using limit val-
ues is applied when the reliability has to be established for the technical 
system or for the simplest redundant con�guration [2]. It is characterized 
by time savings in relation to considerably longer procedures with math-
ematical models. It is suitable for the most CTSs in which exact mathemati-
cal models cannot be developed, provided that the simulation procedures 
have to be previously developed. The boundary method involves calcula-
tion of the numbers of upper and lower forecasting boundaries, whereby 
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the calculation of the probability of the operational condition or the failure 
condition and their combination becomes quite simple. Values of a failure 
event(s) are deducted from the unit (the upper limit of reliability), while the 
probability of successful cases is added to the unit (lower limit of reliability). 
By considering as many cases as possible, the area between the upper and 
lower limits of reliability narrows. The �rst calculation of the upper limit 
takes into account only those elements of failure that can individually cause 
nonperformance of the task, so serially bound blocks in the logical diagram 
should be considered for the boundary method. This is suf�cient only for 
some satisfactory assessment. In the case where the reliability associated 
with individual blocks is not very high, for CTSs requiring high reliability in 
operation, it is necessary to observe parallel blocks.

The Markov process describes the future condition of the system based 
on the current parameters and thus makes the past and future condition 
of the system independent [4]. When it is not about continuous but discrete 
sizes, we can talk about Markov chains [3]. Markov processes are suitable 
for assessing the reliability of functionally complex systems and complex 
repairs or maintenance strategies. However, they support the monotony of 
functions and processes. A model based on the Markov process assumes 
that the system has the �nal space of condition and a series of possible tran-
sitions between these conditions. Functions, different failure and standby 
models, and various maintenance activities can be described as different 
conditions. If the transitions between the conditions can be approximately 
described by stochastic processes based on the characteristics of this model, 
then Markov methods can be used to estimate the reliability of the system 
after several conditions [13]. Thus, it is quite common to use Markov theory 
to model the problem of predicting the reliability of a repaired system [14]. 
Markov chains is applied when rates of transition, for example, malfunction 
or repair depending on the condition of the system, vary depending on the 
load, level of stress, system structure, etc. Especially, the system structure 
(e.g., standby conditions) and maintenance policy may create dependen-
cies that cannot be balanced by other techniques. Markov models also have 
many limitations. They are often applied to repairable systems; however, it 
is not easy to reach the probabilities of all the transitions that are necessary, 
and the assumptions of the models are always very restrictive. Also, there 
are problems in the domain of continuous sizes, for example, Markov pro-
cesses of mathematical solutions of equations can be very inaccessible, due 
to which the applicability of the model, as well as in many other cases, is 
seriously questioned.

The Poisson process was named after French mathematician Siméon Denis 
Poisson. It is a stochastic process in which events occur continuously and 
independently of each other. Poison processes are a special case of Markov 
chains. Poisson processes can describe various phenomena and system fail-
ures. This model assumes that the failures are independent of each other 
and that the number of failures in each time interval is subject to Poisson 
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distribution [15]. There are various types of Poisson processes, such as the 
homogeneous Poisson process (HPP), the nonhomogeneous Poisson process 
(NHPP), the complex Poisson process (CPP), the doubly stochastic Poisson 
process (DPP), the �ltered Poisson process (FPP), etc. The HPP as a model 
requires stationary increments while the NHPP does not require incremen-
tal increments. In many applications of the Poisson process, it is not realistic 
to assume that the average rate of failure is constant. This rate depends on 
the time, that is, the changeable t. That is why NHPP is a more suitable model 
for modeling repairable systems with imperfect maintenance actions and a 
lot of models are based on it today. Also, this model may include rates of 
occurrence of failures (ROCOF) when they are interdependent, and the time 
between failures is neither independently nor identically distributed  [16]. 
Some researches suggest that multicomponent repair systems cannot be 
modeled on continuous distributions, which is logical due to the complexity 
of the reliability of the system being monitored [17]. Failures which appear 
in repairable systems could be considered as series of discrete events that 
appear randomly in the continuum. These situations behave as stochastic 
points of the process and can be analyzed by statistics of series of events. The 
log-linear NHPP model and power law NHPP model are two widely used 
models for repairable systems. Power law NHPP model is based on Weibull 
distribution. Pulcini applied this model to the reliability of complex repairs. 
Reliability is software modeled based on the Poisson process and the reliabil-
ity of software based on this process is also modeled. The Poisson process 
is suitable for the analysis of repairable systems with more regular failures 
with the point stochastic nature of the process. However, the existing models 
on this basis are only available for random failures, but do not include grow-
ing hazards over time. Models based on the Poisson process assume that the 
probability of system failure follows the Poisson distribution, and the num-
ber of failures does not affect the reliability of the system. The HPP model 
assumes that the reliability immediately after the repair is the same as the 
reliability immediately before the corresponding failure, which makes the 
model suitable for the so-called minimum repairs, but not for repairs such as 
overhaul [14]. With the increase of diagnostic techniques, maintenance has 
got the ambition to improve the constancy of reliability prediction. The pro-
portional risk model (PHM) developed by Cox is currently the most popular 
model of this type [15]. Similar is the proportional intensity model (PIM), 
although the �rst model is more �exible and as such avoids certain problems 
which appear with the other. Prior to the concept of a proportional hazards 
model, the reliability and hazard functions were mathematically de�ned as 
follows. The reliability function R(t) was used to represent the distribution of 
the random variable T of the homogeneous population of individuals each of 
which has a “failure time” [16].

Bayesian methods are brought into connection with Thomas Bayes 
(1702–1761). There are many of these methods, for example, Bayes factor, 
Bayesian game, Bayesian multivariate linear regression, Bayesian network, 
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empirical Bayes methods, etc. [10]. The Bayesian model is also used in model-
ing reliability and it also implies the possibility of implementing empirical 
experience of maintainers. Mazzuchi and Soyer expanded this model to a 
traditional time-based replacement policy and a policy of replacing a block 
with minimal repairs under the assumption that the repair costs are con-
stant and that the parameter of scale α and parameter of shape β are initially 
independent [17]. Considering the cost of repair of accidental and unknown 
system failures, Shue developed a model of adaptive replacements using 
the Bayesian approach, assuming that the hazard of system is monotonous 
and rising [18]. Using the Bayesian approach, Percy researched the possibili-
ties of improving preventive maintenance [19]. Apelan tried to use a com-
pletely subjective or Bayesian approach for making of maintenance decisions 
when objective data were insuf�cient [20]. The Bayesian approach is used 
to describe failures with a common cause. The Bayesian model allows the 
empirical experience of maintainers to be involved as the biggest advan-
tage but it is not in itself appropriate for modeling the reliability. Its greatest 
advantage is a combination with the theoretical probability distribution, in 
which the Bayesian method serves to correct this distribution as the main to 
describe the failure of the system.

Technological advance makes it possible to use computer techniques 
to increase analytical capabilities and quality of research [4]. Some of the 
advanced methods used in the researches are the fuzzy logic, neural net-
works, genetic algorithms, data fusion, combinations of Monte Carlo methods 
or Markov chains or these techniques, etc. All these methods are attractive 
for maintenance since they offer new possibilities in terms of the precision of 
reliability prediction. Some researchers combined different models (hybrid 
models), such as the Bayesian method with the Poisson process, or even three 
models, such as Bayesian, Markov chains, and the Monte Carlo method, 
resulting in the creation of new speci�c reliability models [11,21–25]. Hybrid 
models have a perspective in terms of scienti�c research, but for now they 
do not provide universal solutions and have a serious problem at the level 
of applicability. In recent times, models that relate both to improper mainte-
nance and attempts of prediction of system reliability have been developed. 
However, most models have serious limitations that limit implementation, 
but also do not create a realistic picture of the system reliability [10].

1.3  Mathematical Models of the Growth 
of Reliability of System

The process of system development is a constant interaction between test-
ing and determination of types of failures and changes, which are directed 
to the elimination of these failures [26–34]. The analysis of the in�uence of 
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the introduced changes on the system reliability, by applying appropriate 
mathematical models, is very important for the assessment of the develop-
ment process. It entails an iterative design-develop process that includes [35] 
detection of failure modes, identi�cation of root causes, feedback of problems 
identi�ed, redesign based on failure mode root causes, implementation of 
redesign, and veri�cation of redesign effectiveness by retesting and iterating 
the process, Figure 1.2. The majority of models of reliability growth provide 
the making of conclusions about problems related to the existing system 
 reliability and reliability projection in the next stages of development. The 
largest number of reliability models examine a certain mathematical for-
mula, which represents the reliability of the system during the development 
phase. It is commonly assumed that these curves are nondecreasing. When 
the exact shape of the reliability growth curve is known before the begin-
ning of the development, it is a deterministic model of reliability growth. 
However, in most cases, the exact shape of the reliability growth curve is 
not known before the start of the development phase, but it is assumed that 
the curve belongs to a certain parameter of the curves of reliability growth. 
The analysis is reduced to the statistical problem of assessment of unknown 
parameters from experimental data. The assessments can be revised by col-
lecting new data in further development. Assessments are used to dynami-
cally manage the reliability of the system. Concerning the parametric models 
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FIGURE 1.2
Reliability growth testing process. (Based on the Page 10. “AMSAA Design for Reliability 
Handbook” [35].)
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of reliability growth, Duane’s and Wieren’s models are emphasized, and 
 concerning the nonparametric models, the Barlow and Scheuer models.

Duane’s mathematical model for describing the intensity of the failure is 
as follows:

 L T Tβ α β( ) = ≤ ≤ >α− , for 0 1 and 0, (1.1)

where L(T) - cumulative intensity of the failure during the working time T, α 
and β - parameters.

Duane’s model is very important for the analysis of reliability growth 
and is characterized by the following advantages: the model is mathemati-
cally simple and, in practice, it is often applied; since the parameter α is of a 
dimensionless size, it is relatively easy to establish dependency on the level 
of effort involved, it is possible to use cumulative data for tests. The similarity 
of Duane’s model to the Weibull model allows the use of existing analytical 
methods for reliability intervals and statistical testing of the hypothesis; the 
model is represented by the straight line on the log-log paper of probability, 
which is convenient for illustrating the reliability growth curve. The limita-
tions of Duane’s model are as follows: the assumption of the model is that the 
failures belong to the exponential distribution, although the attributive tests 
can be analyzed if Poisson approximation for the binomial distribution is 
used; the model assumes that the corrective actions are carried out simulta-
neously with continuous tests, although it is successfully applied even when 
testing and corrective actions are interchangeable and when there is enough 
time to make changes to the system which is examined; if it happens that the 
form of growth of reliability cannot be precisely de�ned by the basic Duane’s 
model, then the whole development period is divided into a number of parts, 
so a special Duane’s model is applied for each part.

Wieren’s model of reliability growth. The mathematical model of Wieren’s 
growth of reliability can be described by the equation:

 ,=R abc  (1.2)

where the parameter a represents an unknown upper limit of reliability R, 
which is asymptotically achieved when the development time t→∞, while 
0 < b < 1 and 0 < c < 1, parameters which are assessed based on the test 
results. At the moment, t = 0, the reliability level is ab. Therefore, the param-
eter c determines the form of growth of reliability. Wieren’s reliability model 
implies the assessment of parameters a, b, and c, while a certain procedure 
is required.

Reliability model of Barlow and Scheuer. This model assumes that the 
changes during development do not decrease the reliability of the system, 
but no functional form for reliability growth is de�ned. In this model, each 
failure must be classi�ed as an inherited failure, in which the causes of the 
occurrence cannot be determined, or as a causal failure, the causes of which 
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can be determined. The development program takes place in K phases, while 
similar systems are tested within each phase. It is considered that one phase 
of development is completed when the causal failure occurs, except for the 
last one. At each stage of development, the number of systems whose tests 
have been successfully completed is recorded. According to this model, it is 
assumed that the probability of inherited failure of q0 remains the same dur-
ing the whole development phase, and that the probability of causal failure 
at qi at i stage does not grow from one phase to another within the develop-
ment program, that is, must be q1 ≥ q2 ≥ ⋯ ≥ qK. In order to eliminate the 
cause of failure, certain reconstructions are performed, so that the tested sys-
tems differ from phase to phase, but are homogeneous within a single phase. 
Reliability models include some assumptions, so the question is how much 
they are acceptable for presenting the actual process of reliability growth. It 
is important that the availability of appropriate statistical procedures neces-
sary for the assessment of the relevant characteristics must be taken into 
account. However, these models provide a mathematical description of the 
empirical and planned reliability growth, as well as the design of reliability 
for the next stages of development. When the characteristics of reliability 
growth are poorly known, nonparametric methods are used, in which the 
lower limit of con�dence for reliability is very low. Reliability models are 
used to consider changes in system reliability during the program of devel-
opment. Regarding the time period of use and the goals to be achieved, there 
are four models of reliability growth: empirical growth model, planned 
growth model, model of growth assessment, and the model of the projected 
assessment of growth.

Empirical reliability model provides an answer to the question of what 
kind of form of reliability can be expected. The model provides a general 
form of growth and is based on data from the development of similar sys-
tems. It can be graphically represented by showing some reliability charac-
teristics (mean time between failures, probability of success, etc.). The most 
common form of the empirical model is given by a continuous curve, whose 
equation is determined by one of the mathematical models of reliability 
growth (often, Duane’s model). The continuous curve represents growth in 
the phase or part of the phase, where changes are made in the design of the 
system being tested and where the growth of reliability is realized in a series 
of jumpy changes. These jumpy changes can be negative, which is often the 
case at the beginning of the production process, when production is still in 
the process of establishment.

The planned reliability growth model is used to solve the question of what 
values are expected in certain periods of the development phase. The curve 
of the planned growth model has the same general form as the  empirical 
curve, but passes through a determined set of points, which are determined 
from the characteristic phase. These determined values depend on the com-
plexity of the system, time of testing, failure analysis, and possibilities for 
reconstruction. The initial reliability values are mainly determined by the 
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synthesis of the test results of the elements and subsystems, or based on the 
results of prototype testing. If the initial test results in the development of 
the system do not match the predicted initial reliability values, the program 
must be carefully reexamined to assess the forecasting reality.

The reliability estimation model provides an answer to the question of the 
extent of existing reliability at a certain point in time. This assessment can be 
achieved with three possibilities: based on the results of testing of the exist-
ing system project; based on a statistical combination of the results of all pre-
vious tests, taking into account the achieved growth of reliability; based on 
the results of all previous tests, with a preliminary assessment of the results 
of previous tests. The model of the projected assessment of the growth of 
reliability provides an answer to the question of what is expected at the end 
of the development program, if certain planned activities are followed. The 
projected assessment can be obtained by extrapolation starting from the cur-
rently assessed value, using the empirical model for determining the general 
shape and the proposed program characteristics for  determining the speci�c 
direction of further development.

1.4  Reliability Assessment Methods

An important step within the security analysis, and therefore the reliabil-
ity of technical systems, is simply the standardization of security, that is, 
the formulation of the requirements for the security of system. In addition, 
the problem of formation of the minimally suf�cient set of indicators, which 
characterize the observed property of certain system, is still not completely 
solved [36]. Depending on the observed system, the security, or reliability as 
its component, is the result of superposition of other more “elementary prop-
erties,” such as mechanical strength, stability, refractoriness, elasticity, etc. 
The existence of potential sources of danger and thus the rate of hypothetical 
failures can serve as a universal quantitative feature of safety or reliability 
of all technical systems. Thus, through this indicator, it is possible to mutu-
ally compare the technical subsystems of different purposes and operating 
principles, that is, “measurement” according to the scale of emergencies of 
different sources of danger. This represents a risk, which is characterized by 
the frequency of occurrence of unwanted events in the unit of time. In the 
dictionary of the European Quality Organization (EOQ), within the terms 
used in the �eld of general quality management, the risk is de�ned as “the 
common factor of probability of occurrence of unwanted events and their 
consequences” [37]. Until recently, the basic methods of analysis of reliability 
as a component of the broader term of security were based on the conser-
vative concept of “absolute security,” which is not adequate to the prob-
able nature of occurrence of failures and disorders of exploitation, caused 
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most frequently by changing the conditions of exploitation. On the other 
hand, in order to avoid the occurrence of common differences between the 
set  requirements for reliability and their dependency on the ful�llment of 
 operational requirements, special attention should be paid to de�ning the 
analytical expressions and numerical values of reliability parameters [38]. 
For the realization of this task it is necessary to form an appropriate data-
base, related not only to the system as a whole, but also to the components of 
the system as the basic links in the reliability chain. The intensity of failure 
of some of the system components depends on many factors (mechanical 
and thermal overload,  environmental impact, exploitation conditions, the 
manner of repair or replacement, the in�uence of human factors, etc.). In 
addition, the reliability assessment, depending on the purpose and phase of 
the life cycle of the thermal power plant, is generally realized in three basic 
manners: estimation of reliability on the principle of similarity of equipment, 
on the basis of its typization or retrospective analogue information, with the 
correction for new forecasting project conditions, then the  reliability assess-
ment with the method of listing components, or so-called rough reliability 
calculation, with the formation of appropriate statistical methods and logical-
credential models, as well as assessment in case of incomplete determination 
of information and reliability assessment by the stress analysis method, or 
the so-called �ne calculation reliability (characteristics of possible relations 
of work parameters and loads), as well as assessment of probability of endur-
ance parameters and possible deviations of constructive elements, expert 
correction of characteristics of durability and resources of details with the 
 participation of harmful impacts [39,40].

The intensive development of probability methods of security analysis 
resulted in the formulation of a set of probability methods for analyzing 
the security of technical systems [8]. Further progress in improving the 
reliability assessment, except in the adaptation of classical methods to the 
speci�cities of the complex of the thermal power plant, lies in the need to 
shorten the testing time of one or more factors by selecting an optimum 
plan of shortened testing by automating on-line procedures of reliability 
assessment and its optimization based on selected criteria (most often the 
economic  criteria) [41]. Taking into account the very structure of the thermal 
power plant  technological system and the characteristics of reliability of 
certain elements, it is also necessary to provide the measure of importance 
and rank through it the elements from the aspects of rational distribution of 
resources while increasing the reliability of each of them. As a result of solv-
ing the problem, the list of the critical consequences of the consequences 
(effects) of the failure is determined. The conditions necessary to be ful�lled 
in order to get the list are the following: knowledge of the conditions of 
operation of the thermal power plant system, its structure and possession 
of the database of failure of elements. Setting the methodology and criteria, 
based on which the priority lists for replacements and reconstructions of 
individual units within the CTS of Co-TPP would be determined, results 
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in the maintenance of satisfactory safety of the entire Co-TPP system as a 
whole and reduction of the operating costs of the electrical energy system 
(EES) as a higher hierarchical system [42]. The “weak points” in the complex 
system of the thermal power plant signi�cantly affect the reliability and 
safety of their work and carry certain risks. An increase in the level of secu-
rity and reliability of any system element is directly re�ected in the system 
as a whole. All this requires that the considerable attention has to be paid 
to the issues of reliability and availability of individual components and 
the system as a whole. Starting from the assumption that the manners of 
providing reliability at different stages of lifetime can be provided through 
taking certain types of reserves, with the elimination of all other redundant 
parameters, both for the basic and the extended lifetime, the following are 
stated as their most frequent representatives: functional form of reserve, 
reserve in load, time reserve,  assessment of the dependency of the reliability 
of plant on the adopted programs of overhaul and the contents of overhauls, 
and the  assessments of reliability, security, and durability of the thermal 
power plant with the participation of the technological and information 
form of the reserve.

1.5  Indicators of Reliability of Co-TPP

The issue of reliability of operation of Co-TPP is of special interest, given that 
about 70% of total electricity production is realized on these plants. Since 
it is not possible to have a stock of electricity in the warehouse, it is neces-
sary to have an adequate reserve of installed power during the operation of 
the Co-TPP within the EES, and any change in the consumers’ demands for 
electricity determines the production of electricity within the EES [43]. The 
work of any electric power facility is strictly de�ned by legislation, rules, 
and instructions, on the basis of which the operating conditions and safety 
of their exploitation are de�ned. Quality, reliability, safety, economy, and 
ecology are particularly important for the operation of electric power facili-
ties. The reliability is the probability of realization of the required function 
of the objective of energy system (production of electric and heat energy 
and/or technological steam) in the given scope and concrete conditions of 
 exploitation, Figure 1.3.

The energy block within the electric power system works with the ade-
quate installed power N (set 1) according to the speci�ed graph of load. The 
probability of such operating mode in speci�c conditions is given with PN 
(set 2) in time duration τ rad (set 3) [44]. The reliability of the energy block is 
determined by its operating ability for production (set 4) in the form

 E NPN radτ=  (1.3)
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which represents the state of the energy facility in which it is able to ful�ll 
all or part of the given function (work with reduced power or production of 
one form of useful form of energy) in the required extent. The loss of opera-
tion ability is a failure of the system. In the process of exploitation, there are 
cases when there is a complete or partial loss of functional properties. The 
event which results in the discontinuance of the energy system operation is 
called failure. Failure can be complete (emergency interruption or downtime) 
or partial (reduction of work ability), Figure 1.4. Failures can be immediate 
or gradual. Immediate failure is characterized most often by breakage and 
devastation of individual elements or parts of the power system, which auto-
matically by its function imply its full downtime, while a gradual failure has 

 Legend: 

1 – a set of given objective functions; 
2 – a set of given operating conditions; 
3 – a set of time intervals; 
4 – a set of data, characterized by reliability. 
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FIGURE 1.3
Illustration of the concept of reliability of the energy system for the production of electricity 
and heat and/or technological steam. (Based on Milovanović [44].)
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FIGURE 1.4
Overview of operation of power facility within EES [2]. (Based on Milovanović [37].)
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a time change in the state of one or more plant elements. These failures have 
been caused most often by the weakening of the material due to work in 
thermally unfavorable conditions or caused by removal of material and the 
reduction of walls due to corrosion, erosion, and abrasion.

In addition to the criteria for assessing reliability indicators, it is also nec-
essary to de�ne the basic and supplemental reliability indicators. The choice of 
basic and supplemental reliability indicators is directly related to the con-
ditions of speci�c tasks [44]. There are different indicators in the stage of 
development and design of facility, the solution of the tasks of optimization 
of the power system and its components, in the stage of production of serial 
energy equipment and details, in the stages of installation and commission-
ing, as well as on the stage of exploitation. Failure and stages of recovery of 
operating ability represent opposite events that make up the �ow (sequence) 
of events, Figure 1.5.

The safety of functioning of the energy system and its accompanying 
energy equipment is determined by the number of different (by their nature) 
factors, such as construction, quality of materials used, production technol-
ogy, quality of installation, service and exploitation conditions, quality of 
steam and similar. The �ow (sequence) of events can be described by the 
sequences of distribution of random sizes, which characterize the prob-
ability of occurrence of these events P(k), where k represents the number of 
 failures (random events). Thus, the probability of event X

 P X m n( ) = */ , (1.4)

where m* is the number of random events and n is the number of all events.
The probability of work without failures for the repaired (newly recovered) 

to the planned operation time T0 is determined as follows:

 ,( / )τ( ) = λ τ−P e  (1.5)

where τ is the observed time interval and λ = 1/T0 is the intensity of failure, 
Figure 1.6.

The parameter that characterizes the frequency of failure for a  certain 
period is the parameter of flow of failure, and represents the rate of the prob-
ability of occurrence of failure of the object which is repaired, or the  average 
number of failures of equipment which is repaired in the unit of time. 

1 rep1 2 rep2 n repnτ τ τ τ τ τ

FIGURE 1.5
The course of failure and its removal with the aim of restoring work ability (τ1, τ2, …, τn— 
operation time until the failure (time from the start of operation until the occurrence of failure; 
τrep1, τrep2, …, τrepn—time of repair). (Based on Milovanović et al. [44].)
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The  reliability of the facility of the energy system according to its func-
tion, that is, the giving of mechanical work through the connection to the 
generator and the production of electrical as well as thermal (and techno-
logical) energy according to a predetermined strict regime with regulated 
and unregulated deductions, can be characterized by appropriate complex 
 indicators, of which the most signi�cant is so-called coefficient of production of 
insurance (power, energy) [1,11,44].

Table 1.1 gives an overview of the planned operation time to the failure T0 
and time of repair Tpop for 200, 300, and 800 MW power blocks and their most 
important elements (boiler and turbine plant). As specially performed cases of 
coef�cient π , in the literature there is often also a coefficient of technical exploita-
tion Kti and a coefficient of readiness Kg. The coef�cient of readiness is character-
ized by the probability of a state of work ability at an arbitrarily selected time 
for the element characterized by alternative conditions “work (exploitation)—
repair (recovery),” calculated on the basis of the following equation:

 K T T Tg rep µ λ µ( ) ( )= + = +/ / ,0 0  (1.6)

where λ = 1/T0 and μ = 1/Trep are appropriate intensities of failure and repair.

Legend:

1 – area of frequent failures (early 
failures);
2 – area of normal exploitation
(random failures);
3 – year cancellation due to the aging of 
the equipment (late or delayed failures)

, 
1/year

1 2 3

λ

τ

FIGURE 1.6
Intensity of failure during service life of elements. (Based on Papić [1].)

TABLE 1.1

Overview of the Planned Operation Time to the Failure T0 and Time of Repair Trep, h

Energy plant
Planned operation time 

to the failure T0 (h)
Time of repair or 
recovery Trep (h)

Block K-200-130 800–1000 45
Boiler aggregate 900–1100 55
Turbine 5000–6000 30
Block K-300-240 800–1000 43
Boiler aggregate 300–500 60
Turbine 4000–5000 90
Block K-800-240 600–800 80
Boiler aggregate 900–1100 90
Turbine 3000–4000 60

Source: Data from Milovanović [44].
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The frequency of failure of an element is evaluated by the number of dam-
age resulting in the exit from the plant in the unit of time and is determined 
as the ratio of the number of elements with the failure for the period τ∆
compared to the total number of one-type equipment, that is, it is applicable:

 n n Tω τ λ.( ) ( ) ( )= ∆ = =/ 8760 8784 / 8760 87840 0  (1.7)

The time of repair of the element is determined as the time of overhaul 
increased by the duration of the diagnosis for the purpose of �nding the defect.

The technical exploitation coef�cient represents the ratio of the expected 
value of the time during which the facility was in operational condition for 
a period of exploitation and expected values of the total working state of 
the equipment of steam turbine, technical maintenance, and overhaul time. 
It should also be noted that the coef�cient of readiness is a probability that 
the individual equipment and turbine as a whole will be ready to work at 
any given moment, except for the planned periods for performing planned 
 overhauls and technical maintenance tasks.

Elements can be connected within the energy system either serially or in 
parallel or combined in series and parallel. An example of a serial connec-
tion is the connection of elements within the main power facility (MPF) of 
a thermal power plant (TPP), where the failure of any of the three elements 
means a failure of the system as a whole, Figure 1.7. The following equations 
apply to this connection) [44]:

 ,ω ω= Σ i  (1.8)

 t Trep i repi iω ω= Σ Σ/ . (1.9)

The parallel connection of the elements is characteristic for boiler plants 
connected to the common collector, from which fresh steam is supplied to 
the turbine plants or to the facilities that are reserved within the higher 
 hierarchical EES. In energetics, for a quantitative assessment of reliability, 
a number of complex indicators are used, from which the factor of power 
of block, factor of utilization of block capacity, factor of exploitation, factor 

Legend:

1 – steam boiler,
2 – steam turbine, 
3 – electric generator (EG)

EG
3

2

1

FIGURE 1.7
Presentation of serial connection of elements of MPF to TPP. (Based on Milovanović [36].)
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of stoppage, etc. are used. The factor of power of block KR is de�ned as the 
amount of realized and nominal (computational) power, and is calculated 
according to the formula KR = R0/RN, where R0 is the achieved mean power 
in exploitation, and RN is the nominal power (for new blocks the power factor 
is 1 and for the elderly 0.95–0.98, where deviations to 5% are allowed).

The factor of utilization of capacity of the block Kik, which is determined 
based on the generated electricity and is de�ned as the quotient between 
the amount of generated electricity and the theoretically maximum possible 
generation with 100% used capacities of the facility of the block of the ther-
mal power plant, is calculated according to the formula Kik = E0/Em, where 
the generated electricity of the block of the thermal power plant is E0 = R0 Te, 
that is, Em = RN Tk, theoretically maximum possible generation of the block 
of the thermal power plant. The following parameters are applicable: R0—
the realized mean power in exploitation in MW, Te—the realized exploita-
tion time in hours, RN—the calculated nominal power in MW and Tk—the 
 calendar time in hours.

Next (it is applicable) [44]:

 K R T R Tik e n k= / .0  (1.10)

Since the power factor is KR = R0/RN and the exploitation factor is KE = Te/Tk, 
the capacity utilization factor of the block is obtained:

 .=K K Kik R E  (1.11)

This coef�cient is in the range of 0.40–0.80 depending on the age of the block, 
its performances, and operational readiness. The exploitation factor is one 
of the indicators of the time exploitation of the block of the thermal power 
plant and can be de�ned in two manners: the most commonly used in litera-
ture is the de�nition of the block through exploitation time—the work of the 
block on the network (Te) and the calendar time (Tk) for the observed period 
(monthly, annually, etc.), that is, is Ke = Te /Tk. For the new block, the annual 
exploitation factor is 0.8, while for the old blocks it ranges from 0.6 to 0.75. 
In this way, a certain coef�cient of exploitation is used in analyses, since the 
overhaul time is not excluded from the calendar time, which is important 
in comparative analyses. The other manner for determination of the annual 
exploitation coef�cient is through the time of exploitation and the difference 
between the calendar time and the time determined for the annual overhaul, 
Ke

1 = Te /(Tk − Tr). This manner of calculation is more used at the local level and 
in the preparation of annual plans. In most thermal power plants, the dura-
tion of overhauls is not standardized, and for a detailed analysis, the other 
manner of determination is not reliable for the evaluation and  comparison of 
the quality of the operation of the thermal power plant.

Stoppages of thermal power plants are caused due to disturbance in the 
technological process resulting from nonstationary operating modes caused 
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by the failures of the plants and the vital parts of plants. The failures which 
condition the stoppage violate the secure and safe operation of plants by the 
impossibility of maintenance of technological parameters according to tech-
nological instructions and technical regulations of exploitation. Some failures, 
which require urgent termination of the power plant block, may endanger the 
safety and security of personnel at exploitation and maintenance. That is the 
reason of existence of protection and blockages for immediate disconnections 
after the occurrence of such cases. Failures of plants and equipment of the 
thermal power plant block which condition the stoppage and shutdown due 
to recovery can be classi�ed into two basic groups: the emergency ones, due to 
which protections automatically act and exclude the block and the nonemer-
gency ones, because of which the work for some time can be extended and 
technical regulations on exploitation and security and environmental safety 
will not be endangered. That is why the stoppages are grouped into two basic 
groups—unplanned and planned stoppages. Unplanned stoppages happen as 
a result of failure in operation of the block caused by abrasion of the material, 
aging and loss of functional properties, thermal overload, improper exploi-
tation and maintenance failure, noncompliance with technical instructions 
and regulations, inadequate overhaul, weariness, deteriorated quality of basic 
fuels, etc. Since the thermal power blocks are complex units, and are made 
up of a large number of dependent technological units and complex plants, 
thereby the possibilities for unplanned stoppages are higher, especially if 
the blocks are older. Planned stoppages include annual overhauls and over-
hauls for care of plant. Analysis of quality of exploitation and  maintenance 
can be carried out through the thermal power plant failure factor. Factors of 
stoppage include: failure factor, factor of planned stoppages (care), factor of 
 overhaul, and factor of  suppression from the network.

The factor of failure or exclusion is de�ned as the quotient of time dura-
tion of removal of failure due to which the outage or exclusion of block from 
the network happened immediately after its occurrence and the calendar 
time for the observed time interval. It is most often calculated at annual 
level, and can be calculated for other requested time period of exploitation of 
thermal power plant. It is calculated according to the formula KKV = TKV/TK, 
where TKV is the time duration of the shutdown due to the failure in hours or 
exclusion in the observed time interval. In fact, this is the time period from 
exclusion of the block from the network to re-inclusion or synchronization 
to the network. If there are more stoppages, then these times are aggregated 
 depending on the period for which the analysis are done, that is, applies to

 .1 2= + + +T T T TKV KV KV KVn  (1.12)

The value of this factor is in the range 0.1–0.15, calculated on an annual basis. 
Lower values are for new blocks and larger for old blocks. Planned shut-
downs are introduced as preventive measures in order to achieve greater 
operational readiness and risk reduction, and prevent emergency cases in 
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the work of the blocks of thermal power plants. The size is important while 
planning the investments in older blocks or solving the problematic cases in 
exploitation that do not endanger safe work, and they need to be annulled in 
a certain period of time.

For the planning of shutdowns of old blocks, which are at the end of their 
service life, the factor of planned shutdowns is the most commonly used, 
whose values are most often de�ned on the basis of monitoring of the exploi-
tation data of the thermal power plant and similar thermal power plants. It 
is de�ned as the quotient of the time duration of the planned shutdown and 
the calendar time for the observed time interval. It is calculated according to 
the formula KPZ = TPZ/TK, where TPZ gives the time duration in hours of the 
planned shutdowns in the observed time interval, and it is de�ned from 
the disconnection from the network to the re-synchronization. In fact, this 
is the time period for which the failure has been removed due to which the 
block has been suspended or the planned investment has been made on the 
block of the thermal power plant or the sum of more such time periods, if 
any, during the year. It is most often determined at annual level and is rarely 
applied in planning. It is used in special cases with older blocks and larger 
investments, and at the end of the service life of thermal power plants.

The overhaul factor de�nes current and capital annual overhauls. It is 
de�ned as the quotient of the overhaul duration and calendar time at the 
level of the year. It is calculated according to the formula KR = TR/TK, where 
TR is the duration of the overhaul in hours, that is, the stoppage of block 
for performance of planed overhaul, and is de�ned as the exclusion from 
the network to the re-synchronization. The overhaul factor is determined 
at the year level and has different values depending on whether the blocks 
of  thermoelectric power plants are older, of higher power and the extent of 
planned overhaul work (whether it is current or capital annual overhaul). The 
values of this factor for older blocks range from 0.08 to 0.16. Higher  values 
refer to capital, and less to current overhauls.

In the practice of exploitation of the thermal power plant blocks, there are 
cases when the power system network due to reduced consumption or for 
some other reasons, the production increase which is not covered by the 
 consumption. In that case, the dispatching service must maintain the bal-
ance of the system and exclude the individual blocks from the plant, that 
is, suppress the block of the thermal power plant from the grid. This occurs 
most frequently when the water supply in hydroelectric power plants is 
uncontrollable large or in cases where the reductions in consumption are 
unplanned, that is, there is no known electricity purchaser. These cases are 
rare, but they happen in practice. They are de�ned by factors of suppression 
and are not of planned size. The suppression factor is de�ned as the amount 
of time of depression and calendar time. It is determined at the level of the 
year by the formula KP = TP/TK, where TP is the duration of the suppression in 
hours, that is the blockage of the block from the exclusion from the network 
to the re-synchronization, and TK(h)—calendar time on an annual level.
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1.6  Failures and Damages during the Operation of Co-TPP

The failure of a part of the thermal power station system or the thermal 
power station as a whole is de�ned as the termination of the possibility of 
some system element or the system as a whole to perform the functions they 
have been designed for [11]. The reduction or the loss of the technical system 
working capacity in the course of exploitation is a consequence of the effect 
of various factors (embedded, random or time), which change initial system 
parameters, causing alongside also a different level of damage. For reducing 
unplanned jams, preventing breakdowns, and increasing reliability in the 
work of the individual parts of thermal power stations or the thermal power 
station as a whole, it is necessary to strictly apply the regulations for quality 
insurance in the course of their lifetime, starting from the phase of prepara-
tion and design and all the way to the end of exploitation and its withdrawal 
from the operation. During the exploitation period, the degradation of the 
condition of both the elements and the thermal power station as a whole is 
necessary. Monitoring of the condition in a speci�ed time period or continu-
ous monitoring represents a process of constant inspections or supervisions 
of the equipment operation for the purpose of ensuring a proper functioning 
and detecting the abnormalities that announce a forthcoming failure. It is 
suitable for the equipment for which it is not possible to predict the wear-
out trend by the periodic checks. The very modeling of the system conduct 
most frequently depends on the speci�c operational research, application 
of the mathematical statistics method (de�nition and selection of distribu-
tion, assessment of observed parameters, hypothesis test, de�nition of the 
scope, and estimation of characteristics), as well as on the application of the 
probability theory method (different mathematical models) [38]. The func-
tions that the technical diagnostic system should realize are given in the 
form of  speci�c checks of the system technical condition, checks of the work-
ing capacity, checks of the functionality, location of the failure position at 
the lowest possible hierarchical level, as well as estimation of the remain-
ing period of use or trend of the malfunction occurrence, Figure 1.8. The 
application of technical diagnostics opens up new possibilities of manag-
ing electrical power stations, which creates all preconditions for a signi�-
cant decrease of corrective and preventive activities related to maintenance, 
along with preserving the same or realizing a higher level of reliability of 
the plant as a whole. By introducing maintenance according to the condition, 
along with the application of the technical diagnostics and proper determi-
nation of the remaining operational lifetime (reliability management), it is 
possible to decrease the number of failures of the system of the steam turbine 
and electrical generator) [1]. Of course, this has to be followed also by the 
application of the computer technique, as well as the database both at the 
level of the thermal power stations and at the power utility level. Besides, 
the diagnostics enables a good quality assessment of the aging progression 
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and the remaining lifetime, and speci�cation and planning of the restora-
tion, the replacement of the old equipment, as well as optimal correction, 
that is, it is tightly related to the maintenance strategy according to the 
equipment condition, which makes it directly affect reduction of the costs 
originating from the cuts in production, transmission and distribution of 

Monitoring and technical diagnostics on thermal power plant
(type and category of analyzing) 

Failure ?

Control of condition of thermal power plant
      together with its auxiliary equipment 

Evaluation of present and future state

Defining failure (spot, causes, effects)

Activities related to preventing failure

Defining activities to eliminate failure

Yes

Defining activities for monitoring after
             failure was eliminated 

Proactive maintenence of main equipment on condensating thermal power plant 

Eliminating failure (locating cause of malfunction, prevention and method to eliminate it),
Finding possibilities for prediction and accurate planning of maintenance (minimizing spare parts 
inventory significant decrease of overwork),
Increasing machinery readiness of turbo generator and power plant as a whole (decreasing time 
periods of critical elements malfunctioning),
Obtaining predictable and reasonable working time for stuff engaged in technical system 
maintenance. (increasing time in work, decreasing business costs, increasing interest)

No

Steps during implementing system in thermal power plant:
The first step is to indentify system with the highest risk (FMEA, FMECA, FT);
Second step is defining program and method for monitoring (program which includes mentioned
methods for monitoring gives the possibility to determine main causes (root causes), while given
methods in the same time represent technique for evaluation of incurred damage);  
Third step is about establishing systemized way of storing and collecting data as a basis for
planning machines malfunction and evaluating its present condition together with predicting its 
remaining life span. By direct tracking and analysis the quality insight in functional readiness of the 
machine is achieved so repairs and cut-outs are being planned on the basis of condition of the
machine;   
Fourth step is the process of managing machines and process as a whole together with increasing of
availability of machines and machinery, lowering costs and increasing energy efficiency; 
Fifth step is conditional and represents further upgrade of the system, aiming on following modern
trends in development of diagnostic methods, informational support and also improvement of 
equipment and facilities. 

FIGURE 1.8
Functions of technical diagnostic and monitoring related to condition of certain parts of 
 thermal power plant. (Based on Milovanović [38].)
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the electric power [37]. The supervision over the equipment implies an auto-
mated and continuous determination of its status, along with following the 
values of several parameters within the plant. Depending on the number 
and type of the controlled parameters, we differ partial (following one or 
several related values) and complete monitoring systems (following a hun-
dred different parameters of a certain plant element). Here, it is important to 
mention that the complete monitoring systems often also contain the expert 
 subsystem, which based on the collected data and the diagnostics relying 
upon the embedded expert knowledge and algorithms at an early stage 
warns the operator about the forthcoming problems and recommends nec-
essary actions. It is not dif�cult to show that the purposes of diagnostics and 
monitoring are  identical—increase of the plant cost-effectiveness and equip-
ment availability. We can say that the automated diagnostics “with no time 
tensions” is in fact a  synonym for the system  monitoring [38,46].

The most common classi�cation of failures in TPP includes their group-
ing into the failures due to structural defects (defects of technical documen-
tation, errors in calculations and mathematical modeling, wrongly applied 
methods of calculations, etc.) and low quality of production, errors in exploi-
tation (noncompliance with the operating mode of EES, noncompliance with 
production guidelines and instructions, accidental mistakes of the workers), 
low quality of assembly work, and defects of overhaul. Design and assembly 
errors are detected in the period up to 30,000 h of operation. Figure 1.9 shows 
the distribution of the failures in TEP. Physical and chemical processes in 
the steam boiler during exploitation are the most complex (steam tract, 
smoke tract, material of certain elements of the steam boiler), and result in a 
change in the properties and characteristics of the material. The processes of 
combustion, heat exchange, corrosion, and formation of deposits on the heat 
exchanger surfaces determine the reliability of boilers to a great extent.

Characteristic failures caused due to design defects on boilers result in 
large heat deformations on the heating surfaces caused by the high speed of 
ash consumption. The distortions of the characteristics of elasticity, casting, 

Legend:

1 – defects during 
exploitation,  
2 – overhaul defects,  
3 – low quality of assembly,  
4 – defects in construction and
low quality of manufacturing,   
5 – other (unexplainable) 
reasons 
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FIGURE 1.9
Distribution of failure on TPP as a whole. (Based on Milovanović [44].)
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with thermal treatment of heat-resistant parts made of steel, welded parts, 
etc., are widespread. The deviation of real charcoal characteristics from the 
calculated ones leads to deviation from the given volumes of combustion 
products and temperature of �ue gas at the boiler output, and the conse-
quence is the disturbance in the work of the boiler’s convective part, the 
increase in ash extraction. The low quality of steam and water leads to a sud-
den increase in deposits, with the rise of the temperature of the steel tubes 
and their overheating.

Table 1.2 gives the intervals for distribution of failures of boiler, depend-
ing on their capacity. The intensity of failures of the energy equipment of the 
boiler plant is not the same, Table 1.3.

During the exploitation, the pipe screens are exposed to the effect of radia-
tion energy, the corrosive active environment of the fuel combustion prod-
ucts, which, at low circulation speeds and disturbance in the water regime of 
the boiler, results in their damage and failure in the operation of the boiler. It 
should be noted that the quality of water and steam has a decisive in�uence 
on the damages of the heating surfaces of the steam boiler.

TABLE 1.2

Distribution of Failure on Steam Boiler

Boiler Capacity (t/h)

Share of Failures Due to Damages (%)

EK ES SH SIS OBE

2500–2650 40–45 18–21 24–28 6–10 1–5
1600–1800 3.7–4.3 8–11 35–40 45–50 0.5–1.0
950–1000 10–13 20–25 46–51 10–15 4–8
640–670 23–26 14–18 40–46 10–15 5–8
480–500 29–32 21–26 35–40 – 5–10
320–420 27–31 13–16 44–48 – 8–12
120–220 30–34 18–22 38–42 – 5–10

EC, economizer; ES, evaporator surface; SH, steam heater; SIS, steam inter-superheater; OBE, 
other boiler elements.
Source: Data from Milovanović [44].

TABLE 1.3

Share of Failure of Power Equipment of Boiler Plant

Mark of the Part of Equipment Share of Failures (%)

Heating surfaces 77–81
Auxiliary boiler equipment 2–5
Fuel supply 1–3
Reinforcement 3–6
Automation 5–10
Other boiler elements 2–4

Source: Data from Milovanović [44].
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An uneven �eld of temperatures along the height of the smoke duct, which 
has a steam superheater (the heat load of the upper and lower parts of the 
coils can vary up to 20% and the smoke channel width up to 30%), has signi�-
cant in�uences on the change in thermal deformations. Steam heaters are also 
damaged by prolonged operation at temperatures higher than 500°C, where 
the metal structure suffers signi�cant changes. The curves on most of the 
pipelines are damaged due to corrosion-fatigue processes, and due to the lack 
of compensation for uninterrupted thermal expansion. The main damage to 
the stop and the control valves are defects in valve housings and valves, dete-
rioration of density, and similar. Compared to the boilers, the failures during 
the operation of turbines are signi�cantly less frequent. However, physical 
and chemical processes leading to the reduction in  reliability levels of turbine 
components have much in common with the processes occurring on boiler 
elements (change of properties of metal over long service life, erosion pro-
cesses, etc.). Emergency situations happen in the case of breakage of blades, 
then in the failures in the automatic control system, as well as during damage 
to the bearings (increased vibration). They are caused by the imperfection of 
technology of commissioning, disconnection from the drive, and unloading. 
Damaged blades due to the action of the �ow of wet steam are character-
istic for the last levels of the part of low pressure of turbine. Rotor damage 
happens most often due to insuf�cient quality of  manufacturing and distur-
bance in the operating mode of commissioning and exclusion from the drive, 
which can lead to the occurrence of residual  deviation. Figure 1.10 shows the 
 characteristic distribution of the turbine failure.

The number of failures can be prevented by the application of organiza-
tional and technical measures (by ensuring that the observed plant works 
only on the project fuel, by selecting the optimal operating regimes, carry-
ing out measures and maintenance activities, etc.). Other failures can only 
be prevented by timely replacement of equipment or some of its elements 

Legend:

– damage to the system 
   of distribution and 
   regulation of steam, 

damage to the
lubrication system,  
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increased vibrations,  
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FIGURE 1.10
Overview of main causes of failure at turbine plants from 200 to 500 MW per years (1, …, 
6—years). (Based on Milovanović [44].)
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( preventive maintenance). Timely overhauls of the high technical level with 
the participation of normative technical documentation and diagnostic 
methods provide reliable long-lasting operation of the equipment, Table 1.4.

1.7  Modified Method for Assessment of the 
Optimal Reliability of Co-TPP

Possible criteria for the selection and formulation of the contents of math-
ematical models and methods for calculating the reliability of the thermal 
power systems during the life cycle, depending on the choice of its principled 
scheme, variants of construction and parameters, methods and character 
of the predicting the reserves, system for overhaul-technical maintenance, 
diagnostics, and protection, are as follows: forms of connections in terms 
of reliability, operating modes of basic and auxiliary equipment, as well as 
other conditions de�ning the manners for ensuring the reliability of facilities 
as a whole and its constituents; the procedure of processing the condition of 
the working and nonworking activities of the elements and the system as a 
whole, their interconnection and possible forms of representation of their 

TABLE 1.4

Orientation Indicators of Reliability of Energy Blocks by Years after 200,000 h of Work

Power of Block (MW) Year ω(1/year) Tv(h) Coefficient of Readiness(%)

200 1 6–8 40–42 97–98
2 4.5–5.0 30–32 98–99
3 9–10 37–39 95–97
4 6–7 36–38 97–98
5 4.5–5.0 93–97 94–96
6 12–15 80–84 88–89

300 1 4–4.4 15–17 99–99.5
2 7–7.4 16–20 98–98.5
3 6.5–7.0 26–30 97.5–98
4 6.7–7.2 24–26 97–99
5 8.5–9.2 50–55 94.5–95
6 9.0–100 55–60 94–94.5

500 1 16–17 41–43 92–93
2 20–21 39–41 91–92
3 26–27 45–47 87–89
4 20–21 116–120 78–79
5 18–19 78–80 85–86
6 14–15 120–125 83–84

Source: Data from Milovanović [44].
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change in time; de�ning criteria, basic and additional reliability indicators 
for solving optimization tasks by elements, and the system of thermal power 
plant as a whole; de�ning the limitations and additional requirements of the 
tasks for assessing the optimal reliability, as well as the additional condi-
tions, the prescribed norm or possible forms of their presentation; scope and 
characteristics of the initial information (parameters), with the assessment of 
their completeness, presentation form, accuracy, etc.; the possibility of apply-
ing existing programs of computer technology, volume, periodicity, calcula-
tion speed, and limitations of existing methods. Analyses of the complex 
system of the thermal power plant from the aspect of expected reliability 
and preventive engineering have the task not only to �nd and remove the 
“bad spots” in the plant, but also to assess the moment and justi�cation of its 
revitalization. A timely decision on revitalization will result in the appropri-
ate reconstruction and modernization of both the plant and the system as a 
whole. In this case, the appropriate economic savings will be achieved in the 
work of the power plant, and the funds invested will be returned through 
increasing the reliability indicators, that is, increasing the time in operation, 
and reducing the time of failures. The algorithm of the modi�ed method for 
assessing the optimum reliability, shown in Figure 1.11, based on the system 
of technical diagnostics and condition-based maintenance, will signi�cantly 
improve the procedure for making such a decision in terms of larger uni�-
cation of the method on blocks whose nominal power is different from the 
referent. The starting database was developed as a result of many years of 
research carried out for the basic con�guration of the thermal power plant 
for solid fuel (coal), with a nominal reference power of 300 MW. Due to the 
speci�city of the work of the considered systems of different thermal power 
plants, the lower minimum values of the interval estimation of the reliabil-
ity characteristics of the basic referent block are de�ned. Any change of a 
particular project-forecasting condition requires additional consideration of 
other forms of information sources, mainly from lower hierarchical levels 
and a greater degree of details of the objects and processes that occur there. 
It is also necessary to complete the basic method of structural calculation 
for the reliability indicators for the working and nonworking condition of 
work with the corresponding additional correction factors (two-step correc-
tion system). The rapid and ef�cient applicability of this method on a range 
of energy blocks with different installed nominal power, the position within 
the power system and a speci�c maintenance system, is enabled by the use 
of a simple empirical equation [11,43]:

 C A BA
m( )= /300 ,300  (1.13)

where A is the nominal power of the thermal power plant, MW; B300 is the 
indicator of reliability for a 300 MW thermal power plant system; CA is the 
an indicator of the reliability of a thermal power plant with a power dif-
ferent than 300 MW; m is the value of the exponents obtained on the basis 
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of statistical data processing from exploitation during the life cycle of the 
 thermal power plant.

The values obtained represent the estimated value of the reliability indica-
tor, the accuracy of which is further improved by the iterative process to a 
certain, previously de�ned, level of accuracy. For simplicity, the initial use of 
data in the form of diagrams of analogue objects (the �rst iteration) is recom-
mended, and, then in the next phase, it is necessary to make the necessary 
corrections from the aspect of participation of functional and reservation of, as 
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FIGURE 1.11
Block diagram of modi�ed method for reliability evaluation of condensation thermal electric 
power plant. (Based on Milovanović [11].)
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well as participation of time reservation, etc. We should not forget the correc-
tion of the assessment of dependency of reliability indicators in relation to the 
overhaul programs, as well as the contents of the overhaul cycles. At the level 
of development and design, previous calculation comparisons of the mono 
and double block structure, as well as the parameters of the selection of opera-
tional stocks, fuel, and heat carrier, are realized. Additional research should 
be carried out in case of poor results for some of the reliability characteristics 
(e.g., testing with and without material destruction, additional analysis of data 
related to the exploitation of the observed system or its analogues, etc.). Since 
the given procedure has iterative character, it is interrupted after con�rming 
the initial hypothesis related to the agreement of the result of prognosis and 
actual exploitation data. The following is the process of developing a time plan 
for speci�c activities in order to achieve a higher level of reliability, using one 
of the standard methods (the method of network plan—Program Evaluation 
and Review Technique or PERT, the Gantt diagram or linear chart-chart, etc.), 
phase III of the process shown in Figure 1.11. Optimization according to the 
proposed algorithm of the modi�ed method is based on the indirect method 
and internally in advance orientated speci�c range of variation of certain char-
acteristics of reliability. This manner allows for certain simpli�cation of a large 
part of the undetermined impacts and conditions of exploitation, that is, the 
very accuracy of this method is limited by the accuracy of the optimal results 
with properly given starting data, with the possibility of its continuous cor-
rection on the stage of exploitation of the object. Methods and programs for 
solving the reliability of certain parts of the technological scheme or the sys-
tem as a whole, with adequate planning of the program, content, and duration 
of planned overhauls, are based mainly on statistical analysis and the use of 
analogue-based results. Models and methods for solving optimization tasks 
can be  conditionally classi�ed into several subgroups:

 a. Increase of the in�uence of the basic technological scheme of the 
plant on the mono and double block structure without its detail-
ing and analysis of losses in the structure of equipment, through 
 analysis based on nominal power

 b. Variant assessment of the scheme of plant through the application of 
the FMEA/FMECA analysis and the tree of failure of the most criti-
cal drive (obtained by the method of ranking), combined with the 
analysis of semi-Markov or Markov processes of failure according to 
the criterion of the condition without failures or without occurrence 
of breakdown or the readiness.

 c. Variant assessments of a complex set of reliability indicators for the 
corresponding principled scheme and structural reservation of the 
plant based on previously performed assessment of reservation of 
a higher hierarchical level of the EES, with simpli�ed or detailed 
analysis (depending on the prede�ned precision).
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1.8  System of Maintenance with Entries 
and Exits Toward Environment

Reinforcement of connections between technical and technological complex-
ity of thermal power plant (TPP) (in the form of a high initial price of the plant 
and equipment and more rational exploitation—production and  economic 
factors, effect of breakdown on the reduction of production of  electric and 
thermal energy, as well as technological gas on one side and ecological 
requirements on the other side) conditions a complex dependency of the 
maintenance function on a large number of factors. Reduction of  possibilities 
in realizing the goal function set in the form of certain criteria is followed by 
the appropriate change of the status of system and its  elements, being most 
often a consequence of wear, fatigue, corrosion, abrasion,  pressure, heating, 
ageing, etc. The maintenance system of TPP is linked with the environment 
through certain entry parameters presented in Figure 1.12:

 a. Characteristics of TPP as an overall system and its consisting ele-
ments and accessory equipment (kind of TPP, place and status of 
TPP within electro energetic system (EES), manner of connections 
through transmission network, place and role within the system of 
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South East Europe, estimated status, manner of exploitation, status 
of the level of applied technical diagnostics, etc.)

 b. Available maintenance resources (available personnel for opera-
tions, possibility of use of services of external specialized  companies 
for individual segments of maintenance and individual actions in 
maintenance, operating tools for maintenance, spare parts and 
 possibility of producing spare parts on its own, materials, tools, etc.)

 c. Economic-social factors (place and status of maintenance in the 
organization of TPP, customer’s culture, management of the system 
of TPP, tradition, etc.).

On the other hand, the system of maintenance of TPP with its organiza-
tion structure, adopted strategy, and applied technologies of maintenance 
should satisfy planned objectives of maintenance (exit toward environment), 
de�ned within several groups:

 a. Technical-technological objectives (maintenance and increase of 
working capacity up to the required level of ef�ciency of the sys-
tem of TPP and its higher hierarchical system of EES, realization 
of planned basic and extended revitalized operating period of the 
plant and equipment of TPP, qualitative and quantitative improve-
ment of the process of production of useful forms of energy, along 
with meeting general and special quality standards and service 
safety in the continuous supply of energy for the customer, increase 
of the production capability of TPP as a whole, continuous work on 
reconstruction, modernization and improvement of individual seg-
ments of TPP, with the goal of increasing technological, economic 
and ecological acceptability, etc.)

 b. Economic-�nancial goals (reasonable use of the plant and equip-
ment from the aspect of expenditure of spare parts, materials, tools 
and accessories, services of external specialized companies in indi-
vidual maintenance jobs, then purchase of raw materials, available 
human potential, investment in maintenance in function of raising 
rentability, productivity and ef�ciency, decrease of costs with retain-
ing the required level of maintenance in the value of TPP and its 
�nal product in the form of useful energy, etc.)

 c. Social-sociological goals (development of the local community and 
broader region through the compensations linked with the work of 
TPP, reasonable use of primary energy resources through an optimal 
management of TPP within EES, rational use of human capacities, 
preservation and growth of psychological stability of employees, 
increase of motivation for work by raising the reliability of the sys-
tem as a whole, ecological risk in order to protect environment, risk 
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at work in order to protect the personnel at TPP and population that 
lives and works in the closer and broader environment of TPP, etc.).

The concept of maintenance organization within TPP should provide a com-
prehensive approach to all maintenance activities, with the goal of realiz-
ing the de�ned goal function in the form of continued production of useful 
energy, along with a safe and sustainable work with regard to the personnel 
and environment. Concerning its dynamic character, the system of mainte-
nance of TPP prepares and implements the maintenance function in the form 
of organized forms by individual groups of equipment and plants. Therefore, 
modern strategies for maintenance of TPP should in practice represent most 
optimally integrated group of adequate data bases (subsystems), like the sys-
tem of equipment components (German Kraftwerk Kennzeichen System—
KKS system), determined signi�cance of individual systems or components 
for a reliable and safe plant of TPP as a whole (analysis of causes and conse-
quences of failures, analysis of the failure tree, analysis of importance with 
regard to reliability of the system as a whole, methods for  assessment of reli-
ability and determination of signi�cance, along with de�ning “bottlenecks” 
or “critical points,” etc.), and system of potential mechanism of defects of 
individual components (CEN documents, e.g., CWA 15740:2008, etc.) and 
potential drive (operating) problems with TPP (statistics according to: API, 
ASME, OREDA, NERC, CEN, etc.). After de�ning the maintenance strategy 
(approach to maintenance), it is necessary to also de�ne the technological 
maintenance processes (maintenance technology), with the goal of realizing set 
goals by an adequate maintenance strategy [45]. This implies elaboration 
of the maintenance technology itself, adoption of the known principles of 
performing recording of failures and repairs themselves, determination and 
diagnostics of different parameters that de�ne the status of the system of 
TPP, as well as de�nition of appropriate repair technologies for the repair 
of damaged parts, lubrication, anticorrosive protection, etc. The decision on 
the type of maintenance of TPP is taken based on the criterion of company 
expenditures referring to maintenance and exploitation. In this manner it 
is possible to determine economically most acceptable activities of mainte-
nance, which are necessary to be realized by applying an appropriate type 
of maintenance. In doing so, it is also not allowed to neglect the activities of 
maintenance technology linked with the control and diagnostics in main-
tenance, the repair technologies of maintenance themselves, as well as the 
activities connected with lubrication and anticorrosive protection of tech-
nical systems [46]. Among the procedures that are most frequently used 
for repairing broken or worn-out parts on TPP, those used are as follows: 
welding, built-up welding, metallization, electrolytic application, electrome-
chanical processing, Metalock procedure of connecting broken parts, gluing 
technique, patented technologies for repair welding, application of material 
on the surface by the techniques of Plasma Spraying and Flame Spraying, etc.
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1.9  Overview of Maintenance Activities in TPP

Important elements when determining the strategy for the maintenance 
and the scale and methodology of inspection of certain elements and the 
equipment in TPP are understanding and systematics of possible operative 
problems during exploitation (disturbance or complete loss of function), so 
as systematics of possible mechanisms of damage emergence (damaging or 
degradation of the material). In that light, according to the modi�ed clas-
si�cation in the system OREDA or NERC, disturbances or deviations and 
problems related to structure materials in thermal power plant consist of 
several subgroups: fouling and deposits without �uid �ow disturbances, 
�uid �ow disturbances, like high or low �uid �ow (HFF/LFF), no �uid �ow 
(NFF), so as other �uid �ow problems (OFFP), noise (NOIS), and vibrations 
(VIB), improper dimensioning and improper clearances, man-made distur-
bance, like deliberate disturbance, disturbance to insuf�cient training, etc., 
accidents, like �res, explosions and similar, improper start or stop—failed to 
start or stop (FTS), failed while running (FWR), external leakage (EXL) and 
overheating, thermal overheating (OHE), and other problems (OTH). Also, 
there are classi�cations regarding problems of installed material, Table 1.5. 
This kind of systematization enables grouping and marking cases of failures 
or possible damages, what as a consequence have easier statistical process-
ing of the data on the level of individual parts or elements of the power plant 
(inside electro energetic system). Besides the history of operation (statistically 
processed data regarding past operation of the plant), for practical determin-
ing state of the system, it is necessary to create the plan of inspection by 
using convenient methods of technical diagnostics. Determining the scale 
of the damage and predicting its further progress together with following 
evaluation of risk and safety in the plant operation demands additional opti-
mization of choosing the component and location of possible damage, type 
of the method for detection of the damage, but also the method for further 
estimation of scale and degree of the damage.

1.10  Unsolved Tasks and Directions of Further Developing 
Models for Forecasting Reliability of CTSs

The display of the developed reliability models mostly relies on the prob-
ability theory, with one part, to a greater or lesser extent, re�ecting the expe-
riences from practice or experimental researches. Other researches include 
empirical experience and experiment, but also have serious shortcomings 
despite the tendency to get closer to realistic conditions. For example, models 
that calculate a system reliability after preventative maintenance actions are 
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inadequate and dif�cult to be applied, while models based on the reliabil-
ity assessment of complex repair systems often do not decompose the sys-
tem, while considering the reliability of individual system components, and 
the system is viewed integrally giving a simpli�ed and imprecise assess-
ment of system reliability. On the other hand, the interaction between the 
failures of system components is not adequately modeled, and the existing 
models related to dependent failures consider mainly the one-way effects of 
failure (models with continuous interactions between components have not 

TABLE 1.5

Systematics of Problems and Damages by CEN CWA 15740:2008

Event, Issue

Identification and Type of 
Damage or Disturbances/

Deviations, Functional 
Problems

Subtypes/Specifics/Further 
Details/Examples

Material Damage 
Related Problems I

Corrosion, Erosion and Environment Related Damage

A. Volumetric loss of 
material on surface

General corrosion, oxidation, 
erosion, wear, extended thinning

Localized pitting, crevice or galvanic 
corrosion

B. Cracking on surface, 
mainly

Stress corrosion—chloride, caustic, 
etc., cracking

Hydrogen induced damage, in 
blistering and HT hydrogen attack

Corrosion fatigue
C. Material weakening 

and/or embrittlement
Thermal degradation
Carburization/decarburization, 
dealloying

Embrittlement, incl. hardening, 
strain aging, temper embrittlement, 
liquid metal embrittlement, etc.

Material Damage 
Related Problems II

Mechanical or Thermo-mechanical Loads Related

A. Wear Sliding wear
Cavitational wear

B. Strain, instability, 
dimensional changes, 
collapse

Overloading, creep
Handling damage

C. Microvoid formation Creep
Creep-fatigue

D. Micro-cracking, 
cracking

Fatigue HCF and LCF, thermal 
fatigue, corrosion fatigue

Thermal shock, creep, creep-fatigue
E. Fracture Overloading

Brittle fracture

Other Structural Damage Mechanisms

Source: Data from Milovanović [39].
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been suf�ciently developed yet). There are no adequate models developed 
to evaluate the reliability of the system based on a small number of failures 
or in cases where they do not exist. This means, as with any model, that 
certain assumptions also create some limitations of the model, but the �ex-
ibility of the model can be a way that it can be applied to as many technical 
systems as possible, and that its limiting assumptions can be corrected in 
accordance with the needs of modeling the reliability of the concrete tech-
nical system. Previous researches have some yet unsolved tasks in front of 
them. For example, there is a very large inconsistency between theoretical 
research and applied models in practice. The majority of models have been 
developed by scientists in the form of theoretical, mathematical, statistical, 
informatics or other problematics which cannot be implemented and solve a 
practical problem in the industry. The task for the next period is to develop 
models that can be implemented to solve practical problems in the industry, 
as well as to create models that can be applied in the case of a small number 
of available system data, and especially a small number of failures (the real-
ity for many technical systems and the fact that when there is no alternative). 
The accuracy of the reliability model is something that still provides great 
opportunities for improvement. This is especially important when it comes 
to reliability prediction, which is the basis of planning and decision-making 
on optimal maintenance actions according to the given criteria. The reliabil-
ity models relating to the CTSs have not been developed yet as suf�ciently 
precise, applicable, and they do not include important real factors (further 
work in these directions is necessary).

For engineering application it is necessary to know the methods of cal-
culating, testing, and installing the reliability of complex systems, which 
include software (so-called software systems) in the development phase, 
on one side, but the knowledge of methods of increasing the reliability of 
such systems in the period of use is also required on the other side. The 
reliability of a complex system depends on the level of reliability of each of 
its components. There are mathematical relationships that show the depen-
dency of the reliability of the complex system on the reliability of the compo-
nents. The reliability of the system is installed in the development phase, and 
it is therefore called inherent reliability. If the system is well designed, tested 
in details, well maintained, with proper use, a high level of reliability in use 
is expected. However, the reliability of the system is signi�cantly in�uenced 
by the environment. Reliability is measured and has a practical interpreta-
tion. The exact value of reliability is never known, but its numerical estimate 
of close real value can be obtained. Such an estimate can be obtained with 
stochastic methods based on data obtained by measuring at a particular set. 
The reliability estimate based on a certain number of data sets is expressed 
by the reliability level, which represents the mathematical probability and 
connects the estimated and actual (but unknown) value of reliability. The 
level of reliability is the probability that a certain value of reliability will be 
between the lower and upper bounds.
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During the development of CTSs and arti�cial intelligence systems, it is 
often necessary to make decisions in terms of indeterminacy. Because of the 
nature of indeterminacy, it is basically impossible to predict the consequences 
of certain activities, technical solutions, failures, etc. with absolute reliability. 
The application of quantitative models is focused on the use of the notion of 
probability to describe the indeterminacy of a different nature. The so-called 
Bayesian approach for assessment of reliability and security proved to be very 
perspective. In Bayesian approach, the indeterminacy is seen as a probability 
that can be interpreted as a relative frequency, as a level of conviction or in 
some other way. To solve the problem of indeterminacy in this approach, it 
is necessary to provide a set of a priori probabilities that describe the basic 
set. The a priori probabilities can be determined by means of frequencies 
or statistical analyses. Such statistical analyses start in advance from the 
fact that the relevant data for describing the basic set are available. If such 
data are not available, then the a priori probabilities are given as subjective 
assessments by the experts. The result of the analysis represents a set of a 
posteriori probabilities. On the other hand, the theory of fuzzy sets is a con-
venient mathematical apparatus for the treatment of indeterminacy. A fuzzy 
set represents such a set (interval) of values with the corresponding function 
of belonging to the given in this interval. There is on one translation for the 
term fuzzy, and in many works, the fuzzy is translated as: blurry, unsharp, 
papery, �uffy, �brous, imprecise set. However, most often this term is not 
translated, but used in its original form, that is, as a fuzzy set. In the case 
when the starting data for reliability analysis are not given point-to-point, 
the problem of estimating the degree of criticality can be successfully solved 
by setting the change interval with the corresponding belonging functions. 
This approach can be implemented in expert systems designed for reliability 
analysis and failure analysis.

1.11  Conclusion

The database of input data, in addition to basic data about plant, has to 
 contain relevant data on the process of previous exploitation and mainte-
nance. The most important feature of these data is the truth, because based on 
the subsequent statistical processing of the basic indicators a further strategy 
for the operation on this plant is determined. In order to monitor the func-
tioning of the reference system and de�ne its reliability indicators, power 
events in the EES over a speci�c time period (usually the previous period of 
operation) are monitored and recorded. On the basis of data from exploita-
tion, the total duration of the units outside the plant is calculated, and on the 
level of the entire observed time period the following basic data: the num-
ber of failures and stoppages, the average time of stoppage, the causes of 
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failures and stoppages, the unavailability of the components and the TPP as 
a whole, the total unsupplied electric energy. The reliability indicators of the 
observed TPP, as well as its individual units are calculated by statistical pro-
cessing of the recorded data. A set of data developed by recording of driv-
ing events and the results of statistical processing of the same are referred 
to as “statistics of driving events.” The statistics of driving events are also 
used for comparison with other analogue systems and the evaluation of per-
formance of company that manages the TPP, as well as for studies of plan-
ning and probabilistic simulations of the operation of the system as a whole. 
Stoppage of units and components of TPP can be considered as random 
events joined by certain probability. Maintenance of machinery, equipment, 
and CTSs, from the aspect of the amount of necessary investments during 
their lifespan, is directly a function of de�ning and realizing the wanted 
ef�ciency (reliability, readiness, and suitability for maintenance), both at 
the level of their projecting and in the course of their exploitation itself. A 
well-chosen concept of maintenance, with a correct organization, program-
ming, and realization of individual maintenance activities during exploita-
tion, along with well-trained personnel and provided maintenance control, 
also affects improvement of economic results of the given organization or 
company. On the other hand, with the increase of complexity of technical 
systems there also occurs a problem of their optimal functionality, partic-
ularly if we know that such systems may often cause big economic losses 
or endanger security of a broader macro region and people serving them. 
Each CTS carries within it a big potential danger of possible occurrence of 
failures and break-downs dangerous for a broader environment. Reliability 
of complex systems, designed such as to successfully perform the function, 
determines lasting of the time interval in which the system will function 
without a failure. The research directed toward the increase of the reliability 
level and management of reliability during the lifespan of the object aims at 
de�ning the system of protection measures and their optimization from the 
aspect of simultaneous provision of exploitation ef�ciency and realization of 
complex regulations linked with the environment protection and safety of 
both micro and macro region. Special tasks of maintenance technology are 
provision of the process of maintenance optimization and advancement of 
principles for achieving higher quality, reliability, and ef�ciency of the CTS 
and its own production. The decision on the type and activities of mainte-
nance may be taken also on the basis of expenditures of the company refer-
ring to maintenance and exploitation and chosen methods for maintenance. 
The order of development steps, which need to be implemented, affects both 
ef�ciency and effectiveness of the maintenance system. The formulation of 
tasks related to the optimization of the reliability of the thermal power plant 
system can in general be de�ned as the minimization of the loss on the con-
struction and application of a serial uni�ed power plant, which consists of 
losses associated with the installation itself and losses due to its connection 
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to the ESS, depending on the reliability indicators and the possible manners 
for their provision for the given takas at each stage of the life cycle, as well as 
the taken system parameters and the known minimum necessary functional 
structure of the plant. For these reasons, all limitations of operation of the 
thermal power plant within the electric power system are also valid. Solving 
this problem is, taking all the given limitations and the overall analysis of 
the interconnection and overlapping of certain expressions, pretty complex 
from the aspect of the totality of the equation system, and for these reasons 
considerable simpli�cation is done for the level of assessment of reliability 
indicators. Sometimes, in the process of optimization, the costs related to 
the hierarchical connection of the thermal power plant with the environ-
ment and the measures for implementing its supplementary protection, as 
well as the occurrence of possible restrictions, are included. The next step is 
the grouping of the said costs per objects, life cycle stages, and purpose of 
resources. This system should be supplemented with costs related to provid-
ing reliability for each of the phases of the life cycle of the thermal power 
plant system.
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2.1  Introduction: PMS and Non-exponential Distributions

The phased mission systems (PMSs) are systems subject to consecutive, mul-
tiple, nonoverlapping mission time durations (phases) and they need to com-
plete different missions. Such a system is usually seen in aerospace, nuclear 
power, and many other applications [1]. One classic example of the PMSs is 
the manned spacecraft which involves takeoff, orbital transfer, orbit opera-
tion, and back to earth phases. In each phase, the system needs to accomplish 
different missions, which means that the system structure and failure crite-
ria differ from phase to phase [2–4]. Furthermore, the system may be subject 
to different stresses in different phases due to different environments, for 
example, the endo-atmosphere in the takeoff phase and the outer space in the 
orbital operation phase of the spacecraft. Therefore, a distinct model for each 
phase is necessary for the modeling and assessment of an accurate system. 
But with the distinct models, the dependences across the phases pose a great 
challenge to the reliability modeling and assessment of the whole system; for 
example, in a non-repairable PMS a component that fails in the former phases 
will also stay in the failure state in the latter phases, making system model-
ing and assessment more dif�cult. Furthermore, many practical systems are 
subject to dynamic behaviors, such as cold standby or functional standby [5]. 
Therefore, the dependences across the phases and dynamic behaviors pose 
great challenges to the existing system modeling and assessment methods.

To deal with the phase dependence, many works, like the reliability analysis 
of the phased satellite and spacecraft, have been done on the reliability analysis 
of PMSs in the past few decades. The PMS can be static or dynamic [6]. If the 
failure of the mission in any phase is only dependent on the combinations of 
component failure events, the PMS is static. In a static PMS, the system struc-
ture of each phase can be represented by a static fault tree (FT) model; that is, 
all the logic gates are static gates (OR, AND, or k-out-of-n). If the failure order of 
components affects the system state, the PMS is said to be dynamic, such as cold 
standby. The FT model of the dynamic phase contains at least one dynamic gate 
(priority, standby, or functional dependent) [7,8].

According to the system behaviors, the existing works can be divided into 
two major categories:

 1. Combinatorial methods (BDD-Binary decision diagram, MDD-
Multi-valued decision diagram, or MMDD-Multi-state multi-valued 
decision diagram based models) [1–6,8–10]: The BDD method was 
proposed by Zang and Trivedi [2] to assess the system reliability 
of  the PMSs. Xing applied the BDD method in reliability analysis 
of the generalized PMS [3]. He also used the BDD method to assess 
the system reliability of the PMS considering common cause failure 
(CCF) and imperfect coverage [1] or considering both internal and 
external CCF [4]. Tang and Dugan assessed the system reliability of 
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the PMS considering multimode failures [9]. Besides the BDD model, 
the MDD model is used in the PMS reliability analysis, especially 
in the PMS considering multi-failure modes. Mo [10] showed that 
the MDD model is more ef�cient than the BDD model in the PMS 
with multi-failure modes. The combinatorial method can provide 
highly ef�cient system reliability, especially in large-scale systems. 
However, this method can only be used if the system is combinato-
rial (i.e., the bottom events are independent of each other).

 2. State-space-oriented model (Markov chain-based or Petri-nets-based 
approaches) [5,11,12]: This kind of model can deal with the dynamic 
behaviors within phases like functional dependent or cold spare 
(CSP) but they suffer from the state explosion problem.

To avoid the limitations of these two methods, a modularization method was 
proposed [13]. Also, Zhu and Lombardi proposed a stochastic computation 
method to evaluate the reliability of the PMS more ef�ciently [14].

Most of these existing research works assumed that the lifetimes of the sys-
tem components follow the exponential distributions, which are commonly 
used in reliability modeling due to its memoryless property, especially in 
the continuous-time Markov chains (CTMC) [15]. But in practice, most of 
the components or subsystems follow the non-exponential distributions, 
for example, the Weibull distribution [16] or the log-normal distribution [17] 
which is not available in the CTMC. In the PMSs such as spacecraft, many 
components or subsystems are mechanical or electromechanical whose 
 lifetimes more likely follow the non-exponential distributions. To deal with 
the non-exponential distributions in the system with dynamic behaviors, 
the non-Markovian models including the semi- Markov process (SMP) or the 
Markov regenerative process (MRGP) [17–21] are required.

This chapter will provide a state-of-the-art review of the evaluation meth-
ods of the non-exponential dynamic systems and the modular approach for 
the PMS. In the traditional PMS, lifetimes of all the components are assumed 
to follow the exponential distributions, which is not re�ected in reality. In this 
chapter, the modeling and assessment methods for the PMS cover the non-
exponential distributions as well as the approximation approach and simula-
tion approach. Methods to consider partially repairable and random shocks 
in the reliability analysis of the PMS will also be discussed in this chapter.

2.2  Approximation and Simulation Methods for 
Dynamic Non-exponential Systems

Any traditional combinatorial method like the BDD method or the MMDD 
method is not available for the analysis of a dynamic PMS, so the state-space 



50 Modeling Simulation Reliability Engineering

models are used to construct the system model for each phase, for example, 
the CTMC and Petri-net models. The CTMC can deal with the state-space 
models with the transition time exponentially distributed. But in practice, 
the lifetimes of most components do not follow the exponential distribu-
tions. Therefore, the non-Markovian dependability modeling methods 
including the SMP and MRGP are necessary. But due to the complexity of 
the evaluation process, these models are not widely used. In this section, 
two evaluation approaches (the approximation method and the simula-
tion method) for the non-Markovian dependability modeling methods are 
shown in detail.

2.2.1  Approximation Approach

A continuous-time stochastic process is called an SMP if the embedded 
chain is a Markov chain and the transition time between two states fol-
lows arbitrary distributions [22]. The SMP is a generalization of the classic 
Markov chains as it accommodates arbitrary sojourn time distributions. 
Generally, the SMP does not have the Markov property, except for transition 
time points. These time points are the Markov regeneration epochs, and the 
SMP only changes the states at these epochs. That is why it is called an SMP 
[22–24]. Figure 2.1 shows an SMP model without repair.

, ( )F ti j  is the cumulative distribution function (CDF) of the transition time 
between system states i and j, and , ( )F ti j  can be any distribution in an SMP 
with its parameters , ,, ,

1
,i j i j i j
n

λλ λ λ=  .
To de�ne the transition behaviors of an SMP, let the initial system state 

probability vector be P(t) at time t = 0 and the kernel matrix Q(t) in which 
element , ( )Q ti j  denotes the probability that the SMP transitions from state i 
to state j during the time interval [0,t] with one transition step. The kernel 
matrix Q(t) can be obtained by the CDF of the sojourn time between states 
and the competition behaviors among transitions.

The main purpose of using the state-space model for reliability assess-
ment is to evaluate the system state probabilities at any time t. Let θ(t) 
represent the transition probability matrix in which , , 1,2, ,, t i j Ki j θ ( ) { }=  
represents the probability that the process starts from state i to state 
j in the time interval [0,t]. According to [23], the state probabilities 

M M–1 1
FM,M–1(t)

FM,1(t)
FM–1,1(t)

FIGURE 2.1
The transition diagram for the semi-Markov process.
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, , 1, 2, ,, t i j Ki j θ ( ) { }=  can be derived by solving the integrals given 
below [23]:

 1, , , ,
0

1
∫∑θ σ τ θ τ τ( )( ) ( ) ( ) ( )= − + −

=

t F t q t di j i j i i k k j

t

k

K

 (2.1)

where ,
,( ) ( )=q t

dQ t
dt

i k
i k , ,

1
∑( ) ( )=

=

F t Q ti i j

j

K

, 
i j

i ji jσ =
=
≠







1, if

0, if
.,

It can be observed that the �rst part of Eq. 2.1 is the probability that the 
system stays in state i at time interval [0,t] and the second part of the equation 
represents the probability that the system transitions from state i to state j at 
time interval [0,t].

By integrating the calculated ,θ ( )ti j  and the given initial system state prob-
abilities, the system state probabilities at time t can be evaluated. With the 
system state probabilities at any time t, all the system reliability indices can 
be evaluated easily.

Although the SMP can deal with the non-exponential distributions, it is 
not widely used in reliability engineering. One important reason is that the 
integrals in Eq. 2.1 cannot be solved analytically under non-exponential 
distributions (e.g., Weibull distribution). To solve the complex integrals in 
Eq.  2.1, an approximation method based on the Trapezoidal Integral Law 
[25–27] is applied as follows:

 
∫ ∑τ θ τ τ τ θ τ

τ θ τ
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−
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(2.2)

where [0,t] is divided into n equal segments, so that the length of each 
 segment is t nδ = / . The higher the value of n, the more accurate the results.

With Eq. 2.2, Eq. 2.1 can be expressed as
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(2.3)

With Eq. 2.3, all the system state probabilities can be evaluated at any time t 
recursively.
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2.2.2  Simulation Approach

2.2.2.1  Basic Conceptions of Monte Carlo Simulation

The Monte Carlo (MC) simulation method for reliability assessment is based 
on the repeated sampling of realizations of system state con�gurations and 
the  computation of the frequency of failure events [28,29]. The simulation 
method can also be used to test the correctness of the approximation solutions.

The key theoretical construct upon which MC simulation is based is the 
transition probability density function, which is de�ned as [30].

| ,, λλτ τ( )f t di j  = the probability that, given the system arrives at the system 
state i at time t and transitions to system state j, that transition will occur in 
time interval ,τ τ τ[ ]+ + +t t d .

λ is the vector of the parameters of the time in which the system transitions 
to state i at time t. According to the de�nition and previous introduction, 

| ,, λλτ τ( )f t di j  can be expressed as

 | , Pr | , ,, ,λλ λλ λλτ τ τ θ τ τ( ) ( ) ( )= ⋅f t d t di j i i j  (2.4)

where Pr | , λλτ( )ti  is the probability that the system arrives in state i at time t 
with factors λ. Also no transition occurs in time interval , τ[ ]+t t . Therefore, 
it satis�es

 Pr | , / Pr | , ,λλ λλ λλτ τ θ τ τ( ) ( ) ( )= −d t t di i i  (2.5)

where , λλθ τ τ( )di  is the conditional probability that the system in state i at 
time t after arrived at state i at time τ−t  and depart to other states at time 
interval , τ[ ]+t t . Therefore, it can be calculated as

 , , .,

1
∑λλ λλθ τ τ θ τ τ( ) ( )=

=

d di i j

j

M

 (2.6)

with the obvious initial condition Pr 0| , 1λλ( ) =ti , Pr | , λλτ( )ti  can be obtained as

 Pr | , exp , .
0

t di i∫λλ λλτ θ τ τ( ) ( )= −





τ
 (2.7)

By integrating Eq. 2.7 into Eq. 2.4, we can obtain
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| , exp ,
0∫λλ λλ λλψ τ θ τ θ τ τ( ) ( ) ( )= −





τ
di i i  is the probability that the system 

state stays in state i at time t and leaves state i in time interval , τ[ ]+t t . 
| , / ,, ,i j i j iλλ λλ λλπ τ θ τ θ τ( ) ( ) ( )=  determines that the transition arrives state j after 

leaving state i. In the MC simulation procedure, |λλψ τ( )i  is used to generate 
the holding time for system state i and |, λλπ τ( )i j  is used to determine the 
arrival state. This procedure is repeated until the system reaches the system 
failure state.

2.2.2.2  Simulation Procedure

To generate the holding time τ among states, a two-stage simulation proce-
dure is applied, as shown in Figure 2.2.

The probability of each system state changes over time ( )P ti  which can 
be calculated by statistically analyzing the time during which the system 
remains in a particular state.

Initial state i = M 

End

No

Record tj,i = τ  (j is the number of simulations )

set        i = n 

Step 1. Generate two uniformly distributed random x1 and x2 in [0,1], and

the holding time τ is chosen if it satisfies:
τ

0
θi (t,λ)dt = ln (1/x1)ˆ ˆ

Step 2. the next state n is determined if n satisfies, 
n–1

k=1Σ 
n

k=1Σ θi,k (τ,λ) < x2θi (τ,λ) ≤ θi,k (τ,λ)

n = 1

FIGURE 2.2
The Monte Carlo simulation procedure for the SMP.
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2.2.3  Numerical Example

In this section, a system with one working component (A) and one cold 
standby component (B) is used to show the approximation method, as shown 
in Figure 2.3. In the system, only the component A can be repaired because 
of the limited maintenance resource due to weight restriction, which is com-
monly seen in aerospace equipment. Assume that component B should work 
immediately after the failure of component A and the switchover time is 
negligible.

In Figure 2.3, w, s, and f, respectively, denote a component staying at 
working, standby, and failure states and only system state 4 is the fail-
ure state. The parameters are shown in Table 2.1. α is the shape param-
eter and β is the scale parameter. The initial state probabilities are 

0 1, 00 1 2 3( )( ) ( ) ( ) ( ) ( )= = = = =P p t p t p t p t . 

2.2.3.1  Approximation Approach

From Figure 2.3, the Q matrix and the θ matrix of the SMP for this example 
system can be represented as

 Q

0 0 0

0 0

0 0 0

0 0 0 0

1,2

2,3 2,4

3,4

t

Q t

Q t Q t

Q t
( )

( )
( ) ( )

( )
=

























 (2.9)

State 1
(Aw, Bs)

F1,2 (t) F2,4 (t)
State 2

(Af, Bw)
State 4

fail

State 3
(Aw, Bf )

F3,4 (t)F2,3 (t)

(Aw, Bs)

FIGURE 2.3
The State transition diagram for a cold standby system with partially repair.

TABLE 2.1

Parameters for the Example System in Section 2.2

( )F tA ( )F tB ( )G tA

α 2 1.5 1.5

β 10 10 20
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According to the competing behaviors and the CDFs of transition time, the Q 
matrix can be further ascertained as
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By applying the Markov renewal equation, Eq. 2.1, and the approximation 
method in Section 2.2.1, all the elements in θ(t) can be evaluated recursively. 
With the θ(t) and initial state probability, the system state probability vector, 
P(t), can be evaluated as

 P P 0 .t tθθ( ) ( ) ( )= ⋅  (2.12)

2.2.3.2  Simulation Approach and the Results

As mentioned in the previous section, the results evaluated by the approxi-
mation method can be validated by the simulation method. The system state 
probabilities are evaluated by the MC simulation approach and the results 
are compared using the approximation method. First, N1(N1 = 500) examples 
are generated by the MC simulation procedure given in Section 2.2.2. As is 
well known, with the increase of the amount of simulation data, the simula-
tion result gets closer to the true value. Therefore, the amount of simulated 
data is increased to N2 = 5 × 103, N3 = 5 × 104, N4 = 5 × 105 and N5 = 5 × 106 
separately. The max error and the mean error between the approximation 
method and the simulation method are shown in Table 2.2. The system reli-
ability comparison between the approximation method and the MC simu-
lation method with different amounts of data is shown in Figure 2.4. The 
max error and the mean error of the system reliability under different data 
amounts are shown in Table 2.2 as well. 

From Table 2.2, we can see that the max error and the mean error between 
these two methods get smaller with an increase in the simulation amount. 
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The results also show that the approximation method can provide a relatively 
accurate approximate solution. On the other hand, from the errors and cal-
culation time shown in Table 2.2, we can see that �nding an approximation 
solution by the MCS method will be more time-consuming than the approxi-
mation method. But the simulation method can deal with more  situations 
than the approximation method.

2.2.3.3  Different Non-exponential Distributions Analysis

There are many non-exponential distributions that are used to describe 
the failure behaviors of components and systems in reliability research, for 
example, the Weibull distributions introduced above, the lognormal distri-
bution or the uniform distribution, etc. In the previous sections, only the use 
of Weibull distribution has been shown as an example. The use of lognormal 
distribution and uniform distribution as lifetime distributions of compo-
nents to show the generality of the approximation method is also shown in 
this section. The CDF and PDF of the uniform distribution and the lognor-
mal distribution are

 1/ ,( )( ) = − ≤ ≤f t b a a t bunif  (2.13)
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FIGURE 2.4
The comparison between the MCS and the approximation method with different data amount.

TABLE 2.2

The Errors between the Simulation Method and the Approximation Method

Simulation Data Amount 5 × 102 5 × 103 5 × 104 5 × 105 5 × 106

Max error 4.96 × 10−2 1.98 × 10−2 4.37 × 10−3 2.75 × 10−3 4.49 × 10−4

Mean error 1.10 × 10−2 4.27 × 10−3 1.04 × 10−3 8.16 × 10−4 2.66 × 10−4

Calculation time of the 
simulation method(s)

0.69 5.37 60.59 773.44 6062.06
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The a, b in Eqs. 2.13 and 2.14 and μ, σ in Eqs. 2.15 and 2.16 are the parameters 
for the uniform distribution and lognormal distribution, respectively. The 
curve of the uniform distribution with parameters a = 5, b = 40 and the log-
normal distribution with parameters μ = 1.5, σ = 0.4 are shown in Figures 2.5 
and 2.6, respectively. 

With the same example used above and the parameters shown in 
Tables 2.3 and 2.4 for uniform distributions and lognormal distributions of 
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FIGURE 2.5
The PDF and CDF curve of the uniform distribution with a = 5, b = 40.
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the state transition time, the system reliability distribution type can be eval-
uated. The comparisons of the results of the MC simulation approach and 
the approximation approach under the uniform distribution and lognormal 
distribution are shown in Figures 2.5 and 2.6, respectively. And the com-
parisons of the approximation approach (the length of each segment δ = 0.1) 
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FIGURE 2.6
The PDF and CDF curve of the lognormal distribution with μ = 1.5, σ = 0.4.

TABLE 2.3

Parameters for the Example System in Section 2.2 
with Uniform Distribution

F tA( ) F tB ( ) G tA( )
a 2 1.5 1.5
b 10 10 20

TABLE 2.4

Parameters for the Example System in Section 2.2 
with Uniform Distribution

F tA( ) F tB( ) G tA( )
u 1.5 1 2.0
σ 0.7 0.8 0.9
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with simulation approach (the simulation amount 2 10max
5= ×N ) for the 

example system in Section 2.2 with different distributions are shown in 
Figures 2.7 and 2.8, respectively.   

The max error and the mean error of reliability of the same system with 
different lifetime distributions between the simulation approach (simulation 
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FIGURE 2.7
The comparison between the MCS and the approximation method with the uniform distribu-
tions of the example in Section 2.2.
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FIGURE 2.8
The comparison between the MCS and the approximation method with the lognormal distri-
butions of the example in Section 2.2.
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amount 2 10max
5= ×N ) and the approximation approach (the length of each 

segment δ = 0.01) and the computation time are shown in Table 2.5.
From Table 2.5, we can see that the approximation method can deal with 

not only the non-exponential distributions with Weibull distribution but 
also other non-exponential distributions. Furthermore, compared with 
the simulation approach, the computation ef�ciency of the approximation 
approach is much better. But the simulation method has more generality 
in analyzing components or systems, for example, the state of a component 
or a system can be transitioned to any other state with non-exponential 
distributions.

2.3  Non-exponential PMS Analysis

PMSs have wide applications in engineering practices, especially in the 
aerospace industry such as man-made satellites and manned space-
crafts. In these complicated aerospace systems, most of the components 
are mechanical components or mechatronics whose lifetimes follow 
non- exponential distributions like the Weibull distribution [31–33]. In 
this section, the dynamic behaviors are analyzed in the PMSs with non-
exponential components, and the SMP and MRGP as well as the approxi-
mation approach and simulation approach are used. The PMSs with 
partially repairable components and the PMSs subject to random shocks 
are discussed in detail.

2.3.1  PMS with Partially Repairable Non-exponential Components

2.3.1.1  The AOCS System with Partially Repairable Components

As is well known, many real-world systems, particularly aerospace equip-
ment like man-made satellites, are designed with cold-standby redundancy 
for achieving fault tolerance and high reliability [34,35]. On the other hand, 
due to the weight restriction and its use in outer space, only a portion of 
the components in the satellite can be repaired by very limited maintenance 

TABLE 2.5

The Errors between the Simulation Method and the Approximation Method

Lifetime Distributions Weibull Uniform Lognormal

Max error 2.2 × 10−3 3.1 × 10−3 1.19 × 10−3

Mean error 6.31 × 10−4 6.77 × 10−4 4.70 × 10−4

Calculation time of the approximation method (s) 2.21 2.31 1.568
Calculation time of the simulation method (s) 141.28 180.60 112.46
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resources. To evaluate the reliability of this type of PMS, the use of a state-
space model is necessary. In a traditional Markov chain, the sojourn time 
among states follows the exponential distribution [36]. But many real-
world systems like the satellite consist of mechanical or electromechani-
cal components whose lifetimes and repair times are very likely to follow 
non- exponential distributions such as the Weibull distribution. With the 
non-exponential lifetime distributions, the system cannot be modeled by 
the traditional Markov process. However, the SMP [23], belonging to the 
non-Markovain family, can deal with the non-exponential transition times. 
Therefore, the SMP, in conjunction with the modularization method and 
PMS-BDD models, is discussed in this chapter to evaluate the reliability of 
the complex PMS with partially repairable or non-repairable components.

In the man-made satellites, the altitude and orbit control system (AOCS) 
is a very critical subsystem. It is used to control and adjust the orbit and 
altitude for the whole lifetime. In this chapter, the use of AOCS is shown 
to illustrate the modeling process of PMS reliability. The AOCS consists 
of three subsystems—the control subsystem (Altitude and Orbit Control 
Computer), the sensor subsystem (including Sun Sensor, Earth Sensor, Star 
Track Sensor, and Gyro Assembly), and the actuator subsystem (Thrusters 
and Momentum Wheels). The AOCS can be regarded as a feedback system 
with three steps shown in Figure 2.9. In the �rst step, the sensor subsys-
tem acquires and collects the position and altitude data. In the second step, 
the position and altitude data are transited to and analyzed by the control 
subsystem. In the third step, according to the analyzed result, the control 
subsystem sends orders to the actuator system to adjust the position and 
altitude. Next comes the measurement and adjustment procedure. The rep-
etition of this procedure keeps the manned satellite in the right altitude and 
orbit for the whole lifetime.

As different tasks need to be completed in different phases, the whole life-
time of the AOCS can be divided into three phases—launching phase, orbit 
transfer phase, and orbital operation phase. In each phase, the system will 
execute different tasks in conjunction with other subsystems in the satellite.

The control subsystem consists of two components, computer A and cold 
standby computer B. Computer A can be repaired by backup components. 
The sensor subsystem consists of four components—sun sensor (C), earth 

Sensor
subsystems

Acquire position
and attitude data

Analyze position
and altitude data

Control
subsystems

Adjust position
and attitude

Propulsion
subsystems

FIGURE 2.9
The working process of the satellite AOCS.
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sensor (D), star track sensor (E), and gyro assembly (F). Only a portion of 
these sensors work in one speci�c phase. For example, the sun sensor and 
the earth sensor work in phase 1 and the earth sensor, the star track sensor, 
and the gyro assembly work in phase 2. The actuator subsystem consists of 
two parts—thrusters and momentum wheels which will work as actuators 
in different phases. There are two types of thrusters—two 15 N thrusters in 
cold standby (H and I, used for slightly adjustment during orbit transfer) and 
one 620 N thruster (G, the major power source for orbit transfer and adjust-
ment). The momentum wheels (J, K, and L) are designed as a 2-out-of-3 sys-
tem and they work in phase 3. The FT models for the three phases are shown 
in Figure 2.10. The parameters of all the components are listed in Table 2.6. 
The phase durations are 48, 252,1 2= =T T  and 500003 =T , respectively. 

2.3.1.2  The Modular Approach

As can be seen in Figure 2.10, if the state-space model is directly applied, the 
FT models are too complicated to solve due to the state explosion problem. To 
address this problem, a modularization method de�ned in [37] and used in 
the PMS [13] is applied to deal with the problem. A phase module of a multi-
phased system must meet two conditions: (1) a module is a set of basic events, 
which means a module must be a subset of all basic events; (2) for each phase, 
the basic events in the collection form an independent subtree in the FT. In 
other words, different subtrees in one phase should be independent of each 
other. The modularized fault tree (MFT) consists of independent subtrees 
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FIGURE 2.10
The FT model for three phases of the satellite AOCS.
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(modules), and as a result, the complicated PMS can be assessed easily by the 
PMS-BDD method and module reliabilities.

The modular method can be applied in four steps for the reliability assess-
ment of the PMS as follows:

• Step 1: Divide the FTs of the three phases into several independent 
subtrees by the modularization method. According to their own 
characteristics, the subtrees (modules) can be divided into static mod-
ules and dynamic modules. A module is a static module if it contains 
only static logic gates (OR, AND, or k-out-of-n). If there are dynamic 
logic gates, such as CSP, the module is a dynamic module [7].

• Step 2: After modularization, the modules can be treated as the bot-
tom events of the MFTs. In the MFT, the modules are independent 
of each other.

• Step 3: According to the characteristics of the modules, the reliabil-
ity indices of dynamic and static modules can be evaluated by SMP 
as well as the approximation method and mini-component method, 
respectively.

• Step 4: Integrating the results of step 2 and step 3, the system reli-
ability can be assessed by using the PMS-BDD method.

There are 12 basic events , , , , , , , , , , ,{ }A B C D E F G H I J K L  in this PMS. All the 
components can be divided into several modules in the three phases. The 
relationship between independent modules and basic events in three phases 
is shown as

 = , , , , ,1 1,1 2,1 4,1π { }( ) ( ) ( )= = =M A B M C D M H I

 = , , , , , , ,2 1,2 2,2 3,2 4,2π { }( ) ( ) ( )= = = =M A B M D E F M G M H I

 = , , , , , , ,3 1,3 2,3 3,3 5,3π { }( )( ) ( )= = = =M A B M E F M G M J K L

TABLE 2.6

Parameters for the MSS in a Non-Markovian Environment

Components 

Phase 1 Phase 2 Phase 3

α1 β1 α2 β2 α3 β3

A\B 2 500 2 500 1.5 8 × 104

AG 2 900 2 900 2 900
C\D\E\F 1.5 400 1.5 600 3 5 × 104

EG 1.8 600 1.8 600 1.8 600
G 1.5 1000 1.5 1500 2 5 × 104

H\I 2 600 1.8 300 1.5 1.5 × 104

J\K\L 1.5 1500 2.5 1500 2.5 1.1 × 104
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where , 1,2,3π =ii  is the set of components working in phase i and Mi,j is the 
ith module in phase j. Because some modules (e.g., M2) are not consistent 
across phases, the modules across phases need to be formed. With the set 
theory, the modules across phases can be obtained and shown as [3]

 , , , , , , , , , 5 , , .1 2 3 4{ }{ }( ) ( ) ( )= = = = =M A B M C D E F M G M H I M J K L  (2.17)

After the system modularization, all the basic events of the original FT model 
are divided into �ve independent modules. All the modules can be treated as 
basic events in the MFT model, as shown in Figure 2.11.

2.3.1.3  Module and System Reliability

2.3.1.3.1  The Static Module

In this section, the mini-component method is used to evaluate the reli-
ability of the static module. In the MFT, module 3 and module 5 are static 
modules. Here, we use module 5 as an example. Module 5 consists of three 
components, and system operation requires that at least two components be 
operational. The failure probability of a k-out-of-n system such as module 5 
(2-out-of-3 system) in a single phase can be expressed as [38]

 1 , 1 ( / )
5p t C F t F t F t eM n

i
J

i

i k

n

J
n i

J
t J

J∑ ( ) ( )( ) ( ) ( ) ( )= − = − β

=

− − α
 (2.18)

where ( )F tJ  is the CDF of the failure probability in module 5.
To deal with the dependence among static modules, a set of mini- 

components [2] is used to replace the unit in one speci�c phase. With the 
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FIGURE 2.11
The modularized FT (MFT) model of the satellite AOCS. (a) Transition diagram of module 2 
in phase 1. (b) Transition diagram of module 2 in phase 2. (c) Transition diagram of module 2 
in phase 3.
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mini- components method, the CDF of module 5 in phase j— ,2 ( )F tM j  can be 
expressed as

 ∏ ∏( ) ( )( ) ( ) ( ) ( )− −












+ −
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where Ti is the time duration of phase i and ,2 ( )p tM j  is the failure probability 
of unit M2 at time t. Time t is measured from phase j. The �rst term of Eq. 2.14 
is the probability that the system fails in the �rst j − 1 phases and the second 
term is the probability that the system fails at time t in phase j.

With the parameters shown in Table 2.6 and Eqs. 2.18 and 2.19, the reliabil-
ity of module 5 at the end of each phase, ,5 ( )R tM j , can be evaluated, and the 
results are shown in Table 2.7. Similarly, the reliability of module 3 can also 
be evaluated, and the results are also shown in Table 2.7.

2.3.1.3.2  The Dynamic Module without Structure Variation

From Figure 2.10, we can see that modules M1 and M4 are dynamic mod-
ules without structure variation. In other words, the system structures 
of these two modules do not change in the whole lifetime. The module 
state probabilities at different times in one phase can be evaluated by the 
approximation method proposed in Section 2.2.1. To deal with the depen-
dence across phases, the module state of phase i is set to be equal to the 
state at the end of last phase. By this method, the state probabilities of 
module 1 and module 4 are evaluated, and are shown in Tables 2.8 and 2.9, 
respectively. 

TABLE 2.7

Parameters for the MSS in a Non-Markovian 
Environment

Phase 1 Phase 2 Phase 3

,5RM j N/A N/A 0.9537

,3RM j N/A 0.9335 0.9098

TABLE 2.8

State Probabilities of Module 1

S1 S2 S3 S4

T1 0.9999 1.7669 × 10−4 1.2071 × 10−10 1.132 × 10−8

T2 0.9961 0.0039 1.4015 × 10−9 3.2951 × 10−6

T3 0.9795 0.0203 1.459 × 10−7 1.4861 × 10−4
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2.3.1.3.3  The Dynamic Module with Structure Variation

From the FT model of module 2, we can see that the components working 
in different phases are different. Therefore, a specially designed method is 
needed to deal with module 2. It is important to note that although the sys-
tem structures are different in different phases, the components’ states are 
the same between the end of one phase and the beginning of the next phase. 
Based on this fact, the module reliability can be assessed by three steps:

• Step 1: Construct the state transition diagrams for each phase accord-
ing to their dynamic behaviors. In this section, module 2 compo-
nents are working in three phases, and the state transition diagram 
for each phase are shown in Figure 2.12.

TABLE 2.9

State Probabilities of Module 4

S1 S2 S3

T1 0.9999 6.1359 × 10−5 6.2723 × 10−10

T2 0.9900 0.0099 1.7252 × 10−4
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(a)

(b)

(c)
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fail
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fail
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fail
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(Df, Ew, Ff )
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(Ew, Fs)

State 2
(Ef, Fw)

State 3
(Ew, Ff )

FIGURE 2.12
The state transition diagram for module 2 in three phases.
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• Step 2: Construct the relationship between the states of every two 
adjacent phases according to the system structure [5]. The relation-
ship is shown in Figure 2.13. From Figure 2.13, we can see that state 1 
and state 2 of phase 1 are mapped into state 1 of phase 2. The reason 
is that component D does not fail in either state in phase 1. Module 2 
will stay in state 1 at the beginning of phase 2 if component D does 
not fail in phase 1.

• Step 3: Evaluate the module reliability by the approximation method 
from one phase to the next according to the relationship between 
every two adjacent phases and the approximation method. The 
module state probabilities at the end of each phase are shown in 
Table 2.10.  

State 1
(Cw, Ds)

State 2
(Dw)

State 3
fail

State 5
fail

State 4
fail

Phase 1

State 1
(Dw, Es, Fs)

State 2
(Ew, Fs)

State 3
(Fw)

State 4
(Ew, Ff )

Phase 2

State 1
(Ew, Fs)

State 2
(Fw)

State 3
(Ew, Ff )

Phase 3

FIGURE 2.13
The states relationship between two adjacent phases of module 2.

TABLE 2.10

State Probabilities of Module 2

S1 S2 S3 S4 S5

T1 0.9987 0.0013 4.4752 × 10−6 N/A N/A
T2 0.9889 0.0110 3.6160 × 10−5 7.7974 × 10−9 1.0517 × 10−12

T3 0.8617 0.1372 1.8283 × 10−4 1.5244 × 10−4 N/A
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2.3.1.3.4  System Reliability

In this section, it will be shown that with the independent basic events, the 
system reliability can be assessed by the ef�cient 5-step PMS-BDD method 
proposed by Zang and Trivedi [2]. The PMS-BDD method can combine 
the BDD models of different phases by phase algebra shown in Table 2.11 
to obtain the system BDD to evaluate the system reliability. If the variables 
linked by edges directly belong to different variables, the evaluation method 
will be the same as the traditional BDD method. But if they belong to the 
same components in different phases, the phase algebra can be used to 
decrease amount of the �nal BDD model.

On the other hand, the size of a BDD heavily depends on the order 
of variables. There exist two phase-dependent operation (PDO) 
ways—forward PDO and backward PDO. According to [2], the BDD 
generated by backward PDO is much smaller than that generated by 
the forward PDO so that computation in the last step is much easier. 
Applying the backward PDO in the AOCS and taking an order of 

, the1,3 1,2 1,1 2,3 2,2 2,2 3,3 3,2 3,1 4,2 5,3< < < < < < < < < <M M M M M M M M M M M  
system BDD model can be transferred from the system MFT model, as 
shown in Figure 2.14. 

The system reliability Rsys is the probability of the SDP from the root to the 
vertex “0” through the system BDD �gure. From Figure 2.14, we can get the 
disjoint path: 1,3 2,3 3,3 4,2 5,3M M M M M . According to the SDP, the system reli-
ability can be assessed by

TABLE 2.11

Rules of Phase Algebra (i < j)

⋅ →M M Mi j j M M Mi j j+ →

⋅ →M M Mi j i M M Mi j i+ →

0⋅ →M Mi j 1M Mi j+ →

M1,3

M2,3

M3,3

M5,31 0

0

0

0

0

1

1

1

1

M4,2

1
0

FIGURE 2.14
The modularized BDD model for the satellite AOCS.
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where SiMj represents the state of module j and Tw represents the whole life-
time, 1 2 3= + +T T T Tw . With Eq. 2.20, the system reliability of the PMS can be 
computed as 0.8804394.

2.3.2  PMS Analysis Considering Random Shocks Effect

PMSs are widely used, especially in the aerospace industry. In most of their 
lifetime, the aerospace equipment stays in the outer space. There are many 
kinds of cosmic rays in outer space, such as the Galactic Cosmic Rays, which 
randomly hit these systems and cause signi�cant impact on the electronics 
inside or outside the equipment. For example, the ionizing nature of GCR 
particles can pose signi�cant threats to the electronics located onboard, such 
as the microprocessors to which they may cause memory bit �ips and latch-
ups. This kind of phenomenon is generally called the single event effect (SSE) 
[39] and occurs randomly, that is, as a random shock. If these random shocks 
are not considered, the reliability of the PMS will be overestimated.

Random shocks have been examined with different approaches in reliabil-
ity modeling. Esary [40] studied extreme shocks in components’ reliability 
assessment. Lin and Zio [16] studied the components’ reliability consider-
ing both degradation processes and random shocks. At the system level, 
Wang and Pham [41] investigated systems subject to degradation and ran-
dom shocks, in which the random shocks can lead the system to fail imme-
diately. Ra�ee [42] studied cumulative random shocks, which increase the 
components’ failure rates. Berker [43] used a semi-Markov model to describe 
a system subject to random shocks. Recently, Ruiz-Castro [44] studied a sys-
tem subject to external shocks leading to extreme failures and cumulative 
damage.

In this part, the MRGP is used to describe the hybrid components’ life-
time distributions and the dynamic behaviors in the PMSs. The reliability 
of PMSs subject to random shocks is, then, evaluated by the MC simulation 
method.

2.3.2.1  MRGP and Multistate Random Shocks Model

Though the SMP can deal with the non-exponential distributions, it is not 
available in some situations, for example, a cold standby system with two 
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working components (H, I) and one switch component (S) whose state tran-
sition graph is shown in Figure 2.15. Since the distribution ( )F tH  from state 
S1 to state S2 is different from the distribution ( )F tH  from state S3 to state S5 
as component H is not regenerated in state S3, the system cannot be mod-
eled by an SMP. The use of MRGP to deal with this problem is shown in this 
section.

2.3.2.1.1  Basic Conceptions of the MRGP

A stochastic process is an MRGP , 0{ }≥Z tt  if it exhibits an embedded MRS 
,{ }X S  with the additional property that all conditional �nite distribu-

tions , 0{ }≥+Z tt Sn  given ;0 , ,{ }≤ ≤ = ∈ΩZ u S X i iu n n  are the same as those of 
, 0{ }≥Z tt  given 0 =X i [17],

 Pr |0 , Pr | .0{ } { }= ≤ ≤ = = = =+Z j u S X i Z j X it S n n tn  (2.21)

To evaluate the state probabilities of the MRGP, the same variables used in 
the SMP model in the previous section such as ,θθ ( ) ( )=t V ti j  representing the 
conditional transition probabilities and ,( ) ( )=Q t Q ti j  representing the one-
step transition probabilities are used in the MRGP model. For the MRGP, 
the Markov renewal equation is different from the SMP, which is shown 
as follows:

 , , , ,
0

1

t E t q t di j i j i k k j

t

k

K

∫∑θ τ θ τ τ( ) ( ) ( ) ( )= + −
=

 (2.22)

 Pr , |, 1 0{ }( ) = = > =E t Z j S t X ii j t  (2.23)

where , ( )E ti j  is the probability that the system state changes from state i to 
state j before the �rst regeneration.
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FIGURE 2.15
The state transition diagram for the cold standby system example.
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2.3.2.1.2  The Multistate System Model Considering Random Shocks

As described in the previous section, the randomly occurring cosmic rays 
affect the electronics as random shocks. To integrate the random shocks in 
the PMS reliability model, some basic assumptions are made:

• The arrival of the random shocks follow a homogeneous Poisson 
process [16], with a constant arrival rate un in phase n (shown as 
Figure 2.16); the arrival rate may change from phase to phase, due to 
the change of environment in the different phases.

• The random shocks are s-independent of the components’ failure 
process.

• The damage brought by the random shocks is cumulative; spe-
ci�cally, the random shocks increase the failure rate of a constant 
amount ε each time the shocks occur and do not lead the compo-
nents to failure directly.

We assume that M indicates the system state and N indicates the number of 
random shocks that have occurred in this section. To integrate the random 
shocks in the PMS reliability model, the system state indicator is extended 
from M into (M, N). Using the cold standby system shown in Figure 2.15 as 
an example, the random shocks are integrated into the cold standby system. 
The state transition diagram for the system considering random shocks for 
M3 is shown in Figure 2.17. Furthermore, the failure rates after n random 
shocks ,λi j

n  in Figure 2.17 are set to 1, ,λ λ ε( )= +i j
n

i j
n, where ,λi j represents the 

transition rate of the system from state i to state j without random shocks 
and 1 ε( )+ n characterizes the cumulative effect of the random shocks. In the 
case study of this section, the failure rate increment ε, due to a shock, is set 
to 0.3 [45]. The MC simulation method is shown to be used to assess the PMS 
reliability in this section. A simulation procedure is illustrated in the next 
section. 

2.3.2.2  Simulation Procedure

During each simulation of the system phase by phase, three quantities are 
recorded—module state M, number of random shocks N, system failure time 
TF, the lifetimes of the non-exponential components TNE, the time of the sys-
tem has been through before next regeneration point Tepoch. Using the cold 
standby system in Figure 2.17 as an example, the initial system state vector 

0 1 2
un un un

FIGURE 2.16
The random shocks process in phase n.
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is set to be , , , , 7,0,0, 0,0 ,00 0 ,0( ) ( )( )=TM N T TF NE epoch . In each repeated simula-
tion history, the failure time of the system TF is sampled from the beginning 
of the �rst phase to the end of the last phase and it is recorded as the outcome 
at the end of the last phase. The simulation of the module in each phase 
begins by reading the system vector from the initial system state vector or 
the system state vector from the previous phase. The system simulation pro-
cedure is shown in Figure 2.18.

The phase simulation procedure in Figure 2.18 for phase n is as follows:

Set , , , ,,( )= TS M N T Tn n F n NE epoch

Set phase working time T = 0
While ≤T Tn (Tn is the working time of phase N), do the following.
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FIGURE 2.17
The state transition diagram with random shocks for the example cold standby system.
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2. Mn  ≤  Failure state

(Mn+1, Nn+1, TF,n+1, TNE, TS,n+1)

(Mn+1,Nn+1,TF,n+1,TNE,TS,n+1)
  =(Mn,Nn,TF,n,TNE,TS,n)

FIGURE 2.18
The system simulation procedure for the PMS under random shocks.
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 1. If n = 1, sample the transition time vector of the non-exponential 
components TNE.

 2. Calculate the system state transition parameter based on Nn.
 3. Sample the transition time vector X.

 1. If xj , follows the exponential distribution, simulate xj and calcu-
late = +x x Tj j epoch.

 2. Else if xj , follows the non-exponential distribution, and set xj 
equal to the corresponding element in TNE according to their own 
behavior.
End if

 3. Simulate the random shock occurrence time y.
 4. Compare xj and y.

If xj is the smallest, the system moves to , , , 1( )= −S j N Tn F n , ′ =t xj.
If xj is exponential, set =T T xepoch epoch j+  (the system state changes 
before the regeneration epoch).
Else if xj is non-exponential, set =0Tepoch  (the system state changes 
at the regeneration epoch).
End if

Else if y is the smallest, the system state moves to , 1,S M Nn n(= +  
),, 1T t yF n ′ =− ,

Set = +T T yepoch epoch .

End if

 5. Set = + ′T T t .
 6. If 1( ) ≤S Failure State

Then break.
End if

End While

2.3.2.3  Case Study

2.3.2.3.1  System Structure

In this section, an AOCS of the manned spacecraft is applied and it is slightly 
different from the AOCS in the previous section. According to the different 
missions that need to be accomplished, the whole lifetime of the AOCS can 
be divided into four phases: launching phase, orbit-transfer phase, on-orbit 
phase, and back to earth phase. In our work, we assume that the phase dura-
tions are 36 h1 =T , 240 h2 =T , 960 h3 =T , and 36 h4 =T , respectively. The FT 
models for the four phases are shown in Figure 2.19.

The spacecraft AOCS is composed of three functional parts; (1) micro- 
computers (processors): Computers (A and B) and functional part (C). 
(2) Sensors: sun sensor (D), Earth sensor (E), star track sensor (F), and gyro 
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assembly (G). (3) Actuators: (1) thruster 1 (20 N, cold standby subsystem 
thrusters H, I, and switch component S); (2) thruster 2 (620 N, Q); (3) three 
momentum wheels (2 out of 3 subsystems, J, K, L).

All the components can be divided into two categories: mechanical com-
ponents and electrical components. The commonly seen failure modes of 
the mechanical components are fracture, fatigue, or corrosion [46,47], which 
cannot be maintained without backup standby. For the electronics, except 
for the structure failures (that also cannot be maintained without backup 
standby), they are subject to functional failures (like the computer crash or 
power loss), which can be self-repaired by system reboot [48]. The lifetime of 
the mechanical components is usually described by a Weibull distribution, 
whereas the lifetime of the electronics is described by the exponential distri-
bution. All the components’ parameters are shown in Table 2.12.
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FIGURE 2.19
The FT models for each phase of the spacecraft AOCS.

TABLE 2.12

The Parameters for the AOCS in the Spacecraft

A B G H I Q

α 2 × 104 3 × 104 3 × 104 3 × 104 2 × 104 2 × 104

β 2 1.5 1.5 2 1.5 3.5

C D E F J K L S1 S2

λ 1/20000 1/30000 1/30000 1/30000 1.5 × 104 1.5 × 104 1.5 × 104 1/20000 1/30000
u 1/20000 1/20000 1/20000 1/20000 1/20000 1/20000 1/20000 1/20000
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In this example, the system FT model is also complicated to solve, so 
the modular method is applied. The system can be divided into �ve inde-
pendent modules: 1 , ,( )=M A B C , 2 , , ,M D E F G( )= , 3 , ,( )=M H I S , 4 =M J, 

5 , ,( )=M J K L . With these independent modules, the system FT models can 
be simpli�ed and shown in Figure 2.20.

According to the above analysis, the reliability of the PMS considering 
random shocks can be assessed by the following steps: (1) system modu-
larization to simplify the system FT models and to obtain modules inde-
pendent of each other in the MFT; (2) integration of the random shocks into 
the PMS and evaluation of the reliability indices of all the modules by SMP 
modeling and MC simulation; (3) combination of the MFT and assessment 
of the reliabilities of the independent modules, to assess the reliability of 
the PMS.

2.3.2.3.2  Results and Analysis

According to the system FT model, the MC simulation procedure, and sys-
tem reliability analysis method shown in Section 2.3.1.3, the system reli-
ability of the PMS subject to random shocks can be evaluated. The system 
reliability of the phased AOCS considering random shocks is shown as 
the dotted line in Figure 2.21. Moreover, the reliability of the same sys-
tem without the random shocks is shown as the solid line in Figure 2.21. 
The reliabilities of the AOCS at the end of each phase are also shown in 
Table 2.13, as well as the relative difference between the reliabilities with 
and without random shocks and the average number of shocks occurred in 
each phase. 

As expected, the system reliability is lower when considering random 
shocks, especially in phase 3 and phase 4, when the system travels a long 
time in the outer space and after. If the random shocks are not considered in 
the modeling, the system reliability may be overestimated.

With respect to the random shocks modeling, we have analyzed the sen-
sitivity of the system reliability estimates for two parameters, the random 
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FIGURE 2.20
The MFT of the spacecraft AOCS.
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shocks occurrence rate [ ]= −1/500, 1/800 h 1u  and the relative increment in 
the transition rates 0.2,0.5ε [ ]= . The estimated system reliabilities for differ-
ent combinations of the two parameters are shown in Figure 2.22.

From Figure 2.22 we can see that with the increase of the relative incre-
ment ε or the random shocks occurrence rate u, the system reliability 
decreases as expected. The higher ε leads to larger components’ failure 
rates, and larger occurrence rate u values result in more random shocks 
over the whole lifetime, which decreases the system reliability. In Table 2.14, 
the system reliability with parameters ε = 0.2 and u = 1/800 h−1 is set to the 
standard and other elements are differences between the standard and the 
results by different parameters combination. From Table 2.14, we can see 
that when the same percentage of variation is applied to the two param-
eters, ε is more in�uential than u on the system reliability.
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FIGURE 2.21
The reliability of the spacecraft AOCS with and without random shocks.

TABLE 2.13

The Results for the Spacecraft AOCS with and without Random Shocks

Phase 1 Phase 2 Phase 3 Phase 4

( )R tsys
noshock 0.9982 0.9862 0.9340 0.9317

( )R tsys
shocks 0.9981 0.9853 0.9214 0.9184

Relative difference 1.0018e−04 9.1259e−04 0.0135 0.0143
Average number of shocks 0.0355 0.2422 0.9599 0.0484
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2.4  Conclusion

This chapter presents two approaches of the evaluation methods to the 
non-exponential dynamic system and their use in the reliability analysis of 
the PMS. Traditionally, the commonly seen approaches of the PMS analy-
sis methods are the combinatorial methods or the state-space model. The 
combinatorial methods are computationally ef�cient but not available in 
the dynamic system. The state-space-based methods can deal with various 
dynamic systems but suffer from the state explosion problem. The modu-
lar method is much better and combines the advantages of both methods. 
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FIGURE 2.22
The reliability of the spacecraft AOCS with and without random shocks for different combina-
tions of u and ε.

TABLE 2.14

The Errors of the Results for the AOCS Sensitivity Analysis

System Reliability 0.2 0.26 0.32 0.38 0.44 0.5

0.00200 0% 0.12% 0.25% 0.33% 0.55% 0.76%
0.00179 0.47% 0.55% 0.73% 0.86% 1.11% 1.47%
0.00161 0.87% 1.0% 1.26% 1.49% 1.77% 2.21%
0.00147 1.27% 1.54% 1.77% 2.14% 2.58% 3.05%
0.00135 1.77% 2.07% 2.49% 2.85% 3.30% 4.03%
0.00125 2.35% 2.61% 3.08% 3.61% 4.22% 5.22%
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On the other hand, the non-exponential distribution is more practical to 
describe the lifetime of the components, but the traditional Markov model 
is not capable of doing so. Therefore, the use of the SMP or the MRGP that 
belong to the Markov renewal theory is shown in this chapter to deal with 
this problem. In this chapter, the reliability of the PMS with partially repair-
able components is evaluated in detail. Furthermore, the PMSs subject to 
random shocks is also discussed.
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3.1  Introduction

Present-day applications in computer systems impose stringent requirements 
in terms of software dependability, because system failure, caused by soft-
ware failure in almost all cases, may lead to a huge economic loss or risk to 
human life. A guaranteed ful�llment of these requirements is very dif�cult, 
especially in applications with nontrivial complexity. In recent years, con-
siderable attention has been paid to continuously running software systems 
whose performance characteristics are smoothly degrading in time. When a 
software application executes continuously for a long period of time, some 
of the faults cause software to age due to the error conditions that accrue 
with time and/or load. This phenomenon is called software aging and can be 
observed in many original software systems [1–6]. One common experience 
suggests that most software failures are transient in nature [7]. Since tran-
sient failures disappear if the operation is retried later in slightly different 
context, it is dif�cult to characterize their root origin. Therefore, the residual 
software faults are obvious in the operational phase. Grottke and Trivedi [8] 
classify several software bugs and point out that the resource exhaustion in 
computer systems causes the software aging. A complementary approach to 
handle transient software failures is called software rejuvenation [9] which can 
be regarded as a preventive and proactive solution that is particularly useful 
for counteracting the phenomenon of software aging. It involves stopping 
the running software occasionally, cleaning its internal state, and restarting 
it. Cleaning the internal state of software may involve garbage collection, 
�ushing operating system kernel tables, reinitializing internal data struc-
tures, etc. An extreme, but well-known example of rejuvenation is a hard-
ware reboot. In this way, software rejuvenation is becoming much popular 
as one of the light weighted software fault tolerant techniques.

Huang et  al. [9] propose a continuous time Markov chain (CTMC) with 
four states, that is, initial robust (clean), failure probable, rejuvenation, and 
failure states. They evaluate both the unavailability and the operating cost 
in the steady state under a random software rejuvenation schedule. Danjou 
et  al. [10] and Dohi et  al. [11–15] extend the result of Huang et  al. [9] and 
propose different software rejuvenation models in continuous time, based 
on a semi-Markov process. Furthermore, Garg et al. [16], Suzuki et al. [17], 
and Dohi et al. [18] introduce the periodic rejuvenation and develop a Markov 
regenerative process (MRGP) model to trigger software rejuvenation on 
computer clock. In the above works, the authors propose nonparametric esti-
mation algorithms with the empirical distribution to estimate the optimal 
software rejuvenation schedule statistically from the complete sample of fail-
ure time data. If a suf�cient number of samples of failure time data can be 
obtained, then the estimates of the optimal software rejuvenation schedules 
based on Dohi et al.’s algorithm [11–14] asymptotically converge to the real 
optimal solutions. Zhao et al. [19] apply an accelerated life testing technique 
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by injecting memory leaks in their experiments and examine the above non-
parametric estimation methods in importance sampling simulation. Rinsaka 
and Dohi [20] propose another nonparametric estimation algorithm based 
on the kernel density estimation (see, e.g., Duin [21], Parzen [22], Silverman 
[23]) to improve the estimation accuracy of the optimal software rejuvenation 
schedule with a small sample data. Rinsaka and Dohi [24–26] use a nonpara-
metric predictive inference (NPI) approach provided by Coolen and Yan [27] 
and Coolen-Schrijner and Coolen [28]. Though the NPI-based approach is 
categorized as a prediction-based software rejuvenation, the results obtained 
by Rinsaka and Dohi [24–26] are quite different from those of Vaidyanathan 
and Trivedi [29] for another prediction-based scheme with linear regression 
model on system workload.

Apart from the time-based optimal software rejuvenation schedule, some 
other stochastic models have been proposed in the literature. Bao et  al. 
[30,31], Bobbio et al. [32], Okamura et al. [33], Wang et al. [34], and Xie et al. 
[35] developed condition-based software rejuvenation schemes, where the 
system workload is measured to trigger software rejuvenation. Although 
system parameters and resource usage strongly affect the software aging, 
it was observed that the mechanism of aging for individual software-based 
system has to be clari�ed. In other words, since the aging-related bugs may 
not be related to system workload explicitly, it may be dif�cult to apply the 
workload-based software rejuvenation to tolerate transient failures com-
pletely. Pfening et al. [36] formulate a server-type software system with deg-
radation as a queuing system by a Markov decision process. Garg et al. [37] 
take account of the presence of system failure caused by software aging and 
analyze the time-based optimal software rejuvenation schedule. This model 
is extended latter in the study by Okamura et al. [38–40] by introducing a dif-
ferent workload-based rejuvenation schedule and/or a more general arrival 
process of transactions. Recently, Zheng et al. [41] generalized the existing 
stochastic models [37–40] in terms of the rejuvenation policies and arrival 
stream of transactions. Van Moorsel and Wolter [42] focus on the system 
restart and derive the optimal restart policies to rejuvenate a software sys-
tem over �nite and in�nite operational periods.

It should be worth mentioning that all the above-mentioned software reju-
venation models are formulated under the assumption that the software 
system operates in continuous time. However, in real-world examples, it is 
not always possible to monitor and control software systems in continuous 
time. For example, it is common to back up the system data in �le systems 
at any periodic timing, such as the end of every business hour or weekend. 
In this sense, the discrete-time models seem to be more realistic to make a 
decision for software rejuvenation. Dohi et al. [43] and Iwamoto et al. [44] 
proposed a software availability model and a software cost model operating 
in a discrete time setting, which are similar to those operating in continu-
ous time [11,12]. Also Iwamoto et al. [45] formulate the discrete-time semi-
Markov model under a different criterion called cost-effectiveness which is a 
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mixture of system availability and expected cost in the long run. Iwamoto 
et al. [46] reformulate the MRGP model in continuous time in [17] and derive 
the optimal periodic software rejuvenation policy in discrete time by maxi-
mizing the steady-state system availability. Unfortunately, the discrete-time 
models with periodic rejuvenation have not been fully studied yet, so the 
analysis of expected cost model and cost-effectiveness models also remains 
incomplete. In this chapter we overview a software rejuvenation schedul-
ing problem and provide a comprehensive survey of the optimal periodic 
software rejuvenation policies in discrete time under four criteria of opti-
mality: expected cost per unit time in the steady state, steady-state system 
availability, cost-effectiveness, and expected total discounted cost over an 
in�nite time horizon. The last three criteria are original results of this chap-
ter. We characterize the respective optimal software rejuvenation policies in 
discrete-time model and provide their associated statistical estimation algo-
rithms from the complete sample of failure time data.

The remaining part of this chapter is organized as follows. In Section 3.2, 
we describe an MRGP model with periodic software rejuvenation in accor-
dance with Iwamoto et al. [46]. In Section 3.3, we formulate the expected cost 
per unit time in the steady state and derive the optimal periodic software 
rejuvenation time minimizing it. We also provide a statistically nonpara-
metric estimator of the optimal periodic software rejuvenation time as a 
function of system failure time. Sections 3.4 and 3.5 concern the steady-state 
system availability and cost-effectiveness, respectively. We derive the ana-
lytical solutions and nonparametric estimators of the corresponding opti-
mal periodic software rejuvenation policies. In Section 3.6, we consider a 
somewhat different criterion called the expected total discounted cost over 
an in�nite time horizon. Dohi et al. [13] and Danjou et al. [10] investigate 
effects on discounting over the expected cost for software rejuvenation 
models with aperiodic policy [9] and periodic policy [16], respectively. On 
the other hand, a software cost model with discounting has not been known 
in discrete time. We formulate the expected total discounted cost over 
an in�nite time horizon and minimize it. Numerical illustrations are given 
in Section 3.7, where the Monte Carlo simulation is conducted to investigate 
asymptotic behavior of estimators. Section 3.8 concludes the chapter with 
some remarks.

3.2  Model Description

3.2.1  Notation

Consider a periodic software rejuvenation model developed by Iwamoto 
et al. [46]. First, we de�ne the system states and notation as follows:



85Optimal Periodic Software Rejuvenation Policies

State 0: highly robust state
State 1: failure probable state
State 2: failure state
State 3: software rejuvenation state
State 4: software rejuvenation state without through failure probable 

state.

The notation used in this chapter is as follows:
Z: time interval from highly robust state to failure probable state (discrete 

random variable)
F n f n µ( ) ( ) >,  , ( 0)0 0 0 : cumulative distribution function (c.d.f.), probability 

mass function (p.m.f.), and mean of Z, where n = 0, 1, 2,…
X: failure time from failure probable state (discrete random variable)
F n f nf f fµ( ) ( ) >,  , ( 0): c.d.f., p.m.f., and mean of X
n0: trigger time of software rejuvenation (integer value)
F n f na a aµ( ) ( ) >,  , ( 0): c.d.f., p.m.f., and mean of recovery operation time 

from failure state
F n f nc c cµ( ) ( ) >,  , ( 0): c.d.f., p.m.f., and mean of overhead incurred by soft-

ware rejuvenation
cs >( 0): recovery (corrective maintenance) cost per unit time

>cp( 0): rejuvenation (preventive maintenance) cost per unit time.

3.2.2  Model Description

The system operation of the software system starts at time n = 0 in the highly 
robust state. For some reason, such that the total amount of memory leaking 
attains a critical threshold, the process makes a transition to the failure prob-
able state after the time period Z elapses. Just after the state becomes the fail-
ure probable state, a system failure may occur with positive probability. If the 
system failure occurs in the failure probable state before triggering a software 
rejuvenation, then the corrective recovery operation starts immediately at that 
time, and is completed after the random time with mean μa elapses. Otherwise, 
the software rejuvenation is triggered as a preventive maintenance of the soft-
ware system, where the trigger time of software rejuvenation n0 is measured 
from the beginning of system operation. This assumption is different from the 
previous aperiodic model by Dohi et al. [43] and Iwamoto et al. [44,45], because 
the trigger time of software rejuvenation under aperiodic policies is measured 
from the time instant when the failure probable state is observed. Of course, 
this may not be plausible in many cases if the system states (highly robust state 
and failure probable state) cannot be identi�ed. After completing the recovery 
operation or software rejuvenation, the system state becomes as good as new, 
and the software age is initiated at the beginning of the next highly robust 
state. In the above model, note that the cycle length of software rejuvenation is 
measured from the time instant just after the system enters State 1 from State 0.
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Let us consider the time to trigger software rejuvenation to be a constant 
integer n0. We call n ( )≥ 00  the software rejuvenation schedule. De�ne the time 
interval from the beginning of the system operation to the completion of 
the preventive or corrective maintenance as one cycle. Figure 3.1 depicts the 
con�guration of our model with periodic rejuvenation. Since the underlying 
stochastic process is a discrete MRGP with four regeneration states [46], we 
provide the transition diagram in Figure 3.2, where the states denoted by 

Deterioration point
Failure point
Trigger point of rejuvenation
Renewal point

Recovery

Rejuvenation

Rejuvenation

Z

Z X

0 n0

FIGURE 3.1
Con�guration of periodic rejuvenation model in discrete time.

Rejuvenation Completion of
rejuvenation

Non-regeneration point
Regeneration point

Completion of
rejuvenation

Completion of
repair

State
change

System failure Trigger of
rejuvenation

0

4

1 23

FIGURE 3.2
MRGP transition diagram.
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circles (0, 2, 3, 4) and square (1) are regeneration points and non-regeneration 
point, respectively, in the MRGP. Strictly speaking, this stochastic process 
is not a common discrete-time semi-Markov process. However, since only 
one non-regeneration point is included in the transition diagram, it can be 
reduced to an equivalent discrete-time semi-Markov process by introducing 
the convolution of discrete probability distributions [46]. 

3.3  Expected Cost Analysis

3.3.1  Formulation

In this section, we consider the expected cost per unit time in the steady 
state. We make the following two assumptions:

Assumption (A-1): >c cs p,
Assumption (A-2): µ µ>a c.

The assumption (A-1) implies that the recovery cost per unit time is greater 
than the rejuvenation cost per unit time. On the other hand, in the assump-
tion (A-2), the mean time of recovery operation is greater than the mean 
rejuvenation overhead. Under these plausible assumptions, the mean time 
length of one cycle and the expected total cost during one cycle are given by

 ∑µ µ( ) ( ) ( )( ) ( ) ( ) ( )= + +
=

−

T n F F n F F n F F na f c f

n

n

f* * * ,0 0 0 0 0

0

1

0

0

 (3.1)

 µ µ( ) ( )( ) ( ) ( )= +V n c F F n c F F ns a f p c f* * ,0 0 0 0 0  (3.2)

respectively, where ( )( )F F nf * 0  is the discrete Stieltjes convolution of ( )F nf  

and ( )F n0 , and ( ) ( )( ) ( )= −F F n F F nf f* 1 *  0 0  in general. Hence, the expected 
cost per unit time in the steady state is, from the renewal reward argument, 
given by

 ( ) ( )
( )=

  =
→∞

C n
n

n
V n
T nn

lim
E cost  occured for [0, )

.0
0

0
 (3.3)

Then the problem is to seek the optimal software rejuvenation schedule n0
* 

which minimizes ( )C n0 .
Taking the difference of ( )C n0  with respect to n0, we de�ne the following 

function:
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c c T n r n V n
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f
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( )
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( )

( ) ( ) ( )

( ) ( )

=
+ + − 

= − + −

− − +
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*

1

1 ,

0
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(3.4)

where ( )( ) ( ) ( )= −r n f f n F F nf f* * 10 0  is the discrete failure rate for the c.d.f. 
( )( )F F nf * 0 .

By checking the sign of Eq. (3.4), we can derive the following theorem to 
characterize the optimal periodic software rejuvenation policy.

Theorem 1

 1. Suppose that the failure time distribution ( )( )F F nf * 0  is strictly IFR 
(increasing failure rate), that is, the failure rate r(n) is strictly increas-
ing in n, under the assumptions (A-1) and (A-2).

 i. If ( ) <qC 0 0 and ( )∞ >qC 0, then there exists (at least one, at most 
two) optimal software rejuvenation schedule < < ∞n n (0 )0

*
0
*  sat-

isfying ( )− <q nC 1 00
*  and ( ) ≥q nC 00

* . The corresponding expected 
cost per unit time in the steady state ( )C n0

*  must satisfy

 ( ) ( ) ( )≤ < +K n C n K nC C 1 ,0
*

0
*

0
*  (3.5)

where

 
µ µ

µ µ
( )
( )( ) ( )

( )=
−

− +
K n

c c r n

r n
C

s a p c

a c 1
. (3.6)

 ii. If ( ) ≥qC 0 0, then the optimal software rejuvenation schedule 
is =n 00

* , and the minimum expected cost per unit time in the 
steady state is given by

 ( ) ( )
( )= =C

V
T

cp0
0
0

. (3.7)

 iii. If ( )∞ ≤qC 0, then the minimum expected cost per unit time in the 
steady state is given by

 
µ

µ µ µ
( ) ( )

( )∞ = ∞
∞

=
+ +

C
V
T

cs a

a f
.

0
 (3.8)
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 2. Suppose that the failure time distribution is DFR (decreasing failure 
rate), that is, ( )r n  is decreasing in n, under the assumptions (A-1) and 
(A-2). Then, the optimal software rejuvenation schedule is =n 00

*  or 
→ ∞n0

* .

Proof: Taking the difference of Eq. (3.4) yields

 
q n q n r n r n

T n c c V n

C C

s a p c a cµ µ µ µ{ }( )
{ }

( )

( ) ( ) ( ) ( )

( ) ( )

+ − = + − +

× + − − + −

1 2 1

  1 1 .

0 0 0 0

0 0

 
(3.9)

From the assumptions (A-1) and (A-2), it follows from the reduction argu-
ment that µ µ µ( ) ( ) ( )+ − − > +c c c C ns c s p a c/ 10 , so that the second term of the 
right-hand side of Eq. (3.9) must be strictly positive. If ( )( )F F nf * 0  is strictly 
IFR, then ( ) ( )+ >q n q nC C10 0 . Furthermore, if ( ) <qC 0 0 and ( )∞ >qC 0, then the 
optimal software rejuvenation schedules < < ∞n n (0 )0

*
0
*  satisfy ( )− <q nC 1 00

*  
and ( ) ≥q nC 00

* . These inequalities imply Eq. (3.5). If ( )( ) ( )≥ ∞ ≤q qC C0 0  0 , then 
( )q nC 0  is always positive (negative) and C n( )0  is an increasing (decreasing) 

function of n0. On the other hand, if ( )( )F F nf * 0 0  is DFR, then C n( )0  is a quasi-
concave function of n0, and the optimal software rejuvenation schedule is 

=n 00
*  or → ∞n0

* . Hence, the proof is completed.

3.3.2  Statistical Inference

In a fashion similar to the continuous case in [11–14], it can be shown that 
( )( )F F nf * 0  is IFR (DFR) if and only if the function ( )∅ p  is concave (convex) on 

[ ]∈p 0,1 , where

 ∑ µ µ
( )( ) ( )

∅ =
+

( ) ( )

=

−

p
F F n

n

F F p
f

f

f
*

0

*
0

0

0
1

 (3.10)

is called the discrete scaled total time on test (TTT) transform with

 { }( ) ( )( ) ( )= > −
−

F F p n F F n pf f* min : * 1,0
1

0  (3.11)

if the inverse function exists. Then we have

 ∑µ µ ( )( )+ =
=

∞

F F nf

n

f * .0

0

0  (3.12)

From a few algebraic manipulations, we obtain the following theorem to 
interpret the underlying optimization problem C nn ( )≤ < ∞min0 00  geometrically.
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Theorem 2

Obtaining the optimal software rejuvenation schedule n0
* by minimizing the 

expected cost per unit time in the steady state ( )C n0  is equivalent to obtain-
ing p p( )≤ ≤0 1* *  such as

 
α

β
( )∅ +

+≤ ≤

p
pp

C

C
max ,
0 1

 (3.13)

where

 α
µ µ

µ µ µ µ
β

µ
µ µ

( )
( )( )=

−
+ −

=
−

c c

c c
c

c c
C

c a s p

f s a p c
C

p c

s a p c
, .

0
 (3.14)

Proof: From the de�nition in Eqs. (3.10) and (3.11), it is seen that
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f

p

c

f

a c

f
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f
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min min
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max .

0
0

0 1
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0 1
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(3.15)

Hence, the proof is completed.
From Theorem 2, it is seen that the optimal software rejuvenation schedule 

( )( )=
−

n F F pf *0
*

0
1 *  is determined by calculating the optimal point p p( )≤ ≤0 1* *  

maximizing the tangent slope from the point β α( ) ( ) ( )− − ∈ −∞ × −∞C C,  , 0 , 0  to 
the curve ( )( ) [ ] [ ]∅ ∈ ×p p,  0,  1 0,  1 . This graphical interpretation will be use-
ful to estimate the optimal software rejuvenation schedule from the failure 
time data.

Next, suppose that the optimal software rejuvenation schedule has to be 
estimated from k ordered complete observations: = ≤ ≤ ≤x x x xk0 0 1 2  of the 



91Optimal Periodic Software Rejuvenation Policies

failure times from a discrete c.d.f. ( )( )F F nf * 0 , which is unknown. Then, the 
empirical distribution for this sample is given by

 F F n
i k x n x

x nf k

i i

k
( ) ( ) =

≤ <
≤







+
*

/ , for ,

1, for   .0
1

 (3.16)

The scaled TTT statistics based on this sample is de�ned by

 T T i kik i k ∅ = =/ ,    0, 1, 2, ,  , (3.17)

where

 ∑ ( )( )= − + − = =
=

−T k j x x i k Ti

j

i

j j1 ,  1, 2,  ,  ;  0.
1

1 0  (3.18)

The following theorem gives a statistically nonparametric estimation algo-
rithm for the optimal software rejuvenation schedule.

Theorem 3

Suppose that the optimal software rejuvenation schedule has to be estimated 
from k ordered complete sample = ≤ ≤ ≤x x x xk0 0 1 2  of the failure times 
from a discrete c.d.f. ( )( )F F nf * 0 , which is unknown. Then, a nonparametric 
estimator of the optimal software rejuvenation schedule n̂0

* which minimizes 
( )C n0  is given by xj*, where

 
α
β

=
∅ +

+






≤ ≤

j j
j kj n

jk Ck

C
 | max

/
,*

0
 (3.19)

with

 ∑α
α µ µ

µ
µ( )

=
+

=
=

x
k

Ck
C f

fk
fk

i

k
i,     .

0

0

 (3.20)

In fact, since the empirical distribution is strongly consistent, that is, 
( ) ( )( ) ( )→F F n F F nf k f* *0 0  as → ∞k , the resulting estimator of the optimal 
software rejuvenation schedule is expected to asymptotically converge to 
the real (but unknown) optimal solution n0

* under (A-1) and (A-2). In the 
subsequent sections, we apply the similar technique to the other optimality 
criteria.



92 Modeling Simulation Reliability Engineering

3.4  Availability Analysis

3.4.1  Formulation

Next, we analyze the steady-state system availability. The mean operative 
time during one cycle is given by

 ∑( )( ) ( )=
=

−

S n F F n
n

n

f * .0

0

1

0

0

 (3.21)

The system availability in the steady state for our periodic model is given by

 ( ) ( )
( )=A n

S n
T n

0
0

0
 (3.22)

from the renewal reward argument. Then the problem is to seek the optimal 
software rejuvenation schedule n0

* which maximizes ( )A n0 .
Taking the difference of ( )A n0  with respect to n0, we de�ne the following 

function:

 

µ µ

( )
( )

( ) ( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( )

=
+ + − 

= − + − +

q n
T n T n A n A n

F F n

T n S n S n r n

A

f

c a

1 1

*

1 .

0
0 0 0 0

0

0 0 0 0

 (3.23)

The optimal software rejuvenation schedule which maximizes the steady-
state system availability is given in the following theorem:

Theorem 4

 1. Suppose that the failure time distribution ( )( )F F nf * 0  is strictly IFR 
under the assumption (A-2).

 i. If ( )∞ <qA 0, then there exists (at least one, at most two) opti-
mal software rejuvenation schedule < < ∞n n (0 )0

*
0
*  satisfying 

( )− >q nA 1 00
*  and ( ) ≤q nA 00

* . The corresponding maximum 
steady-state system availability A n( )0

*  must satisfy

 ( ) ( ) ( )+ ≤ <K n A n K nA A1 ,0
*

0
*

0
*  (3.24)

where

 
µ µ( )( ) ( )=

+ −
K n

r n
A

a c

1
1

. (3.25)
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 ii. If ( )∞ ≥qA 0, then the optimal software rejuvenation schedule 
is → ∞n0

*  and the maximum steady-state system availability is 
given by

 
µ µ

µ µ µ
( ) ( )

( )∞ = ∞
∞

=
+

+ +
A

S
T

f

f a
.0

0
 (3.26)

 2. Suppose that the failure time distribution is DFR under the assump-
tion (A-2). Then, the steady-state system availability ( )A n0  is a 
quasi-convex function of n0, and the optimal software rejuvenation 
schedule is → ∞n0

* .

3.4.2  Statistical Inference

Similar to the expected cost case, we obtain the following theorem by using 
the discrete scaled TTT transform:

Theorem 5

Obtaining the optimal software rejuvenation schedule n0
* by maximizing the 

steady-state system availability ( )A n0  is equivalent to obtaining ( )≤ ≤p p  0 1* *  
such as

 
β

( )∅
+≤ ≤

p
pp A

max ,
0 1

 (3.27)

where

 β µ
µ µ

=
−A

c

a c
. (3.28)

By calculating the optimal point p p( )≤ ≤0 1* * , by maximizing the tangent 
slope from the point β( )− A , 0  to the curve ( )( )∅p p,  , we can determine the 
optimal software rejuvenation schedule n0

* which maximizes the steady-state 
system availability on the graph.

Theorem 6

A nonparametric estimate of the optimal software rejuvenation schedule n̂0
* 

which maximizes ( )A n0  is given by xj*, where

 
β

=
∅

+






≤ ≤

j j
j kj n

jk

A
 | max

/
.*

0
 (3.29)

Note that βA is independent of k.
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3.5  Cost-Effectiveness Analysis

3.5.1  Formulation

Cost-effectiveness is de�ned by combining the expected cost per unit time in 
the steady state and the steady-state system availability. For analysis of cost-
effectiveness, we make the following assumption:

Assumption (A-3): µ µ>c cs a p c.

We de�ne the cost-effectiveness in the steady state as

 E n
n

n
S n
V nn

( ) ( )
( )

( )
( )=

 
 

=
→∞

E

E
lim

operating time on  0, 
cost incurred on  0, 

.0
0

0
 (3.30)

The software rejuvenation schedule n0
* which maximizes ( )E n0  becomes the 

optimal solution by taking account of both cost component and reliability 
component simultaneously.

Taking the difference of ( )E n0  with respect to n0, we de�ne the following 
function:

 

µ µ( )

( ) ( ) ( ) ( ) ( )
( )

( ) ( ) ( )

=
+ + − 

= − − +

q n
V n V n E n E n

F F n

V n c c S n r n

E
f

s a p c

1 1
( * )

1 .

0
0 0 0 0

0 0

0 0 0

 

(3.31)

The optimal software rejuvenation schedule which maximizes the cost-
effectiveness is given in the following theorem:

Theorem 7

 1. Suppose that the failure time distribution ( )( )F F nf * 0  is strictly IFR 
under the assumption (A-3).

 i. If ( )∞ <qE 0, then there exists (at least one, at most two) opti-
mal software rejuvenation schedule < < ∞n n (0 )0

*
0
*  satisfying 

( )− >q nE 1 00
*  and ( ) ≤q nE 00

* . The corresponding maximum cost-
effectiveness ( )E n0

*  is given by

 ( ) ( ) ( )+ ≤ <K n E n K nE E1 ,0
*

0
*

0
*  (3.32)

where

 
µ µ( )( ) ( )

=
−

K n
c c r n

E
s a p c

1
. (3.33)
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 ii. If ( )∞ ≥qE 0, then the optimal software rejuvenation schedule is 
→ ∞n0

* , and the maximum cost-effectiveness is given by

 
µ µ

µ
( ) ( )

( )∞ = ∞
∞

=
+

E
S
T c

f

s a
.0  (3.34)

 2. Suppose that the failure time distribution is DFR under the assump-
tion (A-3). Then, the cost-effectiveness ( )E n0  is a quasi-convex func-
tion of n0, and the optimal software rejuvenation schedule is → ∞n0

* .

3.5.2  Statistical Inference

From the similarity to the results in Theorems 2 and 5, we obtain the follow-
ing theorem by using the scaled TTT transform and the scaled TTT statistics:

Theorem 8

Obtaining the optimal software rejuvenation schedule n0
* maximizing the 

cost-effectiveness ( )E n0  is equivalent to obtaining ( )≤ ≤p p  0 1* *  such as

 
β

( )∅
+≤ ≤

p
pp E

max ,
0 1

 (3.35)

where

 β
µ

µ µ
=

−
c

c c
E

p c

s a p c
. (3.36)

Theorem 9

A nonparametric estimate of the optimal software rejuvenation schedule n̂0
* 

which maximizes ( )E n0  is given by xj*, where

 
β

=
∅

+






≤ ≤

j j
j kj n

jk

E
 | max

/
.*

0
 (3.37)

3.6  Expected Total Discounted Cost Analysis

3.6.1  Formulation

As the fourth optimality criterion, we introduce the expected total dis-
counted cost over an in�nite time horizon to take account of the effect of 
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present value of cost function. Let γ ( )∈ 0, 1  be a discount rate which denotes 
an interest rate in discrete time. To analyze the expected total discounted 
cost, we make the following assumptions:

Assumption (A-4): ∑ ∑γ γ( ) ( )>
=

∞

=

∞
f y f sy

a
y

s
c

s0 0
,

Assumption (A-5): ∑∑ ∑∑γ γ( ) ( )>
==

∞

==

∞
c f y c f ss

k
a p

k

y

y

k
c

k

s

s00 00
.

The assumption (A-4) implies that the probability generating function of 
recovery operation time is greater than that of software rejuvenation over-
head. On the other hand, the assumption (A-5) is somewhat technical but 
needed to show the existence of the optimal policy.

The discounted unit cost for one cycle and the expected total discounted 
cost for one cycle are given by

 ∑∑ ∑ ∑δ γ γ( ) ( )( )( ) ( ) ( ) ( )= +
=

∞

=

+

=

∞

= +

∞
+n f f x f y f f x f s

y x

n
x y

f a

s x n

n s
f c* * ,0

0 0

0

0 1

0

0

0

0   
  

(3.38)

 

V n c f f x f y

c f f x f s

s

y x

n

k

y

k x
f a

p

s x n k

s
k n

f c

∑∑∑

∑ ∑ ∑

γ

γ

( )

( )

( )( ) ( )

( ) ( )

=

+

γ

=

∞

= =

+

=

∞

= +

∞

=

+

*

   * ,

0

0 0 1

0

0 1 1

0

0

0

0

 

(3.39)

respectively. Hence, the expected total discounted cost over an in�nite time 
horizon is given by

 ∑ δ
δ

( ) ( ) ( ) ( )
( )= =γ

γ

=

∞

TC n V n n
V n

n
k

k .0

0

0 0
0

0
 (3.40)

Taking the difference of ( )TC n0  with respect to n0, we de�ne the following 
function:

 
δ δ

γ ( )( ) ( ) ( ) ( ) ( )
( )

=
+ − +

γ
γ γ

+
q n

n V n n V n

F F nn
f

1 1

*
.0

0 0 0 0

1
0 0

0
 (3.41)

From Eq. (3.41), we can get the following theorems:
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Theorem 10

 1. Suppose that the failure time distribution ( )( )F F nf * 0  is strictly IFR 
under the assumptions (A-4) and (A-5).

 i. If ( ) <γq 0 0 and ( )∞ >γq 0, then there exists (at least one, at most 
two) optimal software rejuvenation schedule < < ∞n n (0 )0

*
0
*  satis-

fying ( )− <γq n 1 00
*  and ( ) ≥γq n 00

* . The corresponding minimum 
expected total discounted cost over an in�nite time horizon 
TC n( )0

*  is given by

 ( ) ( ) ( )+ ≤ <γ γK n TC n K n1 ,0
*

0
*

0
*  (3.42)

where

 
∑∑ ∑∑

∑ ∑ ∑

γ γ
γ

γ γ
γ

γ

( )

( )
( )

( ) ( ) ( )

( ) ( )
=

− − +








− + −






γ
=

∞

= =

∞

=

=

∞

=

∞

=

∞K n

c f y r n c f s r n

f s f y f s

s

y k

y

k
a p

s k

s
k

c

s

s
c

y

y
a

s

s
c

1
1

1
1

.0 1 0 1

0 0 0

 (3.43)

 ii. If ( ) ≥γq 0 0, then the optimal software rejuvenation schedule is 
=n 00

*  and the minimum expected total discounted cost over an 
in�nite time horizon is given by

 
∑ ∑

∑δ

γ

γ
( ) ( )

( )
( )

( )
= =

−

γ =

∞

=

=

∞TC
V c f s

f s

p
s k

s
k

c

s

s
c

0
0
0 1

.0 1

0

 (3.44)

 iii. If ( )∞ ≤γq 0, then the optimal software rejuvenation schedule is 
→ ∞n0

*  and the minimum expected total discounted cost over an 
in�nite time horizon is given by

 
∑ ∑ ∑

∑ ∑δ

γ

γ

( )
( )

( )
( )

( ) ( )
( )

( )

( )
∞ =

∞
∞

=
−

γ =

∞

= =

+

=

∞

=

∞
+

TC
V c f f x f y

f f x f y

s
y x

n

k

y
k x

f a

y x

x y
f a

*

1 *
.0 0 1

0

0 0
0

0

 (3.45)

 2. Suppose that the failure time distribution is DFR under the assump-
tions (A-4) and (A-5). Then, the expected total discounted cost over 
an in�nite time horizon TC(n0) is a quasi-concave function of n0, and 
the optimal software rejuvenation schedule is → ∞n0

* .
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3.6.2  Statistical Inference

For the expected total discounted cost, we de�ne the following discrete mod-
i�ed scaled TTT transform:

 ∑τ
γ ( )( ) ( )∅ =γ

γ

( )

=

−

p F F s
n

G p

x
f

1
* ,

0

0

1

 (3.46)

where

 γ{ }( )( ) ( )= − > −−G p n F F n pn
fmin : 1 * 1,1

0 0 0
0  (3.47)

if the inverse function exists. Then it holds that

 ∑τ γ ( )( )=γ

=

∞

F F x
x

x
f * .

0

0  (3.48)

Theorem 11

Obtaining the optimal software rejuvenation schedule n0
* by minimizing the 

expected total discounted cost over an in�nite time horizon ( )TC n0  is equiv-
alent to obtaining p p( )≤ ≤0 1* *  such as

 
α

β
( )∅ +
+

γ γ

γ≤ ≤

p
pp

max ,
0 1

 (3.49)

where

 α
γ τ

β( )
( )

( )
( )=

− − −
− −

=
−

−γ γ
a d b c

ad bc
a

ad bcy

1 1
1

,  1, (3.50)

 ∑∑ ∑∑γ γ( ) ( )= =
=

∞

= =

∞

=

a c f y b c f ss

y k

y

k
a p

s k

s
k

c,  ,
0 1 0 1

 (3.51)

 ∑ ∑γ γ( ) ( )= =
=

∞

=

∞

c f y d f s
y

y
a

s

s
c, .

0 0

 (3.52)

From this result, we can determine the optimal software rejuvenation sched-
ule n0

* which minimizes the expected total discounted cost over an in�nite 
time horizon by calculating the optimal point p p( )≤ ≤0 1* *  maximizing 
the tangent slope from the point β α( ) ( ) ( )− − ∈ −∞ × −∞γ γ,  , 0 , 0  to the curve 
( )( ) [ ] [ ]∅ ∈ ×p p,  0,  1 0,  1 .



99Optimal Periodic Software Rejuvenation Policies

Next, we consider the statistically nonparametric estimation algorithm 
from k ordered complete samples. The modi�ed empirical distribution for 
this sample is given by

 F F n
i k x n x

x n
f k

x
i i

k

iγ( ) ( )( ) =
− − ≤ <

≤






γ

+
*

1 1 / ,  for  ,

1,   for  .
0

1
 (3.53)

Then the numerical counterpart of the discrete modi�ed TTT transform in 
Eq. (3.46) based on this sample, is de�ned by

 T T i kik i k ∅ = =γ γ γ/ ,    0, 1, 2,  ,  , (3.54)

where

 ∑ γ
γ

γ( )( )( )=
−







− + − − = =γ γ

=

−T k j x x i k Ti

j

i

j j
xj

1
1 1 ,   1, 2,  ,  ;   0.

1

1 0  (3.55)

From Eqs. (3.54) and (3.55), we derive the following theorem:

Theorem 12

Suppose that the optimal software rejuvenation schedule has to be estimated 
from k ordered complete sample = ≤ ≤ ≤x x x xk0 0 1 2  of the failure times 
from a discrete c.d.f. ( )( )F F nf * 0 , which is unknown. Then, a nonparametric 
estimator of the optimal software rejuvenation schedule n̂0

* which minimizes 
( )TC n0  is given by xj*, where

 
α

γ β( )=
∅ +

− − +











γ γ

γ≤ ≤
j j

j kj k

jk k
xj

 | max
1 1 /

,*

0
 (3.56)

where

 ∑α α τ
τ

τ γ ( )( )= = − −γ
γ γ

γ
γ

=

+i k x xk
k

k

i

k
x

i i
i,     1 / .

0

1  (3.57)

3.7  Numerical Examples

In this section, we present some examples to determine numerically the opti-
mal software rejuvenation schedules. Suppose that the time to failure distri-
bution of X is given by the negative binomial distribution with p.m.f.:
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 f x x
r

q qf
r x r( )( ) = −

−






− −1
1

1 , (3.58)

and the degradation time Z obeys the geometrical distribution with p.m.f.:

 ξ ξ( )( ) = −f x
x

1 ,0  (3.59)

where ( )∈q 0, 1 , ξ ( )∈ 0, 1  and =r 1, 2,  is the natural number. In the 
remaining part of this section, we assume that ( ) ( )=r q,  10, 0.3 , ξ = 0.3, 

= ×  cs 5.0 10 $/day , = ×  cp 4.0 10 $/day , µ =a 5.0, and µ =c 2.0.

3.7.1  Case of Expected Cost

The left-hand side of Figure 3.3 illustrates the determination of the optimal 
software rejuvenation schedule on the two-dimensional graph under the 
expected cost per unit time. Since =p 0.0742365*  has the maximum slope from 

β α( ) ( )− − = − −C C,  0.470558,  0.164926  in Figure 3.3, the optimal software reju-
venation schedule is given by ( ) ( )= =

−
n F Ff * 0.0742365 240

*
0

1
. Then, the cor-

responding expected cost per unit time in the steady state is C(24) = 3.69544.
The right-hand side of Figure 3.3 shows the estimation result of the optimal 

software rejuvenation schedule under the expected cost per unit time, where 
the failure time data are generated from the negative binomial distribution 
in Eq. (3.58) and the geometric distribution in Eq. (3.59). For 200 simulation 
data, the estimates of the optimal rejuvenation schedule and the minimum 
expected cost are given by = =n xˆ 220

*
8  and ( ) =C n̂ 3.583490

* , respectively.
Figure 3.4 illustrates the asymptotic behavior of estimates of the optimal 

software rejuvenation schedule and its minimum expected cost per unit 
time. In this �gure, estimates of n0

* and ( )C n̂0
*  are calculated in accordance 

with the estimation algorithm given in Theorem 3, where the horizon-
tal lines denote the real optimal solutions. From Figure 3.4, it is seen that 

0.640393 0.611003

0.0742365
–0.0164926–0.470588

0 0
1 1

11

–0.470588 –0.0164266
p 0.035 j/k

φ(p) φjk

FIGURE 3.3
Determination and estimation of the optimal software rejuvenation schedule under expected 
cost per unit time.
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the optimal software rejuvenation schedule and the expected cost per unit 
time can be estimated accurately from around k = 25. These observations 
enable us to use the nonparametric algorithm proposed here for precisely 
estimating the optimal software rejuvenation schedules and their associated 
expected costs per unit time, under the incomplete knowledge of the failure 
time distribution. 

3.7.2  Case of System Availability

The left-hand side of Figure 3.5 presents the determination of the opti-
mal software rejuvenation schedule on the two-dimensional graph under 
the availability criterion. Since =p 0.125921*  has the maximum slope from 

β( ) ( )− = −A , 0 0.666667, 0  in Figure 3.5, the optimal software rejuvenation 
schedule is ( ) ( )= =

−
n F Ff * 0.125921 260

*
0

1
. Then, the corresponding steady-

state system availability is A(26) = 0.91215.
The right-hand side of Figure 3.5 illustrates the estimation result of the 

optimal software rejuvenation schedule, where the failure time data are gen-
erated from the negative binomial distribution in Eq. (3.58). For 200 pseudo 

24

0
50 100

0

3.69544

50 100
k k

(n0)*n0
* C

FIGURE 3.4
Asymptotic behavior of estimates of the optimal software rejuvenation schedule and its mini-
mum expected cost per unit time.

0.691645

–0.666667 0.125291 1

11

–0.666667 0.09 1

0.701297

00 j/kp

φ(p) φjk

FIGURE 3.5
Determination and estimation of the optimal software rejuvenation schedule under steady-
state system availability.
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random numbers, the estimates of the optimal rejuvenation schedule and its 
maximum system availability are given by = =n xˆ 260

*
19  and ( ) =A n̂ 0.9187980

* , 
respectively.

Figure 3.6 shows the asymptotic behavior of estimates of the optimal soft-
ware rejuvenation schedule and its maximum system availability. In the �g-
ure, estimates of n0

* and ( )A n̂0
*  are calculated from the estimation algorithm 

given in Theorem 6, where the horizontal lines in the �gure denote the real 
optimal solutions. From Figure 3.6, it is seen that the optimal software reju-
venation schedule and its associated system availability can be estimated 
accurately around k = 20, respectively. 

3.7.3  Case of Cost-Effectiveness

The left-hand side of Figure 3.7 illustrates the determination of the opti-
mal software rejuvenation schedule on the two-dimensional graph under 
the cost-effectiveness criterion. Since =p 0.0742365*  has the maximum 
slope from β( ) ( )− = −E , 0 0.470588, 0  in Figure 3.7, the optimal software 

n0
^ * (n0)^ *

26

0
50 100

k

k
50

0
100

0.91215

A

FIGURE 3.6
Asymptotic behavior of estimates of the optimal software rejuvenation schedule and its maxi-
mum system availability.

1 1

0.640393
0.67375

0 0
–0.470588 0.0742365 1 –0.470588 0.08 1

j/kp

φjkφ(p)

FIGURE 3.7
Determination and estimation of the optimal software rejuvenation schedule under 
cost-effectiveness.
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rejuvenation schedule is ( ) ( )= =
−

n F Ff * 0.0742365 240
*

0
1

, and the correspond-
ing cost-effectiveness is ( ) =E 24 0.246606.

The right-hand side of Figure 3.7 shows the estimation results of the opti-
mal software rejuvenation schedule. For 200 simulation data, the estimates of 
the optimal rejuvenation schedule and the maximum cost-effectiveness are 
given by = =n xˆ 250

*
17  and ( ) =E n̂ 0.2642090

* , respectively.
Figure 3.8 illustrates the asymptotic behavior of estimates of the optimal 

software rejuvenation schedule and its maximum cost-effectiveness. In the 
�gure, the estimates of n0

* and ( )E n̂0
*  are calculated in accordance with the 

estimation algorithm given in Theorem 9. From Figure 3.8, it is seen that 
the optimal software rejuvenation schedule and the cost-effectiveness can be 
estimated accurately from around k = 20. 

3.7.4  Case of Expected Total Discounted Cost

In the expected total discounted cost case, we assume that (r, q = 12, 0.5), 

γ = 0.5, = ×  cs 5.0 10 $/day , = ×  cp 3.0 10 $/day , ∑ γ ( ) =
=

∞
f yy

a
y

0.3
0

, 

∑ γ ( ) =
=

∞
f ss
c

s
0.8,

0
 and γ = 0.97.

The left-hand side of Figure 3.9 shows the determination of the optimal 
software rejuvenation schedule on the two-dimensional graph in the case of 
expected total discounted cost. Since =p 0.400808*  has the maximum slope 
from β α( ) ( )− − = − −γ γ,   0.335878,   0.202587  in Figure 3.9, the optimal software 
rejuvenation schedule is ( )= =−n G 0.400808 170

* 1  in Eq. (3.49). Then, the cor-
responding expected total discounted cost over an in�nite time horizon is 
given by TC(17) = 258.939.

The right-hand side of Figure 3.9 presents the estimation results of the 
optimal software rejuvenation schedule. For 200 simulation data, the esti-
mates of the optimal rejuvenation schedule and its minimum expected total 
discounted cost are = =n xˆ 200

*
9  and ( ) =TC n̂ 270.5220

* , respectively.
Figure 3.10 illustrates the asymptotic behavior of estimates of the optimal 

software rejuvenation schedule and its minimum expected total discounted 

n0
^ * (n0)^ *

24

0
50 100 50 100

k k

0.246606

0

E

FIGURE 3.8
Asymptotic behavior of estimates of the optimal software rejuvenation schedule and its maxi-
mum cost-effectiveness.
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cost. In the �gure, the estimates of n0
* and ( )TC n̂0

*  are calculated using 
Theorem 12. From Figure 3.10, it is seen that the optimal software rejuvena-
tion schedule and the expected total discounted cost can be estimated accu-
rately in rather early phase, respectively. 

3.8  Conclusions

In this chapter, we have summarized optimal periodic software rejuvenation 
policies in discrete time and their statistical inference approach under the 
incomplete knowledge of failure time distribution. The key idea is to apply the 
discrete scaled TTT transform and its numerical counterpart. In this context, 
the results for expected cost per unit time in the steady state were presented 
in [46], but the other results for the system availability, cost-effectiveness, and 
the expected total discounted cost have not been known yet.

γ
1

0 1 0 1
1–

0.730675

–0.335878

–0.202587
0.400808

–0.335878

0.700173

1

–0.167792
0.499709

γxj(1–j/k)

φγjkφ

p

(p)

FIGURE 3.9
Determination and estimation of the optimal software rejuvenation schedule under expected 
total discounted cost.

(n0)^ *n0
^ *

17

0
50 100

k k

258.939

0
50 100

TC

FIGURE 3.10
Asymptotic behavior of estimates of the optimal software rejuvenation schedule and its mini-
mum expected total discounted cost.
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In the future, we will consider the discrete models for NPI of software reju-
venation schedule in a similar approach to the references [24–26].
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4
Potential Applications of Multivariate 
Analysis for Modeling the Reliability of 
Repairable Systems—Examples Tested

Miguel Angel Navas, Carlos Sancho, and Jose Carpio
Spanish National Distance Education University

4.1  Introduction: Background and Driving Forces

In the last few decades, the scienti�c community has developed various 
statistical methodologies for analysis and modeling of the reliability of 
repairable systems. The most widely used and accepted methods have been 
collected by the International Electrotechnical Commission (IEC) in its TC56 
technical committee “Dependability,” which has published standards for the 
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European region, taking into account military manuals (MIL-HDBK) issued 
by the Department of Defense of the United States of America.

The applicable statistical methods and analysis procedures are included 
in IEC 60300-3-5 (2001). The failure intensity z(t) of a repairable item can be 
 estimated using the successive time between failures (TBF), by means of a sto-
chastic process (SP). If TBF shows no trend and is distributed exponentially, 
z(t) is constant, and in this case it can be modeled by a homogenous Poisson 
process (HPP). In cases where there is a trend in z(t), a nonhomogeneous 
Poisson process (NHPP) can be applied, through a power-law process (PLP).

The IEC 60605-6 developed procedures to determine whether or not a 
trend in z(t) exists using the U statistic, both for a repairable system and for 
identical items of repairable systems. If there is no trend in z(t), the point 
 estimation of parameters and con�dence intervals is performed with the 
standard IEC 60605-4. If there is a trend in z(t), the parameters of the PLP 
model are estimated using the IEC 61710 standard.

Here, the methodology proposed by the IEC is applied to electric traction 
systems in three series of trains and one series of escalators, from which 
operating data were available for a period of more than 10 years. Tests of the 
electric traction systems of the 5000-4th series of trains are presented, and a 
complementary multivariate analysis is then proposed to characterize the 
z(t) obtained and analyze the in�uence of recurrent failures.

4.2  Study of the Reliability of the System 
with Methods of IEC Standards

As already mentioned, in the statistical methods developed in the IEC 
 standards, the z(t) of the repairable systems can be estimated using an SP. 
If there is no trend, IEC standards assume that the failures are distributed 
exponentially and that the number of failures per unit time can be modeled 
by HPP “perfect repair” (same as new), in which case z(t) is constant. For cases 
where there is a trend in z(t), NHPP “minimal repair” (same as old) is applied, 
with modeling using PLP. This method that is most widely used in the indus-
try and has also been adopted by the IEC was developed by Crow (1975).

The IEC standards do not support renewal process (RP) modeling of 
 “perfect repair” when there is no trend in z(t) and the TBF is not distributed 
exponentially. The nonexistence of a contrasted trend using the statistic U 
does not guarantee that the TBF will be distributed exponentially. Nor do 
they envisage modeling with an alternative NHPP for PLP, for which numer-
ous contributions have been published for the improvement of PLP (Attardi 
and Pulcini, 2005; Bettini et al., 2007).

The procedures to be used in a railway company should preferably be 
 standardized by independent international bodies, in order to be able to 
demonstrate objectively the safety of their maintenance processes; see 



111Potential Applications of Multivariate Analysis

EN 50126-1 (1999) for the speci�cation and demonstration of reliability, 
 availability, maintainability, and security (RAMS).

The recommendations of IEC 60300-3-1 (2003) for the selection of analysis 
techniques and IEC 61703 (2001) for the use of mathematical expressions are 
also used here. The investigation was carried out in four underground rail-
way repairable systems:

 a. The electric traction system of 36 trains of the 5000-4th series
 b. The electric traction system of 88 trains of the 2000-B series
 c. The electric traction system of 23 trains of the 8000 series
 d. The system of 40 escalators of the TNE model

The traction systems of the trains are composed of repairable items. In the 
case of failure of an item, for example, a traction motor, the item is removed 
for repair and once repaired is reassembled on a train. The traction systems 
are predominantly electric and electronic.

The repairs performed on these systems usually involve the exchange of a 
damaged component with another, with the assumption that this repair will 
restore the system to its initial operating state, that is, a “perfect repair.” RP 
models (including the HPP) are most suitable for a priori use to model reli-
ability (Figure 4.1).

The results of tests on the electric traction systems of the 5000-4th series 
trains are presented in this chapter (note that the results and conclusions of the 
same tests carried out on the other three repairable systems were very similar).

The previous studies on the reliability of repairable railway systems using 
alternative models to SPs include the work of Anderson and Peters (1993) 
in locomotives; Yongqin and Xishi (1996) in an automatic train protection 
(ATP) system; Bozzo et al. (2003), Sagareli (2004), and Chen et al. (2007) in AC 
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FIGURE 4.1
Repair blocks of an electric traction system.
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traction systems. For studies using SP models, see the work of Panja and Ray 
(2007) on signaling and Luo et al. (2010) on brake control.

For electric traction systems, distance in kilometers (km) can be used as a 
variable instead of time (t) for reliability studies, since the full operation of 
traction systems depends on the train having traveled some distance, not 
on the passage of time itself. For example, Anderson and Peters (1993) used 
kilometers in their study, as traction systems are subjected to wear and tear 
by the mileage covered.

In the traction systems of 36 trains of the 5000-4th series studied, the records 
of failures corresponded to the period 1993–2008, that is, 16 years of commer-
cial use. The mileage accumulated for each train exceeded 1,500,000 km. The 
total number of failures recorded during the study period was 3,112 (Table 4.1).

There is an important and detailed database existing in the railway com-
pany, which ensures that the results obtained in the statistical analyses have 
a high degree of integrity.

In this study, �rst we attempt to model the reliability of the traction sys-
tems of the trains, by means of the estimation of parameters for multiple 
items, using a single estimation to explain the behavior of the failures of the 
totality of each system. If this approach fails, the analysis is performed item 
by item, that is, for each train independently, in order to model the reliability 
obtained in each train in concrete terms, as recommended by IEC standards. 
This procedure was also described by Rigdon and Basu (2000).

TABLE 4.1

Summary of Failure Data of Traction Items in 5000-4th Trains

Train Total Kilometers Total Failures Train Total Kilometers Total Failures

1 1,558,028 95 19 1,573,678 69
2 1,596,175 97 20 1,587,731 67
3 1,603,409 121 21 1,651,900 75
4 1,633,340 77 22 1,601,105 84
5 1,610,401 107 23 1,594,275 88
6 1,682,072 103 24 1,547,130 60
7 1,672,608 84 25 1,596,740 78
8 1,630,363 99 26 1,491,402 90
9 1,593,031 73 27 1,615,831 100
10 1,643,983 126 28 1,621,377 62
11 1,637,886 118 29 1,574,576 72
12 1,626,085 73 30 1,551,079 100
13 1,653,920 111 31 1,557,868 68
14 1,634,162 67 32 1,529,434 66
15 1,631,779 92 33 1,572,606 79
16 1,647,438 96 34 1,568,278 80
17 1,682,277 64 35 1,574,030 85
18 1,589,800 79 36 1,622,617 107
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The U-test for multiple items is then applied under IEC 60605-6 (2007) in 
Section 7.3. With ri the total number of failures to consider from the ith item, 
Ti

* the total time (or km) of the test for the ith item, Tij the time (or km) accu-
mulated at the jth failure of the ith item, and k the total number of items:
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The U statistic (Laplace test) is distributed approximately, according to a 
 distribution typi�ed by average 0 and deviation 1. The U statistic can be used 
to test whether there is evidence of positive or negative growth of reliability, 
independent of its pattern of growth.

A bilateral test for positive or negative growth with signi�cance level α 
has critical values u1−α/2 and −u1−α/2, where u1−α/2 is the (1−α/2)100% percentile 
of the typical normal distribution. If −u1−α/2 < U < u1−α/2, then there is no evi-
dence of positive or negative growth of the reliability to a signi�cance level α. 
In this case, the hypothesis of an exponential distribution of times between 
successive failures of the HPP is accepted with signi�cance level α. The 
 critical values u1−α/2 and −u1−α/2 correspond to a unilateral test for positive 
or negative growth, respectively, with signi�cance level α/2. For the signi�-
cance levels required, there is a choice of critical values from the appropriate 
table of percentiles for the typical normal distribution, which in this case is 
1.64. From Table 4.2, it can be seen that the traction systems of the 5000-4th 
trains had a trend of high failure growth, according to the general behavior 
of the electromechanical systems.

Sections 7.2.2 and 7.3.1.1 of IEC 61710 (2013) on multiple items use the 
 following formula for iterative estimation of β̂:

 ˆ ln

ln

0
1

1

1

∑
∑

∑β
+ − =

β

β=

=

=

N
t

N T T

T
i

i

N j j

j

k

j

j

k  (4.2)

where N is the total number of failures accumulated in the test, k is the total 
number of items, ti is the time (or km) to the ith failure (i = 1, 2, …, N), and Tj 
is the total time (or km) of observation for item j = 1, 2, …, k. Then, λ̂ can be 
calculated as follows:
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The model obtained is for the expected accumulated number of failures 
up to time t:

 ( ) .λ[ ] = βE N t t  (4.4)

Iterative calculation of β̂, followed by calculation of λ̂, gives the results shown 
in Table 4.3.

The goodness-of-�t test given in IEC 61710 (2013) is the Cramér–von Mises 
statistic C2, with M = N and T = T* for testing completed based on time, and 
M = N − 1 and T = TN for tests completed to failure:
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A critical value of C2
0.90(M) is selected, with a level of signi�cance of 10% of 

the tabulated value. If C2 exceeds the critical value C2
0.90(M), C2 > C2

0.90(M), 
then the hypothesis that the PLP model �ts the test data must be rejected. 
When applying the PLP model for multiple items, as described in its Sections 
7.2.2 and 7.3.1.1 of the IEC 61710 (2013), the model hypothesis is rejected. As 
shown in Table 4.4, the PLP model was rejected in the test system, owing to 
the dispersion of failure data of the traction systems of each train.

Then the models are applied to each of the 36 items, in accordance with the 
provisions of IEC standards. The following formula from Section 7.2 of IEC 
60605-6 (2007) is used (Laplace test):
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TABLE 4.2

Results of the Trend Test U for the Set of Items in the System

System U Ucritical Trend

Traction 5000-4th 16.88 1.64 Very growing

TABLE 4.3

Results of System Parameter Estimation with the PLP Model

System β λ Trend

Traction 5000-4th 1.235 1.87 E−06 Very growing

TABLE 4.4

Results of Goodness-of-�t Test of the System with the PLP Model

System C2 C2
0,90(M) PLP Model

Traction 5000-4th 2.108 0.173 Rejected
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where r is the total number of failures to be considered, T* is the total time 
(or km) of testing, and Ti is the time (or km) accumulated at the ith failure. 
The results obtained are summarized in Table 4.5. For each traction system of 
the 5000-4th trains, the trend was an increasing number of failures, although 
some items did not present a trend.

TABLE 4.5

Summary of test results of trend U for each item in the system

Train U Ucritical Trend

1 3.28 1.64 Growing
2 0.17 1.64 Without trend
3 4.09 1.64 Growing
4 0.77 1.64 Without trend
5 4.02 1.64 Growing
6 3.53 1.64 Growing
7 2.48 1.64 Growing
8 3.27 1.64 Growing
9 −0.48 1.64 Without trend
10 8.19 1.64 Growing
11 4.73 1.64 Growing
12 4.02 1.64 Growing
13 5.75 1.64 Growing
14 1.84 1.64 Growing
15 6.27 1.64 Growing
16 1.50 1.64 Without trend
17 2.20 1.64 Growing
18 5.63 1.64 Growing
19 1.54 1.64 Without trend
20 −1.26 1.64 Without trend
21 −0.57 1.64 Without trend
22 2.75 1.64 Growing
23 2.06 1.64 Growing
24 2.19 1.64 Growing
25 4.68 1.64 Growing
26 3.60 1.64 Growing
27 1.79 1.64 Growing
28 3.20 1.64 Growing
29 1.60 1.64 Without trend
30 0.79 1.64 Without trend
31 2.88 1.64 Growing
32 1.72 1.64 Growing
33 3.21 1.64 Growing
34 2.81 1.64 Growing
35 0.93 1.64 Without trend
36 2.90 1.64 Growing
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For each of the ten items without a trend of failure, the λ constant was 
estimated using the HPP model proposed in the standard IEC 60605-4 
(2001), Section 5.1 (see Table 4.6). For tests completed by time (or distance) 
and repairable items:

 ˆ ˆ
*λ ==Z

r
T

 (4.7)

where r is the total number of failures to be considered in the test, and T* is 
the total time (or km) of testing completed at failure. It should be noted that 
the high degree of dispersion of the constant z (km) obtained between the 
system items represents unexpected results in traction systems, trains, and 
operational contexts that are in theory equal.

Finally, the PLP model was applied to each of the 26 items with a trend of 
failures, according to IEC 61710 (2013), Sections 7.2.1 and 7.3.1.1:
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where T* is the total time (or km) of testing and tj is the accumulated time (or 
km) to the jth failure. Then, unbiased estimates were calculated for β̂ and λ̂ 
for the completed test as follows:
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 ˆ
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where N is the total number of accumulated failures in the test, and k is the 
total number of items in the test. It is necessary to carry out a goodness-of-�t 

TABLE 4.6

Estimation of λ Constant of Items of Each 
Traction System of 5000-4th Trains

Train λ

2 6.08 E−05

4 4.71 E−05

9 4.58 E−05

16 5.83 E−05

19 4.38 E−05

20 4.22 E−05

21 4.54 E−05

29 4.57 E−05

30 6.45 E−05

35 5.40 E−05
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test in order to check whether the model of reliability for each item prop-
erly �ts the operating data, according to Section 7.3.1.1 of IEC 61710 (2013). 
The  statistic C2 must be calculated with M = N and T = T* for testing based 
on time (or km):
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A critical value of C2
0.90(M) is selected, with a level of signi�cance of 10% of 

the tabulated value. If C2 exceeds the critical value C2
0.90(M), C2 > C2

0.90(M), 
then the hypothesis that the PLP model �ts the test data must be rejected.

The model obtained is for the expected accumulated number of failures 
up to time t:

 ( ) λ[ ] = βE N t t  (4.12)

and for failure intensity:

 ( ) ( ) .1λβ[ ]= = β −z t
d
dt

E N t t  (4.13)

A summary of the results is presented in Table 4.7.

• The 23 items with a trend of failures could not be modeled using 
PLP. The PLP model for items with a failure trend generally fails 
because the TBF does not have an exponential distribution. The fol-
lowing sections will analyze the potential causes of TBF not having 
an exponential distribution.

• For three items with a trend of failures, the model was accepted by a 
NHPP with the PLP model.

• The standard does not collect an NHPP model alternative to PLP for 
the 23 items with a rejected model. The high rates of models rejected 
in previous studies have led to the development of multiple models 
that respond adequately to the results in operation, such as complex 
SP models and others; see Ruggeri (2006) and Weckman et al. (2001) 
for examples applied to transport �eets.

4.3  The Complex Nature of Failures

Reliability differences in identical systems operating in equal operating con-
texts were found in the 36 traction systems of 5000-4th trains, which had 
reliabilities with different increasing or constant trends.
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Initially, the analysis focused on the search for patterns in the TBF of the 
systems, observing a generalized trend in which several consecutive failures 
accumulate during short temporal periods, preceded and followed by long 
periods without accumulated failures. This phenomenon, termed “recur-
rent failures,” is well known to those responsible for maintaining repairable 
 systems; see examples in Hatton (1999) and Karanikas (2013).

Subjectively, there is a perception that a series of complex repairable 
 systems (e.g., automobiles) manufactured identically have different reliabili-
ties in practical use. In some cases, studies have corroborated this subjective 
perception with data showing such disparate values in operation. Indeed, 
it is usually observed that each item in a set of complex repairable systems 
does not behave as predicted by a simple reliability model (HPP, NHPP, 

TABLE 4.7

Estimation of β and λ of the PLP Model of Each Traction System of 5000-4th Trains

Train λ β C2
0,90 (M) C2

PLP 
Model

1 4.83 E−07 1.34 0.173 0.403 Rejected
3 1.03 E−06 1.30 0.173 0.872 Rejected
5 1.12 E−07 1.45 0.173 0.563 Rejected
6 4.60 E−06 1.18 0.173 0.828 Rejected
7 1.10 E−07 1.43 0.173 0.216 Rejected
8 1.09 E−06 1.28 0.173 0.386 Rejected
10 4.57 E−10 1.84 0.173 2.021 Rejected
11 5.92 E−08 1.50 0.173 0.503 Rejected
12 1.37 E−07 1.40 0.173 0.664 Rejected
13 5.93 E−09 1.65 0.173 0.579 Rejected
14 2.49 E−06 1.20 0.173 0.176 Rejected
15 5.05 E−09 1.65 0.173 1.915 Rejected
17 2.89 E−07 1.34 0.173 0.130 No rejected
18 6.57 E−11 1.95 0.173 0.410 Rejected
22 2.56 E−07 1.37 0.173 0.401 Rejected
23 2.83 E−06 1.21 0.173 0.075 No rejected
24 4.57 E−06 1.15 0.173 0.428 Rejected
25 3.52 E−05 1.02 0.173 2.657 Rejected
26 2.18 E−06 1.23 0.173 0.631 Rejected
27 1.13 E−04 0.96 0.173 0.511 Rejected
28 3.44 E−07 1.33 0.173 0.444 Rejected
31 2.27 E−05 1.05 0.173 0.878 Rejected
32 7.41 E−06 1.12 0.173 0.242 Rejected
33 2.64 E−07 1.37 0.173 0.413 Rejected
34 1.66 E−07 1.40 0.173 0.099 No rejected
36 7.45 E−06 1.15 0.1730 0.4504 Rejected
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or RP), and that identical repairable items do not give the same reliability 
 values, with notable differences in some cases.

For this reason, research has been diversi�ed for the development of 
 further models that can adequately represent the reliability of repairable 
systems. Such investigations were initiated by Lewis (1964), with a branch-
ing Poisson process (BPP), and Cox (1972), with a modulated renewal process 
(MRP). Models of “imperfect repair” include the BP model of Brown and 
Proschan (1983), the BBS model of Block et al. (1985), the trend renewal pro-
cess (TRP) of Lindqvist et al. (2003), the generalized renewal processes (GRP) 
with the concept of “virtual age” introduced by Kijima (1989), and the propor-
tional intensity (PI) models; for comparisons of these models, see Jiang et al. 
(2005) and Peña (2006). A novel contribution to the GRP model has recently 
been made by Kaminskiy and Krivtsov (2015). Another approach when the 
data are correlated is based on frailty models (Peña and Hollander, 2004). At 
present, more than 100 different models have been developed (Ascher and 
Feingold, 1984; Pham and Wang 1996; Rigdon and Basu 2000; Guo et al. 2000; 
Rausand and Hoyland, 2004; Peña, 2006).

Models grouped under the concept of “imperfect,” including those based 
on SP, try to model the data of repairable systems while taking into account 
that the repair has not necessarily been “same as new” (perfect repair), 
nor has it necessarily been “same as old” (minimal repair). Therefore, they 
include an additional parameter or parameters to modulate the state of res-
toration to which each repair leads to the repairable item.

In most of these models, the TBF is a random variable with dependent 
increments, that is, it manifests some degree of relation with another ran-
dom variable, which may be the previous repair, a preventive mainte-
nance intervention, environmental conditions, etc. If dependence on TBF 
is  demonstrated with some random variable, it statistically invalidates the 
 convenience of using SP models; HPP, HNPP, and RP.

The recurrent failures that a repairable system accumulates during its 
long operating life are due to different causes, the diagnosis and solution of 
which may prove dif�cult in complex systems. Here, TBF data for each sys-
tem were analyzed, and the most notable results are presented in Table 4.8. 
A high concentration of TBF can be observed near the origin, which repre-
sents recurrent failures. After a certain distance near the repair has been 
traveled, the distribution of the failures decreases in density. In no case does 
it correspond to an exponential distribution. The distributions that best rep-
resent the TBF sets per system are the generalized logistics for the 5000-4th 
traction system.

The practical interpretation of these values is that there is a high prob-
ability that a failure will occur in the �rst phases of operation after a repair, 
after which the probability of failure decreases signi�cantly. Any correlation 
in the TBF should be ruled out to ensure that the data are independent, and 
SP models should be applied. This aspect will be analyzed in detail in the 
following sections, with the application of multivariate analysis.
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Also, as the results showed an evident dispersion in the reliability of each 
item of a system, the analysis of the reliability of the repairable systems may 
be completed through multivariate technical applications, in order to facili-
tate decision-making by those in charge of the maintenance of a �eet and/or 
set of systems consisting of items with disparate reliabilities.

Therefore, recurrent failures are the origin of TBF not having an expo-
nential distribution, depending on the number of repetitive situations of 
 episodes of recurrent failures that each item accumulates during long peri-
ods of operation. Recurrent failures substantiate the differences in trend and 
reliability values between each system item, even if the items are construc-
tively identical and operate in homogeneous contexts.

4.4  Three-Dimensional Graphical Representation 
of z(t) of the Repairable System

This type of graphics allows the �rst qualitative identi�cation of the 
 differences between the z(t) of the items under study of each repairable 
 system. Tang and Xie (2002) proposed a dispersion diagram of the λi that are 
obtained, in order to observe and graphically analyze these differences.

An example of such a graph is shown in Figure 4.2, for the electric traction 
system of 36 trains of the 5000-4th series, showing ten items with no trend of 
failure and 26 items with an increasing trend of failures.

Figure 4.2 shows the differences in z (km) obtained for each traction  system 
of 5000-4th-series trains. In the foreground are the z (km) variables corre-
sponding to the traction systems of the 26 trains with increasing model PLP, 
while in the background are those corresponding to the ten trains with an 
HPP model, sorted in ascending order (from lowest λi to major λi). This graph 
also reveals the dispersion of the z (km) of the items and how the values 
diverge with distance. Up to about 700,000 km, all trains have z (km) within 

TABLE 4.8

Basic Parameters of the TBF of Electric Traction Systems of 
5000-4th Trains

Parameter Traction 5000-4th

Values 3,112
Mean (km) 18,343
Standard deviation (km) 27,029
Coef�cient of variation 147%
Maximum density (km) 13,000
% Values < Maximum density 61.92%
Best distribution (K-S test) Generalized logistic
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a small range; however, at 1,500,000 km, trains with trends of increasing 
failures show z (km) values that triplicate to trains with a trend constant of 
failures.

4.5  Potential Multivariate Applications for the 
Reliability Analysis of Repairable Systems

Multivariate analysis is a set of statistical methods whose purpose is to 
simultaneously analyze multivariate data sets, in the sense that there are 
several variables measured for each individual or object studied. These sta-
tistical methods help the analyst or researcher to make optimal decisions in 
the context in which they �nd themselves, taking into account the informa-
tion available from the data set analyzed. They can be classi�ed into three 
main groups.

• Dependence methods. These suppose that the analyzed variables are 
divided into two groups: the dependent variables and the indepen-
dent variables. The purpose of dependence methods is to determine 
whether and in what way the set of independent variables affects the 
set of dependent variables.

0.00E+00

2.00E–05

4.00E–05

6.00E–05

8.00E–05

1.00E–04

1.20E–04

1.40E–04

1.
50

E+
04

7.
50

E+
04

1.
35

E+
05

1.
95

E+
05

2.
55

E+
05

3.
15

E+
05

3.
75

E+
05

4.
35

E+
05

4.
95

E+
05

5.
55

E+
05

6.
15

E+
05

6.
75

E+
05

7.
35

E+
05

7.
95

E+
05

8.
55

E+
05

9.
15

E+
05

9.
75

E+
05

1.
04

E+
06

1.
10

E+
06

1.
16

E+
06

1.
22

E+
06

1.
28

E+
06

1.
34

E+
06

1.
40

E+
06

1.
46

E+
06

Items

z(
km

)

km

FIGURE 4.2
Three-dimensional graphical representation of the z (km) of traction systems of 5000-4th 
trains.
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• Methods of interdependence. These methods do not distinguish 
between dependent and independent variables; their purpose is to 
identify which variables are related, how they are related, and why.

• Structural methods. These assume that the variables are divided 
into two groups: the dependent variables and the independent vari-
ables. The purpose of these methods is to analyze not only how the 
independent variables affect the dependent variables, but also how 
the variables of the two groups are related to each other.

Of the existing statistical methods, eight were selected to be tested in the 
 current reliability study of repairable systems, to potentially help and comple-
ment the previous modeling tests and results (HPP, NHPP, RP, etc.). Different 
statistical methods for multivariate analysis have been tested. These include:

• Correlations analysis
• Principal component analysis
• Factor analysis
• Cluster analysis
• Canonical correlation analysis
• Correspondence analysis
• Regression analysis
• Discriminant analysis

4.6  Correlations Analysis

Correlations analysis measures the strength of the linear relationship 
between two variables on a scale of −1 to +1. The greater the absolute value 
of the correlation, the stronger the linear relationship between the two vari-
ables. Its application to the reliability of the repairable systems can enable 
the discovery of dependencies or interdependencies in the TBF, as well as 
proper selection of the models of reliability that best adapt to the nature of 
the TBF.

The existence of correlation in the TBF should be ruled out to ensure that 
the data are independent. The potential variables that could be at the ori-
gin of the dependency of TBF in the traction systems were analyzed and 
evaluated, resulting in 12 variables being studied: train equipment, train 
alterations, mileage, years of operation, manufacturing date, manufacturing 
order, driving personnel, maintenance management system, maintenance 
plan, maintenance personnel, environmental conditions, and railway line. 
Applied Pearson correlation assays were used to rule out in�uence on TBF.
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Of the 12 variables relating to traction systems of trains, only the results of 
the 2 variables with appreciable ranges are presented: date of manufacture 
and manufacturing order. The other ten variables had very similar and/or 
identical ranges, so that the correlation tests led directly to rejecting the 
dependency hypothesis with TBF. The in�uence of seasonality/temperature 
was ruled out, since the temperature in the tunnels was very stable through-
out the year, with a maximum range between 20°C and 30°C. The results of 
correlations of TBF with context variables in the 5000-4th series trains are 
presented in Table 4.9.

TABLE 4.9

Correlations of the TBF with Context Variables in 5000-4th Trains

Train TBF TBF Mean Manufacturing Order Manufacturing Date

1 95 15,557 1 01/03/1993
2 97 16,040 2 01/03/1993
3 121 13,194 3 01/03/1993
4 77 20,950 4 01/03/1993
5 107 14,862 5 01/04/1993
6 103 16,331 6 01/04/1993
7 84 19,456 7 01/04/1993
8 99 16,468 8 01/04/1993
9 73 20,713 9 01/05/1993
10 126 12,973 10 01/05/1993
11 118 13,801 11 01/05/1993
12 73 22,275 12 01/05/1993
13 111 14,900 13 01/06/1993
14 67 24,126 14 01/06/1993
15 92 17,630 15 01/06/1993
16 96 17,091 16 01/06/1993
17 64 26,286 17 01/06/1993
18 79 20,124 18 01/06/1993
19 69 22,459 19 07/06/1993
20 67 22,336 20 01/07/1993
21 75 21,789 21 01/07/1993
22 84 19,061 22 01/07/1993
23 88 17,792 23 01/07/1993
24 60 25,078 24 01/07/1993
25 78 20,381 25 01/07/1993
26 90 16,571 26 01/07/1993
27 100 16,158 27 01/09/1993
28 62 25,918 28 01/09/1993
29 72 21,869 29 01/09/1993
30 100 15,416 30 01/10/1993
31 68 22,910 31 01/10/1993

(Continued)
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In view of the Pearson correlation values, the in�uence on the TBF of each 
traction system of the studied variables could be ruled out. Bredrup et al. 
(1986) posited decades ago the existence of important differences between 
the z(t) values obtained in identical systems, and analyzed the in�uence of 
nature of the failures: operational, hardware, software, etc.

A correlation study was also carried out on the TBF of each subsystem of 
the traction systems, and their in�uence on the TBF of each system, as well as 
when it was not possible to establish the origin of the failure in any speci�c 
part of the system, that is, when no repairs were carried out (only checks). 
No repairs were carried out were classi�ed as subsystem “without apparent 
abnormality” (Table 4.10).

As shown in Table 4.11, there was no subsystem with signi�cant correla-
tion with total number of failures, except for “without apparent abnormal-
ity” (code 99) failures, and obviously the correlation must be very high, since 
this group accounts for 48.07% of the total number of failures.

TABLE 4.9 (Continued)

Correlations of the TBF with Context Variables in 5000-4th Trains

Train TBF TBF Mean Manufacturing Order Manufacturing Date

32 66 22,540 32 01/11/1993
33 79 19,259 33 01/11/1993
34 80 19,520 34 01/11/1993
35 85 18,518 35 01/12/1993
36 107 15,165 36 01/12/1993
Pearson correlation tests TBF −0.3760 −0.2971
Pearson correlation tests TBF mean 0.3182 0.2416

TABLE 4.10

Legend of the Subsystems that Make up the Traction 
Systems of Trains

Code Subsystem

11 Pantograph
12 Protections
13 Traction regulator
21 Relays and coils
22 Main switch
23 Power electronic
31 Contactors
32 50 Hz watch
33 Brake resistors
41 Electrical conduits
42 Cabin equipment
43 Traction motors
99 “Without apparent abnormality”



125Potential Applications of Multivariate Analysis

TABLE 4.11

Correlations of the Total Failures and Subsystems Failures in 5000-4th Trains

Train

TBF

Total 11 12 13 21 22 23 31 33 41 42 43 99

1  94 1 0  6 2  7 13  6  4 2  6 0 47
2  97 3 0  7 0  2 11  7  5 4 10 1 47
3 121 1 0 11 1  1 12 12  2 0 10 4 67
4  77 0 0  7 2  6  2  9  6 5 12 2 26
5 107 0 0  5 1  5 10 10  1 3 15 1 56
6 103 0 0  6 0  9 10 13  0 3  8 0 54
7  84 2 0  3 1  8 11  5  7 4  7 1 35
8  99 0 0  3 0  7 14 13  7 1 11 2 41
9  73 0 0  4 1  5  9  6  8 2  5 1 32
10 126 0 0  7 0 11 21  8  5 2  9 0 63
11 118 2 0  5 1  8 16  3  4 4 11 0 64
12  73 1 0  3 2  4  6  6  1 5  7 0 38
13 111 1 0 10 3  6 12  7  2 5 19 1 45
14  67 1 0  3 0  4  9  8  1 2  7 2 30
15  92 2 0  4 0  4  7  7  2 1 10 2 53
16  96 2 0 10 0  3  7  7  5 2  9 0 51
17  64 3 0  7 1  6  4  4  3 1  5 1 29
18  79 0 0  3 0  5  6  8  4 0 12 2 39
19  69 0 1  4 0  4  1  7  2 2 13 2 33
20  67 1 0  3 2  9  9  4  0 1  5 1 32
21  75 0 0  7 0  5  4  7  4 4  8 1 35
22  85 2 0  3 0 17  5  4 10 2  9 0 33
23  88 1 0  7 2  8 15  7  3 1  7 1 36
24  60 0 0  4 0  4 11  2  1 1  7 0 30
25  78 2 0  5 0 11  7  1  0 3  8 0 41
26  90 0 0  5 0 10 15  2  3 5 14 1 35
27 100 2 0  7 1  6 14  8  6 2 11 0 43
28  62 1 0  1 0  6  3  6  4 0  3 3 35
29  72 1 0  5 0  5  7  9  4 0  2 1 38
30 100 2 0  2 0  9  5  8  0 1  8 0 65
31  68 0 0  6 0  5  8  3  2 2  7 1 34
32  66 0 1  6 0  5  7  5  3 1 10 0 28
33  79 0 0  4 0  4 17  3  1 2  7 1 40
34  80 1 0  3 0  7  5  7  9 4 14 0 30
35  85 1 0 10 0  4  4  3  3 1  9 2 48
36 107 1 0  8 0  9 15 10  2 5 14 0 43
Pearson 
correlation tests 
total failures 

0.13 −0.26 0.46 0.13 0.16 0.61 0.45 0.05 0.23 0.50 −0.10 0.84
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Therefore, it is also necessary to analyze whether the failures with repair 
“without apparent abnormality” have some degree of correlation with the 
recurrent failures, since, a priori, there seems to be a cause-effect relationship. 
That is, when a failure occurs and the repair is completed as “without appar-
ent abnormality,” the failure is likely to be repeated within a few kilometers. 
The method used for this analysis involves disaggregating and comparing 
the TBF in two groups: the �rst group corresponds to the TBF of the failures 
“without apparent abnormality,” while the second is the remaining TBF in 
which a repair has been made (Table 4.12).

As shown in Figure 4.3, in the TBF of traction systems of the 5000-4th 
trains, a high concentration of TBF near the origin can be observed. This 
represents the recurrent failures, both in the TBF of the “without apparent 
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FIGURE 4.3
Density graph of the TBF groups of traction systems of 5000-4th trains.

TABLE 4.12

Basic Parameters of the TBF Groups of the 5000-4th Trains

Parameter TBF Total
TBF without 
Abnormality 

TBF with 
Repair 

Values 3,112 1,496 1,616
Mean (km) 18,343 18,245 18,434
Standard deviation (km) 27,029 27,736 26,365
Coef�cient of variation 147% 152% 143%
Maximum density (km) 13,000 13,000 13,000
% Values < Maximum density 61.92% 62.56% 61.38%
Best distribution (K-S test) Generalized logistic Three-parameter 

log-logistic
Three-parameter 
log-logistic
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abnormality” group and in those of the “repaired” group. The TBF densities 
of both groups are almost identical to each other, as well as to the total TBF of 
the system. In the traction systems of the 5000-4th series trains, it cannot be 
said that the recurrent failures have their origin in repairs “without apparent 
abnormality.”

In view of the results obtained in the repairable system, it cannot be con-
�rmed that there is a cause-effect relationship between a failure that, after 
review of the system, the maintenance technician classi�es as “without appar-
ent abnormality” and potential repetition of the failure, since the groups of 
TBF “without apparent abnormality” and “with repair” had almost identical 
distributions in all the systems.

Next, an attempt was made to set a critical TBF value for the identi�cation 
of episodes with “accumulation of supposedly abnormal failures” and to 
typify these TBF as recurrent failures. It has been indicated that the distribu-
tions that best represent the TBF sets per system are the generalized logistics 
for the 5000-4th traction system (Table 4.8).

By adjusting the critical value of TBF for a lower tail area to <15%, the 
resulting TBF is very close to zero or negative. The interpretation of these 
results is that any small TBF, TBF → 0, is within the expected ranges of its 
distribution, so these TBF cannot be considered to be atypical.

Another approach is to try to set a critical number of failures per km 
interval for the identi�cation of episodes with “accumulation of supposedly 
abnormal failures” and to typify these as recurrent failures. If, for example, 
in the traction systems of trains, the failures of each train are grouped in 
intervals of 15,000 km, it is possible to obtain a metric of “grouping” by inter-
val such as that shown in the histogram of Figure 4.4.
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Histogram of accumulated failures in traction systems of 5000-4th trains.
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The 15,000 km intervals have a distribution of the number of accumulated 
failures. In the case of the traction systems of the 5000-4th series trains, this 
is more suitably �tted to a three-parameter log-normal distribution. When 
the upper tail area limit was marked by 15%, the critical value was approxi-
mately two failures. In the analysis of the intervals with an accumulation 
of failures equal to or greater than two, corresponding to 693 out of a total 
of 4,068, it was not possible to observe any distribution depending on the 
following:

• The train
• The range in km
• Prior or subsequent intervals with accumulation (or not) of failures
• Number of failures accumulated in the interval

The graph in Figure 4.5 shows the failures of the traction systems of 32 5000-
4th trains, with no apparent recognizable pattern.

In the correlation tests carried out, there was no statistically recognizable 
pattern in recurrent failures, there were episodes having an identical distri-
bution with respect to km, and there was no apparent association between 
types of failures or repairs performed, as a consequence of which it is not 
possible to distinguish in practice between primary failures and supposed 
secondary failures. The concentration of failures in certain periods is quali-
tatively observable; it has not been possible to rule out the hypothesis that a 
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Graph of failures in 32 items of traction systems of 5000-4th trains.
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failure fi has a behavior independent of the near failure fi−1 that precedes it, 
and nor has it been possible to prove otherwise. Therefore, it cannot be ruled 
out that the HPP, NHPP, and RP models may be adequate to calculate and 
represent the reliability of the repairable system tested.

4.7  Principal Component Analysis

Principal component analysis is designed to extract k major components 
from a group of p quantitative variables. The main components are de�ned 
as a group of linear orthogonal combinations of X having the greatest vari-
ance. Determining the major components is often used to reduce the size of 
a group of predictive variables prior to their use in procedures such as mul-
tiple regression or cluster analysis. When variables are highly correlated, the 
�rst major components may be suf�cient to describe most of the variability 
present.

In the study of the reliability of repairable systems, this method can be 
used to �nd a system or systems that are able to explain the behavior of the 
set of systems in the evolution of the expected cumulative number of failures 
E[N(t)].

Principal component analysis of the system tested did not show any train 
that explains the evolution of the E[N(t)] of the system as a whole. This result 
was expected, given the dispersion of the E[N(t)] among the items in the system.

4.8  Factor Analysis

The factor analysis procedure is designed to extract m common factors from 
a group of p quantitative variables X. In many situations, a small number of 
common factors may be able to represent a large percentage of the variability 
in the original variables. The ability to express covariates between variables 
in terms of a small number of signi�cant factors often leads to important 
questions about the data being analyzed.

Factor analysis may also be used in the study of the reliability of repairable 
systems to �nd a system or systems that are able to explain the behavior of 
the set of systems in the evolution of E[N(t)].

The factor analysis of the system tested did not �nd any train that could 
explain the evolution of the E[N(t)] of the system as a whole. Again, this 
result was expected, given the dispersion of the E[N(t)] among the items in 
the system.
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4.9  Cluster Analysis

The cluster analysis procedure is designed to group observations or vari-
ables into groups or clusters based on their similarities. The prime data for 
the procedure can be in either:

• n rows or cases, each containing the values of p quantitative variables
• n rows and n columns if observations are grouped, or p rows and p 

columns if variables are grouped, containing a measure of  “distance” 
between all pairs of items

There are a number of different algorithms for generating groups. Some of 
the algorithms are agglomerative, starting with separate groups for each 
observation or variable and then joining them based on their similarity. 
Other methods begin with a set of “seeds,” and tie other cases or variables 
to those seeds. In order to create clusters of observations or variables, it is 
important to have a measure of “closeness” or “similarity” such that similar 
objects can be joined. When observations are clustered, closeness is typically 
measured by the distance between observations in the p-dimensional space 
of variables. The test cluster analysis procedure contains three different met-
rics for measuring the distance between two objects, represented by x and y:

• Square Euclidean distance
• Euclidean distance
• “City block” distance

When variables are clustered, the distance is similarly de�ned, except that 
x and y represent the locations of two variables in the n-dimensional space 
of observations, and the sum is over observations rather than over variables. 
The methods tested are as follows:

• Agglomerative hierarchical methods: These methods start by  putting 
each observation into a separate cluster. Clusters are linked, two at 
a time, until the number of clusters is reduced to a desired goal. At 
each stage, the clusters are paired according to their proximity: near-
est neighbor, furthest neighbor, centroid, median, average linkage 
between groups (UPGMA), and Ward’s method.

• k-means method: This method starts by identifying k objects as  initial 
seeds for each cluster. Objects are attached to the nearest cluster.

Cluster analysis may be used in the study of the reliability of repairable 
 systems for the generation of clusters (groups) of repairable systems that 
have a similar reliability. In many cases, the number of items to be analyzed 
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is very high; the presentation of reliability results for more than 30 systems, 
for example, can be complex for maintenance management in business 
 organizations. The creation of clusters in repairable systems by selecting 
outstanding variables of each item simpli�es decision-making in such cases. 
Examples and procedures can be found in the following:

• Juarez et al. (2011); variables “dynamic parameters” applied to 
 connection of multi-area power systems

• Yu and Chan (2012); variables “temperatures, power and �ow” 
applied to operating performance of chiller systems

• Jaafar et al. (2012); variable “driving pro�les” applied to the design of 
railway locomotives

• Shang and Wang (2015); variables “reliability, economy, and 
 operational” applied to the power generation group

• Rastegari and Mobin (2016); variables “cost, frequency, and  downtime” 
applied to a maintenance management system

In this study, “reliability” is proposed as a variable to simplify maintenance 
decisions in large �eets. For the creation of clusters in repairable systems 
without a trend, the values of λi calculated by the HPP reliability models 
for items without failure trends have been taken as variables. The number 
of clusters to be generated must be �xed before the test. In the presented 
results, three clusters have been created:

• High cluster: This cluster contains items with high λ that require 
different maintenance policies, increasing the consistency of preven-
tive maintenance and requiring particular attention to the resolution 
of failures in corrective maintenance; these are the items with the 
worst reliability results.

• Middle cluster: This cluster contains items with intermediate λ that 
require regular maintenance policies, with consistent preventive 
maintenance and the resolution of failures in corrective maintenance.

• Low cluster: This cluster contains items with low λ that allow the 
policies of preventive and corrective maintenance to be relaxed, 
since these items have the best reliability results.

Cluster analysis was applied using the methods described above. Ward’s 
method proved to be the most appropriate method for cluster creation, with 
a balanced number of items and results that were nearly independent of the 
distance metric used (square Euclidean, Euclidean, and city-block).

As an example, the results of applying this methodology to the 36 traction 
systems of 5000-4th trains are shown in Figure 4.6. The high cluster consists 
of seven items, the middle cluster 14, and the low cluster 15. This classi�ca-
tion allows maintenance managers to more accurately adjust the different 
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maintenance strategies for groups of items with similar reliability behaviors, 
in order to use the available resources more ef�ciently.

Regardless of the method and metric used to create clusters of items with 
similar reliabilities in a repairable system, cluster analysis is considered a 
very useful tool to adjust decisions in maintenance strategies of large �eets, 
where it would be very complex, although desirable, to perform personal-
ized maintenance for each item according to its reliability at each moment 
of operation.

4.10  Canonical Correlation Analysis

Canonical correlation analysis is designed to help identify associations 
between two sets of variables. This is done by �nding linear combina-
tions of the variables in the two sets that exhibit strong correlations. The 
pair of linear combinations with the strongest correlation form the �rst 
set of canonical variables. The second set of canonical variables is the pair 
of linear combinations that show the next strongest correlation, among 
all combinations that are not correlated with the �rst set. Frequently, a 
small number of pairs can be used to quantify the relationship that exists 
between the two sets.

This method should not be used for the creation of a single “type” indi-
vidual calculated by the linear combination of the failures of n identical 
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Three clusters of traction systems of 5000-4th trains generated by Ward’s method.
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repairable systems, by not having with the necessary statistical support with 
respect to correct treatment of the TBF, and not contemplate the stochastic 
nature or dependence of the failures.

4.11  Correspondence Analysis

The correspondence analysis procedure creates a rows-and-columns map 
in a two-dimensional contingency table to superimpose related categories 
for row and column variables. However, no more than two or three dimen-
sions are used to show the variability of inertia in the table. An important 
part of the output is the map of correspondences in which the distance 
between two categories is a measure of their similarity. No concrete appli-
cation has been found for this method in the reliability analysis of repair-
able systems.

4.12  Regression Analysis

The regression analysis procedure is used to construct a statistical model 
that describes the impact of one or several quantitative factors X1 − Xi, on a 
dependent variable Y. Multiple models and methods of regression analysis 
have been developed:

• Simple regression
• Multiple regression
• Logistic regression
• Negative binomial regression
• Nonlinear regression
• Polynomial regression
• Poisson regression
• Cox proportional hazards

Some of these methods have been used to model the reliability of repairable 
systems. The most commonly used models have been consolidated in differ-
ent applied studies; see compendium in Liang (2011):

• Exponential smoothing model (ES)
• Moving average model (MA)
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• Autoregressive integrated moving average process, Box-Jenkins 
ARIMA model

• Seasonal autoregressive integrated moving average process, Box-
Jenkins SARIMA model

It is important to �nd the model that best �ts the data, without need-
ing to consider the reasons for the behavior of the TBF. An estimation 
of application of E[N(t)] in different repairable systems by simple regres-
sion (least-squares method) is presented. Twenty-seven simple regression 
models were tested, with or without previous transformation of values of 
the X-axis (km) and of the Y-axis (E[N(t)]), with the coef�cient β0 = 0, since 
E[N(0)] = 0.

For each item, the regression model that best adapted to the data was 
selected, that is, the one with a higher of R2 determination coef�cient 
adjusted in a range from 0% to 100%. The goodness-of-�t test was inte-
grated within the ANOVA (analysis of variance) model by decomposing 
the variability of the dependent variable Y into a sum of squares model 
of the error or residues. Of particular interest in this analysis is the test F 
and its associated P-value to test the statistical signi�cance of the adjusted 
model. A small P-value (less than 0.05 at a signi�cance level of 5%) indi-
cates that a statistical relationship of the speci�ed form exists between Y 
and X.

Table 4.13 shows the results of applying the simple regression models in 
E[N(t)] to the traction systems of the 5000-4th trains. Models with limited 
adjustment to the failures were used. In nine items, the simple regression 
model that best adjusted was linear (without a trend in the failures), whereas 
in the tests for trends, the U statistics of these items were positive. Likewise, 
for each item, the goodness-of-�t test with a signi�cance level of 5% admits 
between six and nine simple regression models, whose trend is not coin-
cident in some cases, which questions the results and limitations of these 
simple models.

For the items with no trend in the failures, the most accepted and best 
�t simple regression model was the linear one, with E[N(t)] = β1 km. As an 
example, the model for the traction system of train 20 of the 5000-4th series 
is shown in Figure 4.7. For items with an increasing trend in failures, the 
most accepted and best �t simple regression model was the square of x, with 
E[N(t)] = β1 km2. As an example, the model for the traction system of train 1 of 
the 5000-4th series is shown in Figure 4.8. 

Many authors consider this type of model to be unorthodox, since they 
limit themselves to trying to adjust the data to a mathematical equation, 
without any explanation or formulation of the nature of the failures and/or 
their potential origin. This has been veri�ed in the tests presented with these 
simple mathematical equations.
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TABLE 4.13

Estimated Simple Regression Models of E[N(t)] on 5000-4th Trains

Train
U Statistic 
Test Trend

Best Simple 
Regression

Model β 
Parameter

Trend of the 
Regression 

Model

Number 
of Models 
Accepted

1 Growing Square-x 4.41 E−11 Growing 6
2 Without trend Linear 5.89 E−05 Without trend 6
3 Growing Square-x 5.18 E−11 Growing 6
4 Without trend Linear 4.60 E−05 Without trend 6
5 Growing Square-x 4.61 E−11 Growing 6
6 Growing Linear 4.92 E−05 Without trend 6
7 Growing Square-x 3.70 E−11 Growing 6
8 Growing Square-x 4.30 E−11 Growing 6
9 Without trend Linear 4.72 E−05 Without trend 6
10 Growing Square-x 3.83 E−11 Growing 9
11 Growing Square-x 4.68 E−11 Growing 6
12 Growing Linear 3.32 E−05 Without trend 6
13 Growing Square-x 3.99 E−11 Growing 6
14 Growing Linear 3.65 E−05 Without trend 6
15 Growing Square-x 2.91 E−11 Growing 6
16 Without trend Linear 5.52 E−05 Without trend 6
17 Growing Square-x 2.83 E−11 Growing 6
18 Growing Square-x 2.97 E−11 Growing 6
19 Without trend Logarithmic-y, 

square root-x
3.61 E−03 Growing 9

20 Without trend Linear 4.54 E−05 Without trend 6
21 Without trend Linear 4.66 E−05 Without trend 6
22 Growing Square of x 3.90 E−11 Growing 9
23 Growing Logarithmic-y, 

square root-x
3.84 E−03 Growing 9

24 Growing Linear 3.32 E−05 Without trend 6
25 Growing Linear 3.33 E−05 Without trend 9
26 Growing Logarithmic-y, 

square root-x
3.88 E−03 Growing 9

27 Growing Linear 5.58 E−05 Without trend 9
28 Growing Square of x 2.58 E−11 Growing 6
29 Without trend Linear 4.22 E−05 Without trend 6
30 Without trend Double square 4.73 E−09 Without trend 6
31 Growing Square of x 3.05 E−11 Growing 6
32 Growing Linear 3.93 E−05 Without trend 6
33 Growing Linear 4.15 E−05 Without trend 6
34 Growing Linear 4.46 E−05 Without trend 6
35 Without trend Double square 2.84 E−09 Without trend 6
36 Growing Logarithmic-y, 

square root-x
4.01 E−03 Growing 9
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4.13  Discriminant Analysis

The discriminant analysis procedure is designed to help distinguish 
between two or more data groups based on a group of p observed quanti-
tative  variables. It does so by constructing discriminant functions that are 
linear combinations of variables. The purpose of such an analysis is usually 
one or both of the following:
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Square- x simple regression model of train 1 of the 5000-4th series.
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Linear simple regression model of train 20 of the 5000-4th series.
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• To be able to describe cases mathematically observed in a way that 
separates them into groups as best as possible

• To be able to classify new observations as belonging to one or other 
of the groups

No concrete application has been found to this method in the reliability 
 analysis of repairable systems.

4.14  Conclusions

The TBF of items in repairable systems does not necessarily behave in a 
 similar way. Even in what appears to be constructively identical repairable 
systems, the data may show a great dispersion in their trend and quantita-
tive value of E[N(t)].

The tests carried out showed that in all the repairable systems tested, peri-
ods of incremental failures preceded and followed periods without failure. 
This phenomenon is termed “recurrent failures,” and is the reason why TBF 
does not have an exponential distribution and there are differences in reli-
ability between constructively identical items and in homogeneous opera-
tional contexts.

In the periods of failure increments (recurrent failures), no statistically 
recognizable pattern was found. These episodes had identical distributions 
with respect to distance, with no apparent association between types of fail-
ures, resulting in primary and secondary failures being indistinguishable.

The items of a repairable system may show dispersed and in many cases 
divergent reliability values. Multivariate analysis methods may very well be 
useful to advance knowledge of the nature of the failures and the root causes 
of the differences in reliability between the items (Table 4.14).

TABLE 4.14

Multivariate Analysis Testing and Application to the Reliability of Repairable Systems

Method Application

Correlations analysis Dependency and/or interdependence in the TBF
Principal component analysis Item or items that explain the reliability of a system
Factor analysis Item or items that explain the reliability of a system
Cluster analysis Generation of clusters of items that have a similar reliability
Canonical correlation analysis Unidenti�ed application
Correspondence analysis Unidenti�ed application
Regression analysis Model the reliability of repairable systems (data oriented)
Discriminant analysis Unidenti�ed application
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It is proposed that maintenance managers reorient their efforts to study 
the reliability of each item and not the set, and to implement mechanisms for 
the proactive detection of episodes of temporary failure increments in each 
item, applying differential maintenance in each case.
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5.1  Introduction

All complex systems can be considered as a collection of subsystems where 
each subsystem does its designated job. An automobile consists of several 
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mechanical, electrical, and automated subsystems. Such systems are called 
phased mission (PM) systems. The system works when the subsystems work 
sequentially in several phases to complete the job for which it was designed. 
Another example of a PM system is an aircraft �ight—different phases of 
the �ight consist of takeoff, the ascent of the aircraft, altered �ight due to 
interfaces, descent, and �nally the landing. A boiling water reactor could 
face a “loss of coolant” accident. The corrective action in this case consists of 
three phases—cooling of initial core process, suppression core cooling, and 
removal of residual heat. Computer processing units, communication satel-
lites, and satellite launchers are other examples of PM systems.

Defense equipment such as missiles and rockets is a PM system. The 
 mission is considered successful only if each of the phases is successful. 
Each stage/phase of a multistage rocket involves an engine and a propel-
lant. One of the many staging schemes for rockets is parallel staging scheme. 
In the �rst stage, the initial thrust exerted by the booster engines propels 
the entire rocket upward. The engine gets detached and falls off after the 
consumption of entire fuel. As a result, the rocket gets smaller and then the 
motor of the second stage �res. This continues till the last-stage motor burns 
to completion. The Remote Controlled Electronic Exploder ATLAS 400 RC 
used to �re electronic detonator is another example of such a system.

In reliability engineering, it is extremely important that the system per-
forms its task satisfactorily. Many methods have been devised for �nding the 
reliability of PM systems. The earliest of these was based on fault tree analy-
sis and was given by Esary and Ziehms (1975). Phased algebra rules were 
derived by Dazhi and Xiaozhong (1989), Kohda et al. (1994), and Somani and 
Trivedi (1994). The techniques of phased algebra and fault tree were used 
by La Band and Andrews (2004) for determining the unreliability in indi-
vidual phases. Other contributors in this area are Tillman et al. (1978), Alam 
and Al-Saggaf (1986), Alam et al. (2006), Altschul and Nagel (1987), Kim and 
Park (1994), Mura and Bondavalli (1999), Ma and Trivedi (1999), Zang et al. 
(1999), Meshkat (2000), Xing and Dugan (2002), Xing (2002, 2007a,b), Reay 
and Andrews (2002), Andrews and Beeson (2003), Tang and Dugan (2006), 
Trivedi (2006), Prescott et al. (2008, 2009), Mo (2009a,b), Remenyte-Prescott 
et al. (2010), Reed et al. (2011), He Hua-Feng et al. (2014), Levitin et al. (2012, 
2013a,b, 2014a,b), and Mokhtarpour and Stracener (2015).

Two different phase-type systems have been illustrated in Figures 5.1 and 
5.2. Figure 5.1 consists of k subsystems, where the ith subsystem consists 
of mi subsystems in parallel. For the system to function effectively, each of 
the k subsystems must function. Since the components of the subsystem 
are in parallel, the �rst subsystem functions if at least one of the m1 com-
ponents is functioning, the second subsystem functions if at least one of m2 
components is functioning, and so on. Figure 5.2 consists of k subsystems 
where the ith subsystem consists of ni subsystems in series. Since the com-
ponents of the subsystem are in series, the �rst subsystem functions if each 
one of the n1 components is functioning, the second subsystem functions 
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if each one of n2 components is functioning, and so on. For such a system 
to complete its task, each one of + + +n n n1 2 k  components must function 
successfully.

We wish to �nd the reliability of PM systems. The system operational 
time is always observable. However, the operational times of the k sub-
systems may be observable or unobservable. We give an example of both 
these cases. In defense applications, often electronic systems consisting 
of sequential phases/subsystems are encountered. An electronic safe/
arm device has three phases: arming, charging, and �nally �ring. Their 
subsystems can be looked upon as phases of a mission with observable 
operational times, the time durations during which a system performs its 
intended task. However, there might be situations where the operational 
times of the subsystems may be unobservable. For example, missiles travel 
in different atmospheres before they in�ict the desired damage on the tar-
get. Their trajectory is covered in different phases with some task assigned 
to each phase. The operational time taken by the missile through differ-
ent phases may not be observable in some situations. In case of precision 
guided missiles, the trajectory is continuously changed for correct detec-
tion of target in its last phase. Hence, the operational time in the �nal phase 
will be unobservable.
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t

mkm3m1 m2

FIGURE 5.1
Depiction of the system with parallel con�guration.

T1 T2
TkT3

t t

Subsystem 1 Subsystem kSubsystem 3Subsystem 2

nk
n3n2n1

t

FIGURE 5.2
Depiction of the system with series con�guration.
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The reliability of the two phase-type systems consisting of k (≥2) subsys-
tems (illustrated in Figures 5.1 and 5.2) has been derived by assuming the 
following:

• Operational time of system is observable.
• Operational times of subsystems may be observable or unobservable.
• The lifetimes of all the components in the subsystems are 

independent.
• The subsystems operate independently.
• The components in a subsystem are in a parallel/series network.

The reliability estimation of phase-type systems when the subsystems con-
sist of components in a parallel network with observable or unobservable 
operational times has been discussed in detail by Rani, Dewan, and Jain 
(2014) and Rani, Jain, and Dewan (2015). They gave results for distribution 
of the system operational time when the components within the subsystems 
are identically distributed as exponential but with different exponential 
distributions across different subsystems. The estimation procedure was 
described and estimates obtained through simulations. The system under 
study is assumed to consist of k (≥2) subsystems wherein lifetimes of compo-
nents in different subsystems are independent and the components in each 
subsystem are in a parallel network. Let

• mi be the number of components in the ith subsystem;
• Xij denote the lifetime of the jth component in the ith subsystem for 

j = 1, 2, 3, …, mi;
• T max X , , Xi i im1 i( )= …  be the operational time of the ith subsystem 

for i = 1, 2, …, k;

• ∑=
=

T T
j 1

k

j denote the operational time of the system;

• Fz (·) and fz (·) be the cumulative distribution function (cdf) and prob-
ability density function (pdf) of a random variable Z.

In practice, mis are 2 or 3. The number of standbys depends upon the cost 
and the criticality of the components. A highly critical component with less 
cost can have more standbys. If the subsystem operational times and sys-
tem operational time are observable, then for general k, the pdf of system 
 operational time T is

 f t
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where
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The constants ak’s are introduced so that fT(t) is a proper pdf.
The cdf of T is given by
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where

 ( ) ( )=A t F t .1 T1  (5.4)

For i = 2, 3, …, k
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When the operational times of individual subsystems are not observable but 
the system operational time T can be observed, then for general k, the pdf of 
T is written as
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where
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bk’s have been introduced so that fT(t) is a proper pdf.
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The cdf of T is
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The reliability function of the system is

 ( ) ( )= −R t 1 F t .T T

The expressions for the cdf of T have been found for k = 2 and 3 when the 
component lifetimes are independent and identical, each following exponen-
tial distribution with parameter λ. For an unequal number of identical com-
ponents in two subsystems, estimates of λ and mean square errors (MSEs) for 
observable subsystem and system operational times and also for unobserv-
able subsystem and observable system operational times have been reported 
through simulations.

Here we have considered the case when the subsystem components are 
in series but the operational life times of the subsystems are not observable. 
However, in some systems, the operational life times of the systems and all 
the subsystems may be observable. A study of such systems is under prepa-
ration and will be reported elsewhere.

In the present discussion, Section 5.2 presents the expressions for the cdf of 
the system lifetime and the reliability of the system for a series network with 
observable system operational time but unobservable subsystem operational 
times. In Section 5.3, expressions for the cdf and the reliability function have 
been derived when the lifetimes of components within subsystems follow 
exponential distribution with same or different parameters. The number of 
components in various subsystems have been taken to be equal or unequal. 
Section 5.4 discusses the problem of estimation for two cases namely subsys-
tems with different number of identical components and subsystems with 
equal number of identical components. Simulations have been carried out 
for �nding estimates of the unknown parameters of exponential distribution 
and corresponding MSEs for two possibilities in Section 5.5. Conclusions 
and future work have been reported in Section 5.6.

5.2  System Reliability Function When Subsystem 
Operational Times Are Unobservable

Let us consider a phase-type system with the components of the subsystems 
in series. Such a system has been depicted in Figure 5.2.
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For j = 1, 2, 3, …, ni and i = 1, 2, 3, …, k, let

Xij: life time of the jth component in the ith subsystem;
T min X , , Xi i1 ini( )= … : the unobservable operational time of the ith 

 subsystem with ti as a realization;

∑=
=

T T
i 1

k

i: the observable operational time of the system;

ni: number of components in the ith subsystem.
In the sequel, the words “phase” and “subsystem” shall be used inter-

changeably. Same will apply to “lifetime” and “operational time.”
For t < t1, the control is in �rst subsystem and the assigned task is not 

yet complete;
t1 ≤ t < t1 + t2 means that subsystem 1 has completed its task and control 

is in subsystem 2.

In general, if ∑ ∑≤ <
=

−

=
t t tj

j 1

i 1

j
j 1

i
 for i = 3, …, k, then subsystems 1, 2, …, i − 1 

have ful�lled their missions and control is in the ith subsystem.
When the operational times of individual subsystems are not observable 

whereas the system operational time is observable, we derive the expres-
sions for the reliability function of system operational time T for a system 
consisting of k subsystems. In this case, the system operates till its mission 
is completed.

For k = 2, that is for two subsystems, the support of T gets truncated at 
t1 + t2 since the system operates till both the subsystems �nish their assigned 
tasks and the cdf of T can be written as
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where
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1 2  (5.10)

The constant c2 has been introduced so that the corresponding pdf fT (t) is a 
proper pdf.

It is to be noted that T1 and T2 are unobservable.
In general for k subsystems, the cdf of T takes the form
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The reliability function of the system at time t is given by
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In the next section, the expressions for the reliability function of the sys-
tem are presented when lifetimes of components follow exponential 
distribution.

5.3  Study of System Operational Time 
for Exponential Life Times

This section includes the expressions for reliability function of the 
 operational time of the system when the life times of the components follow 
exponential distribution and are independent of each other. It is assumed 
that the independent lifetimes Xij of the jth component in the ith subsystem 
follow  exponential distribution with parameter λi for j = 1, 2, 3, …, ni and i = 1, 
2, 3, …, k. Hence

 i. the components within the system are iid but components in two 
different subsystems have different distributions.

 ii. since the components within the ith subsystem are in series, the life 
length of subsystem is T min X , , Xi i1 ini( )= …  for i = 1, 2, …, k, which 
follows exponential distribution with parameter ni λi for i = 1, 2, …, k.
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 iii. subsystems are independent but not identically distributed.
 iv. system lifetime is convolution of independent but not identical expo-

nential random variables.

Hence for �nding the pdfs of the sum of Tis, the distribution of convolu-
tions of minimum of exponential random variables is used. In the following 
 discussion, four possible cases arise.

5.3.1  Subsystems with Different Number 
of Nonidentical Components

We consider the case when ni ≠ nl and λi ≠ λl for i ≠ 1 and i, l = 1, 2, …, k, that is, 

subsystems have different distributions. The pdfs of ∑=
=

T T
j 1

i

j for i = 2, 3, …, k 

are given below and in all the expressions, it is assumed that niλi ≠ n1λ1 for i ≠ 1.
For k = 2

 

∫

∑ ∏

( ) ( ) ( )= −

= λ λ
λ − λ

−
λ − λ









= λ
λ

λ − λ













+

− λ − λ

=

−λ

≠

f t f t t f t dt

n n
e
n n

e
n n

n e
n

n n
.

T T

0

t

T 1 T 1 1

1 2 1 2

t n

1 1 2 2

t n

1 1 2 2

i 1

2

i i
n t

j i

2
j j

j j i i

1 2 2 1

2 2 1 1

i i

 

(5.14)

For k = 3
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The corresponding cdf of ∑
=

T
j 1

k

j is
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Using (5.4),
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Hence for λi > 0, using (5.11–5.13), the cdf of the system operational time and 
the system reliability function are as follows:
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5.3.2  Subsystems with Different Number of Identical Components

We assume that ni ≠ nl for i ≠ l; i, l = 1, 2, …, k and λi = λ for each i. Hence 
within a subsystem, the lifetimes of components within a subsystem are 
identically distributed. Since different subsystems have different number of 
components, subsystem life lengths Tis are nonidentical variables. Therefore, 
the subsystem lifetimes continue to be different.

The probability density function of T1 + T2 + … + Tk is as follows:
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The corresponding cdf is as follows:
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and
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Using (5.18) and (5.19) in (5.11), the cdf of the system operational time for λ > 0 
is as follows:
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Equation (5.20) gives the system reliability function as

 
∑ ∏

∑ ∏
∑

( ) ( )

( )
( ) = −

−
−













− ∑



 −











≤ <
=

−λ

≠

=

−λ

≠

==

R t 1

1 e
n

n n

1 e
n

n n

, 0 t t .T

i 1

k
n t

j i

j

j i

i 1

k n t

j i

j

j i

j 1

k

j

i

i j 1
k

j

 (5.21)

5.3.3  Subsystems with Same Number of Identical Components

If ni = nl for every i, l = 1, 2, …, k and λi = λ for each i, then

 a. across different subsystems component lifetimes are identically 
distributed.

 b. subsystems are identical.
 c. the system lifetime T is convolution of independent and identical 

distributed exponential random variables.

We can write
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Using (5.12),
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Hence using (5.22) and (5.23), the cdf of the system operational time T is 
given by
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This leads to the following expression for the reliability function of the 
system:
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5.3.4  Subsystems with Same Number of Nonidentical Components

We study a system with k subsystems each containing the same number of 
nonidentical components, that is, ni = nl but λi ≠ λl for i and l belonging to dif-
ferent subsystems. In this case, system life length is the sum of independent 
but not identical exponential random variables.

For k = 2,
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On generalizing (5.26), we get
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Using (5.11), (5.12) and (5.27), we have
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Using (5.28) and (5.29), the cdf of the system operational time T can be 
 written as
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Hence the reliability function of the system is as follows:
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5.4  Estimation of Parameter for Unobservable 
Subsystem Operational Times

This section includes the maximum likelihood estimation of parameter of 
distribution of a series system operational time T. Subsystem life times T1, 
T2, …, Tk are not observable here whereas system lifetime T is observable. 
We consider two cases. All components are iid exponential random variables 
with parameter λ but the number of units in each subsystem may be equal 
or unequal.
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5.4.1  Subsystems with Different Number of Identical Components

We address the problem of estimating λ when it is assumed that λi = λ for 
each i but ni ≠ nl for i ≠ l, i, l = 1, 2, …, k, that is, different subsystems have 
different number of components whose lifetimes are identically distributed 
as exponential with parameter λ.

Let U1, …, Um be a random sample of size m from FT(t) and u1, …, um be the 
set of their observed values. For any λ > 0, the pdf of T is as follows:
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In the following subsection, we consider �nding the maximum likelihood 
estimator (MLE) of λ when the number of components in each subsystem is 
same and the lifetimes of each component are independent and identically 
distributed.

5.4.2  Subsystems with Equal Number of Identical Components

It is assumed that ni = nl = n and λi = λl = λ for i, l = 1, 2, …, k. Hence the 
 number of components in different subsystems is the same and the lifetimes 
of all the components across different subsystems are identically distributed. 
The pdf of system operational time T is as follows:
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In both the aforementioned cases, since ( )λ =
λ

=S
dLog L

d
0 cannot be solved 

analytically, the solution will be obtained by using the numerical method 
given by Newton-Raphson for �nding MLE of λ and the values of estimates 
of λ are given in Section 5.5.

In the Newton Raphson method, assuming λ0 to be the initial value of λ, 
the value of λ at the ith iteration can be found by using the relationship

 ( ) ( )λ = λ + λ  λ − −
−

−S J .i i 1 i 1
1

i 1

This value is modi�ed iteratively and the process continues until ( )λ < ∈S j  
for some j and ∈> 0.

5.5  Simulations for Estimation of λ
The maximum likelihood estimation of parameter λ is discussed when the 
subsystem operational times are unobservable. The components’ life times 
are assumed to be identically distributed as Exp (λ), λ > 0 and hence Xijs are 
generated from Exp (λ) for j = 1, 2, …, ni and i = 1, 2, …, k. The number of 
 components in different subsystems is assumed to be different.

Ti is computed as min (Xi1, Xi2 , …, Xini), i = 1, 2, …, k.
In case of subsystems having different number of components with 

same distributions of lifetimes of components in different subsystems, the 
 estimates of λ and corresponding MSEs are tabulated in Tables 5.1–5.3 for 
various choices of k, nis, and λ. The considered sample sizes are m = 15, 20, 
and 25 since for expensive defense equipment, it is not feasible to replicate 
the systems a large number of times.
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On the basis of Tables 5.1–5.3, the following can be concluded:

 i. When the number of subsystems and number of components in the 
subsystems increase, the estimates of unknown parameter λ get 
closer to the assumed value of λ.

 ii. With an increase in the number of subsystems and the number of 
components in the subsystems, MSE becomes smaller.

TABLE 5.1

Estimates of λ and MSEs for unequal number of identical components and m = 15

k Sample size ni λ λλ̂ MSE

2 15 n1 = 3, n2 = 5 0.5 0.4665 0.0706

n1 = 3, n2 = 7 0.7 0.6699 0.1314

n1 = 3, n2 = 9 0.7 0.6688 0.1215

n1 = 5, n2 = 7 0.7 0.6445 0.1392
3 n1 = 2, n2 = 3, n3 = 4 0.8 0.7582 0.0955

n1 = 2, n2 = 5, n3 = 6 0.8 0.7613 0.0873

n1 = 2, n2 = 3, n3 = 6 0.8 0.7565 0.0925

n1 = 3, n2 = 5, n3 = 6 0.8 0.7618 0.0917

n1 = 4, n2 = 5, n3 = 7 0.8 0.7447 0.0963
4 n1 = 2, n2 = 4, n3 = 5, n4 = 6 0.8 0.7583 0.0619

n1 = 2, n2 = 4, n3 = 5, n4 = 7 0.8 0.7621 0.0629

n1 = 2, n2 = 4, n3 = 7, n4 = 9 0.8 0.7645 0.0585

n1 = 3, n2 = 5, n3 = 7, n4 = 9 0.8 0.7641 0.0617

TABLE 5.2

Estimates of λ and MSEs for unequal number of identical components and m = 20

k Sample size ni λ λλ̂ MSE

2 20 n1 = 3, n2 = 5 0.5 0.4762 0.0488

n1 = 3, n2 = 7 0.7 0.6665 0.0958

n1 = 3, n2 = 9 0.7 0.6798 0.0918

n1 = 5, n2 = 7 0.7 0.6516 0.1019
3 n1 = 2, n2 = 3, n3 = 4 0.8 0.7677 0.0719

n1 = 2, n2 = 5, n3 = 6 0.8 0.7718 0.0656

n1 = 2, n2 = 3, n3 = 6 0.8 0.7651 0.0692

n1 = 3, n2 = 5, n3 = 6 0.8 0.7679 0.0717

n1 = 4, n2 = 5, n3 = 7 0.8 0.7585 0.0696
4 n1 = 2, n2 = 4, n3 = 5, n4 = 6 0.8 0.7729 0.0458

n1 = 2, n2 = 4, n3 = 5, n4 = 7 0.8 0.7679 0.0457

n1 = 2, n2 = 4, n3 = 7, n4 = 9 0.8 0.7650 0.0467

n1 = 3, n2 = 5, n3 = 7, n4 = 9 0.8 0.7701 0.0454
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It was also observed that for a large sample size, the estimates of unknown 
parameter λ were even closer to the assumed value of λ. This implies that the 
estimates are consistent. The MSEs were also smaller.

Table 5.4 displays the estimates of unknown parameter λ and correspond-
ing MSE for various choices of λ when all subsystems have the same num-
ber of components whose lifetimes are identically distributed as exponential 

TABLE 5.3

Estimates of λ and MSEs for unequal number of identical components and m = 25

k Sample Size ni λ λλ̂ MSE

2 25 n1 = 3, n2 = 5 0.5 0.4775 0.0397

n1 = 3, n2 = 7 0.7 0.6731 0.0723

n1 = 3, n2 = 9 0.7 0.6835 0.0718

n1 = 5, n2 = 7 0.7 0.6651 0.0810
3 n1 = 2, n2 = 3, n3 = 4 0.8 0.7654 0.0558

n1 = 2, n2 = 5, n3 = 6 0.8 0.7735 0.0519

n1 = 2, n2 = 3, n3 = 6 0.8 0.7739 0.0543

n1 = 3, n2 = 5, n3 = 6 0.8 0.7691 0.0559

n1 = 4, n2 = 5, n3 = 7 0.8 0.7683 0.0561
4 n1 = 2, n2 = 4, n3 = 5, n4 = 6 0.8 0.7728 0.0355

n1 = 2, n2 = 4, n3 = 5, n4 = 7 0.8 0.7781 0.0356

n1 = 2, n2 = 4, n3 = 7, n4 = 9 0.8 0.7817 0.0359

n1 = 3, n2 = 5, n3 = 7, n4 = 9 0.8 0.7779 0.0365

TABLE 5.4

Estimates of λ and MSEs for Equal Number of Identical Components and 
k = 2

n λ

m = 10 m = 15

λλ̂ MSE λλ̂ MSE

2 0.9 0.9098 0.0080 0.8979 0.0051
2 0.6 0.6342 0.0024 0.5998 0.0025
2 0.5 0.4899 0.0022 0.5025 0.0016
3 0.7 0.7315 0.0039 0.6869 0.0041
3 0.5 0.4986 0.0044 0.5069 0.0026
4 0.6 0.5897 0.0017 0.6033 0.0043
4 0.5 0.4957 0.0027 0.4965 0.0013
4 0.4 0.3835 0.0020 0.4022 0.0023
4 0.3 0.3126 0.0012 0.2949 8.0834e-04
6 0.9 0.8742 0.0066 0.8922 0.0033
6 0.5 0.5120 0.0020 0.5017 0.0012
6 0.4 0.3844 0.0011 0.4159 0.0010
6 0.3 0.3073 0.0011 0.2939 5.9149e-04
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with parameter λ. In this table, n denotes the same number of components in 
each subsystem and k, the number of subsystems is two. 

Similar conclusions as in Tables 5.1–5.3 can be drawn.

5.6  Conclusion and Future Work

In the current work and the work by Rani, Dewan, and Jain (2014) and 
Rani, Jain, and Dewan (2015), the component lifetimes are assumed to have 
exponential life distribution. Exponential random variables characterize no 
aging. Since this study was motivated from defense equipment which is in 
operation for very short duration, it was reasonable to assume that compo-
nent lifetimes are exponential random variables. However, if components 
exhibit deterioration with time, then one can assume that life times have 
gamma or Weibull distributions. One would need to look at the reliability of 
phase-type systems under these distributions.

One can also look at systems with subsystems having components in more 
complex formations—different from series/parallel con�guration.
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6.1  Introduction

Suppose there is a closed population of size N. In this chapter, we consider 
the estimation of N based on Type-I censored data. The problem is the 
 following. Let …, ,1T TN  be a random sample of a positive random variable 
having the positive probability density function (PDF) at x = δ( );f x . In this 
case, N and δ both are unknown; moreover, δ may be vector valued also. 
Let T* be a pre�xed time, denoting the period of observations. Suppose we 
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observe 0 *(1) ( )< < < <t t Tr  within the observation period T*. There is no 
failure between t(r) and T*. We would like to draw the inference on N and δ, 
based on the above Type-I censored sample.

This is known as the general-order statistics (GOS) model, and it has sev-
eral applications in different areas. Consider the example of a population 
cited by Hoel (1968), where some members of a given population are exposed 
to disease or radiation at a given time. Let N be the number of individuals 
exposed to radiation. It is assumed that the times from exposure to detection 
of these individuals are random, and they are independent and identically 
distributed (i.i.d.) random variables, say …, ,1T TN , from a PDF δ( );f x . Based 
on the �rst r ordered sample until time point T*, the problem is to estimate 
N and δ.

A similar problem can occur in software reliability, see, for example, Jelinski 
and Moranda (1972). Here one is interested in estimating the  number of faults 
or bugs in a software from the initial failure times, (1) ( )< <t t r , observed 
during an observation period T*. Anscombe (1961) provided an interesting 
example of this model in estimating the sales of a company’s product in a 
particular market. The main aim is to predict the average sales of the product 
in the future based on the information obtained during a short period after 
its penetration into the market. Osborne and Severini (2000) also considered 
the same problem to estimate the size N of a closed population based on the 
available observations up to a �xed length T* > 0. They have considered the 
estimation of N under an exponential general-order statistic model.

Johnson (1962) and Hoel (1968) gave the methods for discriminating 
between two values of N based on the likelihood ratio and the sequential 
probability ratio test, respectively, when underlying lifetime distributions 
are completely known. Blumenthal and Marcus (1975) provided the maxi-
mum likelihood estimator (MLE) of N assuming the underlying probabil-
ity distribution as exponential. Jelinski and Moranda (1972), Forman and 
Singpurwalla (1977), Meinhold and Singpurwalla (1983), Jewell (1985), Joe 
and Reid (1985), and Joe (1989) also considered this problem in the context of 
software reliability where the problem is to estimate the number of faults N 
in a software. The models proposed by them are the extensions of the model 
originally proposed by Jelinski and Moranda (1972), where the  underlying 
lifetime distribution is exponential. Raftery (1987) considered estimation 
of the unknown population size N under general-order statistic model and 
adopted an empirical Bayes approach. In particular, Raftery (1987) consid-
ered single parameter Weibull and Pareto order statistic models, which 
mainly belong to the exponential family. Although the performance of point 
estimators was not satisfactory, the interval estimators can be obtained 
and they might be useful for practical purposes. The problem has a close 
resemblance to the problem of estimating n for a binomial random variable. 
Extensive work has been done in estimating n of a binomial population; see, 
for example, DasGupta and Herman (2005) in this respect.
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Kuo and Yang (1995, 1996) also considered similar models. They have 
provided an interesting connection between GOS models and nonhomo-
geneous Poisson processes. They have also adopted Bayesian inference, but 
their problems of interests are slightly different than ours. They have mainly 
considered in detail the Bayesian prediction and model selection, not the 
estimation of N.

It may be mentioned that the estimation of N is a nontrivial problem. The 
point estimator of N (say 



NMLE) obtained by maximizing the likelihood func-
tion has several unusual features. It is observed that P NMLE( )= ∞ > 0



. Also it 
is well known that both the mean and median are biased estimators but in 
opposite directions. With a very high probability NMLE



 can take large values 
and it falls below the actual parameter value quite frequently. Furthermore, 
it is quite unstable, and a small change in the data can lead to a large change 
in 



NMLE.
Our proposed method is purely Bayesian in nature mainly for two pur-

poses. First of all, it avoids the problem of �nding an estimator which is not 
�nite. Second, although the exponential GOS model has been studied quite 
extensively by several authors, not much attention has been paid for other 
distributions. It is observed that if the lifetime distribution is not exponen-
tial, analytically it becomes a challenging problem in the frequentist setup. 
It seems that for many lifetime distributions, the implementation of the 
Bayesian analysis is quite straightforward. Here, we have considered several 
lifetime distributions, namely (i) exponential, (ii) Weibull, and (iii) general-
ized exponential models. Suitable theories and proper implementation pro-
cedures have been developed for point and highest posterior density (HPD) 
credible interval estimation of N and other unknown parameters.

The choice of prior plays an important role in any Bayesian inference prob-
lem. An independent Poisson prior has been assigned to N and for three dif-
ferent lifetime distributions, quite �exible priors to the unknown parameters 
of the distribution of T have been assumed. Based on the prior distributions 
and data, posterior distributions are obtained. All the estimates are obtained 
under the squared error loss (SEL) function. The Bayes estimators under the 
SEL function cannot be obtained explicitly. Hence, Markov Chain Monte 
Carlo (MCMC) technique has been used to compute the Bayes estimates and 
the associated credible intervals. Extensive simulation experiments have 
been performed to assess the effectiveness of the proposed methods. The 
performances are quite satisfactory. The analysis of one real data set has 
been presented to illustrate the proposed methods.

We have organized the remaining chapter as follows. The models and 
the priors have been presented in Section 6.2. In Section 6.3, the posterior 
 analysis under different lifetime distributions has been provided. Monte 
Carlo simulation results have been presented in Section 6.4. In Section 6.5, we 
provide the analysis of a real data set. Finally, in Section 6.6, the  conclusion 
has been provided.
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6.2  Model Assumptions and Prior Selection

6.2.1  Model Assumptions

Suppose …, ,1T TN  is a random sample of a positive random variable with PDF 
δ( );f x , and cumulative distribution function (CDF) δ( );F x . Let the �rst r 

order statistics < < <t t Tr(1) ( )
* be observed within the observation period 

T*. The likelihood function is then given by

∏δ δ δ( )( ) ( )( )=
−









 − = + …

=

−
( , |data)

!
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; 1 *; , , 1, .
1
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 (6.1)

The problem is to estimate N and δ and we have assumed the following 
 different parametric forms of f(x; δ).

Exponential model: It is the most commonly used lifetime distribution. 
Analytically, it is the most tractable lifetime distribution. In this chapter we 
have assumed the following PDF of an exponential distribution for λ > 0.

 λ λ( ) = >
≤







λ−
; if 0

0 if 0.
f t e t

t
EX

t

 (6.2)

Weibull model: Although the exponential distribution is used quite exten-
sively as a lifetime distribution, it has a decreasing PDF and a constant haz-
ard function. These are serious limitations for an exponential distribution. 
The Weibull distribution has two parameters: one shape parameter and one 
scale parameter. The presence of the shape parameter makes it a very �ex-
ible distribution. The Weibull distribution has a decreasing or an unimodal 
density function. If the shape parameter is less than or equal to one, it has a 
decreasing PDF. Otherwise, the PDF is an unimodal function. Furthermore, 
the hazard function also can take various shapes namely increasing, decreas-
ing, or constant. It can be used quite successfully to analyze lifetime data. 
The Weibull distribution has the following PDF for α > 0 and λ > 0;

 α λ αλ( ) = >
≤







α λ− − α
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f t t e t

t
WE

t
 (6.3)

Generalized exponential model: Gupta and Kundu (1999) introduced the 
generalized exponential distribution which behaves very similarly as 
the Weibull or gamma distribution. For details, see the survey article by 
Nadarajah (2011). The generalized exponential distribution has the following 
PDF for α > 0 and λ > 0:

 α λ αλ( ) = − >
≤







λ λ α− − −

; , (1 ) if 0
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6.2.2  Prior Selection

A Poisson random variable X with mean µ (POI(µ)) has the following 
 probability mass function (PMF);

 
µ( )= = = …
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e
i

i
i

 (6.5)

The PDF of a gamma random variable with the shape parameter a > 0 and the 
scale parameter b > 0 (GA(a,b)) is as follows:

 ( ) ( )= Γ
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The following prior assumptions have been made. In all the three cases 
 considered here: N follows (∼) POI(θ). In case of exponential distribution 
δ = λ, and it is assumed that λ ∼ GA(c,d). Moreover, N and λ are indepen-
dently distributed. For two-parameter Weibull and two-parameter gener-
alized exponential  distributions, δ = (α,λ), and in both the cases α ∼ GA(a,b). 
The prior on λ is the same as before, and all priors are assumed to be 
independent.

6.3  Posterior Analysis of Different GOS Models

6.3.1  Exponential GOS Model

The likelihood function (6.1) for N = r, r + 1,... and λ > 0, becomes

 λ λ( )=
−

∑
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Hence, based on the prior distributions of N and λ, the posterior distribution 
of N and λ, is as follows:

 π λ θ λ( )∝
−
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Let M = N − r, then the joint posterior distribution of M and λ is given by

 π λ θ λ∝ ∑
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If g(M,λ) is a function of M and λ, then under SEL function

 
 ∑∫λ λ λ π λ λ( )( ) ( ) ( )= =

=

∞ ∞

, , , ( , | )
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g M E g M g m m data dB

m

EX  (6.10)

is the Bayes estimate of g(M, λ).
It is clear that (6.10) cannot be expressed in explicit form, hence we use the 

Monte Carlo simulation to approximate (6.10). First, we observe that the joint 
posterior density function (6.9) is given by

 π λ π λ π= ×( , | ) ( | , ) ( | ).M data M data M dataEX EX EX  (6.11)

Here
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where
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For θ > 0, K < ∞, all the moments of πEX(M|data) are �nite. Since {M|data} is a 
discrete distribution, a random sample from the PMF (6.13) can be easily gen-
erated. Therefore, the generation of samples from (6.9) can be performed as 
follows. First generate M from the discrete distribution with the PMF (6.13), 

and for a given M = m, λ can be generated from a GA , *
1∑+ + +



( )

=
a r t b mTi

i

r
. 

Based on the generated samples, Bayes estimates and HPD credible  intervals 
can be easily constructed.

Alternatively, since here the full conditionals have well-known distribu-
tions, the Gibbs sampling is more convenient to be used to compute the Bayes 
estimates and to construct the credible intervals. It can be easily observed that

 π λ θ( )∼ λ−( | , ) POI ,*M data eEX
T  (6.14)
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where π(λ|M,data) has already been provided in (6.12). The following 
 algorithm can be used for the above purpose.

Algorithm 6.1

• Step 1: Choose λ0 and m0, initial values of λ and M, respectively.
• Step 2: For i = 1,…,B, generate λi and mi from π(λ|Mi−1,data) and 

π(M|λi−1,data), respectively.
• Step 3: Choose a suitable burn-in-period B*, and discard the initial 

B* values of λi and mi.
• Step 4: If we denote gi = g(mi, λi), for i = B* + 1,…,B, the Bayes estimate 

of g(M, λ) can be approximated as

 
 ∑λ( ) ≈

−
= +

,
1

*
* 1

g M
B B

gi

i B

B

• Step 5: To construct the 100(1 − β)% HPD credible intervals of g(M, λ), 
�rst-order gi for * 1, ,= + …i B B, as * 1 < <( ) ( )+g gB B , then construct all 
the 100(1 − β)% credible intervals of g(M, λ) as

 ( ) ( )…β β( )( ) ( )( ) ( )+ + + −, , , , .* 1 * 1 1g g g gB B B B B

Choose that interval which has the smallest length; see, for example, 
Chen and Shao (1999).

6.3.2  Weibull GOS Model

The likelihood function (6.1) is as follows:
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Therefore, the joint posterior density function of N, α, and λ is given by

π α λ θ α λ( )∝
−

∑ ∑α λ( ) ( )( )+ − − − + − − + − +α α( ) ( )= =( , , | )
!

.1 ln 1 ( *)
1 1N data

N r
e eWE

N
a r b t c r t N r T dii

r
ii

r

 (6.16)

Similarly, as before, the joint posterior density of M = N − r, α and λ becomes

  π α λ θ α λ∝ ∑ ∑α λ( ) ( )+ − − − + − − + +α α( ) ( )= =( , , | )
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Moreover, under SEL function
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is the Bayes estimate of g(M, α, λ). In general, it does not have a compact form 
and, hence, we use the MCMC technique to evaluate (6.18).

The full conditional distribution of α is as follows:

 π α λ α∝ ∑ ∑α λ( ) ( )+ − − − − +α α( ) ( )= =( | , , ) ,1 ln ( *)
1 1M data e eWE

a r b t t M Tii

r
ii
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 (6.19)

and we have the following result regarding the shape of (6.19).

Lemma 6.1: The full conditional PDF of α as given in (6.19) is log-concave.

Proof: See in the Appendix. ∎

Random samples can be easily generated from (6.19); see, for example, 
Devroye (1984) or Kundu (2008), Furthermore, the full conditional distribu-
tions of λ and M are as follows:

 ∑π λ α ∼ + + +
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and

 π α λ θ( )∼ λ− α
( | , , ) POI .( *)M data eWE

T  (6.21)

Therefore, we will be able to generate random samples from the full con-
ditionals of α, λ, and M. Hence using the Gibbs sampling procedure as 
in Algorithm 6.1, the Bayes estimates and the credible intervals can be 
constructed.

6.3.3  Generalized Exponential GOS Model

In this case for N = r, r + 1,..., λ > 0 and α > 0, the likelihood function (6.1) 
becomes
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The posterior distribution of α, λ and N is as follows:

 
( , , | )

!

1 (1 ) .

1 1 ln 1 11 1

*

π α λ θ α λ

{ }
( )∝

−
∑ ∑

× − −

α α λ

λ α

( ) ( )( )+ − − − − + − − +

−
−

λ ( )
( )

−
= =N data

N r
e e e

e

GE

N
a r b e c r t d

T
N r

t i
i

r
ii

r

The joint posterior distribution of M = N − r, α and λ is given by
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The Bayes estimate of any function g(M, α, λ) under the SEL function cannot 
be obtained in explicit form. Importance sampling can be used for construct-
ing the Bayes estimate and the credible interval of g(M, α, λ). After some 
calculations, it can be seen that
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It follows that if b > 0 and c > 0, then the right-hand side of (6.23) is integrable. 

Moreover, it may be noted that ∑ ( )− −
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i  is always positive. We 

can use the following importance sampling procedure for the purpose.
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Algorithm 6.2

• Step 1: Generate λ1, α1 and m1, where

 λ π λ α π α λ π α λ∼ ∼ ∼( | ), ( | , ) and  ( | , , ).1 1 1 1 1 1data data m M dataGE GE GE

• Step 2: Repeat Step 1 B times and obtain α λ α λ( ) ( )…, , , , , ,1 1 1m mB B B .
• Step 3: Obtain the Bayes estimate of g(M, α, λ) as
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• Step 4: To compute the HPD credible interval of g(M, α, λ), �rst 
compute
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Arrange { }( ) ( )…, , , ,1 1g w g wB B  as { }( ) ( )…[ ] [ ]( ) ( ), , , ,1 1g w g wB B , where 
< <( ) ( )1g g B , and w[i]’s are associated with g(i)’s.

• Step 5: Then a 100(1 − β)% credible interval of g(M, α, λ) is (g(Lγ),g(Uγ)), 
for 0 < γ < β, where
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• Step 6: The 100(1 − β)% HPD credible interval of g(M, α, λ) is (g(Lγ*), 
g(Uγ*)), such that the length of the credible interval is  minimum; see, 
for example, Chen and Shao(1999).

6.4  Simulation Experiments

Extensive simulation experiments have been performed for different param-
eter values and for different termination points (T*) under all the proposed 
models. To generate samples from a given distribution function, for a �xed N 
and for �xed parameter values, �rst we generate a sample of size N from the 
given distribution using the simple inverse transformation method.

We order the generated sample, and consider those points which are less 
than or equal to T*, and that is the required sample. We have adopted the 
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Gibbs sampling algorithm as suggested in Section 3 for exponential and 
Weibull GOS models, and in the case of the generalized exponential GOS 
model, importance sampling technique has been incorporated. The results 
have been obtained based on 5000 replications. For Gibbs sampling proce-
dure, for each replication, 2500 iterations are performed, and the initial 500 
iterations are taken as burn-in. So, for a particular sample, the Bayes estimate 
and the credible interval are obtained based on 2000 sample values from 
the posterior density function. For importance sampling, 2000 sample values 
have been used for each replication.

The results are presented in Tables 6.1–6.6. For each parameter, we pres-
ent the average estimates, the average lower and upper limits of the 95% 

TABLE 6.1

Exponential GOS Model Results (Fixed Parameters)

Parameters

N = 30, θ = 30, λ = 2, a = 5, b = 2.5

T* = 0.25 T* = 0.5 T* = 0.75 T* = 1.0 T* = 5.0

r Observed (average) 11.43 18.87 23.42 26.11 30.01
N Estimate 30.07 30.19 30.27 30.31 30.05

HPD (21.37, 40.23) (22.63, 39.23) (24.67, 37.56) (26.25, 36.24) (28.23, 31.89)
(Av. length) (18.86) (16.60) (12.89) (9.99) (3.66)
(Cov. per.) 0.92 0.93 0.93 0.94 0.94

λ Estimate 2.02 2.10 2.09 2.03 2.03
HPD (0.98, 3.18) (1.06, 3.24) (1.11, 3.16) (1.13, 3.09) (1.41, 2.75)
(Av. length) (2.20) (2.18) (2.05) (1.96) (1.34)
(Cov. per.) 0.93 0.93 0.94 0.95 0.94

TABLE 6.2

Exponential GOS Model Results (Fixed T*)

Parameters

T* = 0.75

N = 30, θ = r N = 30 = θ N = 30 = θ N = 30 = θ N = 100 = θ

λ = 2, a = 0 λ = 3, a = 15 λ = 2, a = 5 λ = 2, a = 10 θ = 100, λ = 2

b = 0 b = 5 b = 2.5 b = 5 a = 5, b = 2.5

r Observed 
(average)

23.41 26.79 23.16 23.25 77.51

N Estimate 27.18 30.39 30.25 30.22 100.17
HPD (23.47, 32.33) (26.54, 34.75) (24.62, 37.55) (24.54, 37.12) (87.54, 115.12)
(Av. length) (8.86) (8.21) (12.93) (12.58) (27.58)
(Cov. per.) 0.93 0.92 0.92 0.93 0.94

λ Estimate 2.67 3.06 2.03 2.03 2.06
HPD (1.27, 4.18) (1.93, 4.18) (1.09, 3.18) (1.21, 2.99) (1.40, 2.75)
(Av. length) (2.91) (2.25) (2.09) (1.78) (1.36)
(Cov. per.) 0.94 0.95 0.94 0.94 0.95
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TABLE 6.3

Weibull GOS Model Results (Fixed Parameters)

Parameters

N = 30, θ = 30, α = 2 λ = 1, a = 5 b = 2.5, c = 2, d = 2

T* = 0.5 T* = 1.0 T* = 1.25 T* = 1.5 T* = 2.0

r Observed 
(average)

6.77 18.98 23.19 26.89 29.51

N Estimate 30.11 29.88 30.19 30.56 30.88
HPD (20.78, 40.96) (21.80, 39.48) (24.26, 37.89) (26.56, 36.82) (29.33, 33.97)
(Av. length) (20.19) (17.67) (13.63) (10.26) (4.64)
(Cov. per.) 0.91 0.93 0.95 0.94 0.95

α Estimate 2.03 2.14 2.09 2.15 2.01
HPD (1.03, 3.05) (1.39, 2.91) (1.36, 2.91) (1.42, 2.81) (1.39, 2.68)
(Av. length) (2.02) (1.52) (1.51) (1.40) (1.29)
(Cov. per.) 0.92 0.92 0.94 0.94 0.95

λ Estimate 1.11 1.07 1.07 1.03 0.99
HPD (0.25, 2.04) (0.47, 1.88) (0.48, 1.75 ) (0.53, 1.58) (0.55, 1.45)
(Av. length) (1.79) (1.41) (1.27) (1.05) (0.90)
(Cov. per.) 0.92 0.94 0.94 0.95 0.95

TABLE 6.4

Weibull GOS Model Results (Fixed T*)

Parameters

T* = 1.25

N = 30, θ = r N = 30 = θ N = 30 = θ N = 30 = θ N = 100 = θ

α = 2, λ = 1 α = 1, λ = 1 α = 2, λ = 1 α = 2, λ = 1 α = 2, λ = 1

a = 0, b = 0 a = 5, b = 5 a = 5, b = 2.5 a = 10, b = 5 a = 5, b = 2.5

c = 0, d = 0 c = 2, d = 2 c = 2, d = 2 c = 5, d = 5 c = 2, d = 2

r Observed 
(average)

23.67 21.38 23.54 23.76 79.46

N Estimate 26.99 29.89 30.11 30.18 99.91
HPD (23.65, 32.23) (22.69, 38.76) (24.19, 37.97) (24.51, 37.69) (86.13, 116.24)
(Av. length) (8.58) (16.07) (13.78) (13.18) (30.11)
(Cov. per.) 0.93 0.93 0.94 0.95 0.95

α Estimate 2.24 1.09 2.08 2.11 2.05
HPD (1.48, 3.21) (0.69, 1.45) (1.43, 2.83) (1.37, 2.71) (1.63, 2.48)
(Av. length) (1.73) (0.76) (1.40) (1.34) (0.85)
(Cov. per.) 0.91 0.95 0.94 0.92 0.95

λ Estimate 1.45 1.09 1.07 1.06 1.03
HPD (0.67, 2.27) (0.45, 1.86) (0.50, 1.77) ( 0.51, 1.62) (0.66, 1.45)
(Av. length) (1.60) (1.41) (1.28) (1.11) (0.79)
(Cov. per.) 0.93 0.93 0.94 0.94 0.94
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TABLE 6.5

Generalized Exponential GOS Model Results (Fixed Parameters)

Parameters

N = 30, θ = 30, α = 2 λ = 1, a = 5 b = 2.5, c = 2, d = 2

T* = 0.5 T* = 1.0 T* = 1.5 T* = 2.0 T* = 5.0

r Observed 
(average)

4.39 12.15 18.27 22.11 29.76

N Estimate 29.24 29.18 29.21 30.12 30.10
HPD (19.49, 38.51) (20.15, 36.28) (21.55, 37.75 ) (23.59, 38.68) (29.58, 33.10)
(Av. length) (18.02) (16.13) (16.20) (15.09) (3.52)
(Cov. per.) 0.92 0.92 0.94 0.93 0.93

α Estimate 2.08 2.10 2.08 2.08 2.02
HPD (1.05, 3.29) (1.17, 3.20) (1.20, 3.22) (1.18, 3.22) (1.22, 2.75 )
(Av. length) (2.24) (2.03) (2.20) (2.04) (1.53)
(Cov. per.) 0.93 0.94 0.95 0.95 0.94

λ Estimate 1.01 1.07 1.07 1.06 0.97
HPD (0.41, 1.92) (0.59, 1.84) (0.58, 1.77) (0.57, 1.67) (0.60, 1.19 )
(Av. length) (1.51) (1.25) (1.19) (1.10) (0.59)
(Cov. per.) 0.93 0.94 0.94 0.95 0.95

TABLE 6.6

Generalized Exponential GOS Model Results (Fixed T*)

Parameters

T* = 1.25

N = 30, θ = r N = 30 = θ N = 30 = θ N = 30 = θ N = 100 = θ

α = 2, λ = 1 α = 1, λ = 1 α = 2, λ = 1 α = 2, λ = 1 α = 2, λ = 1

a = 0, b = 0 a = 5, b = 5 a = 5, b = 2.5 a = 10, b = 5 a = 5, b = 2.5

c = 0, d = 0 c = 2, d = 2 c = 2, d = 2 c = 5, d = 5 c = 2, d = 2

r Observed 
(average)

18.18 23.11 18.23 18.17 60.51

Estimate 22.57 29.31 29.78 29.88 94.12
N HPD (18.17, 27.43) (24.19, 34.37) (21.54, 37.74) (21.56, 38.59) (81.23, 104.45)

(Av. length) (9.26) (10.18) (16.20) (16.03) (23.22)
(Cov. per.) 0.93 0.91 0.94 0.95 0.94
Estimate 2.91 1.03 2.10 2.06 2.05

α HPD (1.33, 4.44) (0.67, 1.61) (1.18, 3.28) (1.27, 2.94) (1.53, 2.60)
(Av. length) (3.11) (0.94) (2.10) (1.67) (1.07)
(Cov. per.) 0.93 0.94 0.94 0.92 0.95
Estimate 1.75 1.12 1.11 1.01 1.04

λ HPD (0.84, 2.56) (0.77, 2.03) (0.68, 1.88) (0.62, 1.62) (0.88, 1.49)
(Av. length) (1.72) (1.26) (1.20) (1.00) (0.61)
(Cov. per.) 0.94 0.93 0.94 0.94 0.95
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HPD credible intervals, the average lengths and the coverage percentages. 
For each model, the results are presented in two tables. In the �rst table, 
T* is varied while other parameters are kept �xed, and in the second table, 
T*  is �xed, where the other parameters are changing. We have considered 
both informative and noninformative priors. In the case of noninformative 
priors, we take a = b = c = d = 0, and it is improper.

It is observed that in all the cases considered here, the average 
Bayes  estimates are very close to the true parameter values. From Tables 6.1, 
6.3, and 6.5, it is observed that as T* increases the lengths of the HPD 
credible  intervals decrease, as expected. From Tables 6.2, 6.4, and  6.6, it 
is observed that for �xed N, the performance of the Bayes estimates does 
not depend  much on the hyperparameters. In the case of noninforma-
tive  priors, the  average Bayes estimates of N are slightly smaller than the 
true N, for all the models, although the length of the average HPD cred-
ible  intervals is also smaller than the rest. In all the cases considered, it is 
observed that the  coverage  percentages are very close to the corresponding 
nominal value.

Overall, the performance of the proposed methods is quite satisfactory.

6.5  Data Analysis

We use the data set presented in Table 6.7. The data points represent the 
failure times for errors detected during the development of software and 
time units are in days. See, for example, Osborne and Severini (2000) for 
the detailed description of the data. This data set has been analyzed by 
several authors, for example by Goel and Okumoto (1979), Jelinski and 
Moranda (1972), Raftery (1987), and Osborne and Severini (2000) using the 
exponential GOS model. In Table 6.8, we have presented the results com-
piled by Osborne and Severini (2000) on different point estimates of  N, 
and also two different con�dence intervals. Various estimators of N are 
obtained by taking  different stopping time T*, and using exponential 
distribution.

We have analyzed the data set using three different GOS distributions 
namely (i) exponential GOS model (M1), (ii) Weibull GOS model (M2), 

TABLE 6.7

Data Set

9 21 32 36 43 45 50 58 63 70 71 77
78 87 91 92 95 98 104 105 116 149 156 247
249 250 337 384 396 405 540 798 814 849
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and (iii)  generalized exponential GOS model (M3). Since there is no prior 
 information available, we have assumed improper priors in all these cases. 
Point estimates of the different parameters are presented in Table 6.9 and 
95% HPD credible intervals for different parameters are presented in 
Tables 6.10 and 6.11.

TABLE 6.8

Estimates of N Compiled by Osborne and Severini (2000)

Stopping Time (T*) r

Point Estimates 95% Conf. Int.

N̂ML N̂ JR
ˆ

1 2/N N̂U LR ILR

50 7 ∞ 25 17 17 (8, ∞) (7, 248)
100 18 ∞ 116 82 65 (30, ∞) (24, 954)
250 26 31 34 30 33 (26, 94) (27, 81)
550 31 31 32 31 32 (31,36) (31, 38)
800 32 32 32 32 32 (32,33) (32,34)
850 34 34 35 34 34 (34, 37) (34, 39)

N̂ML, maximum likelihood estimate of N; N̂JR, estimator proposed by Joe and Reid (1985); 
ˆ

1/2N , integrated likelihood estimator (midpoint prior) by Osborne and Severini (2000); 
N̂U , integrated likelihood estimator (uniform prior) by Osborne and Severini (2000); 
LR,  likelihood ratio con�dence interval; ILR, integrated likelihood ratio con�dence interval.

TABLE 6.9

Point Estimates of Parameters for Different Models

Stopping Time (T*) r

M1 M2 M3

N̂ λ̂λ N̂ α̂α λ̂λ N̂ α̂α λ̂λ

50 7 9.84 0.020 10.25 1.233 0.025 9.17 3.79 0.046
100 18 24.6 0.010 25.87 1.412 0.022 23.50 3.24 0.024
250 26 30.59 0.007 37.25 1.319 0.017 27.38 2.80 0.016
550 31 32.55 0.006 44.55 1.278 0.011 32.02 1.37 0.007
800 32 32.54 0.0056 45.18 1.118 0.009 32.40 1.22 0.006
850 34 35.24 0.0043 48.89 1.178 0.007 35.05 1.02 0.004

TABLE 6.10

95% HPD Credible Intervals of N under Different Models

Stopping Time r M1 M2 M3

50 7 (7, 14) (7, 14) (7, 14)
100 18 (20, 32) (21, 33) (18, 30)
250 26 (26, 36) (31, 46) (26, 33)
550 31 (31, 36) (37, 53) (31, 37)
800 32 (32, 34) (38, 55) (32, 34)
850 34 (34, 48) (40, 56) (34, 38)
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Next we consider the selection of an appropriate model out of three models 
under study. The Bayes factor will be used for this purpose. If we have two 
models, say, Mi and Mj, then the Bayes factor is given by 2lnBij, where

 = ( | )
( | )

.B
Prob data M
Prob data M

ij
i

j

Here Prob(data|Mi) and Prob(data|Mj) are the marginal probabilities of data 
under Mi and Mj, respectively. To compute Prob(data|Mi), we adopt the 
 following procedure. Observe that
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TABLE 6.11

95% HPD Credible Intervals of Other Parameters under Different Models

Stopping 
Time (T*) r

M1 M2 M3

λ̂λ α̂α λ̂λ α̂α λ̂λ

50 7 (0.004, 0.038) (0.56, 4.231) (0.011, 0.068) (0.79, 8.23) (0.012, 0.084)
100 18 (0.005, 0.016) (0.79, 3.891) (0.009, 0.059) (1.38, 4.64) (0.009, 0.033)
250 26 (0.004, 0.012) (0.82, 3.167) (0.008, 0.045) (1.11, 3.68) (0.006, 0.020)
550 31 (0.003, 0.009) (0.89, 2.671) (0.003, 0.021) (0.76, 2.18) (0.004, 0.011)
800 32 (0.0035, 0.0079) (0.91, 2.567) (0.001, 0.018) (0.69, 1.96) (0.003, 0.009)
850 34 (0.0025, 0.0061) (0.94, 1.789) (0.001, 0.011) (0.65, 1.52) (0.003, 0.007)
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For noninformative prior, it can be shown after some calculations that
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Note that A(M) can be easily computed using the importance sampling tech-
nique. Similarly, ( | )3Prob data M  can also be obtained using the importance 
sampling technique.

For the given data set, we have provided the Bayes factors namely 2ln(B12), 
2ln(B13), and 2ln(B23) in Table 6.12. From Table 6.12, it is immediate that 
for all values of T*, the exponential distribution is a clear choice over the 
Weibull or generalized exponential distributions. We have also computed 
the log-predictive likelihood values for the three different models as it has 
been  suggested by Kuo and Yang (1996) for the model choice. We have used 
the �rst 26 failures as the training sample and the last 5 failures as the pre-
dictive sample. Based on the same noninformative prior, we obtained the 
log- predictive likelihood values for exponential, Weibull, and generalized 
exponential as −37.15, −37.94, and −38.13, respectively. Therefore, it also 
 indicates the exponential distribution.

It is clear that a Bayes estimator under noninformative priors behaves 
very similarly to the different estimators obtained based on the frequentist 

TABLE 6.12

Bayes Factor for Model Selection

Stopping Time (T*) r 2 log(B12) 2 log(B13) 2 log(B23)

50 7 24.12 12.4 11.7
100 18 57.17 23.8 32.78
250 26 74.67 14.8 59.59
550 31 77.21 31.4 46.61
800 32 80.89 29.7 50.38
850 34 77.19 31.9 45.23
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approach. On the other hand, the proposed method has an advantage that 
it is quite simple to implement, and even for small T*, it produces estimators 
which are �nite and with �nite credible intervals.

6.6  Conclusion

In this chapter, we have considered Bayesian estimation of N and other 
unknown parameters in GOS models. We have considered three different 
lifetime distributions namely (i) exponential, (ii) Weibull, and (iii) general-
ized exponential distributions. Based on fairly general priors, the Bayesian 
inferences are obtained for the unknown parameters. It may be mentioned 
that Raftery (1987) considered the same problem and provided a Bayesian 
solution. But the author has mainly restricted the attention to the  exponential 
family. Although he has indicated the generalization to the non- exponential 
family, no proper method has been suggested for construction of cred-
ible intervals of the unknown parameters. In our case, although we have 
considered only three models, the method can be extended for other dis-
tributions also. Since the implementation of the proposed method is quite 
 straightforward, it can be used quite conveniently in practice in a very 
 general setup.
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Appendix

Proof of Lemma 6.1: The full conditional of α is as follows:
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Now,
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7
Large-Scale Reliability-Redundancy 
Allocation Optimization Problem Using 
Three Soft Computing Methods

Mohamed Arezki Mellal
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University of Michigan

7.1  Introduction

The industrial world is subject to various risks, whether traditional  (technical, 
economic, or societal risks) or emerging (informational or psychosocial 
risks). According to the International Standard Organization 31010: 2009-
Risk  management—Principles and guidelines, the word “risk” is de�ned as 
follows: “effect of uncertainty on objectives.” Thus, the de�nition provided 
engineers could be modi�ed: “risk is the combination of an event probability 
and its consequence.” Moreover, a competitive industrial plant should have a 
high level of system reliability. System reliability belongs to the dependabil-
ity of the plant. Dependability deals with the industrial risks and is based on 
several basic concepts whose de�nitions and interpretations are increasingly 
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re�ned. These concepts are known by the acronym RAMS+C: reliability, 
availability, maintainability, safety, and cost, but nowadays supplemented 
with other concepts, such as durability, testability, resilience,... or combina-
tions of these concepts. Dependability re�ects the con�dence that can be 
attributed to a system. The International Electrotechnical Commission 60050 
(2002) provides some standard de�nitions for the elements of dependability.

The reliability is the ability of an item E (such as a component part, equip-
ment or system) to perform its required functions under given conditions 
for a given time interval. It is characterized by the probability denoted R(t) 
that E is able to perform its functions, under stated conditions, over the time 
interval [0, t] and knowing that E is functional at time 0. It is de�ned from the 
failure rate denoted λ which varies in time, as indicated in Figure 7.1 (called 
“bathtub curve”).

The reliability of a system with a constant failure rate during the useful 
period is estimated as follows:

 ( ) .= λ−R t e t  (7.1)

A failure is the (partial or total) termination of the ability of an item to 
perform a required function. The failure rate is de�ned as the number of 
expected failures per unit in a given time interval (Chowdhury & Koval, 
2009; Klyatis, 2011).

The maintainability is the ability of an item E (such as a component part, 
equipment or system) to undergo maintenance, and hence be returned to 
a state in which it can perform a required function after a failure, when 
the maintenance is performed under given conditions and using stated 
procedures and resources. It is characterized by the probability denoted 
M(t) that the item E is performing its functions at time t, knowing that 
E was  broken down at the time 0. The maintainability characterizes 
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FIGURE 7.1
Bathtub curve.
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the promptness of recovering a service expected by the entity after the 
 interruption due to failure.

The availability A(t) is the ability of an item E (such as a component part, 
equipment or system) to be in a state to perform its required function under 
given conditions at a given instant of time t or over a given time interval, 
assuming that the required external resources are provided. The availability 
is the synthesis of the reliability and the maintainability. It is the proportion 
of time spent in a state to perform the required functions under given condi-
tions. In the case of a non-repairable entity, it overlaps with the reliability. 
Besides, for a repairable entity, the availability is appreciated when the fail-
ures are rare (better reliability) and shorter (maintainability).

The safety is the ability of an item E (such as a component part,  equipment 
or system) to avoid provoking, under given conditions, critical or catastrophic 
events which cause damage to people, environment, and property. It is char-
acterized by the probability denoted S(t) that E will not incur, under given 
conditions, any critical or catastrophic events in time interval [0, t] (Avizienis, 
Villemeur, & Randell, 2004).

Several metrics of system reliability can be calculated from the prob-
ability measures. The following quantities characterize the mean durations 
(Levin & Kalal, 2003; Pham, 2006):

• MTTF (mean time to failure): It is the average running time of an 
entity at time 0 to the �rst failure.

• MUT (mean up time): It is the average time of operation after repair.
• MTTR (mean time to repair): It is the most commonly used term to 

describe the maintainability of an item. This is the time which sepa-
rates, for a repairable item, the termination (or degradation) from 
the recovery of the required functions. It expresses the amount of 
time required to repair any failures divided by the total number of 
failures.

• MDT (mean down time): It is the average time of unavailability after 
failure.

• MTBF (mean time between failures): It is the average time between 
two consecutive failures (not to be confused with MTTF).

• MTBM (mean time between maintenances): It is a measure of the 
average time between maintenance (preventive maintenance and 
repair) for repairable items.

Often, the systems are made up of subsystems and/or components, such as a 
power system, mechatronic system, or an industrial plant in the general case. 
These subsystems or components are connected in series or parallel or in a 
combination con�guration (Chowdhury & Koval, 2009). The unit of the fre-
quency failure depends on the operation unit, such as hours, days, months, 
years, kilometers, tones, solicitations. It should be noted that the choice of the 



186 Modeling Simulation Reliability Engineering

unit (or combination, conversion of the units) promotes the accurate analy-
sis of the behavioral law of the system over a given period. For example, 
in  landing gear of airplanes, it is suitable to use: the distance traveled by 
the pneumatic system (the wheels) on the tarmac (during takeoff and land-
ing) and the number of landing for the mechanical subsystem. When the 
system reliability is increased, the frequency and severity of the failure are 
decreased. It allows us to avoid the industrial risk mentioned above.

The aim of this chapter is to investigate a large-scale system reliability-
redundancy allocation problem (RRAP) involving 20 subsystems using 
genetic algorithms (GAs), particle swarm optimization (PSO), and the cuckoo 
optimization algorithm (COA). It is to show how the above-mentioned three 
soft computing methods tackle the problem. The remainder of the chapter is 
organized as follows: Section 7.2 presents an overview of the system RRAP. 
A large-scale numerical case study is presented in Section 7.3. The applied 
soft computing methods are presented in Section 7.4. The obtained results 
with a discussion are given in Section 7.5. Finally, the last section concludes 
the chapter.

7.2  System Reliability-Redundancy Allocation Problem

Three methods may be followed to improve the system reliability, namely 
by increasing the component reliability (called reliability allocation), using 
redundant components added in parallel (called redundancy allocation), 
and mixture (called reliability-redundancy allocation). It is an optimization 
 problem subject to the design constraints, such as the volume, weight, and 
cost. The RRAP is one of the most complex problems in reliability  engineering. 
The goal is to increase the overall system reliability by increasing the reli-
ability of the subsystems and adding redundant components. Therefore, the 
problem is mixed, as the reliability of the system/each subsystem should be 
within the interval [0.5, 1] and the number of redundant components within 
the interval [1, nmax].

Several classical mathematical approaches have been used to solve the sys-
tem reliability optimization problems, such as exact methods (Djerdjour & 
Rekab, 2001; Hikita, Nakagawa, Nakashima, & Narihisa, 1992; Kulshrestha & 
Gupta, 1973) and approximate methods (Kolesar, 1967; Ramirez-Marquez, 
Coit, & Konak, 2004).

Most often, the researchers use soft computing methods to optimize the 
system reliability. In Garg (2015b), the reliability-redundancy allocation 
of �ve subsystems connected in series has been investigated using an ef�-
cient biogeography-based optimization algorithm, whereas in Garg (2015a) 
and Yeh & Hsieh (2011) the cuckoo search (CS) and the arti�cial bee colony 
(ABC), respectively, for the same con�guration were used. A series-parallel 
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connection has been considered using a modi�ed arti�cial immune (AI) 
algorithm (Hsieh & You, 2011), differential evolution (DE) (Liu & Qin, 2015), 
improved novel global harmony search (INGHS) (Chen, 2006; Ouyang, Gao, 
Li, & Kong, 2015), modi�ed imperialist competitive algorithm (AR-ICA) 
(Afonso, Mariani, & Dos Santos Coelho, 2013), CS (Garg, 2015a; Valia, 2014; 
Valian, Tavakoli, Mohanna, & Haghi, 2013), hybrid cuckoo search and genetic 
algorithm (CS-GA) (Kanagaraj, Ponnambalam, & Jawahar, 2013), simpli�ed 
swarm optimization (SSO) (Huang, 2015), and novel arti�cial �sh swarm 
algorithm (NAFSA) (He, Hu, Ren, & Zhang, 2015). The overall system reliabil-
ity of an overspeed protection in a gas turbine comprising four subsystems 
has been investigated using various methods, such as the ABC (Garg, Rani, & 
Sharma, 2013), a penalty-guided stochastic fractal search (Mellal & Zio, 2016), 
PSO (Coelho, 2009), and AI algorithm (Hsieh & You, 2011). Some other sys-
tems’ con�guration have been investigated, namely the complex bridge net-
work, life-support system in a space capsule, M-unit structure system, and 
pharmaceutical plant (Garg & Sharma, 2013; Mellal & Zio, 2016; Agarwal & 
Sharma, 2010; Garg & Sharma, 2013; Murty & Reddy, 1999; Ravi, Murty, & 
Reddy, 1997; Zou, Liu, Gao, & Li, 2011). Some works investigate the system 
reliability optimization as a multi-objective problem (Ardakan & Rezvan, 
2018; Ashraf, Muhuri, Lohani, & Nath, 2014; Kumar, Pant, Ram, & Singh, 2017; 
Muhuri, Ashraf, & Lohani, 2017; Sudeng & Wattanapongsakorn, 2014).

7.3  Large-Scale System RRAP

The system considered here contains 20 subsystems connected in series con-
�guration. The overall system reliability is written as follows (Mellal & Zio, 
2016; Zhang, Hu, Shao, Li, & Wang, 2013):

 1Maximize ( , ) 1
1

20

∏ ( )− = −
=

rR r n is
n

i

i  (7.2)

subject to

 ,1
2

1

20

∑( ) = ≤
=

g r n v n Vi i

i

 (7.3)

 T rg r n n n Cii i i

i

i∑ [ ]( )( ) −α= + ≤β

=

/ln, exp( /4)2

1

20

 (7.4)

 g r n w n n Wi i i

i

∑= ≤
=

( , ) exp( /4)3

1

20

 (7.5)

 r r n n ii i i i [ ]≤ ≤ ∈ ⊂ ≤ ≤ ∈ =+ +0.5 1, 0,1 ; 1 10, ; 1, 2, ..., 20



188 Modeling Simulation Reliability Engineering

where Rs(r, n) is the overall system reliability, r is the vector of component 
reliabilities for the system, n is the vector of redundancy allocation for the 
system, g(•) is the set of constraints. V, C, and W are the volume, cost, and 
weight limits, respectively. αi and βi are parameters representing the phys-
ical features of each component in the subsystem i, respectively. Table 7.1 
reports the data of the system (Mellal & Zio, 2016). The limits considered in 
this chapter are 500, 600, and 800.

7.4  Solutions Using Soft Computing Methods

Soft computing methods have the ability to provide good results when the 
human expertise is limited or the problem has a very large range of  potential 
solutions. Bio-inspired soft computing methods are widely used in engi-
neering as they are powerful and allow �nding good solutions in a reduced 
 computational time and cost.

TABLE 7.1

Data of the System

Subsystem i 105αi βi vi wi V C W T (h)

1 0.6 1.5 2  8 500 600 800 1000
2 0.1 1.5 5  9

3 1.2 1.5 5  6

4 0.3 1.5 4 10

5 2.9 1.5 4  8

6 1.7 1.5 1  9

7 2.6 1.5 1  9

8 2.5 1.5 4  7

9 1.3 1.5 4  9

10 1.8 1.5 3  8

11 2.4 1.5 3  9

12 1.3 1.5 1  8

13 1.2 1.5 1  7

14 2.1 1.5 3 10

15 0.9 1.5 4  6

16 1.3 1.5 5  7

17 1.9 1.5 1  7

18 2.7 1.5 4  8

19 2.8 1.5 2  9

20 1.5 1.5 1  9



189Large-Scale RRAP

7.4.1  Genetic Algorithms

The best-known method is the GA introduced by Holland (Holland, 1975) 
and is inspired by the human and animal evolution.

The main steps of the GA can be summarized as follows (Chambers, 1999):

• A system of encoding the possible solutions or chromosome structure;
• An initial population of solutions;
• A function to evaluate the solution;
• A method of selecting solutions to be used to produce new solutions;
• Recombination and Mutation operators to create new solutions from 

those existing;
• Generate the optimal solutions.

Figure 7.2 shows the �owchart of the simple GA (Renner & Ekart, 2003). 
The GA has several advantages, such as the liability and the parallelism, 
whereas some of its disadvantages could be listed as follows: it requires a 
high number of function evaluations and includes many parameters to 
be handled (Sivanandam & Deepa, 2008a). The GA has been applied to a 
wide range of engineering problems, such as the design of mechatronic 
systems (Behbahani & de Silva, 2013), replacement of obsolete components 
(Mellal, Adjerid, Benazzouz, Berrazouane, & Williams, 2013a,b), multi-
objective system  reliability with a choice of redundancy strategies (Safari, 
2012), cutting parameters (Rai, Brand, Slama, & Xirouchakis, 2011), job-shop 

Create initial
random population 

Evaluate each
member of the

population  

Termination

criterion

Create new population by
reproduction, crossover,

mutation  

Designate solution
Yes

No

FIGURE 7.2
Flowchart of GA.
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 scheduling (Chan, Choy, & Bibhushan, 2011), power distribution system 
(Torres, Guardado, Rivas-Dávalos, Maximov, & Melgoza, 2013), and signal 
 processing (Han & Chang, 2013).

7.4.2  Particle Swarm Optimization

Another well-known solution method is the PSO (Kennedy & Eberhart, 
1995). It is inspired by the moving behavior of some swarms in nature, such 
as the birds and �shes, where each individual is called a particle. It is based 
on the position and velocity of each particle.

Its main steps are summarized as follows (Mellal & Williams, 2018; 
Sivanandam & Deepa, 2008b):

• Initialize the swarm from the solution space.
• Evaluate the �tness of individual particles.
• Modify the particle position, global position, and the velocity.
• Move each particle to a new position.
• Go to step 2, and repeat until convergence or stopping condition is 

satis�ed.

The �owchart of PSO is shown in Figure 7.3 (Sivanandam & Deepa, 2008a). 
Its main advantage is related to simple calculations and fast execution, 

Initialize
swarm 

Calculate velocities

Update the memory for
each particle  

Calculate new
positions  

Evaluate swarm

Insert in repository

Repository

FIGURE 7.3
Flowchart of PSO.
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whereas the major disadvantages are in �xing the values of its parame-
ters which may diverge the solutions in some cases and it is dif�cult to 
implement discrete problems (Mellal & Williams, 2018; Selvi & Umarani, 
2010). Various optimization problems have been solved using the PSO, 
such as  machining parameters (Costa, Celano, & Fichera, 2011), electronic 
circuit design (Vural, Der, & Yildirim, 2011), robotics (Alici, Jagielski, 
Ahmet Şekercioǧlu, & Shirinzadeh, 2006), heat exchanger network synthe-
sis (Pavao, Costa, & Ravagnani, 2017), and supply chain network design 
(Baris & Ernesto, 2016).

7.4.3  Cuckoo Optimization Algorithm

A prevailing solution method called the COA has been initially developed 
by Ramin Rajabioun (2011). It is inspired by the lifestyle of the cuckoo bird 
which lays its eggs in the foreign birds’ nests. The cuckoos have the ability to 
lay eggs that mimic the color and pattern of the eggs of the parasitized birds. 
However, some eggs are recognized by the host birds and destroyed. On the 
other hand, when the eggs hatch, some cuckoos’ chicks starve as their diet is 
more than the chicks of the host birds. Therefore, the cuckoos try to �nd the 
best living area (Mellal & Williams, 2017; Rajabioun, 2011).

The steps of the COA used in this chapter are as follows (Mellal & Williams, 
2016):

• Initialization;
• Egg laying radius;
• Egg recognition;
• Hatching and evaluation;
• Migration (move the mature cuckoo to the new area);
• If the number of cuckoo generations is reached, stop; otherwise, go 

to the second step.

Figure 7.4 shows the flowchart of the COA applied in this chapter 
(Mellal  & Williams, 2016). The proper convergence is the main advan-
tage of the COA (Mellal & Williams, 2018). The implementation of 
COA for multiobjective problem is not fluent. The effectiveness of the 
COA has been proved in solving strong optimization problems, such 
as machining parameters (Mellal & Williams, 2016; Mellal & Williams, 
2015a), lifetime predication (Afzali & Keynia, 2017), replacement of 
 obsolete  components (Mellal, Adjerid, & Williams, 2017; Mellal, Adjerid, 
Williams, & Benazzouz, 2012), electrical power system (Xiao, Shao, Yu, 
Ma, & Jin, 2017), PID controllers (Rajabioun, 2011), combined heat and 
power  economic dispatch (Mellal & Williams, 2015b), and crack detection 
(Moezi, Zakeri, & Zare, 2018).
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7.5  Results and Discussion

The three algorithms have been coded using MATLAB software (2015) and 
run on a personal computer (G620 2.60 GHz with 4 GB of RAM). The popu-
lation size (number of individuals or chromosomes), number of particles in 
the swarm, and number of cuckoos in the area all were �xed at 40 for the 
GA, PSO, and COA. Table 7.2 reports the obtained results and the required 
number of function evaluations (NFE) by each algorithm.

End

Fixed number
of cuckoo
generation
reached?   

Initial habitat

Eggs laying radius

Eggs recognition

Yes 

No 

Hatching and evaluation with
constraint handling 

Migration

Start

Displaying the
optimal solution 

FIGURE 7.4
Flowchart of the applied COA.
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From Table 7.2, it can be observed that system reliabilities are 0.67517, 
0.77926, and 0.80377 provided by the GA, PSO, and COA, respectively. It 
clearly shows that the maximum value has been obtained by using the COA 
(Rs = 0.80377). Furthermore, the required numbers of function evaluations by 
the respective algorithms are 30,000, 17,000, and 10,000. On the other hand, 
the consumed CPU times by each algorithm are 512 s (GA), 371 s (PSO), and 
229 s (COA). Therefore, we can claim that the best method for solving this 
problem is the COA. Figure 7.5 shows the system reliability improvement.

TABLE 7.2

Optimal Results

Method (n1, n2,…, n20) (r1, r2,…, r20) Rs NFE CPU (s)

GA (2, 2, 2, 2, 2, 1, 2, 
3, 2, 3, 4, 1, 3, 2, 
5, 3, 2, 3, 2, 3)

(0.88681, 0.92059, 0.88549, 
0.90911, 0.83291, 0.93366, 
0.85113, 0.75681, 0.87442, 
0.75788, 0.71254, 0.93403, 
0.77369, 0.85899, 0.64968, 
0.79825, 0.85595, 0.75353, 
0.84706, 0.80085)

0.67517 30,000 512

PSO (4, 2, 2, 2, 3, 3, 3, 
2, 3, 3, 2, 2, 2, 2, 
3, 2, 2, 3, 2, 3)

(0.74437, 0.95051, 0.88486, 
0.91495, 0.78248, 0.8016, 
0.73605, 0.85206, 0.82868, 
0.80048, 0.85568, 0.88584, 
0.87991, 0.86123, 0.83958, 
0.88252, 0.86121, 0.7718, 
0.85138, 0.78305)

0.77926 17,000 371

COA (3, 2, 3, 2, 3, 2, 3, 
2, 2, 3, 2, 2, 3, 2, 
3, 3, 3, 3, 3, 2)

(0.81429, 0.93583, 0.82047, 
0.92784, 0.77002, 0.8753, 
0.7821, 0.85952, 0.87833, 
0.80336, 0.86, 0.87824, 
0.84457, 0.8613, 0.8358, 
0.82266, 0.79559, 0.77857, 
0.76873, 0.87327)

0.80377 10,000 229

Bold type represents best value.

0.6

0.65

0.7

0.75

0.8

0.85

GA PSO COA

FIGURE 7.5
System reliability provided by each algorithm.
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7.6  Conclusion

The goal of this chapter was to present and solve a large-scale system 
RRAP involving 20 subsystems connected in series. The problem contains 
40  decision variables, that is, mixed real-integer optimization problem. 
The maximizing system reliability was subject to three design constraints, 
namely the volume, weight, and cost. Three soft computing methods have 
been implemented, namely the GA, PSO, and the COA. It has been proved 
that the cuckoo optimization algorithm has increased the overall system 
reliability and required fewer function evaluations compared to the two 
other methods. A hybrid approach will be developed to further improve the 
results. Another point to explore is to investigate the case studied as a multi-
objective problem.
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8.1  Introduction

Control charts are mainly used for process monitoring in the manufactur-
ing industry. However, their application in �elds outside their conventional 
usage is increasing. It is noticeable that statistical process control can also 
be proved helpful for reliability monitoring of components or structures. 
Shewhart-type control charts, especially those used for calculating the num-
ber of defects, can be used for monitoring the number of failures per �xed 
interval.

Generally speaking, failure process monitoring is an important issue for 
complex or repairable structures. Statistical control charts can be used in this 
type of failure process monitoring in order to achieve the desirable level of 
equipment performance. This purpose is often served by plotting the number 
of failures or breakdowns per time unit. The occurrences of failures contain 
crucial information about the stability of the system. Especially for highly 
reliable structures, usage of this information to detect a possible instability 
is essential. Instability in a system can be seen as a distortion of the distribu-
tion of time between failures; the distribution may change or there may be 

CONTENTS

8.1  Introduction ................................................................................................ 199
8.2  The General Setup of the New Monitoring Scheme ............................. 201
8.3  Main Characteristics of the Proposed Monitoring Scheme ................. 202
8.4  Numerical Results ...................................................................................... 207
8.5  An Illustrative Example ............................................................................ 209
8.6  Conclusion .................................................................................................. 212
References ............................................................................................................. 213



200 Modeling Simulation Reliability Engineering

shifts in it. These situations can be adequately monitored through a statis-
tical control chart. For more details about reliability monitoring based on 
control charts, the interested reader is referred to Xie et al. (2002) or Surucu 
and Sazak (2009).

Control charting is a statistical technique for detecting possible deviations 
from target speci�cations in a production process. Zhang et al. (2006) studied 
the design of exponential control charts using a sequential sampling scheme 
to monitor the failure process of a component or structure. Xie et al. (2002) 
proposed a control scheme based on the cumulative production quantity 
between observations of two defects to monitor failure processes. They con-
sidered the Exponential and Weibull distributions with known parameters 
for modeling the time between failures to construct control limits from the 
exact distribution functions. In fact, Xie et al. (2002) studied the use of control 
charting technique to monitor the failure of components that can be proved 
appropriate for reliability monitoring.

A great amount of monitoring schemes, already introduced in the litera-
ture, is based on the assumption that the process follows a speci�ed prob-
ability distribution. However, this argument is not always true in practice 
and therefore the resulting control charts may not be reliable. To overcome 
this problem and simultaneously keep the traditional structure of a moni-
toring scheme, several nonparametric control charts have been proposed 
in the literature. For example, Balakrishnan et al. (2010) introduced a new 
 distribution-free Shewhart-type control chart based on the location of a sin-
gle observation and the total number of observations from the test sample 
that lie between the control limits. Moreover, Triantafyllou (2017) proposed 
an improved control scheme based on the location of two order statistics 
of the test sample. Mukherjee and Chakraborti (2012) introduced a control 
scheme for joint monitoring of location and scale based on the Lepage statis-
tic. In a similar framework, Chowdhury et al. (2014) established a nonpara-
metric control chart exploiting Cucconi statistic. Balakrishnan et al. (2009) 
proposed the usage of rank-based statistics de�ned through the test sample 
observations in order to decide whether the process is in control or not. Some 
recent advances on the topic can be found in Koutras and So�kitou (2017) 
or Balakrishnan et al. (2015). For a detailed presentation of distribution-free 
monitoring schemes, one may refer to Chakraborti (2014).

In this chapter, we introduce a new distribution-free monitoring scheme 
based on speci�c order statistics fetched from a reference sample. The test 
sample observations that lie between them are taken into account to declare 
the status of the underlying process. Section 8.2 offers a detailed descrip-
tion of the afore-mentioned family of distribution-free control charts. In 
Section  8.3, the main characteristics of the members of the above-mentioned 
class are studied, while in Section 8.4 we carry out numerical experimenta-
tion that display the ability of the proposed schemes in detecting shifts of the 
process distribution. Finally, in Section 8.5 we illustrate the implementation 
of the new nonparametric control chart to reliability monitoring.
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8.2  The General Setup of the New Monitoring Scheme

Let , ,...,1 2X X Xm denote a reference sample drawn from a process with 
underlying distribution ( ) ( )=F x F xX . We then specify two-order statistics, 
say ,: :X Xa m b m, 1 ≤ < ≤a b m. The integers a, b are design parameters and are 
appropriately selected so that a prespeci�ed level of performance is achieved.

Suppose next that test samples are independently fetched and we focus on 
clarifying whether the process remains in-control or not. More speci�cally, 
let us denote by , ,...,1 2Y Y Yn the test sample and by ( ) ( )=F x G xY  the respec-
tive cumulative distribution function. The main goal is to pick up a possible 
shift in the underlying distribution from F(x) to G(x), that is, to test the null 
hypothesis H F x G x=: ( ) ( )0  against the two-sided alternative H F x G x≠: ( ) ( )1 .

Within the context described above, we propose the construction of non-
parametric control scheme that exploit the location of three test sample 
observations drawn from the process. More precisely, the ith-, jth-, and the 
kth-order statistics , ,: : :Y Y Yi n j n k n, respectively, are selected and used along 
with the test statistic:

 ( , , ..., ; , ) { {1,2,..., } : }1 2 : : : := = ∈ ≤ ≤R R Y Y Y X X t n X Y Xn a m b m a m t b m . (8.1)

Note that R is simply the amount of test sample observations that lie between 
the upper and lower control limit.

The class of distribution-free control charts, introduced in this chapter, 
makes use of an in-control rule, which embraces the following conditions:

Condition 1. The observations , ,: : :Y Y Yi n j n k n of the test sample should 
lie between the order statistics Xa:m and Xb:m of the reference sample, 
namely : : : : :≤ ≤ ≤ ≤X Y Y Y Xa m i n j n k n b m.

Condition 2. The number of observations of the Y-sample that lie 
between the order statistics Xa:m and Xb:m should be equal to or more 
than r, namely R ≥ r.

The conditions stated above de�ne four separate plotting statistics. More 
precisely, the proposed distribution-free monitoring scheme requires the 
construction of four different control charts. The �rst chart, say Chart 1, is 
based on Condition 1 and depicts the test statistic Yi:n. Two additional two-
sided charts, Chart 2 and Chart 3 hereafter, are needed for the illustration 
of observations Yj:n, Yk:n respectively, while a one-sided chart, say, Chart 4, 
is required for the representation of statistic R. Note that constants a, b, r 
are design parameters of the proposed monitoring scheme and should be 
properly determined in order to calculate the corresponding limits of the 
afore-mentioned control charts. In other words, the observations Xa:m, Xb:m 
play the role of the control limits of all two-sided charts, while the parameter 
r coincides with the control limit of the one-sided Chart 4.
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The process is declared to be in-control, if the following conditions hold 
true:

 , , , , .: : : : :≤ ≤ ≥ < <X Y Y Y X R r i j ka m i n j n k n b m  (8.2)

The large amount of design parameters of the new monitoring scheme, 
for example m, n, a, b, i, j, k, r, gives the practitioner a notable �exibility for 
achieving a prespeci�ed level of in-control or out-of-control performance of 
the resulted control chart. It is quite clear that one may apply the proposed 
control chart without activating the additional rule referring to the statis-
tic R de�ned in (8.1). The above argument makes sense, since an appropri-
ate choice of the design parameters can effectively determine the amount of 
test sample observations that lie between Xa:m, Xb:m as well. In that case, the 
modi�ed control chart would produce a signal whenever at least one of the 
observations Yi:n, Yj:n, or Yk:n lies outside of the corresponding control limits. 
However, the additional parameter r offers the practitioner the opportunity 
to build the control chart more �exible. Therefore, throughout this chapter 
we use the parameter r.

8.3  Main Characteristics of the Proposed Monitoring Scheme

Following the general setup for constructing control charts described in 
detail in Section 8.2, the probability that the proposed monitoring scheme 
(de�ned in (8.2)) does not signal is given by

 
( , , , , , , , ; , ) ( and

( , ,..., ; , ) ).

: : : : :

1 2 : :

= = ≤ ≤ ≤ ≤

≥

p p m n a b i j k r F G P X Y Y Y X

R Y Y Y X X r

a m i n j n k n b m

n a m b m

 
(8.3)

The probability in (8.3) represents the operating characteristic function of the 
new control scheme. Clearly, the complementary probability corresponds, 
under the null hypothesis H F G=:0 , to the false alarm rate (FAR) of the 
 control scheme as

 1 ( , , , , , , , ; , )= −FAR p m n a b i j k r F F .

We next deduce a closed formula for the computation of p = p(m, n, a, b, i, j, 
k, r; F, G) in (8.3). The following proposition offers a more general distribu-
tional result which will be proved useful in the sequel.

Proposition 8.1 Let , , ...,1 2U U Un be a random sample from the  uniform dis-
tribution in the interval (0, 1) and Ui:n, Uj:n, Uk:n its ith-, jth-, and kth-order 
statistics, respectively. The following probability:
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q v w r P v U U U w i n v U w r

v w

i n j n k n i= ≤ ≤ ≤ ≤ ∈ ≤ ≤ ≥

≤ < ≤

( , ; ) ( and { {1,2,..., } : } ),

0 1,

: : :

can be expressed via

 
q v w

n
i c n k c c c c c

v w v w

c c c c

i c c c c c n k c

=
− − − − + + + +

× − −− − + + + + − −

( , )
!

( 1)!( )!( 3)!

( ) (1 )

, , ,
1 4 1 2 3 4

1 3

1 2 3 4

1 1 2 3 4 4

 

(8.4)

as follows:

 q v w r q v w v wc c c c

c r c c c

n c c c

c

n

∑∑= ≤ < ≤
= − − − −

− − − −

=

−

( , ; ) ( , ), 0 1., , ,

max(0, 3)

3

0

3

1 2 3 4

4 1 2 3

1 2 3

1

 (8.5)

Proof. The event and { {1,2,..., }: }: : :{ ≤ ≤ ≤ ≤ ∈ ≤ ≤v U U U w i n v U wi n j n k n i  }≥ r  
comes with the scenario that three of the random variables U U Un, , ...,1 2  achieve 
values , , [ , ],1 2 3 1 2 3∈ ≤ ≤u u u v w u u u  and moreover 31 2 3 4+ + + ≥ −c c c c r  of the 
remaining uniform variables are within the interval [v, w], while the follow-
ing ensue:

• i − c1 − 1 of the Ui’ s are less than or equal to v,
• c1 of the Ui’ s are greater than or equal to v and less than u1,
• c2 of the Ui’ s are greater than or equal to u1 and less than u2,
• c3 of the Ui’ s are greater than or equal to u2 and less than u3,
• c4 of the Ui’ s are greater than or equal to u3 and less than w,
• n − k − c4 of the 'U si  are greater than or equal to w.
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The probability of observing such a scenario can be readily formulated as the 
multinomial quantity:

 

n
i c c c c c n k c

v u v u u

u u w u w

i c c c

c c n k c

− − − −
− −

× − − −

− −

− −

!
( 1)! ! ! ! !( )!

( ) ( )

( ) ( ) (1 ) .
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1
1 2 1

3 2 3

1 1 2

3 4 4

Upon integrating with respect to u1, u2, u3 for 1 2 3≤ ≤ ≤ ≤v u u u w, we deduce
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q v w
n

i c c c c c n k c
v u v

u u u u w u w du du du

c c c c
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v
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v
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v
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c

c c c n k c
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and therefore the desired result shall be concluded by summing over all pos-
sible values of c1, c2, c3, c4, that is, for all the nonnegative integral values of c1, 
c2, c3, c4 satisfying the conditions

 3 , 3 ,1 2 3 4 1 2 3 4+ + + + ≥ + + + + ≤c c c c r c c c c n

where

 1, 1.2 3= − − = − −c j i c k j

Applying the transformation t1 = u1 − v/u2 − v, we have

q v w B c c
n

i c c c c c n k c

v u v u u w u w du du

c c c c
v

u

v

w

i c c c c c n k c

∫∫= + +
− − − −

× − − − −− − + + − −

( , ) ( 1, 1)
!

( 1)! ! ! ! !( )!

( ) ( ) ( ) (1 )

, , , 1 2
1 1 2 3 4 4

1
2

1
3 2 3 2 3

1 2 3 4

3

1 1 2 3 4 4

where

 B c d t t dtc d∫+ + = −( 1, 1) (1 )
0

1

is the well-known Beta function.
We next apply the transformation t2 = u3 − u2/u3 − v and the following 

expression is readily deduced:
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The proof of Proposition 8.1 is completed by changing the variable u3 of the 

last integration to .3
3= −
−

t
u v
w v

 ◼
We are now ready to establish a direct way for computing the operating 

characteristic function (8.3) of the new monitoring scheme. Since

 

p E P X Y Y Y X

R Y Y Y X X r

X X a m i n j n k n b m

n a m b m

a m b m= ≤ ≤ ≤ ≤

≥

[ ( and

( , ,..., ; , ) )]

, : : : : :

1 2 : :

: :
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we employ analogous argumentation with the one built up by Balakrishnan 
et al. (2010) or Triantafyllou (2017) and the operating characteristic function 
of the new monitoring scheme can be expressed as

  p p m n a b i j k r F G q GF s GF t r f s t dsdt
t

∫∫= = − −( , , , , , , , ; , ) ( ( ), ( ); ) ( , ) ,1 1

00

1

 (8.6)

where

 f s t
m

a b a m b
s t s t s ta b a m b=

− − − −
− − < < <− − − −( , )

!
( 1)!( 1)!( )!

( ) (1 ) , 0 11 1  (8.7)

is the joint density function of the order statistics Ua:m, Ub:m of a random sam-
ple from the uniform distribution in the interval (0, 1) (see, e.g., Balakrishnan 
and Ng 2006), while the quantity q(v, w; r) is given in Proposition 8.1. Upon 
setting F = G in equality (8.6), a closed formula for the calculation of the FAR 
of the proposed monitoring scheme is deduced.

Proposition 8.2 The FAR of the monitoring scheme de�ned in (8.2) can be 
computed as follows:
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  (8.8)

Proof. When the process is assumed to be in control, equation (8.6) can be 
written as
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Invoking equation (8.4) and considering that the double integral,

 s t s t dsdta i c b c c c c a m n b k c
t

∫∫ − −+ − − + + + + − + + − − −( ) (1 )2 2
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can be rewritten as

 

B i b c c c m b n k c

t t dti b c c c m b n k c∫

+ + + + + − + − − +

× −+ + + + + − + − −

( 2, 1)
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2 3 4 4

1

0

1
2 3 4 4

the outcome we are chasing for is straightforward. ◼

Generally speaking, when a distribution-free monitoring scheme is applied, 
the signaling events are dependent. This practically means that the average 
run length (ARL) of the control scheme cannot be computed as the  reciprocal 
of the signaling probability. However, one may exploit the condition- 
uncondition technique (see, e.g., Balakrishnan et al. 2010) to deduce an 
expression for the exact run length distribution. More speci�cally, ARL 
of a nonparametric chart of the family introduced in this chapter, can be 
written as

 ( ( ), ( ); ) ( , )1 1

00

1

0

 ∫∫∑= − −

=

∞

ARL q G F s G F t r f s t dsdtk
t

k

or equivalently

 ARL
q G F s G F t r

f s t dsdt
t

 

∫∫=
− − −

1
1 ( ( ), ( ); )

( , ) .1 1
00

1

 (8.9)

It is obvious that for G = F, equation (8.9) simpli�es as

 ARL
q s t r

f s t dsdtin

t

∫∫=
−

1
1 ( , ; )

( , ) ,
00

1

  (8.10)

where q(v, v; r) is de�ned in (8.5).
The typical procedure to evaluate the out-of-control performance of a 

nonparametric control chart requires the out-of-control distribution to be 
speci�ed. For example, let us consider the case of a process with  underlying 
in-control distribution N(0, 1) and out-of-control distribution ( ,1)θ=θG N . 
Then, the ARLout value takes on the form

 ARL
q G s G t r

f s t dsdtout

t

 

∫∫=
− Φ Φ− −

1
1 ( ( ), ( ); )

( , ) .1 1
00

1

The above remark will be proved useful in the sequel for numerical 
computations.
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8.4  Numerical Results

In this section, we bring about several numerical calculations to illustrate 
the ability of the proposed monitoring scheme to detect possible shift of the 
underlying distribution. The computations are carried through with the aid 
of theoretical results presented in Section 8.3.

In Table 8.1, we present the FAR of the proposed control scheme for several 
designs corresponding to different values of m, n, a, b, i, j, k, r. The calcula-
tions were accomplished with the aid of Proposition 8.2. Table 8.1 can be 
used to design a nonparametric scheme that achieves a prementioned level 
of in-control performance. The existence of eight different parameters in 
this monitoring scheme offers the �exibility to �x some of them and then 
look for the optimal choice of the others. On the other hand, one may look 
after an adequate design that satis�es our itemized demands. For example, 
if we carry a reference sample of size m = 100 and test samples of size n = 5, 
a FAR almost equal to 0.05 can be accomplished by applying the design 
( , , , , , ) (5, 96, 2, 3, 4, 3)=a b i j k r  with exact FAR = 0.0505.

In Table 8.2, we present the exact ARLin values for selected designs that 
meet a prespeci�ed nominal level of in-control performance of the proposed 
nonparametric monitoring scheme.

For example, if a reference sample of size m = 200 is available and test samples 
of size n = 25 are drawn from the process, an in-control ARL almost equal to 
370 can be reached by applying the design ( , , , , , ) (24, 158, 8, 9, 10,7)=a b i j k r  
with exact ARLin = 370.5.

We next examine the attribution of the new nonparametric monitor-
ing scheme against the ones established by Mukherjee and Chakraborti 
(2012), Chowdhury et al. (2014) and Triantafyllou (2017) (T-chart hereaf-
ter). Tables 8.3 and 8.4 depict the ARL values not only of the proposed con-
trol scheme but also of the above-mentioned nonparametric charts under 

TABLE 8.1

False Alarm Rates for a Given Design (b = m – a + 1)

Reference Sample Size (m)

40 60 100 200

n (a, i, j, k, r) FAR (a, i, j, k, r) FAR (a, i, j, k, r) FAR (a, i, j, k, r) FAR

5 (2, 2, 3, 4, 3) 0.0575 (3, 2, 3, 4, 3) 0.0538 (5, 2, 3, 4, 3) 0.0505 (10, 2, 3, 4, 3) 0.0479
(3, 2, 3, 4, 3) 0.1090 (4, 2, 3, 4, 3) 0.0870 (6, 2, 3, 4, 4) 0.1145 (15, 2, 3, 4, 3) 0.0988

11 (3, 3, 4, 5, 4) 0.6072 (2, 2, 3, 5, 4) 0.0606 (6, 3, 4, 5, 8) 0.0566 (14, 3, 4, 8, 6) 0.0475
(4, 3, 4, 6, 4) 0.1074 (3, 2, 3, 5, 4) 0.1107 (5, 3, 4, 5, 9) 0.0972 (19, 3, 4, 8, 6) 0.1009

25 (5, 7, 8, 11, 6) 0.0630 (3, 4, 6, 8, 6) 0.0589 (13, 7, 8, 9, 11) 0.0523 (6, 3, 4, 6, 5) 0.0468
(6, 7, 8, 11, 6) 0.1088 (4, 4, 6, 8, 6) 0.1090 (16, 7, 8, 9, 6) 0.1113 (9, 3, 4, 5, 7) 0.1098
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normal distribution (θ, δ) and Laplace distribution (θ, δ) respectively. An 
interesting remark based on the numerical experimentation displayed 
in Tables 8.3 and 8.4 con�rms the ARL-unbiased behavior of the new 
distribution-free control scheme. Furthermore, the proposed distribution-
free control scheme performs better than the other three competitive charts 
established by Mukherjee and Chakraborti (2012), Chowdhury et al. (2014), 
and Triantafyllou (2017) for all the cases considered. More speci�cally, the 
in-control reference sample in each case is drawn from the corresponding 
standard distribution with θ = 0 and δ = 1, while several combinations of 
parameters θ, δ have been examined. When the underlying distribution of 
the process is assumed to be normal (see Table 8.3), the new control scheme 
is superior compared to the others for all shifts of the location parameter 
θ and the scale parameter δ considered. Moreover, Table 8.4 reveals that, 
under the Laplace distribution, the new monitoring scheme outperforms 
once again the antagonistic charts.

TABLE 8.2

Designs for a Speci�c In-Control ARL-Value (ARL0)

ARL0 m n (LCL, UCL) (i, j, k, r) Exact ARLin

370 200 10 (6, 173) (3, 4, 5, 4) 377.2
15 (10, 182) (4, 5, 6, 8) 376.1
25 (24, 158) (8, 9, 10, 7) 370.5

300 10 (10, 280) (3, 4, 6, 4) 365.9
15 (20, 253) (5, 7, 8, 5) 371.6
25 (27, 229) (7, 8, 9, 8) 369.1

400 10 (21, 361) (4, 5, 6, 4) 375.7
15 (26, 325) (6, 7, 8, 5) 367.9
25 (44, 317) (8, 9, 10, 9) 369.4

500 10 (16, 444) (4, 5, 6, 4) 367.6
15 (53, 441) (6, 7, 8, 6) 369.3
25 (34, 330) (8, 9, 10, 8) 372.1

500 200 10 (7, 184) (3, 4, 5, 4) 501.6
15 (10, 196) (4, 5, 6, 8) 495.2
25 (18, 153) (7, 9, 10, 6) 505.5

300 10 (10, 290) (3, 4, 5, 4) 499.6
15 (18, 253) (5, 7, 8, 5) 494.0
25 (26, 240) (7, 8, 9, 8) 501.7

400 10 (16, 360) (4, 5, 6, 4) 498.0
15 (20, 327) (6, 7, 8, 5) 500.9
25 (42, 316) (8, 9, 10, 9) 498.5

500 10 (16, 448) (4, 5, 6, 4) 498.2
15 (21, 413) (4, 5, 6, 4) 500.5
25 (26, 330) (8, 9, 10, 8) 500.7
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8.5  An Illustrative Example

For illustration purposes, we shall apply the proposed control scheme for 
failure process monitoring. More speci�cally, we use the data given in the 
work of Xie et al. (2002) (see Table 1 therein). In this particular application, 
the data correspond to times between failures (measured in hours). The �rst 
20 values comprise historical data that are exponentially distributed with 
parameter λ = 0.1. These observations shall be considered as the reference 

TABLE 8.3

ARL Values of four Different Control Charts under the N(θ, δ) Distribution

θ δ New chart T-chart 
Shewhart-Cucconi 

Chart
Shewhart-Lepage 

Chart

0 1 465.2 446.6 509.4 513.0
0.25 1 153.3 163.9 253.6 257.6
0.5 1 32.0 51.64 68.6 66.5
1 1 3.3 7.4 7.7 7.7
1.5 1 1.3 2.1 2.1 2.1
2 1 1.1 1.2 1.2 1.2
0 1.25 50.3 61.4 74.5 102.9
0.25 1.25 28.2 35.7 54.9 70.6
0.5 1.25 11.4 17.9 26.2 30.9
1 1.25 2.6 5.0 6.2 6.7
1.5 1.25 1.3 2.1 2.4 2.5
2 1.25 1.1 1.3 1.3 1.4
0 1.5 14.9 20.2 24.3 37.5
0.25 1.5 11.1 15.0 20.4 29.9
0.5 1.5 6.4 9.8 13.4 17.8
1 1.5 2.3 4.1 5.3 6.1
1.5 1.5 1.3 2.1 2.4 2.7
2 1.5 1.1 1.4 1.5 1.6
0 1.75 7.0 10.0 11.7 19.1
0.25 1.75 6.0 8.5 10.7 16.4
0.5 1.75 4.4 6.5 8.4 12.1
1 1.75 2.1 3.5 4.4 5.5
1.5 1.75 1.4 2.1 2.4 2.8
2 1.75 1.1 1.5 1.6 1.8
0 2 4.2 6.2 7.1 11.5
0.25 2 4.0 5.7 6.8 10.8
0.5 2 3.3 4.8 5.8 8.6
1 2 2.0 3.1 3.8 4.8
1.5 2 1.4 2.0 2.4 2.9
2 2 1.1 1.5 1.7 1.9
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sample of size m = 20 for the proposed control scheme. The remaining points 
were simulated when the process mean is assumed to be shifted to 0.01.

The aim is to monitor the above-mentioned failure process by drawing 
independently from the process, test samples of size n = 5. We establish a con-
trol scheme (de�ned in (8.2)) with nominal FAR equal to 10%. The prespeci-
�ed performance of the proposed monitoring scheme can be reached by the 
design ( , , , , , ) (1, 20, 2, 3, 4, 4)=a b i j k r  with exact FAR = 0.0913. Therefore, 

TABLE 8.4

ARL Values of four Different Control Charts under the Laplace (θ, δ) 
Distribution

θ δ New Chart T-chart
Shewhart-Cucconi 

Chart
Shewhart-Lepage 

Chart

0 1 465.2 446.6 509.6 508.3
0.25 1 273.4 276.9 381.6 366.9
0.5 1 124.4 159.2 191.0 159.2
1 1 17.9 45.7 26.5 19.9
1.5 1 3.1 12.2 4.8 4.1
2 1 1.2 3.6 1.8 1.7
0 1.25 87.7 107.5 124.5 153.2
0.25 1.25 60.4 75.9 100.6 121.5
0.5 1.25 34.1 50.4 61.7 66.2
1 1.25 8.33 19.6 14.6 14.0
1.5 1.25 2.4 7.2 4.4 4.2
2 1.25 1.2 2.9 2.0 2.0
0 1.5 30.8 43.1 47.8 66.8
0.25 1.5 23.7 33.2 42.1 55.2
0.5 1.5 15.6 24.3 29.6 36.8
1 1.5 5.4 11.7 10.7 11.1
1.5 1.5 2.1 5.3 4.0 4.1
2 1.5 1.2 2.6 2.1 2.2
0 1.75 15.0 22.8 24.4 36.4
0.25 1.75 12.5 18.7 22.0 32.7
0.5 1.75 9.2 14.7 16.9 23.2
1 1.75 4.1 8.2 7.9 9.2
1.5 1.75 2.0 4.4 3.7 4.0
2 1.75 1.3 2.4 2.1 2.3
0 2 8.9 14.3 14.5 22.9
0.25 2 7.8 12.2 13.6 21.1
0.5 2 6.2 10.0 11.3 16.6
1 2 3.4 6.3 6.3 7.9
1.5 2 1.9 3.8 3.5 3.9
2 2 1.3 2.3 2.1 2.3
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our interest focuses on the interval created by the 1st and 20th ordered obser-
vation of the reference sample. The process will be declared in control if the 
plotting statistics Y2:5, Y3:5, Y4:5 of the test sample lie between the order statis-
tics X1:20 = 0.47, X20:20 = 30.02 and simultaneously at least four observations of 
each test sample lie between the above control limits.

Figures 8.1–8.4 provide the corresponding charts for all plotting statistics 
(Y2:5, Y3:5, Y4:5, and R) for all available samples of �ve observations. It is not dif-
�cult to see that, while the Phase I samples are not creating an out of control 
signal (as expected), the nonparametric scheme signals (the plotting statistics 
Y3:5, Y4:5 exceed the upper limit of the corresponding charts, while the statis-
tic R exceed the lower limit) on both test samples in the prospective phase 
(Phase II) or on �fth and sixth sample overall.
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FIGURE 8.1
The plotting statistic Y2:5 for failure time data.
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FIGURE 8.2
The plotting statistic Y3:5 for failure time data.
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8.6  Conclusion

This chapter introduces new reliability monitoring scheme based on order 
statistics. The utility of the proposed control chart arises from the fact that 
no assumption for the underlying distribution of the process is needed. 
Moreover, the new control scheme composes a capable statistical tool for 
failure process monitoring. The numerical outcomes displayed through-
out the manuscript, con�rm the superiority of the new nonparametric 
control chart against other antagonistic schemes. To sum up, constructing 
 distribution-free reliability monitoring schemes has already attracted some 
research  attention and it appears that a lot of improvements or modi�cations 
can still be realized.
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FIGURE 8.3
The plotting statistic Y4:5 for failure time data.
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FIGURE 8.4
The plotting statistic r for failure time data.
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9.1  Introduction

If the present policy on the use of coal, oil, and gas persist, then by the year 
2020, the global temperature is expected to be increased by 2°C. The rise in 
temperature will result in �ooding in lowland areas, increase in the process 
of deserti�cation, and change in climate all over the world. Therefore, it is 
required to �nd the suitable sustainable alternative of fossil fuels. Renewable 
energy sources require no fossil fuels for power generation and, hence, pro-
duce the least negative impact on environment. These sources can be utilized 
in both utility grid mode and off-grid mode [1–10].

Aktas et al. [11] proposed a novel energy management algorithm for the 
hybrid energy storage system (HESS) supplied from a three-phase four-wire 
grid-connected photovoltaic (PV) power system. The considered system 
comprised battery and ultra-capacitor energy storage units for energy sus-
tainability from the solar-based power generation system. They performed 
and analyzed eight different operation cases experimentally. They found 
that the developed algorithm supplied the required load power with the 
lower operational costs and higher ef�ciency of the system.

Goel and Sharma [12] presented a comprehensive overview on perfor-
mance evaluation of a stand-alone, grid-connected, and hybrid renewable 
energy system for rural areas. They studied several issues of the stand-alone 
PV system, grid-connected PV system, hybrid energy system, optimization 
of hybrid system, and plug-in hybrid electric vehicle.

Rajbongshi et al. [13] performed the optimization of a PV/biomass/diesel 
based and grid-connected hybrid system for rural areas. They considered 
different load pro�les for the size optimization of the system con�guration. 
They found that the cost of energy generation for a grid-connected hybrid 
system was lower compared to that of an off-grid hybrid system for same 
pattern of load pro�les. Also, they estimated the economic distance limit 
between grid extension and off-grid system.

Nojavan et al. [14] studied a PV/fuel cell/battery-based hybrid system 
along with upstream grid to meet out the electrical and thermal load. They 
have proposed an information gap decision theory (IGDT) technique to 
model the uncertainty of electrical load. Further, they formulated uncer-
tainty model, robustness function, and opportunity function. Finally, they 
minimized IGDT-based risk-constrained operation cost of the hybrid system 
by  considering electrical load uncertainty.

Mohamed et al. [15] suggested a particle swarm optimization (PSO) 
 algorithm for the optimal design of hybrid PV-wind energy systems in grid-
connected mode. They minimized the total investment cost of the system 
under the constraints of load-generation balance and loss of load probabil-
ity as power reliability index. They also considered maximum power point 
tracking (MPPT) of PV array and wind turbine system. Based on hourly 
simulation, they found that the cost of supplying the load demand from the 
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hybrid system connected to grid was lower than the cost of energy supplied 
from the grid only after 25 years.

Sanajaoba and Fernandez [16] investigated the size optimization of three 
schemes namely PV-battery, wind-battery, and PV-wind-battery system. 
They minimized the total system cost considering the seasonal changes of 
load and wind turbine force outage rate. Further, a comparison of results 
obtained from Cuckoo search algorithm with PSO and genetic algorithm 
(GA) was performed. Tito et al. [17] accounted socio-demographic load pro-
�les while designing a wind-PV-battery based hybrid system. Based on the 
analysis, they found that the system cost was affected signi�cantly by the 
magnitude and temporal positions of the peak demand.

Ahadi et al. [18] minimized the annual capital cost of a hybrid  system 
consisting of wind and PV array resources. They optimized the cost under 
the constraints of operative reserve of 10% of the load, 50% of wind tur-
bine output, and 25% of PV output. They found that battery bank storage 
 compensated the �uctuations of renewable energy sources. Maleki et al. 
[19] conducted the size optimization of different combinations of renew-
able energy sources such as hybrid PV/wind turbine/fuel cell, PV/fuel cell 
 systems and wind turbine/fuel cell. They included the swept area of wind 
turbine and PV panels and number of storage tanks as decision variables. 
They minimized the life cycle cost (LCC) by �lling the maximum allowable 
loss of power  supply probability.

This chapter presents the modeling and simulation of a sustainable hybrid 
energy system for different values of power reliability index at user end. 
Mathematical modeling of the considered system components is discussed 
in Section 9.2. Further, objective function and constraints are modeled in 
Section 9.3. Technical and economical data required for this study are given 
and explained in Section 9.4. The algorithm employed for the optimization 
of the system is discussed in Section 9.5. Finally, results and discussions for 
different values of power reliability are summarized in Section 9.6. The main 
�ndings of the study are given in Section 9.7.

9.2  Study Area

In this chapter, a small unelectri�ed village located in the Bijnor district of 
Indian state of Uttar Pradesh is considered as the study area. The study area 
is located at the latitude of 29.47°N and longitude of 78.11°E. The population 
of the village is 421 with a total of 84 households [20].

This village has abundant potential of solar and biomass energy. It receives 
solar radiation of around 5.14 kWh/m2/day with more than 300 sunny days. 
Also, the study area is surrounded by forest. Therefore, a huge amount of 
biomass in terms of forest foliage and crop residue is available which can be 
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used for the operation of biomass-operated generator. Utilization of these 
resources in grid-connected environment is recognized as an attractive 
option to ful�ll the domestic energy demand of the village.

9.3  Mathematical Modeling

A con�guration of the hybrid system is considered in order to supply energy 
to the rural households as shown in Figure 9.1. Besides PV array and biomass- 
operated generator, grid is also incorporated in the system which can supply 
the de�cit load that cannot be met out by the available resources. Also, the 
surplus electricity can be sold to grid in case available generation exceeds 
the load demand. Converter is included in order to alter the DC power into 
AC power.

9.3.1  Biomass-Operated Generator

Power output of a biomass generator depends upon the availability of 
biomass, calori�c value, and operating hours in day. The mathematical 
model for the power output of the biomass generator is given by following 
equation:

 = × × η ×
× ×

P
Q CV 1000

365 860 HB
B B B  (9.1)

where QB is the availability of forest foliage (tons/year), ηB is the conversion 
ef�ciency (20%), CVB is the calori�c value of biomass (kcal/kg), and H is the 
daily operating hours. The factor of 1/860 is used to convert kcal into kWh.

PV array

DC bus

Converter

AC load

Charge
controller

AC bus

Grid

Biomass generator

FIGURE 9.1
Schematic of grid connected PV-biomass based hybrid energy system.
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9.3.2  PV Array

The power generated from a PV system depends upon different parameters 
such as incident solar radiation and atmospheric temperature. A mathemati-
cal model of PV array is described by following equation:

 ( ) ( ) ( )= × × × P t N V t I t FF  /1000PV PV OC SC  (9.2)

where PPV(t) is the power output of PV array at tth hour, NPV is the number 
of PV modules, VOC is the open-circuit voltage, ISC is the short-circuit current, 
and FF is the �ll factor.

Short-circuit current and open-circuit voltage at any time ‘t’ can be 
 calculated as

 { }( ) ( ) ( )= + − 
β

I t I K T t 25
t

1000SC SC, STC I C  (9.3)

 ( ) ( )= −V t V K T tOC OC, STC V C  (9.4)

where ISC, STC is the short-circuit current under STC, KI is the short-circuit 
current temperature coef�cient, TC is the cell temperature, β is the hourly 
average solar radiation (W/m2), VOC, STC is the open-circuit voltage under STC, 
and KV is the open-circuit voltage temperature coef�cient.

The cell temperature of the PV module can be calculated as

 ( ) ( ) ( )= + −



 βT t T t

NCOT 20
800

tC A  (9.5)

where NCOT is the nominal cell operating temperature (43°C) and TA is the 
ambient temperature.

9.3.3  Utility Grid

In the considered hybrid system, utility grid is incorporated in order to 
maintain the power reliability at the user end. At hour ‘t’, when available 
generation is more than the load demand, the surplus amount of energy can 
be sold to grid which can be mathematically modeled as

 [ ]= × η + −E (t) (E (t) ) E (t) E (t)EE PV I BM Load  (9.6)

 =E (t) E (t)GS EE  (9.7)

where EGS is the amount of electricity sold to grid, EEE is the excess electricity, 
ηI is the inverter ef�ciency, EPV, EBM, ELoad, respectively, represent hourly PV 
array generation, biomass gasi�er generation and load demand.
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When available generation from PV array and biomass generator is not 
able to ful�ll the demand, the remaining de�cit demand is supplied by the 
utility grid as

 [ ]= − × η +E (t) E (t) (E (t) ) E (t)DE Load PV I BM  (9.8)

 =E (t) E (t)GP DE  (9.9)

where EDE is the hourly de�cit electricity and EGP is the grid purchase 
electricity.

9.4  Problem Statement

The techno-economic viability of any project depends on the total cost. 
Therefore, minimization of total cost (TC) of grid-connected hybrid energy 
system is considered as the objective function. The total cost has been 
 optimized under technical, social, and environmental constraints.

9.4.1  Objective Function

The total cost of hybrid system is the sum of costs of individual system 
 components during the lifetime of the project and it can be calculated as

 = + + + −TC C C C C CPV BM Conv grid, sale grid, pur (9.10)

where CPV, CBM, CConv, respectively, represent the cost of the PV array system, 
biomass gasi�er system, and converter, Cgrid, sale is the total revenue from grid 
sale, and Cgrid, pur is the total cost of grid purchase.

The total cost of PV array, biomass system, and converter can be calculated 
by following equations:

 ∑ ( ) ( )= × + +
=

C (A P CRF) OM P REP PPV i i i i

i 1

NPV

 (9.11)

 ∑ ( ) ( )= × + +
=

C (A P CRF) OM P REP PBM j j j j

j 1

NBG

 (9.12)

 ∑ ( ) ( )= × + +
=

C (A P CRF) OM P REP PConv k k k k

k 1

NConv

 (9.13)

where CRF is the capital recovery factor, NPV, NBG, and NConv, respectively, are 
the numbers PV panels, biogas generators, and converter; Ai, Aj, Ak are the 
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unit cost (INR/kW); Pi, Pj, Pk are the required power capacity (kW); REP(Pi), 
REP(Pj), REP(Pk) are the replacement cost and OM(Pi), OM(Pj), OM(Pk) are the 
operation and maintenance (O&M) cost.

The capital recovery factor (CRF) can be determined as

 ( )
( )

= +
+ −

CRF
R 1 R
1 R 1

0 0
n

0
n  (9.14)

where n is the system lifetime and R0 is the interest rate.
The excess electricity can be sold to grid to earn revenue which is estimated:

 ∑∑= × 
==

C E (d, t) cgrid, sale gs gs

t 1

24

d 1

365

 (9.15)

where Egs(d, t) is the grid sale at hour ‘t’ of day ‘d’ and cgs is the price of grid 
sale (INR/kWh).

The de�cit amount of electricity can be purchased from the grid and the 
total cost of grid electricity purchase is calculated as

 ∑∑ ( )= × 
==

C E d, t cgrid, pur gp gp

t 1

24

d 1

365

 (9.16)

where Egp(d, t) is the grid purchase at hour ‘t’ of day ‘d’, and cgp represent the 
price of grid purchase (INR/kWh).

The per unit cost of electricity generation (COEG) for the considered  system 
can be estimated as

 =
+

COEG
TC

E E
 

D GS
 (9.17)

where ED is the annual demand (kWh) and EGS is the annual electricity sold 
to grid (kWh).

9.4.2  Operating Constraints

The total cost of the hybrid system is optimized under the following 
constraints:

9.4.2.1  Upper and Lower Limit of Power Output

The power output of individual component of the system depends on the 
number of the units. Therefore, the limits of power output of PV array,  biomass 
generator, and converter are described by the following constraint as:

 ≤ ≤0 N NPV PV, max (9.18)
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 ≤ ≤0 N NBG BG, max (9.19)

 ≤ ≤0 N NConv Conv, max (9.20)

where NPV, wmax, NBG, max, and NConv, max, respectively, represent the maximum 
numbers of PV modules, biomass generator unit, and converter unit.

9.4.2.2  Grid Sale and Grid Purchase Constraint

The upper limit of grid sale and grid purchase of electricity in hybrid system 
are considered that can be expressed as

 ≤E (t) Egs gs, max (9.21)

 ≤E (t) Egp gp, max (9.22)

where Egs, max and Egp, max are the upper limit of grid sale and grid purchase 
of electricity at any hour.

9.4.2.3  Power Reliability Constraint

In this study, the system is designed such that it must ful�ll the hourly load 
demand of the area through the local generation and utility grid. Therefore, 
unmet load (UL) has been incorporated as the power reliability constraint. It 
can be determined as

 =






UL
Non-served load for a year

Total load for a year
. (9.23)

9.4.2.4  Greenhouse Gas Emission

The greenhouse gas emission generated by a hybrid energy system in grid 
environment has been incorporated as environmental constraint. In this 
study, emission from the utilization of solar PV, biomass gasi�er and grid 
electricity is considered.

9.5  Optimization Algorithm

In the literature, many metaheuristic algorithms are reported for the size 
optimization of hybrid energy systems as these algorithms can handle the 
linear and nonlinear variations of the system components. Metaheuristic 
algorithms such as GA, PSO, ant colony optimization (ACO), simulated 
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annealing (SA), harmony search (HS), etc. are extensively used. Among all 
the algorithms, PSO offers high convergence rate with less time.

Therefore, the PSO algorithm has been used for the optimal design of 
the considered grid-connected hybrid system. This algorithm is originally 
discovered by Kennedy and Eberhart in the year 1995. The PSO algorithm 
searches the global optimum solution vector of a problem based on the con-
cept of social behavior of bird �ocking �sh schooling, etc.

Stepwise implementation of the PSO algorithm is described as follows 
[21,22]:

Step 1: The position and velocity of different particles are decided with the 
help of random variables. The values are generated between the upper and 
lower limits of the decision vectors.

Step 2: Further, the initial position of individual particle is selected as its 
pbest. Out of which, gbest has been chosen as the best particle among the 
total population considered in the algorithm.

Step 3: At each iteration, the velocity of individual particle is modi�ed as

 ( ) ( ) ( )= γ × × + × × − + × × −+v w v c rand() pbest x c rand() gbest x .k
(t 1)

k
(t)

1 k
(t)

2 k
(t)

Also, the position of individual particle is modi�ed as

 = + =+ +x x v , k 1,2,3, ,N k
(t 1)

k
(t)

k
(t 1)



where rand () is the uniform random values between 0 and 1, t is the itera-
tion index, [ ]γ ε  0,1 , vk

(t) is the velocity of kth particle at generation t, xk
(t) is 

the current position of kth particle in generation t, w is the inertia weight 
factor, N is the number of particles in a swarm, c1 and c2 are acceleration 
constants.

Step 4: If the particle crosses the lower and upper limit of allowed range, it 
is replaced by previous values.

Step 5: Further, the value of objective function is estimated for each par-
ticle. At each iteration, pbest and gbest are updated.

Step 6: Finally, simulation is terminated as the stopping criteria is reached.
Based on the steps discussed above, a �owchart of PSO algorithm is 

 prepared, shown in Figure 9.2.

9.6  Database

9.6.1  Hourly Load Demand of the Study Area

Hourly load demand of the study area is depicted in Figure 9.3. Peak demand 
for season 1, season 2, and season 3 are estimated as 44.57, 36.07, and 22.63 kW, 
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respectively. The total demand of the area is calculated as 209,295 kWh/year. 
Among all the seasons, the study area has the highest energy demand  during 
season 1, while the lowest energy demand has been recorded for season 3. 
Season-wise daily energy demand of the area has been estimated as 755, 640, 
and 320 kWh for season 1, season 2, and season 3, respectively.

Start
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FIGURE 9.2
Flowchart of PSO algorithm.
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9.6.2  Hourly Solar Potential

Hourly solar radiation availability in the study area for different seasons is 
shown in Figure 9.4. It has been observed that the highest radiation of 800, 700, 
and 600 W/m2 are recorded during season 1, season 2, and season 3, respec-
tively. The Hourly average temperature for the area is shown in Figure 9.5. 
It has been found that the highest temperature for season 1, season 2, and 
season 3 are 36.3°C, 33.8°C, and 24°C, respectively. The season-wise average 
temperature are recorded as 36.3°C, 33.8°C, and 24°C,  respectively 27.9°C, 
28.4°C and 15.9°C, respectively [23].  
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FIGURE 9.4
Hourly average solar radiation availability in the study area [23].
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9.6.3  Biomass Potential

Biomass potential depends upon the biomass availability in the study area 
and operating hours. In this study, total biomass availability and operating 
hours per day are considered as 100 tons/day and 10 h/day. Accordingly, the 
size of biomass gasi�er-based generator has been estimated.

9.6.4  Technical and Economical Data of System Components

Technical and economical data of different system components are given in 
Tables 9.1–9.3. Economical data include capital cost, replacement cost, and 
O&M cost of system components. Technical data consist of rating, lifetime, 
and other speci�cations of system components. During simulation, 300 Wp 
PV module, 1 kW size of biomass gasi�er system, and 1 kW converter have 
been considered. Prices of grid sale and grid purchase are taken as INR 6.50 
per kWh and INR 3.25 per kWh, respectively, as given in Table 9.4.

Annual real interest rate of 6% and project lifetime of 25 years have been 
considered in this study.

9.6.5  CO2 Emission Rate

Emission from the utilization of solar PV, biomass gasi�er, and grid  purchase 
for electricity generation are considered and its rates are given in Table 9.5. 

TABLE 9.1

Techno-Economical Data of PV Array [24]

S. No. Indicators Unit Value

1 Capital cost INR 80,000
2 O&M cost INR 1,600
3 Replacement cost INR 80,000
4 Rated power output Wp 300
5 Open-circuit voltage V 44.80
6 Short-circuit current A 8.71
7 Short-circuit current temperature coef�cient % 0.0442
8 Open-circuit voltage temperature coef�cient % −0.2931
9 Fill factor fraction 0.77
10 Lifetime year 25

TABLE 9.2

Techno-Economical Data of Biomass Gasi�er System [25]

S. No. Indicators Unit Value

1 Capital cost INR/kW 45,000
2 O&M cost INR/kW 2,250
3 Replacement cost INR/kW 45,000
4 Lifetime year 5
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As grid electricity is highly dependent on coal-based power plant in the area, 
the emission rate of grid purchase electricity is the highest among all the 
considered technologies.

9.7  Results and Discussions

The considered con�guration of the hybrid system is optimized using the 
PSO algorithm for different values of power reliability. Codes are developed 
in MATLAB environment to obtain the optimum size of system components. 
Based on hourly simulation, the optimum sizes for different values of power 
reliability have been reported in Table 9.6.

9.7.1  Optimum Size of Energy System Model

In the hybrid system, both PV array and biomass resources along with utility 
grid are considered to supply the energy demand of the end user. In simula-
tion, hourly data of load demand, hourly solar radiation, temperature, and 
biomass generator output are used as input. For 0% UL, the optimum total 

TABLE 9.3

Techno-Economical Data of Converter [26]

S. No. Indicators Unit Value

1 Capital cost INR/kW 3000
2 O&M cost INR/kW 0
3 Replacement cost INR/kW 3000
4 Lifetime year 10

TABLE 9.4

Price of Grid Sale and Grid Purchase

S. No. Indicators Unit Value

1 Price of grid sale INR/kWh 6.50
2 Price of grid purchase INR/kWh 3.25

TABLE 9.5

CO2 Emission Rate for Different Technologies

S. No. Energy Technologies CO2 Emission (g/kWh)

1 PV array system 130
2 Biomass gasi�er system  20
3 Grid electricity 955
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cost is calculated as INR 1.1933 million at the COEG of INR 5.28 per kWh. 
The optimum size of system components are obtained as 48.90 kW PV array, 
24 kW biomass gasi�er system, and 40 kW converter. The annual electricity 
from grid purchase and sale are estimated as 55,168 and 16,644 kWh.

Further, the value of power reliability has been changed from 0% to 20% 
UL. It has been found that the cost of energy of the system varies from INR 
5.28 per kWh to INR 4.30 per kWh for the UL changing from 0% to 20%. The 
optimum sizes of hybrid systems for different power reliability values are 
reported in Table 9.6.

9.7.2  Breakdown of the Total Cost

Breakdown of the total cost for 0% UL is given in Table 9.7. It has been 
found that the revenue from grid sale is maximum which accounts for INR 
54,092 per year. It has been observed that the considered system needs grid 
purchase of INR 358,593. The contribution of biomass gasi�er in total cost 
is found to be the highest as INR 476,420 followed by PV array with INR 
384,260, grid purchase with INR 358,593, grid sale with INR 54,092, and con-
verter with INR 28,162.

9.7.3  Percentage-Wise Contribution of System 
Components in Total Cost

Percentage-wise contribution of different components in total cost for 0% UL 
is depicted in Figure 9.6. It has been found that the contribution of a bio-
mass gasi�er system is maximum which accounts for 37% of the total cost 
followed by PV array system with 29%, grid purchase with 28%, grid sale 

TABLE 9.6

Optimum Size of System Components

Power Reliability 
Value

PPV 
(kW)

PBMG 
(kW)

PConv 
(kW)

TC (in 
Million INR)

COEG 
(INR/kWh)

0% UL 48.90 24 40 1.1933 5.28
5% UL 46.50 23 38 1.1362 5.04
10% UL 44.10 22 36 1.0763 4.79
15% UL 41.70 20 34 1.0167 4.56
20% UL 39.30 19 32 0.9568 4.30

TABLE 9.7

Breakdown of Total Cost for 0% Unmet Load

Power Reliability 
Value

PV Array 
(INR)

Biomass 
Gasifier 

System (INR)
Converter 

(INR)
Grid Sale 

(INR)

Grid 
Purchase 

(INR)
Total Cost 

(INR)

0% UL 384,260 476,420 28,162 54,092 358,593 1,193,344
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with 4%, and converter with 2%. As the replacement cost of biomass gasi�er 
system is the highest, it has the major share in total cost.

9.7.4  Electricity Generation of Resources/Grid Sale/
Grid Purchase on Seasonal Basis

Season-wise generation of different resources/grid sale/grid purchase for 
the hybrid system is shown in Figure 9.7. It has been observed that a PV 
array system produces the highest amount of electricity as 37,996 kWh dur-
ing season 1. While it generates minimum electricity of 22,965 kWh during 
season 3 due to low availability of solar radiation. The generation from bio-
mass  gasi�er remains consistent throughout the year. It has been calculated 

Grid sale
4%

Converter
2%

Grid
purchase

28%
PV array

29%

Biomass
gasifier

37%

FIGURE 9.6
Percentage-wise contribution of different components in total cost for 0% unmet load.

100,000

90,000

80,000

70,000

60,000

50,000

40,000

30,000

20,000
10,000

0

El
ec

tr
ic

ity
 g

en
er

at
io

n/
gr

id
 sa

le
/g

rid
pu

rc
ha

se
 (k

W
h)

PV array Biomass gasifier Grid purchase

Resources

Grid sale

Season 3
Season 2
Season 1

FIGURE 9.7
Season-wise electricity generation of resources/grid sale/grid purchase for 0% unmet load.



230 Modeling Simulation Reliability Engineering

as 29,280, 29,520, and 28,800 kWh for season 1, season 2, and season 3, respec-
tively. The grid sale and grid purchase for each season are also depicted in 
Figure 9.6.

9.8  Conclusions

This chapter is focused on the modeling and simulation of a grid-connected 
PV/biomass based hybrid system for an unelectri�ed village of India. A 
mathematical model of each system component is presented in detail. 
Furthermore, the total cost of the system has been formulated by combin-
ing capital cost, maintenance cost, replacement cost, grid sale price, and grid 
purchase price. The total cost has been optimized under the technical, envi-
ronmental, and power reliability constraints.

Seasonal changes in solar radiation, temperature, and load demand are 
incorporated in the study. Furthermore, the considered system is optimized 
for different values of power reliability. It has been found that the cost of 
generation was reduced with increase in the value of UL. Further, grid sale 
and grid purchase for different seasons are calculated. 

The optimal model consists of 48.90 kWp PV array system, 24 kW biomass 
generator, and 40 kW converter. The total cost of this combination has been 
calculated as INR 1.1933 million at the COEG of INR 5.28 per kWh. The total 
grid purchase and grid sale for this model are obtained as 55,168 and 16,644 
kWh/year, respectively. Therefore, this con�guration is recommended for 
energy access in the area. The results obtained in this study may be helpful 
for the design and development of hybrid system for other similar unelectri-
�ed rural households.
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10.1  Introduction

The sliding window system (SWS) is a generalized form of k-out-of-n:F 
 system which has n linearly ordered multistate elements. Each window can 
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have two states: completely working and totally failed. Application of SWS is 
found in quality control, service system, manufacturing, radar, and military 
system. Chiang and Nui [1] discussed the consecutive k-out-of-n:F system in 
cases when consecutive elements are failed and computed the reliability in 
lower and upper form. Levitin [2] discussed a linear multistate SWS, which 
is the generalized form of the consecutive k-out-of-r-from-n:F system, in case 
of multiple failure and evaluated the reliability of the considered system 
with the help of universal generating function (UGF). Koucky [3] evaluated 
the reliability of the k-out-of-n system with failure elements, and concluded 
that elements not need to be independent and identically distributed (i.i.d.). 
Levitin [4] considered a linear multistate multiple SWS, which is the gen-
eralized form of the linear consecutive k-out-of-r-from-n:F system, in case 
of multiple failures and computed the system reliability with the help of 
UGF. Habib et al. [5] discussed the reliability of a linear consecutive k-out-
of-r-from-n:G system in case of multistate failure using the total probabil-
ity theorem. Ram and Singh [6] considered a complex system with common 
cause failure and where each element could have constant failure rate. They 
determined the system reliability and cost analysis using the supplemen-
tary variable technique. Levitin and Ben-Haim [7] determined the reliabil-
ity of a consecutive SWS using an algorithm based on the UGF technique; 
the considered system fails if the sum of the performance rate is lower than 
the total allocation weight. Levitin and Dai [8] discussed the reliability of 
linear m-consecutive k-out-of-r-from-n:F systems in case of multiple failure 
elements. Levitin and Dai [9] considered the k-out-of-n SWS in case of mul-
tiple failures and computed the reliability of the proposed system using 
UGF. Xiang and Levitin [10] generalized the linear multistate SWS which 
consisted of n linearly  multistate windows. They evaluated the reliability 
of a combined m-consecutive and k-out-of-n SWS using the UGF technique. 
Ram and Singh [11] discussed the reliability, availability, and cost analysis of 
two independent repairable subsystems using the supplementary variable 
technique, Laplace transformation, and Gumbel-Hougaard family copula 
technique. Ram [12] discussed and reviewed the engineering system and 
physical science and provided different methods for computing system reli-
ability. Pham [13] discussed the modeling of complex systems both hardware 
and software and calculated the reliability of the considered system. Negi 
and Singh [14] studied the non-repairable complex system which had two 
binary subsystems, namely, weighted A-out-of-G:g and weighted l-out-of-b:g 
and computed the reliability and sensitivity using UGF. Ram and Davim 
[15] measured the reliability of multistate systems, optimization of multi-
state systems, and continuous multistate systems using new computational 
techniques applied to probabilistic and non-probabilistic safety assessment.

In the context of signatures, Shapley [16] and Owen [17,18] discussed the 
game theory on the basis of random variable and evaluated the probabil-
ity by extending the game theory. Samaniego [19] introduced the concept 
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of signatures on the basis of a coherent system. A coherent system can have 
monotone and its elements relevant to each other. Signatures are widely 
used in communication networks, reliability economics, etc. Kocher et al. [20] 
compared the coherent systems when elements having i.i.d. and computed 
signatures and expected lifetime. Boland and Samaniego [21] described the 
properties of signature reliability of complex systems and compared the 
signatures of the different systems. They presented applications of signa-
tures in reliability economics and communication networks. Samaniego [22] 
examined the properties of a coherent system in terms of signatures. He 
developed a new approach of coherent system and de�ned its application 
in networks and communications. Navarro and Rychlik [23] obtained the 
reliability function in upper and lower form and computed expected life-
time of a coherent system by using the Samaniego concept of i.i.d  elements. 
Navarro et al. [24] discussed the reliability function based on signatures 
having i.i.d. elements. They computed the system signature with the help of 
stochastic ordering properties for the coherent system. Samaniego et al. [25] 
discussed the system properties on the basis of dynamic signatures with the 
help of ordered statistical methods. Da et al. [26] evaluated the signature of 
the  considered system and the redundancy system also. They determined 
the signature of a coherent system which has a large number of elements. 
Marichal and Mathonet [27] determined the system signature on the basis 
of reliability function. They used a different formula for evaluating signa-
tures with the help of structure function using i.i.d. components. Coolen 
[28] discussed the nature of signatures with the help of system structure 
function and described the de�nition, properties, and applications of signa-
tures. Kumar and Singh [29–31] determined the signature of sliding window 
coherent system, k-out-of-n system, and linear multistate SWS having an i.i.d. 
component and calculated different measures such as signature, expected 
lifetime, cost, and Barlow-Proschan index.

From the above discussion, it becomes clear that many researchers 
  computed the system reliability of binary and MSS SWS with different 
 methods. We also studied a k-out-of-n SWS with i.i.d. component to evalu-
ate the reliability characteristic such as signature, expected lifetime, and 
Barlow-Proschan index with the help of Owen’s method and UGF technique.

10.2  Algorithm for Evaluating the UGF of All the Groups 
of r Consecutive Elements (See Levitin and Dai [9])

Step 1. Compute UGF ( )−U zr1  as follows:

 ( ) =−U z z x rr
x ( consists of zeros).1 0

0  (10.1)
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Step 2. Obtain UGF of individual MSE u(z) using ⊗
←

 as follows:
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where ϕ is an arbitrary vector of x and g shift all vector elements one 
position left.

Step 3. Calculate ( )+ −U zi r1  using operator ⊗
←

 in a sequence as follows:

 ( ) ( ) ( )= ⊗ =+ − −
←

U z U z u z i ni r i r i for 1, 2, ..., .1

Step 4. Evaluate all possible groups r consecutive of MSE applying 
operator ⊗ as follows:

 ( ) ( ) ( )= + −U z U z U zi n r, , .1 1

10.3  Assessment of m Consecutive Failed 
Groups to a k-out-of-n SWS

The UGF of r consecutive groups is given by

 ∑( ) =
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where ma = total number of combination of Ca,l and xa,l.
Now, assign an initial value 0 and modify the equations (10.1) and (10.2):
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UGF of failure probability is expressed as follows:

 ∑( ) ( )( )∂ = =
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The failure probability (Ei) of the system can be computed as the sum of the 
probabilities of mutually exclusive events as follows:
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=+ −C mm e l1,  from ( )+ −U zm e 1  to get

 ( ) ( ) ( )= ⊗+ + − + + −U z U z u zm e m e m r e .1 1

Further, any term l of Ua(z) with the counter value can be obtained as (see 
Levitin and Dai [9])

 < − + + −C m n a ra l 1.,  (10.3)
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MSE − + +E E Eg D B, , ...,1 2 2 can be expressed as follows:
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 (10.4)

With the help of equation (10.4), we can evaluate the signature of the system 
having i.i.d. components as ( )= =s p T TA D s A g: , where T is the system lifetime 
and sA is the probability of the system failure.

Boland [32] obtained the structure function R of the system having i.i.d. 
components as follows:

 ∑ ∑ϕ ϕ( ) ( )=

− +











−

−
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s
g

g A

R
g

g A

RA

l g

1

1

1
. (10.5)
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10.4  Proposed Algorithms

10.4.1  Algorithm for Evaluating the Reliability of a 
k-out-of-n SWS (See Levitin and Dai [9])

Step 1. Initialization:

 ( )= =−F U z zr
x0; .1

0, 0

Step 2. Compute ( ) ( ) ( )= ⊗+ − −U z U z u zj r j r j1 , and collect the like terms in 
the obtained u-function.

Step 3. If ≥ + −j k r 1, then add δ ( )( )+ −1U zj r  to F and eject all the terms t 
with =− +c kj r t1,  from ( )+ −U zj r .1

Step 4. Remove from ( )+ −U zj r1  all the terms with < − +− +c k m jj r t1, .
Step 5. Evaluate the reliability of a k-out-of-n SWS as R = 1 − F.

10.4.2  Algorithm for Calculating the Signature of a 
 k-out-of-n SWS with its Reliability Function

Step 1. Calculate the system signature of the structure function 
(Boland [32]).

 ∑ ∑φ φ( ) ( )=

− +
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 (10.6)

Evaluate reliability polynomial of a k-out-of-n SWS by

 H P C m
e

P qe

m
n∑=






ε

ε ε

=

−( )
1

 

where C B e mj j

j m e

m

∑= =
= − +

, 1, 2, ..., .
1

Step 2. Compute the tail signature of a k-out-of-n SWS, i.e., (m + 1)-tuple 
B B Bm( )= , ...,0  using

 ∑ ∑ φ( )= =

−









= + = −

B b
m

m a

Hl j

j a

m

H m a

1
.

1

 (10.7)

Step 3. Evaluate the reliability function in the form of a polynomial by 
using Taylor expansion about x = 1 by
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 =






P x y h
y

m( )
1

. (10.8)

Step 4. Assess the tail signature of the k-out-of-n SWS reliability func-
tion with the help of equation (10.6) (see Marichal and Mathonet [27]):

 B
m a

m
D P a ma

a


( )= − =!
!

(1), 0, , . (10.9)

Step 5. Obtain the signature of the k-out-of-n SWS using equation (10.8) 
as follows:

 = − =−b B B a ma a , 1, , .1   (10.10)

10.4.3  Algorithm to Assess the Expected Lifetime of a 
k-out-of-n SWS with Minimum Signature

Step 1. Determine the expected lifetime of an i.i.d. component k-out-of-n 
SWS which are exponentially distributed with mean μ = 1.

Step 2. Calculate the minimum signature of a k-out-of-n SWS with the 
expected lifetime of the reliability function by using

 ∑( ) =
=

h t C h tT j j

j

n

( )1:

1

 (10.11)

where ( ) = >h t P Z tj r j( )1: 1:  and ( ) = >h t P Z tj j r j j( ): :  for j n= 1,2, , .
Step 3. Obtain E(T) of a k-out-of-n SWS of i.i.d. components by (see 

Navarro and Rubio [33]).

 ∑µ=
=

E T
C
j

j

j

n

( )
1

 (10.12)

where C j nj ( )= 1, ...,  is a vector coef�cient of minimal signature.

10.4.4  Algorithm for Evaluating the Expected Value of the 
Component X and Expected Cost Rate of a k-out-of-n 
SWS When Working Elements Are Failed

Step 1. Calculate the number of failed elements at the time of system 
failure with signature (Eryilmaz [34]):

 E X j b j nj

j

n

∑= ⋅ =
=

( ) , 1,2, ..., .
1

 (10.13)
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Step 2. Compute the E(X) and E(X)/E(T) of a k-out-of-n SWS with 
 minimum signature.

10.5  Illustration

Consider a 2-out-of-3 SWS for m = 4, r = 2, w = 3 and each window has two 
states: completely working and total failure along with some performance 
rate 1, 2, 2, and 2, respectively. A diagram of the proposed system is shown 
in Figure 10.1.

The probability of the inner parallel component can be expressed as 
follows:

 ∏( )= − −
=

P Re em

m

n

1 1
1

where e = 1, 2, 3, 4, m = 1, 2.
The probability Pe, e = 1, 2, 3, 4, of the parallel system is obtained as follows:

 = + −P R R R Re e e e e .1 2 1 2  (10.14)

Now, the u-function of the k-out-of-n SWS is given by

 ( ) ( )= + −U z P z P ze e
e

e1 0

where e = 1, 2, 3, 4, Pe is the probability function and ze is the performance rate 
and z0 non performance rate.

Thus, the u-function of the k-out-of-n SWS components ui(z) is given by

 ( ) ( )= + −u z P z P ze e
a

e1 0

where a = 1, 2, 2, 2.

R11 R21 R31

R32

R33

R41

R42

R43

R22

R23

R12

R13

m

FIGURE 10.1
Diagram of k-out-of-n SWS with k = 2, n = 3, m = 4, and r = 2.
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In the initial step of the algorithm, the value of 0 is assigned to F. The initial 
u-function takes the form

 ( ) = ( )
−U z z .1

0, 0,0

Using the algorithm 10.4.1, we get the u-function of the k-out-of-n SWS as 
follows:

For j = 1

 

U z U z u z

z P z P z

P z P z

( )

( )

= ⊗

= ⊗ + −

= + −( ) ( )

−( ) ( ( ) ( ))

1

1

0 1 1

0,0
1

1
1

0

1
0, 0,1

1
0, 0,0

For j = 2

 
U z U z u z

P z P z P z P z( ) ( )

= ⊗

= + − ⊗ + −( ) ( )

( ) ( ) ( )

1 1

1 0 2

1
0, 0,1

1
0, 0,0

2
2

2
0

 ( ) ( ) ( ) ( )( )= + − + − + − −( ) ( ) ( ) ( )U z P P z P P z P P z P P z1 1 1 11 1 2
0, 1,2

1 2
1, 1,0

2 1
1, 0,2

1 2
1, 0,0

For j = 3

 

U z U z u z

P P z P P z P P z

P P z P z P z

( ) ( )

( ) ( ) ( )

= ⊗

= + − + −

+ − − ⊗ + −

( ) ( ) ( )

( )

( ) ( ) ( )

1 1

1 1 1

2 1 3

1 2
0, 1,2

1 2
1, 1,0

2 1
1, 0,2

1 2
1, 0,0

3
2

3
0

 

U z P P P z P P P z P P P z

P P P z P P P z

P P P z P P P z

P P P z

( ) ( ) ( )

( )( ) ( )

( )( ) ( )

( )( )( )

= + − + −

+ − − + −

+ − − + − −

+ − − −

( ) ( ) ( )

( ) ( )

( ) ( )

( )

1 1

1 1 1

1 1 1 (1 )

1 1 1 .

3 1 2 3
0, 2,2

1 2 3
2, 0,2

1 2 3
1, 2,2

1 2 3
2, 0,2

1 2 3
1, 2,0

1 2 3
2, 0,0

1 2 3
2, 2,0

1 2 3
2, 0,0

The like terms in U2(z) are collected. The value of unreliability F can be 
expressed as follows:

 ( ) ( ) ( ) ( )( )= − + − − + − −F P P P P P P P1 1 1 1 1 .2 3 1 2 3 2 3  (10.15)

After removing the terms in which the counter equals k = 2, U2(z) can be 
 written as follows:

 ( ) ( )= + − + −( ) ( ) ( )U z P P P z P P P z P P P z( ) 1 1 .2 1 2 3
0, 2,2

1 2 3
1, 2,2

1 2 3
1, 2,0
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After removing the terms that satisfy the condition (10.3) for k = 2, m = 4, and 
j = 3,

U2(z) can be obtained as follows:

 ( ) ( )= − + −( ) ( )U z P P P z P P P z( ) 1 1 .2 1 2 3
1, 2,2

1 2 3
1, 2,0

For j = 4

 
U z U z u z

P P P z P P P z P z P z

( ) ( )

( ) ( ) ( )

= ⊗

= − + − ⊗ + −( ) ( )

( )

1 1 1

3 2 4

1 2 3
1, 2,2

1 2 3
1, 2,0

4
2

4
0

 
U z P P P P z P P P P z

P P P P z P P P P z

( ) ( ) ( )

( ) ( ) ( )( )

= − + −

+ − − + − −

( ) ( )

( ) ( )

1 1

1 1 1 1 .

3 1 2 3 4
1, 2,2

1 2 3 4
2, 0,2

1 2 3 4
2, 2,0

1 2 3 4
2, 0,0

Again like terms in U3(z) are collected. The value of unreliability F can be 
expressed as follows:

 ( ) ( ) ( ) ( ) ( )= − + − − + − −F P P P P P P P P P P P P1 1 1 1 1 .1 2 3 4 1 2 3 4 1 2 3 4  (10.16)

Now adding the equations (10.15) and (10.16), we �nally get the unreliability:

 = − − +F P P P P P P P P P P1 1 2 3 2 3 4 1 2 3 4

Reliability of the k-out-of-n SWS:

 = − = + −R F P P P P P P P P P P1 .1 2 3 2 3 4 1 2 3 4  (10.17)

Hence, substituting the values of Pe (e = 1, 2, 3, 4, 5) in equation (10.17) from 
equation (10.14), we obtain the reliability function R of the k-out-of-n SWS as 
follows:

 

R R R R R R R R R R R R R

R R R R R R R R R R R R

R R R R R R R R R R R R

R R R R

( ) ( ) ( )

( ) ( ) ( )

( ) ( )( )

( )

= + − + − + −

+ + − + − + −

− + − + − + −

× + − .

11 12 11 12 21 22 21 22 31 32 31 32

21 22 21 22 31 32 31 32 41 42 41 42

11 12 11 12 21 22 21 22 31 32 31 32

41 42 41 42

 

(10.18)

When elements are identically distributed ( )≡R Rem , reliability function 
R R R( , ..., )1 8  of the components of the k-out-of-n SWS and structure function 
h of the proposed system are given by

 R R R R R R R R R= − + − + −( , ..., ) 16 40 44 26 81 8
3 4 5 6 7 8
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and
 = − + − + −H P P P P P P P P( ,..., ) 16 40 44 26 8 .1 8

3 4 5 6 7 8

10.5.1  Signature of the k-out-of-n SWS

By using Owen’s method on the components of the k-out-of-n SWS, we get 
reliability function in the form of H(y) as follows:

 ( ) = − + − + −H y y y y y y y16 40 44 26 8 .3 4 5 6 7 8  (10.19)

Now using equations (10.8) and (10.19), structure function can be expressed 
as follows:

 =






= − + − + − +P y y H
y

y y y y y( )
1

1 8 26 44 40 16 .8 2 3 4 5

With the help of step 4 of algorithm 10.4.2, we get the tail signature B for 
individual element of the k-out-of-n SWS as follows:

 = = = = =B B B B B1, 1,
13
14

,
11
14

,
4
7

,0 1 2 3 4

 = = = =B B B B
2
7

, 0, 0 , 0.5 6 7 8

Hence, the tail signature of the k-out-of-n SWS is given by

 = 



B 1,1,

13
14

,
11
14

,
4
7

,
2
7

,0,0,0 .

Again using step 5 of algorithm 10.4.2, we obtain the signature of the k-out-
of-n SWS as follows:

 = 



b 0,

1
14

,
1
7

,
3

14
,
2
7

,
2
7

,0,0 .

10.5.2  MTTF of the k-out-of-n SWS

To compute MTTF using equation (10.19), we get a minimal signature M as 
follows:

= − − −M (0,0,16, 40, 44, 26,8, 1) of the k-out-of-n SWS elements.
Using the steps 2 and 3 of algorithm 10.4.3, we get MTTF

 =E t( ) 0.818.
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10.5.3  Expected Cost

Using step 1 of algorithm 10.4.4, the expected value of X of the k-out-of-n SWS 
can be computed as follows:

 E X j B jj

j
∑= ⋅ =

=

( ) , 1, 2, ..., 8.
1

8

Hence, the expected value of X is given by

 =E X( ) 4.57.

Now, using step 2 of algorithm 10.4.4, we can compute the expected cost of 
the k-out-of-n SWS as follows:

 ( )
( )= =E X

E T
Expected cost 5.5867.

10.6  Conclusion

In this study, we considered a k-out-n SWS consisting of n linearly ordered 
multistate components with m parallel components. We evaluated signature, 
tail signature, expected lifetime, and expected cost. Signatures increased 
with increasing parallel component, expected lifetime was 0.818, and 
expected cost was 5.5867.

Nomenclature

n = number of multistate element (MSE) in the system
m = consecutive i.i.d. components
r = number of consecutive window
w = total allocation weight
k = maximal allocation consecutive groups.

( )U za  = u-function of the r consecutive MSE a
u zi( ) = u-function of the system
⊗ = composition operator
gi,b = the performance state of MSE in state b
ya,l = random vector in lth state of the r consecutive groups
Ca,l = integer counter of consecutive failed groups
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Pi,b = the probability of MSE i is in state b
qi,b = probability in bth state of the r consecutive groups
Ea = probability of m consecutive groups
σ(y) = sum of element vector y
ϕ(y, g) = shifting operator
R/F/S/s/H = reliability/ unreliability /tail signature/signature/reliability 

function of the system
E(T)/E(X) = expected lifetime/expected value of X of the system 

components
Ce = minimum signature for components e
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11
Modeling Reliability of Component-
Based Software Systems

Preeti Malik, Lata Nautiyal, and Mangey Ram
Graphic Era University

11.1  Introduction

“Reliability is the precondition for trust.”

Wolfgang Schauble

The transition of current infrastructure, the revaluation of a collaborated or 
incorporated strategy, or the change of ownership and acquisition may be 
some of the factors for the continual requirement of homogenization and 
alteration of particular software. This is the driving force of all evolution 
of business applications. Rightfully termed “legacy applications,” these 
improvised applications are expected and conjectured to revolutionize 
software design and architecture as never before. In computing, a legacy 
system is an old methodology which links to or relates to an outdated, pre-
decessor computer. Reliability assessment of upgraded legacy systems is an 
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important problem in IT software infrastructure. Some parts of the code 
used in the original design of such systems are currently being discontin-
ued. Maintaining a legacy system, therefore, demands upgradation of the 
software constituents. The most necessary requirement after upgrading an 
application is the assurance of software reliability. Tests of reliability are sup-
posed to be conducted on this software, for which the best-known approach 
is the Bayesian approach.

Previous studies have made use of this Bayesian theory under prede�ned 
assumptions. This opens the door for future research after thorough analysis 
of the predictions of the Bayesian approach. Software engineering is a coher-
ent, assessable, measurable, and methodical approach for the evolution, per-
petuation, performance, and working of a software application. It is now an 
established vocation and is committed toward developing software that is 
economical, easier to maintain, quicker, and of higher quality. Since the �eld is 
still relatively young compared to its relative �elds of engineering, there is still 
much work and debate around what software engineering (SE) actually is, and 
if it deserves the term “engineering.” It has grown organically out of the limi-
tations of viewing software as just programming. Software development is a 
term sometimes preferred by practitioners in the industry who view SE as too 
heavy handed and constrictive to the integrated process of creating software. 
The software development life cycle (SDLC) is a general term used in software 
engineering, which constitutes the �ve software developing actions such as 
planning, creating, testing, deploying, and maintaining an information system.

The development of a computer programming language can be understood 
by measuring the complexity of computer programs with respect to the size 
of the programs. Another way of looking at the evolution of programming 
languages is getting the computer to accomplish increasingly complex tasks. 
Lack of understanding of a program’s overall structure and functionality will 
result in the failure of detecting errors in the program. This can be avoided 
by using better languages that conversely reduce the number of errors by 
enabling a better understanding. At even greater levels of abstraction, this is 
what the attempted software design will provide. The involvement of subrou-
tines, statements, �les, classes, templates, and other such components permits 
certain sections of the program to be abstracted. Layers, hierarchies, and mod-
ules help achieve comprehensibility of the code. Also, advances in languages 
provide the engineers with more control over shape and use of data elements 
as abstract types. These data types are very accurately and �nely speci�ed.

Software plays a key role in the modern world. The value of software is 
derived from its ability to increase productivity and ef�ciency, its resiliency 
to attack, and its ability to perform at the required levels during the time 
of crisis and normal operations. The development of successful software 
applications requires an engineering approach which is categorized by the 
application of scienti�c theories, methodologies, models, and standards 
which make it possible to manage, plan, analyze, model, design, implement, 
maintain, measure, and evolve a software system. The famous de�nition of 
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software reliability is: “It is the probability of the failure less performance of 
the software over a given period of time” [1].

Though software reliability is also expressed as a hypothetical function and 
shown in the concept of time, it must be noted that it is completely different 
from conventional hardware reliability. Both the reliabilities are totally differ-
ent, as one is in tangible form and another is in intangible form. Hardware is 
made up of various electronic and mechanical parts, which may become “old” 
after a certain period of time and wear out with time. When it is the matter of 
software reliability, it will not rust or wear out during its complete life span. 
Software will remain as it is till it is not intentionally changed. Software reli-
ability is one of the essential features of software quality, along with a large 
number of important elements such as performance, serviceability, functional-
ity, usability, and documentation. It is very dif�cult to achieve software reli-
ability as the software systems are highly complex; therefore, it is the most 
important quality of the software system. Software systems, or any systems 
which are known to have high degrees of complexities and convolutions, have 
to strive harder to attain an established level of de�nition and reliability. Hence, 
system developers are inclined toward pushing intricacies and complexities 
into the software layer. The process thus gets easier due to the rapid growth of 
the system and the upgradation and enhancement of the software [2–4].

The complexity of software is directly dependent on and related to fac-
tors like software quality in terms of capability, functionality, etc., and is 
inversely related to software reliability. Nowadays, software reliability engi-
neering has become very important [5]. There are various models which are 
used for calculating software reliability. A major issue in reliability engi-
neering is assessing the reliability of the software application. However, it is 
not as easy as it seems. The biggest obstacle is with respect to design faults 
and this is handled differently than the conventional hardware theory. A 
fault is nothing but an error in the code made by the programmer or designer 
with regard to the speci�cation of the software. If an input value activates 
a fault, it brings an incorrect output and once this happens, it will result in 
software failure. Software failure is detected using stochastic models of sto-
chastic processers which govern software failures [6,7].

11.2  Software Failure Mechanisms

Ambiguities, errors, oversights, misinterpretations, carelessness, and incom-
pleteness in code lead to incorrect or unexpected use of the software, or 
other unforeseen problems. Though almost always stated otherwise, soft-
ware reliability and hardware reliability both have entirely different pro-
cesses of failure. Faults associated with hardware will always be physical 
or tangible, whereas all the faults associated with software will be design 
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related [8–10]. All the faults related to software are very dif�cult to imagine, 
detect, as well as correct. Design faults may also exist in hardware faults, but 
the dominance is toward the physical faults. Table 11.1 shows the partial list 
of the distinct characteristics of software compared to hardware.

11.3  Software versus Hardware Reliability

The fundamental differences between hardware and software failures are 
de�ned by Reliability Analysis Centre [11]. In hardware, the failures are 
usually caused by physical processes related to stresses forced by the envi-
ronment. Generally, the failures are due to component degradation, failing, 
or being subjected to environmental stresses. In software, there is noth-
ing to wear out. Software system failures never happen if the software is 
not used. This is not true for hardware systems where material worsening 
causes failures even though the system is not being used. Software reliability 
models are usually analytical models derived from the assumptions of the 
system, and the elucidation of those assumptions with model parameters. 
The dispensations from failure data derive techniques of reliable hardware. 
Extensive scrutiny, analysis, and experience in this particular �eld help 
achieve this. Then, a new version of a software system is obtained if the 
faults in a software system are being repaired. This is not true for hardware 
repairs that typically restore the original system. A massive keynote here 
is that hardware reliability changes dynamically, throughout its lifetime, 
whereas software reliability is continuously upgraded and re�ned until its 
delivery. This can be graphically represented in Figures 11.1 and 11.2. 

The degree, up to which the results of measurement, calculation, speci�ca-
tion, or statistics can be depended on the accuracy, is known as reliability. 
The four elements that reliability establishes are:

 i. Intended function
 ii. Time

TABLE 11.1

A partial list of the distinct characteristics of software 
compared to hardware.

1 Reliability forecast
2 Failure reason
3 Environmental in�uences
4 Wear-out
5 Time reliance and life cycle
6 Idleness
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 iii. Conditions of operation
 iv. Probability

Let T be the time until occurrence of failure of unit. Hence, the probability 
that the unit will not fail in a particular domain until time t is:

 R t P T t( )( ) = >  (11.1)

where R(t) is the reliability function.
We can hence state that reliability is always a function of time. The condi-

tions it depends on may or may not vary with time. The numerical value of 
reliability is always between 0 and 1. That is, R(t) is a nonincreasing function 
and its limits are 0 to 1.

Noteworthy de�nitions from various editions of IEEE:

• IEEE 1998 de�nes software reliability as the ability of a system or 
a component to perform its required functions under stated condi-
tions for a speci�ed period of time.

f(t) Burn in

Phase - I Phase - II Phase - III

Useful life Wear out

t

FIGURE 11.1
Hardware failure rate.

f(t)
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FIGURE 11.2
Software failure rate.
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• IEEE 1988 de�nes software reliability as the process of optimiz-
ing the reliability of software through a program that emphasizes 
software error prevention, detection of fault and its removal, and 
usage of measurements in order to maximize reliability in aspects of 
resources, performance, and schedule.

This brings to us the three main factors of software reliability:

 1. Prevention of error
 2. Detection and removal of faults
 3. Measurements to maximize reliability

11.4  Component-Based Software Development

The component-based software development (CBSD) approach aims to 
develop software systems using existing components assembled with well-
structured software architecture. Its purpose is to reduce time and capital 
invested in the development of software. CBSD claims to reduce time and 
energy on maintenance, stating that certain sections of a software applica-
tion may be written only once and henceforth reused time and again. CBSD 
personi�es the “buy, don’t build” philosophy and aims at discovering reuse 
of software by changing both architecture and process. CBSD incorporates 
two collateral activities of engineering:

 i. Domain engineering
 ii. Component-based development

CBSD is different from orthodox approaches, which do not use the idea of 
recycling the code. Figure 11.3 depicts commercial-off-the-shelf components, 
developed by various engineers, using different languages, assembled into a 
targeted software system.

Kaur [11] determines the following four traits of CBSD:

 i. Independent development of software: Disassociate developers 
and users of components through abstract, conceptual interface 
speci�cations of component behavior.

 ii. Reusability: Certain preexisting sections of components can be 
reused.

 iii. Quality of software: Quality assurance approach of software must 
level from modular to scalable.

 iv. Maintenance: System software must be comprehensible and easy to 
evolve.
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We need to establish a difference between a component and a software 
component.

D. F. D’Souza [12] de�nes a component as a reasoned package of software 
that may be developed and henceforth delivered independently as a unit, 
among other such components, to build a larger system.

C. Szyperski [13] de�nes a software component as a unit of con�guration 
with conventionally speci�ed interfaces, which can be deployed indepen-
dently and is subject to con�guration by third-party organizations.

G. T. Heineman [14] establishes a de�nition of a component which states 
that a component is an element of software which conforms to a model and 
can be separately situated and formulated without being modi�ed according 
to a composition standard.

Meyer [15] states that a component is a unit of software that satis�es the 
following speci�cations:

 i. Components can be used by clients
 ii. Components possess of�cial usage description
 iii. Components do not have a �xed set of clients

11.4.1  Characteristics of Component by Lau et al. [16]

• A component is a data capsule which hides fundamental information.
• A component can be administered in any language, and is not just 

object or module oriented.

Component
repository

Component
1

Component
2

Component
nSelect

Commercial off-
the-shelf (OOTS)

Assemble

Software
systems

FIGURE 11.3
Component-based software development.
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• The module of the components can be described either textually or 
visually.

• The component framework architecture forms its plug and play soft-
ware technology.

Component-based development (CBD) has one major goal—to build and 
maintain software using existing components. Component-based software 
engineering (CBSE) states four attributes of a truly reusable component:

 a. Interfaces to be contractually speci�ed
 b. Autonomic/independent deployment
 c. Explicit context dependence
 d. Third-party con�guration

11.4.2  Reliability of a Component

We know that a system is made up of different parts and components. If 
one single component fails, the entire system is vulnerable to failure. Each 
component subscribes to system reliability. Component failure models are 
obtained in two ways:

 i. By the basic failure rates and working stresses of the system
 ii. Using component failure data obtained either from life tests or from 

failure reports of customers

It is impossible to establish the failure rates of components for all working 
conditions. It is possible to predict the reliability under speci�c stress condi-
tions from the available data.

11.4.3  Reliability of Component-Based Software

CBSE has now become a more widespread approach for the development 
of software systems. The advantages of the CBSD approach are low cost, 
high quality, minimal efforts, and reduced development time. They are 
mainly because of prede�ned software components. Many new models 
and techniques are proposed for effectively improving the reliability esti-
mation of component-based software systems. However, ensuring a reliable 
component- based software system is dif�cult even with the use of com-
mercial pretested and trusted software components. Thus, the reliability 
evaluation of component-based software systems is essential in the present 
scenario of software usage either before or after implementation.

CBD is a unique way to form, construct, implement, and calculate  software 
applications. Various sources are considered in collecting and depicting 
these software applications; different languages are used to develop the 
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component which works in different steps [17,18]. The main concept behind 
CBD is “reuse.” Software productivity can be increased with software prod-
uct reuse because reused software components need not to be developed 
from scratch. Component-based software can save time to market those 
results in larger market share.

With software reuse, prototypes can be developed very quickly and at 
very low cost as instead of developing speci�cations, designs, and code from 
scratch, existing components can be reused. The current trend in software 
engineering is toward CBD. CBSE is a promising alternative to enhance soft-
ware productivity. It can improve quality and reliability of the software. It 
may help to identify design errors at early stage by plugging different candi-
date components. Still software reuse is not in practice to its potential due to 
a number of reasons.

Software organizations face problem in practicing software reuse because 
of the following reasons:

 a. Object-oriented analysis, computer-aided software engineering 
tools, formal methods, agile methods, etc., are proposed but no 
clear-cut methodology for software reuse is de�ned.

 b. There is an absence of models and theories that can help to comment 
or estimate about the software without developing it.

 c. Rapid evolution of technologies does not allow proper assessment.
 d. Collecting context-independent knowledge or representing context 

is very dif�cult.
 e. Software development for reuse especially for large complex  systems 

is very cumbersome.
 f. There is lack of empirical studies and technologies that can help to 

estimate what a component can perform better and what it cannot, 
without using it.

The main problem in software reuse is the effective design and development 
of a software life cycle model, performing a software testing process, and 
also the absence of an effective component-based certi�cation process for 
reusable components. Most of the existing CBSE models, testing techniques, 
and certi�cation processes are either domain speci�c or very dif�cult to use. 
What derives from the above discussion is that further research needs to be 
done to come up with more effective reusable software component CBSE 
models, testing techniques, and reliability processes for CBSE.

11.4.4  State- and Path-Based Models

Black box and white box are two approaches for modeling reliability of 
 component-based software systems. The white box approach considers 
internal behavior of the system. Basically, these approaches can further 
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be classi�ed into two categories: state- [19] and path-based modeling [20]. 
The second-category approach generally assumes that components do not 
depend on each other for execution. These approaches are also known as 
pessimistic approaches.

11.4.4.1  State-Based Models

State-based models estimate software reliability analytically. They assume 
that the transfer of control between modules has a Markov property, that is, 
model software architecture with a discrete-time Markov chain (DTMC), a 
continuous-time Markov chain (CTMC), or a semi-Markov process (SMP). 
Below we will discuss some of the leading literature on state-based models.

 a. Littewood model: This was one of the earliest approaches to esti-
mate software reliability. It considers software reliability in terms 
of operational reliability. First, a reliability system with system 
architecture based upon irreducible CTMC was made [21. Another 
approach [22] was developed that consists of a modular program 
in which the transfer of control between modules follows an 
SMP. This model describes structure via dynamic behavior using 
Markov assumption. It analyzes both the component and interface 
failures. The Littlewood model is a nearly universal architecture-
based model. Irreducible SMP is used to model the architecture of 
 component-based software (CBS). This model presumes that CBS is 
an integration of a number of modules and a control is transferred 
from one module to another with probability pij, where [23]

 p P i jij r { }= Program transit from th model to th module . 

A general distribution function Fij is employed to describe the time 
used up in a module and the mean is mij [23]. Two types of failure 
behavior are considered in this model:
• λi is the failure during execution of the component, and
• vij is the failure during transfer of control between two components.

The combined failure rate is
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 b. Laprie model [24]: This model is a special case of the Littlewood 
model in that it considers only component failure. This model says 
that the software system follows CTMC. The Laprie model takes the 
constant failure rate to be λi and the time spent in each component 
is µi. λi is much smaller than µi. The system failure rate can be de�ned 
as, according to Laprie:

 s i i

i

n

∑λ λ= Π ∗
=1

 (11.2)

where n is the component count, πi is the ratio of time used up in ith 
component, and λi is the failure rate of component i [23].

 c. Cheung model [19]: This model makes use of DTMC. The reliability 
of the service provided by the system is measured by a user-oriented 
model. Transition probability is also taken into account by Cheung as 
a user pro�le. The author assumes that a particular component may 
execute in�nite time till the termination of the execution of the system.

Let L be the set of processes Pi that can be generated by the pro-
gram corresponding to different input values. Let ri be a random 
variable such that

 =





r

P
i

i1 if the process generates the correct program output

0 otherwise

Let qi be the probability that Pi will be generated in a user environ-
ment. The values of qi, therefore, de�ne the user pro�le. The reliabil-
ity R of the program can be computed from

 ∑=
∀ ∈

R q ri i i

P Li

 (11.3)

 d. Kubat model: Kubat [25] made some improvements in the Cheung 
model. The proposed model describes the architecture of the soft-
ware system as SMP by considering the execution time of the com-
ponents. The DTMC process is followed by transition between 
components where q = [qi] is the initial probability vector and P = [pij] 
is the transition probability matrix. The author assumes that no com-
ponent fails during the execution of the software system.

 e. Gokhale model [26]: The architecture of the software system is 
described by DTMC. This model utilizes a hierarchical solution. 
According to Gokhale, the reliability of the component can be 
described as follows:

 =
∫ λ−

R ei

t dti

Viti
( )

0  (11.4)
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where λi(t) is the time-dependent failure intensity and Viti is the 
cumulative expected time spent in the component per execution of 
the application.

 f. Ledoux model [27]: Ledoux attempted to overcome some constraints 
of the well-known Littlewood model [22] for modular systems. It 
allows the evaluation of various dependability metrics, in particular, 
of availability measures. The Ledoux model is a general model that 
is speci�cally developed for software systems.

11.4.4.2  Path-Based Models

Path-based models take into account only a �xed number of component exe-
cution traces. It usually corresponds to system test cases. Following are some 
of the path-based models:

 a. Shooman model [28]: The Shooman model is among earliest path-
based models. Shooman considers frequencies of run of various 
paths. This model assumes that the number of paths taken by execu-
tion is �xed. The frequency of occurrence of each path and its failure 
probability are assumed to be known.

 b. Krishnamurthy and Mathur model [20]: This model is a very simple 
model to measure the reliability of the system which assumes that 
overall reliability of the system is the product of the components 
 visited in a particular path. It assumes that the components are inde-
pendent. The estimate of component-based reliability of a program P 
with respect to a test set T is given by

 
∑
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R

T
c

c
t

t T  (11.5)

where the reliability of the path is P traversed; when P is executed on 
test-case t ϵ T is given by

 ∏=
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 c. Yacoub, Cukic, and Ammar model [29,30]: This model follows an 
algorithmic approach to measure reliability of paths. Tree traversal 
algorithms are used for this purpose which expand all the branches 
of the graph which is basically the representation of the architec-
ture of the system. Breadth �rst traversal is translated as summation 
of reliabilities of the components which is weighted by transition 
 probability and depth �rst traversal is translated as multiplication of 
reliabilities of the components.
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 d. Hamlet model [31]: This is another path-based reliability modeling 
approach which considers the real execution traces of component 
execution given the mapping from the input to the output pro-
�le. This approach also considers the matter of inaccessibility of 
 component’s usage pro�le. According to Hamlet, the reliability of a 
component can be measured as

 ∑= −
=

R h fi i

i

n

(1 )
1

 (11.7)

11.4.5  Use of CBD in Traditional Manufacturing

CBD can be properly understood by an example of the manufacture of 
 bicycles. Since the 1870s, Coventry was the place where bicycles were man-
ufactured, using the collection parts from different industrial towns and 
 cities. After many years, the British motor car industry came into force from 
this manufacturing base. The implementation of this technology of software 
development is very popular.

In the beginning, the manufacture of these cycles was done by the 
local blacksmiths and mechanics of that area ful�lling a small demand. 
Standardization of this product created two different effects on it:

 1. It �ourished the importance of small workshops.
 2. It also increased mass production. People living in small vil-

lages got this “homely product” manufactured at their place at 
a reasonable price due to less overhead costs [32]. Many big com-
panies also participated in manufacturing of various important 
parts, which were supplied to both bicycle factories and local 
workshops.

CBD is considered to be very important in software development and 
 management. It denotes that few requirements should be satis�ed by tak-
ing components, whereas we must also consider other methods to satisfy 
our interest. Conventional development is an important part of CBD but it 
lacks few techniques and opportunities that form a complete CBD. After this 
 process, there are different ways which came into force:

 1. From conventional development
 2. From extreme componentization [33,34].

A drawback can be seen in distributed computing. Few people take a distrib-
uted system as an option to a centralized system which is not distributed. It 
is preferred to take all systems as distributed. In our view, the centralized 
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system is considered as a special case with only one location [35]. CBSE 
developing software systems offers many advantages, namely:

 1. Flexibility: Run-time components can work independently, if 
designed properly. Hence, it is fair to say that component-based 
systems are much more adaptable and extendable than systems 
traditionally designed and built. Flexibility is of signi�cance in the 
hardware and system software.

The rapid and ef�cient migration from one operating system 
to another or from one database to another is the result of lower 
reactivity of component-based systems toward modi�cations and 
amendments. Flexibility also leads to functionality [36]. At a func-
tional level, component-based systems are much more adaptable 
and extendable since they can be reused or derived from previously 
existing software. Ideal functionality is that which has had to be 
implemented just once [37,38].

 2. Reusability: CBD enables the development of elements and 
 constituents which entirely implement issues of technical and 
 business aspects. Robustness, maintainability, and productivity will 
be supported.

 3. Maintainability: Functionality leads to easy maintenance of soft-
ware systems, which further leads to lower cost and longer life of the 
systems. It is also justi�ed if one states that the difference between 
the terms “maintenance” and “construction” will completely disap-
pear after a while in terms of system software.

11.5  Conclusion

In CBSD reliability assessment, component and system reliability models 
assess the reliabilities of individual components and the entire component-
based software, respectively. Reliability is the primary attribute which 
de�nes the success and failure of the software system. In this chapter, the 
authors tried to accomplish some important elements related to reliability 
in terms of CBD. Reliability modeling can be divided into two approaches 
called black box and white box. This chapter discusses the second category 
viz. white-box approach. State based and path based are two further clas-
si�cations of the white-box approach. A major drawback of the path-based 
approach is that they only give an estimate of the application. Paths in the 
architecture of the system are considered for estimating reliability of the sys-
tem. Still many enhancements are needed to overcome the restrictions of the 
approaches discussed above.
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12.1  Introduction

Nowadays, the complexity of modern engineering systems is increas-
ing. The main function of such systems is to achieve the required level of 
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sustainable and safety operations with maximum ef�cient and stable ful�ll-
ment. The implementation of the speci�ed requirements is closely related to 
the assessment of sustainable operation indicators of the system.

Ships’ traction systems are the safety-critical systems and their operational 
sustainability is obligatory. Taking into consideration the ships’ speci�c 
operational conditions, the following features of their electric  propulsion 
systems are important: high autonomy of the ships’ operations, availability 
of structural and functional redundancies, high maintainability of an elec-
tric propulsion system, possibility of repair during operation, etc.

As shown in [2], using a multiphase electric motor allows the increase 
of fault tolerance of safety-critical systems and takes into account the high 
requirements imposed to its propulsion system. In the present study, the 
propulsion system of an icebreaking ship, called a multipower source trac-
tion drive (MPSTD), with four diesel generators was analyzed [1]. Such a 
topological scheme of traction drives is widely used for transporting ice-
breaking ships and icebreakers.

Except edition and increase the fault tolerance of traction drive, the struc-
tural and functional redundancies of components are used. In most cases, 
given the traction drive’s limitations of weight and dimensions, for exam-
ple, in aircraft, structural redundancy is not possible; therefore, a functional 
redundancy option is used.

A promising variant of the practical implementation of the func-
tional redundancy of one of the main components of the traction elec-
tric drive  is a multiphase electric motor, which is discussed in detail in 
this  chapter. Figure  12.1 schematically shows the stator topology of a 
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FIGURE 12.1
Stator topology of multiphase traction electric motor.
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fault-tolerant multiphase permanent magnet synchronous motor. The 
motor phases are not galvanically connected to each other. Each phase is 
fed from a power source through a multilevel electrical inverter. In this 
chapter, the electric motors with 3-, 6-, 9-, and 12-phase topologies are 
considered.

Many technical systems, such as MPSTDs, are designed to perform their 
tasks with different performance levels: level of perfect functioning, level 
with reduced capacity, and complete failure level. Such systems can be 
described as multistate systems (MSSs). Usually, MSSs are composed of ele-
ments that can be multistate themselves. The basic concepts and the recent 
development of MSS reliability theory can be found in [8] and [9]. Different 
approaches have been introduced for the reliability analysis of such systems: 
direct partial logic derivatives [7] and UGF technique [11] for steady-state 
performance distributions and Lz-transform techniques [6] for dynamic MSS 
reliability analysis. Many technical applications of Lz-transform are pre-
sented in [3–6] and [11,12].

In the present chapter, the Lz-transform approach is applied to a real mul-
tistate MPSTD and its availability and performance are analyzed. It was 
shown that in comparison with the straightforward Markov method, the 
Lz-transform approach drastically simpli�es the computation of the opera-
tional sustainability value for such a system.

12.2  Brief Description of the Lz-Transform Method

We consider a MSS, consisting of n multistate components. Any j-component 
can have kj different states, corresponding to different performances gji, rep-
resented by the set { }= g gj j jk j, ,1 g , { }{ }= =j n i k j1, , ; 1,2, ,  . The per-
formance stochastic processes ( ) ∈G tj j  g  and the system structure function 

( )( ) =G t f G t G tn( ), , ( )1   that produce the stochastic process corresponding to 
the output performance of the entire MSS fully de�ne the MSS model.

The MSS model de�nitions can be divided into the  following steps. For each 
 multistate component, we will build a model of the stochastic process. The Mar-
kov performance stochastic process for each component j can be rep resented by 
the expression ( ) =G tj  , , 0{ }j j jg A p , where gj is the set of possible component’s 

states, de�ned as follows: ( )( )= = =( )a t l m k j nj lm
j , , 1, , ; 1, , A —transition in -

tensities matrix and { }{ }( ) ( )= = = = =





( ) ( )p G g p G gj
j

j k
j

j kj jPr 0 , , Pr 00 10 10 0 0p —

initial states probability distribution.
For each component j, the system of Kolmogorov forward differential 

equations [6] can be written for the determination of the state probabilities 
{ }( ) ( )= = = =p t G t g i k j nji j ji jPr , 1, , , 1, ,   under initial conditions j0p . Now 
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the Lz-transform of a discrete-state continuous-time (DSCT) Markov process 
Gj(t) for each component j can be written as follows:

 ∑{ }( ) =
=

L G t p t zZ j ji
g

i

k

ji

j

( ) .
1

 (12.1)

In the next step, in order to �nd Lz-transform of the entire MSS’s output per-
formance Markov Process G(t), the Ushakov’s Universal Generating Operator 
[12] can be applied to all individual Lz-transforms { }( )L G tZ j  over all time 
points t ≥ 0

 ∑{ }{ }( ) ( ) ( )= Ω     =
=

L G t L G t L G t p t zZ f Z Z n i
g

i

K

i, , ( ) .1

1

  (12.2)

The technique of Ushakov’s operator application is well established for many 
different structure functions [7].

Using the resulting Lz–transform, MSS’s mean instantaneous availability 
for the constant demand level w can be derived as the sum of all probabilities 
in the Lz-transform from terms where powers of z are not negative:

 ∑=
≥

A t p ti

g wi

( ) ( ). (12.3)

MSS’s mean instantaneous performance may be calculated as the sum of 
all probabilities multiplied to performance in the Lz-transform from terms 
where powers of z are positive:

 ∑=
>

E t p t gi

g

i

i

( ) ( ) .
0

 (12.4)

The instantaneous performance de�ciency D(t) at any time t for the constant 
demand w can be calculated as follows:

 ∑ ( )= ⋅ −
>

D t p t w gi i

gi

( ) ( ) max ,0 .
0

 (12.5)

12.3  Multistate Model of the MPSTD

12.3.1  System Description

We analyze a conventional diesel-electric power drive, using it in Amguema-
type arctic cargo ships, based on a direct electric propulsion system. The 
structure of ship’s diesel-electric traction drive is shown in Figure 12.2. The 
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system consists of a diesel-generator subsystem, a main switchboard, an 
electric energy converter, and an electric motor.

The energy performance of the whole system is 5500 kW. Depending on 
the ice conditions, the amount of cargo, and other conditions of navigation, 
ship’s propulsion system is operating with a different number of diesel and 
electric propulsion motors. It realizes the required value of the performance 
and, as a consequence, the high survivability of the ship with the possible 
occurrence of critical failures of power equipment.

The power-generating performance of each diesel generator is 1375 kW. 
Therefore, connecting a diesel generator in parallel supports the nominal 
generating performance, which is required for the functioning of the whole 
system.

The main switchboard device, the electric energy converter, and the  electric 
motor have the nominal performance.

In the ship’s diesel-electric power drives with a �x pitch propeller, the 
dimensions of the electric machines have to be calculated accurately in order 
to estimate the available suf�cient propulsion power, which is directly deter-
mined by the required value of operational power and needed additional 
power in case of heavy weather or ice conditions in the area of navigation. 
Possible structures of the arctic ship’s propulsion system with a different 
number of diesel generators and main traction motors are determined by 
operating conditions of the arctic ship and the ice and temperature conditions.

The typical operational modes of arctic cargo ships are as follows:

• Navigation with icebreaker in heavy ice and navigation without ice-
breaker in solid ice need 100% of the generated power.

• Navigation in the open water depended on the required velocity 
needs 75% of the generated power.

Diesel engine Generator

Electric energy
converter

Main
switchboard

Electric
motor

Fixed pitch
propeller

FIGURE 12.2
Structure of the ship’s diesel-electric traction drive.
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As an alternative to the conventional 3-phase traction electric motor, a mul-
tiphase traction motor with 6-, 9-, and 12-phases is considered, the detailed 
description and features of which are presented in [2]. The reliability block 
diagram of the whole ship’s traction drive is shown in Figure 12.3.

12.3.2  Element Description

For system’s elements, which have two states (fully working and fully failed), 
in order to calculate the probabilities of each state we build the state-space 
diagram (Figure 12.4) and the following system of differential equations:

 

λ µ

λ µ

= − +

= −










dp t
dt

p t p t

dp t
dt

p t p t

i
i i i i

i
i i i i

( )
( ) ( ),

( )
( ) ( )

1
1 2

2
1 2

where i = DE, G, MS, EEC.
Initial conditions are = =p pi i(0) 1; (0) 0.1 2

We used MATLAB® for the numerical solution of these systems of differ-
ential equations to obtain the probabilities ( ) ( )p t p ti i,1 2  (i = DE, G, MS, EEC). 

Sub-system U
Diesel-generator sub-system

Diesel
engine 1

Diesel
engine 2

Diesel
engine 3

Diesel
engine 4

Generator
1

Generator
2

Generator
3

Generator
4

Main
switchboard

Electric
energy

converter

Electric
motor

FIGURE 12.3
Reliability block diagram of the ship’s diesel-electric traction drive.
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Therefore, for such system’s element the output performance stochastic 
 processes can be obtained as follows:

 
{ , } {1375,0},

{ ( ), ( )}.

1 1

1 1( )

= =

=







g g

t p t p t

i i i

i i i

g

p

Sets ti i, ( )g p  (i = DE, G, MS, EEC) de�ne Lz-transforms for each element as 
follows:

Diesel engine: 

 = .1 2 1
1375

2
01 2{ }( ) ( ) ( ) ( ) ( )= + +L g t p t z p t z p t z p t zz

DE DE g DE g DE DEDE DE

 (12.6)

Generator: 

 = .1 2 1
1375

2
01 2{ }( ) ( ) ( ) ( ) ( )= + +L g t p t z p t z p t z p t zz

G G g G g G GG G

 (12.7)

Main switchboard: 

 = .1 2 1
5500

2
01 2{ }( ) ( ) ( ) ( ) ( )= + +L g t p t z p t z p t z p t zz

MS MS g MS g MS MSMS MS

 (12.8)

Electric energy converter: 

 = .1 2 1
5500

2
01 2{ }( ) ( ) ( ) ( ) ( )= + +L g t p t z p t z p t z p t zz

EEC EEC g EEC g EEC EECi
EEC

i
EEC

 (12.9)

The system’s element, three-phase motor, has three states: fully working 
state with performance of 5500 kW, partial failure state with performance of 
3667 kW, and full failure. The state-space diagram is presented in Figure 12.5. 

1

2

λi µi

FIGURE 12.4
State-space diagram of elements with two states.
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To calculate the probabilities of each state, we build the following system of 
differential equations:

 

λ µ

λ λ µ
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The initial conditions are as follows:

 = = =p p pM M M(0) 1; (0) 0; (0) 0.1 2 3
3 3 3

We used MATLAB® for numerical solution of this system of differential 
equations to obtain the probabilities p t p t p tM M M( ), ( ), ( ).1 2 3

3 3 3  Therefore, for 
such system’s element the output performance stochastic processes can be 
obtained as follows:
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p

Sets tM M, ( )3 3g p  de�ne Lz-transforms for three-phase Motor as follows: 
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z
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(12.10)

The system’s element, six-phase motor, has four states: fully working state 
with performance 5500 kW, partial failure states with performances 4583 and 

1

2

3

λM

λM

µM

µM

FIGURE 12.5
State-space diagram of three-phase motor.
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3670 kW, and full failure. The state-space diagram is presented in Figure 12.6. 
To calculate the probabilities of each state we build the following system of 
differential equations:
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The initial conditions are as follows:

 = = = =p p p pM M M M(0) 1; (0) 0; (0) 0; (0) 0.1 2 3 4
6 6 6 6

We used MATLAB® for numerical solution of this system of differential 
equations to obtain the probabilities p t p t p t p tM M M M( ), ( ), ( ), ( ).1 2 3 4

6 6 6 6  Therefore, 
for such system’s element the output performance stochastic processes can 
be obtained as follows:
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Sets tM M, ( )6 6g p  de�ne Lz-transforms for six-phase Motor as follows: 
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FIGURE 12.6
State-space diagram of six-phase motor.
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The system’s element, nine-phase motor, has �ve states: fully working state 
with performance 5500 kW, partial failure states with performances 4889, 
4278, and 3670 KW and full failure. The state-space diagram is presented in 
Figure 12.7. To calculate the probabilities of each state we build the following 
system of differential equations:
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The initial conditions are as follows:

 = = = = =p p p p pM M M M M(0) 1; (0) 0; (0) 0; (0) 0; (0) 0.1 2 3 4 5
9 9 9 9 9

We used MATLAB® for numerical solution of this system of differen-
tial  equations to obtain probabilities p t p t p t p t p tM M M M M( ), ( ), ( ), ( ), ( ).1 2 3 4 5

9 9 9 9 9  
Therefore, for such system’s element the output performance stochastic 
 processes can be obtained as follows:

 
, , , , 5500, 4889, 4278,3670,0 ,

( ), ( ), ( ), ( ), ( ) .

1 2 3 4 5

1 2 3 4 5

9 9 9 9 9 9

9 9 9 9 9 9

{ }
{ }

{ }

( )

= =

=







g g g g g

t p t p t p t p t p t

M M M M M M

M M M M M M

g

p

1

2

3

4

5

λM

λM

λM

µM

µM

µM

λM µM

FIGURE 12.7
State-space diagram of nine-phase motor.
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Sets tM M, ( )9 9g p  de�ne Lz-transforms for a nine-phase motor as follows: 
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The system’s element, 12-phase motor, has six states: fully working state with 
performance 5500 kW, partial failure states with performances 5042, 4583, 
4125, and 3670 kW, and full failure. The state-space diagram is presented in 
Figure 12.8. To calculate the probabilities of each state we build the following 
system of differential equations: 
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FIGURE 12.8
State-space diagram of 12-phase motor.
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The initial conditions are as follows:

 = = = = = =p p p p p pM M M M M M(0) 1; (0) (0) (0) (0) (0) 0.1 2 3 4 5 6
12 12 12 12 12 12

We used MATLAB® for numerical solution of this system of differential 
 equations to obtain the probabilities ( ), ( ), ( ), ( ), ( ),1 2 3 4 5

12 12 12 12 12p t p t p t p t p tM M M M M  
( ).6

12p tM  Therefore, for such system’s element the output performance 
 stochastic processes can be obtained as follows:
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Sets tM M, ( )12 12g p  de�ne Lz-transforms for nine-phase Motor as follows: 
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12.3.3  Multistate Model for MPSTD

As is shown in Figure 12.3, the multistate model for MPSTD may be pre-
sented as connected in series diesel-generator subsystem, main switchboard, 
electric energy converter, and electric motor. For simpli�cation, we will cal-
culate the whole-system Lz-transform separately: �rst, Lz-transform of the 
Diesel-Generator subsystem, second, Lz-transform of connected in series 
diesel-generator subsystem, main switchboard, electric energy converter 
(this subsystem is names subsystem U) and third, whole system with differ-
ent kinds of electric motors. Therefore, the whole-system Lz-transform is as 
follows:
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12.3.3.1  Diesel-Generator’s Subsystem

A diesel-generator subsystem consists of four identical pairs of diesel engines 
and generators connected in parallel. Each diesel engine and each generator 
is a two-state device: power generating performance of a fully operational 
state is 1375 kW and a total failure corresponds to a capacity of 0.

Using the composition operator Ω fser, we obtain the Lz-transform 
{ }( )L G tz

DG  for each pair of identical diesel engines and generators, con-
nected in series, where the powers of z are found as a minimum of powers 
of corresponding terms:
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Using the following notations:
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we obtain the resulting Lz-transform for the diesel-generator subsystem in 
the following form:

 { }( ) ( ) ( )= +L G t p t z p t zz
DG DG DG .1

1375
2

0  (12.16)

Using the composition operator Ω fpar for 4 diesel-generators, connected 
in parallel, we obtain the Lz-transform { }( )L G tz

SysDG  for the whole diesel- 
generator subsystem as follows:
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we obtain the resulting Lz-transform for the whole diesel-generator subsys-
tem in the following form:
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12.3.3.2  Lz-transform Subsystem U Calculation

Using the composition operator Ω fser for connected in series diesel- generator 
subsystem, main switchboard, electric energy converter, we obtain the 
Lz-transform { }( )L G tz

U , where the powers of z are found as minimum of 
powers of corresponding terms:
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Using simple algebra calculations of the powers of z as minimum values of 
powers of corresponding terms, the whole-system Lz-transform expression 
is as follows:

{ }( ) ( ) ( ) ( ) ( ) ( )= + + + +L G t P t z P t z P t z P t z P t zz
U U U U U U
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12.3.3.3  Multistate Model for MPSTD with Three-Phase Motor

The state-transition diagram of the diesel-electric power drive is presented 
in Figure 12.9.
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Using the composition operator Ω fser for connected in series subsystem U 
and three-phase motor, we obtain the Lz-transform { }( )L G tz

SysM3 , where the 
powers of z are found as minimum of powers of corresponding terms:
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Using simple algebra calculations of the powers of z, the whole-system 
Lz-transform expression is as follows:
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FIGURE 12.9
State-transition diagram of the MPSTD with three-phase traction electric motor.
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where
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12.3.3.4  Multistate Model for MPSTD with Six-Phase Motor

The state-transition diagram of the multipower drive is presented in 
Figure 12.10.
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Using the composition operator Ω fser  for connected in series subsystem 
U  and six-phase motor, we obtain the Lz-transform { }( )L G tz

SysM6 , where 
the powers of z are found as the minimum of powers of corresponding 
terms:
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The whole-system Lz-transform expression is as follows:
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where
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12.3.3.5  Multistate Model for MPSTD with Nine-Phase Motor

The state-transition diagram of the multipower drive is presented in 
Figure 12.11.
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Using the composition operator Ω fser for connected in series subsystem U 
and nine-phase motor, we obtain the Lz-transform { }( )L G tz

SysM9 , where the 
powers of z are found as the minimum of powers of corresponding terms:
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The whole-system Lz-transform expression is as follows:
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FIGURE 12.11
State-transition diagram of the MPSTD with nine-phase traction electric motor.
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12.3.3.6  Multistate Model for MPSTD with 12-Phase Motor

The state-transition diagram of the multipower drive is presented in 
Figure 12.12.
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Using the composition operator Ω fser for connected in series subsystem U 
and 12-phase motor, we obtain the Lz-transform { }( )L G tz

SysM12 , where the 
powers of z are found as the minimum of powers of corresponding terms:
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The whole-system Lz-transform expression is as follows:
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12.3.4  Calculation Reliability Indices of MPSTD

Using expression (12.3), the MSS instantaneous availability of the MPSTD for 
different constant demand levels w may be presented as follows:

• For 100% demand level (w = 5500 kW)
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• For 75% demand level (w = 4125 kW)
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Using expression (12.4), the MSS instantaneous power performance of the 
MPSTD can be obtained as follows:
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Using expression (12.5), the instantaneous power de�ciency of the MPSTD 
for different constant demand levels can be presented as follows:
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The failure and repair rates (in year−1) of each system’s elements are  presented 
in Table 12.1 below.

MSS instantaneous availability of the MPSTD for different constant 
demand levels is presented in Figures 12.13–12.16.

As one can see from Figure 12.13 that the instantaneous availability for 
100% demand level is the same for each kind of traction electric motors and 
after 36.5 days of usage it is 65.2%.

Figure 12.14 shows that the instantaneous availability for 75% demand 
level is different for each kind of traction electric motors. After 36.5 days 
of usage, the instantaneous availability for 3-phase traction electric motor 
is 0.9216, for 6-phase traction electric motors the instantaneous availability 

TABLE 12.1

Failure and Repair Rates of Each System’s Elements

Failure Rates (year−1) Repair Rates (year−1)

Diesel engine 4.99 48.6
Generator 0.2 175
Main switchboard 0.2 440
Electric energy converter 1.5 440
Electric motor 2.7 87.7
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is 0.9491, and for 9- and 12-phase traction electric motors the instantaneous 
availability is 0.95.

Comparison instantaneous availability for different demand levels for 
each kind of traction electric motors is presented in Figures 12.15–12.17.

Calculated MSS instantaneous power performance of the MPSTD is 
 presented in Figure 12.18.

Calculated MSS instantaneous mean power performance de�ciency of the 
MPSTD is presented in Figures 12.19–12.20 and in Table 12.2.
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12.4  Conclusion

In this chapter, the Lz-transform method was used for evaluation of three 
important parameters of the vehicle’s operational sustainability— availability, 
performance, and performance de�ciency for different kinds of motors of 
the multistate MPSTD.
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FIGURE 12.15
MSS mean instantaneous availability three-phase motor for different constant demand levels.
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The Lz-transform approach extremely simpli�es the solution, which in 
comparison with the straightforward Markov method would have required 
building and solving the model with 1072 states for the system with 3-phase 
motor, 4288 states for the system with 6-phase motor, 5375 states for the 
 system with 9-phase motor, 6400 states for the system with 12-phase motor.

The proposed approach allows optimizing the number of the power 
sources of traction drive, their characteristics, and schemes of connection 
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FIGURE 12.17
MSS mean instantaneous availability 9- and 12-phase motors for different constant demand 
levels.
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MSS instantaneous mean power performance de�ciency for 100% demand level for different 
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TABLE 12.2

MSS Instantaneous Mean Power Performance De�ciency (in kW)

100% Demand (kW) 75% Demand (kW)

3-Phase motor 578.3 99.8
6-Phase motor 553.8 84.1
9-Phase motor 547.6 83.7
12-Phase motor 544.1 83.7
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in terms of providing the maximum operational sustainability. The results 
of the calculation allow concluding about the impact of the phase number of 
the traction electric motor on the reliability and fault tolerance indices of the 
entire propulsion system. Since the electrical part of the propulsion system 
is much more reliable than the mechanical part, an increase in the num-
ber of phases of traction electric motors does not have a signi�cant effect 
on the overall performance of the propulsion system. Therefore, to improve 
the  reliability of the entire electric drive, it is advisable to use more reliable 
combustion engines or their structural redundancy.
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