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Preface

This book studies the global propagation of the regular nonlinear hyperbolic
wave described by first-order quasilinear hyperbolic systems in the one-space-
dimensioned case. Via the concept of weak linear degeneracy and the method
of (generalized) normalized coordinates, a systematic theory is established
on the global existence and the blow-up mechanism of the regular nonlinear
hyperbolic wave with small amplitude not only for the Cauchy problem, but
also for some other important problems such as the Cauchy problem on a
semibounded initial data, the one-sided mixed initial-boundary value prob-
lem, the generalized Riemann problem, and the generalized nonlinear initial-
boundary Riemann problem, etc, as well as not only for the direct problem,
but also for inverse problems such as the inverse generalized Riemann problem
and the inverse piston problem. Most of the material contained in this book
is based on the results the authors obtained in recent years. Some material
that was previously published has been revised and updated.

The whole approach in this book is based on the theory of the local regular
solution and of the local piecewise regular solution for quasilinear hyperbolic
systems. For more comprehensive information, the reader may refer to the
book by Li Tatsien and Yu Wenci, Boundary Value Problems for Quasilinear
Hyperbolic Systems (Duke University Mathematics Series V, 1985).

The first author would like to take this opportunity to give his warm thanks
to Professor Gu Chaohao for having initiated and brought him into the fruit-
ful area of quasilinear hyperbolic systems. The authors are very grateful to
all the members on the Applied PDEs Seminar of Fudan University, orga-
nized by Qin Tiehu, Zhou Yi, and the first author, for their constant interest,
discussion, and suggestion on the subject.

We would like to express our deep appreciation to the National Basic
Research Program of China (973 Program)(2007CB814800) and, for the
second author, also to the National Natural Science Foundation of China
(10771038) for their support.
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Our sincere thanks go to Professor H. Brezis for his enthusiastic interest
and support by the inclusion of this book in the PNLDE Series. Special
thanks also go to Ann Kostant for her efficient work in editing this book.

August 2008 Li Tatsien
Wang Libin
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Chapter I

Introduction

1.1 Cauchy Problem

In this monograph we shall consider the nonlinear hyperbolic waves described
by the following first-order quasilinear hyperbolic system:

∂u

∂t
+ A(u)

∂u

∂x
= 0, (1.1.1)

where u = (u1, . . . , un)T is the unknown vector function of (t, x) and
A(u) = (aij(u)) is an n × n matrix with suitably smooth entries aij(u)
(i, j = 1, . . . , n).

By the definition of hyperbolicity, for any given u on the domain under
consideration, the matrix A(u) possesses n real eigenvalues λ1(u), . . . , λn(u)
and a complete set of left (resp. right) eigenvectors l1(u), . . . , ln(u) [resp.
r1(u), . . . , rn(u)]: For i = 1, . . . , n,

li(u)A(u) = λi(u)li(u) [resp. A(u)ri(u) = λi(u)ri(u)]. (1.1.2)

Without loss of generality, we assume that

li(u)rj(u) ≡ δij (i = 1, . . . , n), (1.1.3)

where δij stands for Kronecker’s delta.
In particular, if the matrix A(u) possesses n distinct real eigenvalues

λ1(u) < λ2(u) < · · · < λn(u), (1.1.4)

system (1.1.1) is said to be strictly hyperbolic.
We first consider the Cauchy problem for system (1.1.1) with the initial

condition
t = 0 : u = φ(x), (1.1.5)

where φ(x) = (φ1(x), . . . , φn(x))T is a C1 vector function of x with bounded
C1 norm.

Li Tatsien, Wang Libin, Global Propagation of Regular Nonlinear 1

Hyperbolic Waves, DOI 10.1007/b78335 1,
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2 I Introduction

If the matrix A is independent of u, we meet linear hyperbolic waves given
by

∂u

∂t
+ A

∂u

∂x
= 0 (1.1.6)

with (1.1.5). The acoustic wave is a typical example of linear hyperbolic
waves. In the scalar case, we have, for instance, the Cauchy problem

⎧
⎨

⎩

∂u

∂t
+

∂u

∂x
= 0,

t = 0 : u = φ(x),
(1.1.7)

where φ(x) is a C1 function of x with bounded C1 norm. The wave speed
is constant: dx/dt = 1 and the wave always keeps its shape in the course of
propagation. In the general case, there are n linear waves given by (1.1.6)
and (1.1.5) with constant speeds

dx

dt
= λi (i = 1, . . . , n), (1.1.8)

respectively. Each wave keeps its shape in the propagation, and the interac-
tion among waves is only a linear superposition. It is the reason that we can
hear and distinguish many persons speaking at the same time. Otherwise,
our life would be very complicated.

The situation for nonlinear hyperbolic waves is totally different. In the
scalar case, let us consider, for instance, the Cauchy problem for Burger’s
equation:

⎧
⎪⎨

⎪⎩

∂u

∂t
+ u

∂u

∂x
= 0,

t = 0 : u = φ(x).
(1.1.9)

The wave speed depends on u : dx/dt = u and then the wave cannot keep
its shape in the course of propagation. Generically speaking, there will be a
distortion of wave shape, such that the wave steepens and finally blows up in
a finite amount of time. In the general case, there are n nonlinear hyperbolic
waves given by (1.1.1) and (1.1.5) with speeds

dx

dt
= λi(u) (i = 1, . . . , n), (1.1.10)

respectively, and there are nonlinear interactions among these waves, so that
the situation is much more complicated.

As a conclusion, the Cauchy problem (1.1.1) and (1.1.5) always admits a
unique C1 solution u = u(t, x) at least for a short time 0 ≤ t ≤ δ (cf. [72]
and the references therein); however, generically speaking, the C1 solution
u = u(t, x) to the Cauchy problem (1.1.1) and (1.1.5) exists only locally in



1.1 Cauchy Problem 3

time and the singularity may occur in a finite time, i.e., there exists t0 > 0
such that

‖u(t, .)‖0 + ‖ux(t, .)‖0 becomes unbounded as t ↑ t0, (1.1.11)

no matter how smooth and how small the initial data are, where || · ||0 stands
for the C0 norm (cf. [50] and the references therein).

Therefore, it is of great importance in both theory and applications to
study the following two problems:

1. Under what conditions does the problem under consideration (the
Cauchy problem, the mixed initial-boundary value problem, etc.) admit a
unique global C1 solution u = u(t, x) in time?

2. Under what conditions does the C1 solution to the problem under con-
sideration blow up in a finite time? What is the sharp estimate on the life
span of the C1 solution, i.e., on the maximum length of existence of the t-
interval? What is the mechanism of the formation of singularities and what
is the character of singularity?

When n = 1 or 2, the answer to these two problems is relatively simple
(cf. [50] and the references therein).

For the general hyperbolic system (1.1.1) of n equations, the first result
in this direction was given by John [38]. Suppose that in a neighbourhood
of u = 0, A(u) ∈ C2, system (1.1.1) is strictly hyperbolic and genuinely
nonlinear (GN) in the sense of Lax: For i = 1, . . . , n,

∇λi(u)ri(u) 	= 0. (1.1.12)

Suppose furthermore that φ(x) ∈ C2 has a compact support:

Supp φ � [α0, β0]. (1.1.13)

John proved that if

θ
def.= (β0 − α0)2 sup

x∈R

|φ′′(x)| (1.1.14)

is small enough, then the first-order derivative ux of the C2 solution
u = u(t, x) to the Cauchy problem (1.1.1) and (1.1.5) must blow up in a
finite time.

Liu [77] generalized John’s result to the case that in a neighbourhood
of u = 0, a nonempty part of characteristics is GN, while the other part
of characteristics is linearly degenerate (LD) in the sense of Lax: For the
corresponding indices i,

∇λi(u)ri(u) ≡ 0. (1.1.15)

Under the additional hypothesis “linear waves do not generate nonlinear
waves,” he got the same result as in John [38] for a quite large class of initial
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data. His result can be applied to the system of one-dimensional gas dynamics
with convexity.

Hörmander [32],[33] reproved John’s result and, when φ(x) = εψ(x), where
ε > 0 is a small parameter, he got the following asymptotic behaviour of the
life span T̃ (ε):

lim
ε↓0

{εT̃ (ε)} = M0, (1.1.16)

where M0 is a positive constant independent of ε, defined by

M0 =
(

max
i=1,...,n

sup
x∈R

{−(∇λi(0)ri(0))li(0)ψ′(x)}
)−1

. (1.1.17)

Thus, there exist two positive constants c and C independent of ε, such
that the life span T̃ (ε) satisfies the following optimal estimate:

cε−1 ≤ T̃ (ε) ≤ Cε−1, (1.1.18)

denoted by
T̃ (ε) ≈ ε−1. (1.1.19)

On the other hand, Bressan [9] gave a result on the global existence of the
classical solution as follows: Suppose that system (1.1.1) is strictly hyperbolic
and LD in the sense of Lax: Equation (1.1.15) holds for i = 1, . . . , n. Suppose
furthermore that the initial data φ have a compact support. If the total
variation of φ is small enough,

TV{φ} << 1, (1.1.20)

then the Cauchy problem (1.1.1) and (1.1.5) admits a unique global classical
solution u = u(t, x) for all t ∈ R.

All the previous results are obtained under the following three hypotheses
on system (1.1.1):

1. The system is strictly hyperbolic.
2. a. The system is GN, i.e., all the characteristics are GN; or

b. A nonempty part of characteristics is GN, while the other part of the
characteristics is LD.

c. The system is LD, i.e., all the characteristics are LD.
3. In case 2b, “linear waves do not generate nonlinear waves.”
In order to explain that these three hypotheses restrict the applications,

we can see the examples given in Section 1.3.
Actually, many authors have pointed out the necessity of studying the

quasilinear hyperbolic system with general characteristics. For instance, Ma-
jda proposed in [81] the open problem “investigate shock formation in non-GN
systems for initial data of compact support.” He also mentioned two espe-
cially interesting systems in nonlinear elasticity, namely, examples given in
Sections 1.3.5 and 1.3.6.
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One aim of this monograph is to establish a complete theory on both the
global existence of and blow-up phenomenon of the C1 solution to the Cauchy
problem for general quasilinear hyperbolic system with small initial data with
compact support or, more generally, with small and decaying initial data.

Remark 1.1.1 In this monograph the weak entropy solution to quasilinear
hyperbolic systems of conservation laws will be discussed in Chapters 7–10
only for the piecewise smooth solution to the generalized Riemann problem
and to the piston problem in gas dynamics. The general theory on the weak
entropy solution to the Cauchy problem in one dimension has been exten-
sively studied by many authors, including Bianchini, Bressan, Chen, Glimm,
LeFloch, Liu, Yang, etc. (for instance, see [5], [6], [10]–[14], [16], [17], [27],
[43], [44], [78], [79]).

Moreover, under some special hypotheses on the quasilinear hyperbolic
system, the formation of singularities has also been studied for the Cauchy
problem in [4], [8], [21], [23], [35]–[37], [82], [83], [99], [102].

1.2 Weak Linear Degeneracy

In what follows we first consider the strictly hyperbolic case.
In order to present a complete result, it is necessary to introduce a new

concept—the weak linear degeneracy (see Chapter 2).
The ith characteristic λi(u) is said to be weakly linearly degenerate

(WLD) with respect to u = u0 if, along the ith characteristic trajectory
u = u(i)(s) passing through u = u0 in the u-space, defined by

⎧
⎪⎨

⎪⎩

du

ds
= ri(u),

s = 0 : u = u0,

(1.2.1)

we have
∇λi(u)ri(u) ≡ 0, ∀|u − u0| small, (1.2.2)

namely,
λi(u(i)(s)) ≡ λi(u0), ∀|s| small. (1.2.3)

Obviously, if λi(u) is linearly degenerate (LD) in a neighbourhood of
u = u0, then λi(u) is WLD with respect to u = u0, whereas if λi(u) is
genuinely nonlinear (GN) in a neighbourhood of u = u0, then λi(u) is not
WLD with respect to u = u0.

By definition, if λi(u) is not WLD, then λi(u(i)(s)) is not identically equal
to a constant for small |s|; therefore, either there exists an integer αi ≥ 0
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such that

dlλi(u(i)(s))
dsl

∣
∣
∣
s=0

= 0 (l = 1, . . . , αi), but
dαi+1λi(u(i)(s))

dsαi+1

∣
∣
∣
s=0

	= 0,

(1.2.4)
or

dlλi(u(i)(s))
dsl

∣
∣
∣
s=0

= 0 (l = 1, 2, . . .) (1.2.5)

but (1.2.3) fails, denoted by αi = +∞.
Thus, for each characteristic λi(u), we have the following table:

λi(u)

non-WLD

αi =
(GN)

0 , 1, 2, . . .
︸ ︷︷ ︸

finite

αi = +∞
WLD

If αi = 0, then in a neighbourhood of u = u0, λi(u) is GN. Moreover,
when αi increases, λi(u) is closer and closer to the WLD case.

System (1.1.1) is said to be WLD with respect to u = u0 if all the
characteristics λ1(u), . . . , λn(u) are WLD with respect to u = u0.

Hence, if system (1.1.1) is not WLD, then there exists a nonempty set of
indices J � {1, . . . , n} such that λi(u) is not WLD if and only if i ∈ J .

Let
α = min

i
{αi | i ∈ J}, (1.2.6)

where α is an integer ≥ 0 or +∞.
Thus, for any given quasilinear strictly hyperbolic system (1.1.1), all

possible situations can be shown in the following table:

non-WLD

α = 0, 1, 2, . . .
︸ ︷︷ ︸

finite

α = +∞
WLD

It gives us a complete category.
Let

J1 = {i | i ∈ J, αi = α}. (1.2.7)
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When α = 0, then for every i ∈ J1, λi(u) is GN in a neighbourhood of
u = u0. Furthermore, when α increases, system (1.1.1) is closer and closer to
a WLD system.

1.3 Some Examples

In this section we give some examples of systems arising in mechanics, physics,
or applications.

1.3.1 System of Nonlinear Elasticity

The system of nonlinear elasticity can be written as (see [50])
⎧
⎪⎪⎨

⎪⎪⎩

∂v

∂t
− ∂w

∂x
= 0,

∂w

∂t
− ∂K(v)

∂x
= 0,

(1.3.1)

where K(v) is a suitably smooth function of v such that

K′(v) > 0, ∀v, (1.3.2)

and, without loss of generality, we may assume that

K(0) = 0. (1.3.3)

By (1.3.2), (1.3.1) is a strictly hyperbolic system with the following distinct
real eigenvalues:

λ1(U) = −
√

K ′(v) < λ2(U) =
√

K ′(v), (1.3.4)

and the corresponding right eigenvectors can be taken as

r1(U) = (1,
√

K ′(v))T , r2(U) = (1,−
√

K ′(v))T , (1.3.5)

where U = (v, w)T .
It is easy to see that λ1(U) and λ2(U) are GN if and only if

K ′′(v) 	= 0, ∀v, (1.3.6)

whereas, λ1(U) and λ2(U) are LD if and only if

K ′′(v) ≡ 0, ∀v. (1.3.7)
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Now we consider system (1.3.1) in a neighbourhood of U = U0
def.= (0, b)T ,

where b is an arbitrarily given constant.
If

K ′(0) > 0, (1.3.8)

(1.3.1) is a strictly hyperbolic system with the distinct real eigenvalues (1.3.4)
in a neighbourhood of U = U0. Suppose furthermore that

K ′′(0) 	= 0; (1.3.9)

then (1.3.1) is GN in a neighbourhood of U = U0. On the other hand, it is
easy to see that λ1(U) and λ2(U) are WLD with respect to U = U0 if and
only if they are LD for small |v|, namely,

K ′′(v) ≡ 0, ∀|v| small. (1.3.10)

Moreover, if

K ′′(0) = 0 but K ′′(v) 	≡ 0, ∀|v| small, (1.3.11)

then in a neighbourhood of U = U0, (1.3.1) is neither GN nor LD (WLD).
More precisely, if there exists an integer α ≥ 0 such that

K ′′(0) = K ′′′(0) = · · · = K(α+1)(0) = 0, but K(α+2)(0) 	= 0, (1.3.12)

then in a neighbourhood of U = U0, (1.3.1) is a non-WLD system with the
index α. Obviously, when α = 0, system (1.3.1) is GN in a neighbourhood of
U = U0.

1.3.2 System of Traffic Flow

The traffic flow can be described by the following system (see [3]):
{

∂tρ + ∂x(ρv) = 0,
∂t(ρ(v + p(ρ))) + ∂x(ρv(v + p(ρ))) = 0,

(1.3.13)

where ρ > 0 and v are the density and the velocity of cars at point x and
time t, respectively, and p(ρ) is a smooth increasing function of ρ.

Let
U = (ρ, v)T . (1.3.14)

It is easy to see that when ρ > 0, (1.3.13) is a strictly hyperbolic system
with the following distinct real eigenvalues:

λ1(U) = v − ρp′(ρ) < λ2(U) = v, (1.3.15)
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and the corresponding right eigenvectors can be taken as

r1(U) = (1,−p′(ρ))T , r2(U) = (1, 0)T . (1.3.16)

Obviously, λ2(U) is always LD.
Moreover, it is easy to see that λ1(U) is GN if and only if

ρp′′(ρ) + 2p′(ρ) 	= 0, ∀ρ > 0. (1.3.17)

In particular, under the assumption

p(ρ) = ργ (γ > 0 is a constant), (1.3.18)

λ1(U) is GN.
On the other hand, λ1(U) is LD if and only if

ρp′′(ρ) + 2p′(ρ) ≡ 0, ∀ρ > 0, (1.3.19)

namely,

p(ρ) = A − B

ρ
, ∀ρ > 0, (1.3.20)

where A and B > 0 are real constants.
Now, we consider system (1.3.13) in a neighbourhood of U = U0

def.=
(ρ0, v0)T with ρ0 > 0.

λ1(U) is GN in a neighbourhood of U = U0 if and only if

ρ0p
′′(ρ0) + 2p′(ρ0) 	= 0. (1.3.21)

On the other hand, λ1(U) is WLD with respect to U = U0 if and only if it is
LD for small |ρ − ρ0|, namely,

p(ρ) = A − B

ρ
, ∀|ρ − ρ0| small. (1.3.22)

1.3.3 System of One-Dimensional Gas Dynamics

The system of one-dimensional gas dynamics can be written in Lagrangian
representation as ⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂τ

∂t
− ∂u

∂x
= 0,

∂u

∂t
+

∂p(τ, S)
∂x

= 0,

∂S

∂t
= 0

(1.3.23)
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(see [22], [75]), where u is the velocity, S is the entropy, p is the pressure, and
τ > 0 is the specific volume. Moreover, p = p(τ, S) is the equation of state,
satisfying

pτ < 0, ∀τ > 0, (1.3.24)

which implies that (1.3.23) is a strictly hyperbolic system with three distinct
eigenvalues:

λ1(U) = −
√
−pτ < λ2(U) = 0 < λ3(U) =

√
−pτ (1.3.25)

and the corresponding right eigenvectors can be taken as

r1(U) =
(
1,
√
−pτ , 0

)T
, r2(U) = (pS , 0,−pτ )T

, r3(U) =
(
−1,

√
−pτ , 0

)T
,

(1.3.26)
where

U = (τ, u, S)T . (1.3.27)

Obviously, λ2(U) is always LD. On the other hand, λ1(U) and λ3(U) are
LD if and only if

pττ (τ, S) ≡ 0, ∀τ > 0, ∀S, (1.3.28)

whereas, λ1(U) and λ3(U) are GN if and only if p = p(τ, S) is a strictly
convex or concave function with respect to τ .

We now consider system (1.3.23) in a neighbourhood of U = U0
def.=

(τ0, u0, S0)T with τ0 > 0.
If

pτ (τ0, S0) < 0, (1.3.29)

then (1.3.23) is a strictly hyperbolic system with three distinct eigenvalues
(1.3.25) in a neighbourhood of U = U0. Moreover, it is easy to see that λ1(U)
and λ3(U) are LD in a neighbourhood of U = U0 if and only if

pττ (τ, S) ≡ 0, ∀|τ − τ0| and |S − S0| small, (1.3.30)

whereas, λ1(U) and λ3(U) are GN in a neighbourhood of U = U0 if and only
if

pττ (τ0, S0) 	= 0. (1.3.31)

Noting that the first characteristic trajectory U = U (1)(s) passing through
U = U0 in the U -space is defined by

⎧
⎪⎨

⎪⎩

dU

ds
= r1(U),

s = 0 : U = U0,

(1.3.32)
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where r1(U) is given by (1.3.26), by the definition of WLD, we can see that
λ1(U) is WLD with respect to U = U0 if and only if

pττ (τ, S0) ≡ 0, ∀|τ − τ0| small. (1.3.33)

Similarly, λ3(U) is WLD with respect to U = U0 if and only if (1.3.33)
holds. Obviously, if λ1(U) and λ3(U) are LD in a neighbourhood of U = U0,
then they are WLD with respect to U = U0.

If
pττ (τ, S0) 	≡ 0, ∀|τ − τ0| small, (1.3.34)

then (1.3.23) is not WLD with respect to U = U0. More precisely, if there
exists an integer α ≥ 0 such that

pττ (τ0, S0) = · · · =
∂α+1p

∂τα+1
(τ0, S0) = 0, but

∂α+2p

∂τα+2
(τ0, S0) 	= 0, (1.3.35)

then (1.3.23) is a non-WLD system with the index α. Obviously, when α = 0,
system (1.3.23) is GN in a neighbourhood of U = U0.

1.3.4 System of Compressible Elastic Fluids with
Memory

The system of 1D compressible elastic fluids with memory can be described
by the following (cf. [45], [98]):

⎧
⎪⎪⎨

⎪⎪⎩

ρt + vρx + ρvx = 0,

ρ(vt + vvx) + p(ρ)x = (ρW ′(F )F )x,

Ft + vFx − Fvx = 0,

(1.3.36)

where ρ > 0 is the density, v is the velocity, p is the pressure, W (F ) is the
strain energy function, and F corresponds to the deformation tensor.

Let
U = (ρ, v, F )T . (1.3.37)

When
p′(ρ) + W ′′(F )F 2 > 0, ∀ρ > 0, ∀F, (1.3.38)

(1.3.36) is a strictly hyperbolic system with the following distinct real
eigenvalues:

λ1 = v −
√

p′(ρ) + W ′′(F )F 2 < λ2 = v < λ3 = v +
√

p′(ρ) + W ′′(F )F 2,
(1.3.39)
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and the corresponding right eigenvectors can be taken as

r1(U) =

(

− ρ
√

p′(ρ) + w′′(F )F 2
, 1,

F
√

p′(ρ) + w′′(F )F 2

)T

,

r2(U) =
(

FW ′′(F ) + W ′(F ), 0,
p′(ρ) − FW ′(F )

ρ

)T

,

r3(U) =

(
ρ

√
p′(ρ) + w′′(F )F 2

, 1,− F
√

p′(ρ) + w′′(F )F 2

)T

. (1.3.40)

Obviously, λ2(U) is always LD. On the other hand, λ1(U) and λ3(U) are
LD if and only if

ρp′′(ρ) + 2p′(ρ) − W ′′′(F )F 3 ≡ 0, ∀ρ > 0, ∀F, (1.3.41)

whereas, λ1(U) and λ3(U) are GN if and only if

ρp′′(ρ) + 2p′(ρ) − W ′′′(F )F 3 	= 0, ∀ρ > 0, ∀F. (1.3.42)

Now, we consider system (1.3.36) in a neighbourhood of U = U0
def.=

(ρ0, v0, 1)T with ρ0 > 0.
If

p′(ρ0) + W ′′(1) > 0, (1.3.43)

(1.3.36) is a strictly hyperbolic system with three distinct eigenvalues (1.3.39)
in a neighbourhood of U = U0. Then, in a neighbourhood of U = U0, λ1(U)
and λ3(U) are LD if and only if

ρp′′(ρ) + 2p′(ρ) − W ′′′(F )F 3 ≡ 0, (1.3.44)

whereas, λ1(U) and λ3(U) are GN if and only if

ρ0p
′′(ρ0) + 2p′(ρ0) − W ′′′(1) 	= 0. (1.3.45)

The first characteristic trajectory U = U (1)(s) passing through U = U0 in
the U -space is defined by

⎧
⎨

⎩

dU

ds
= r1(U),

s = 0 : U = U0,
(1.3.46)

where r1(U) is given by (1.3.40). By the first equation and the third one in
system (1.3.46), we immediately get

d(ρF )
ds

= 0. (1.3.47)
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Hence, ρF ≡ ρ0 always holds along the first characteristic trajectory passing
through U = U0. Thus, by the definition of WLD, λ1(U) and λ3(U) are WLD
with respect to U = U0 if and only if

ρp′′(ρ) + 2p′(ρ) − W ′′′(ρ0ρ
−1)(ρ0ρ

−1)3 ≡ 0, ∀|ρ − ρ0| small. (1.3.48)

Obviously, if λ1(U) and λ3(U) are LD in a neighbourhood of U = U0, then
they are WLD with respect to U = U0.
Let

Q(ρ) = ρp′′(ρ) + 2p′(ρ) − W ′′′(ρ0ρ
−1)(ρ0ρ

−1)3. (1.3.49)

If
Q(ρ) 	≡ 0, ∀|ρ − ρ0| small, (1.3.50)

then (1.3.36) is not WLD with respect to U = U0. More precisely, if there
exists an integer α ≥ 0 such that

Q(ρ0) = Q′(ρ0) = · · · = Q(α−1)(ρ0) = 0, but Q(α)(ρ0) 	= 0, (1.3.51)

then (1.3.36) is a non-WLD system with the index α. Obviously, when α = 0,
system (1.3.36) is GN in a neighbourhood of U = U0.

1.3.5 System of the Motion of an Elastic String

The dynamics of a nonlinear elastic string can be expressed by the following
system (cf. [15], [58], [59], [62], [76], [100], [101]):

⎧
⎪⎨

⎪⎩

ut − vx = 0,

vt −
(

T (r)
r

u

)

x

= 0,
(1.3.52)

where u = (u1, . . . , un)T , v = (v1, . . . , vn)T , r = |u| =
√

u2
1 + · · · + u2

n

(in practice, n = 2 or 3), and T = T (r) is a suitably smooth function of
r such that

T ′(r) >
T (r)

r
> 0, ∀r > 1. (1.3.53)

Under hypothesis (1.3.53), (1.3.52) is a hyperbolic system with 2n real eigen-
values:

λ1(U) def.= −
√

T ′(r) < λ2(U) ≡ · · · ≡ λn(U) def.= −
√

T (r)
r

< λn+1(U) ≡ · · · ≡ λ2n−1(U) def.=

√
T (r)

r
< λ2n(U) def.=

√
T ′(r),

(1.3.54)
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and the corresponding right eigenvectors can be taken as

r1(U) = (uT ,
√

T ′(r)uT )T ,

r2(U) =

(

−u2, u1, 0, . . . , 0,−
√

T (r)
r

u2,

√
T (r)

r
u1, 0, . . . , 0

)T

,

· · ·

rn(U) =

(

−un, 0, . . . , 0, u1,−
√

T (r)
r

un, 0, . . . , 0,

√
T (r)

r
u1

)T

,

rn+1(U) =

(

u2,−u1, 0, . . . , 0,−
√

T (r)
r

u2, ,

√
T (r)

r
u1, 0, . . . , 0

)T

,

· · ·

r2n−1(U) =

(

un, 0, . . . , 0,−u1,−
√

T (r)
r

un, 0, . . . , 0,

√
T (r)

r
u1

)T

,

r2n(U) = (−uT ,
√

T ′(r)uT )T , (1.3.55)

in which

U =
(

u
v

)

. (1.3.56)

When n = 2, system (1.3.52) is a strictly hyperbolic system, while, when
n > 2, system (1.3.52) is a nonstrictly hyperbolic system with characteristics
with constant multiplicity.

It is easy to see that λ2(U), . . . , λ2n−1(U) are always LD. Moreover, λ1(U)
and λ2n(U) are GN if and only if

T ′′(r) 	= 0, ∀r > 1, (1.3.57)

whereas, λ1(U) and λ2n(U) are LD if and only if

T ′′(r) ≡ 0, ∀r > 1. (1.3.58)

Now, we consider system (1.3.52) in a neighbourhood of U = U0
def.=

(
u0

0

)

with |u0| > 1 and

T ′(r0) >
T (r0)

r0
> 0, (1.3.59)

where r0 = |u0| and u0 is a constant vector.
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λ1(U) and λ2n(U) are GN in a neighbourhood of U = U0 if and only if

T ′′(r0) 	= 0. (1.3.60)

Moreover, it is easy to see that λ1(U) and λ2n(U) are WLD with respect
to U = U0 if and only if λ1(U) and λ2n(U) are LD in a neighbourhood of
U = U0, namely,

T ′′(r) ≡ 0, ∀ |r − r0| small. (1.3.61)

Thus, if
T ′′(r) 	≡ 0, ∀|r − r0| small, (1.3.62)

then, in a neighbourhood of U = U0, (1.3.52) is not LD (WLD). More pre-
cisely, if there exists an integer α ≥ 0 such that

T ′′(r0) = T ′′′(r0) = · · · = T (α+1)(r0) = 0, but T (α+2)(r0) 	= 0, (1.3.63)

then, in a neighbourhood of U = U0, (1.3.52) is a non-WLD system with the
index α. Obviously, when α = 0, system (1.3.52) is GN in a neighbourhood
of U = U0.

1.3.6 System of Finite Amplitude Plane Elastic Waves
for Hyperelastic Materials

The system of finite amplitude plane elastic waves for hyperelastic materials
can be written as

∂u

∂t
+ A(u)

∂u

∂x
= 0 (1.3.64)

(see [38]) with u = (u1, . . . , u6)T and

A(u) =
(

0 −I
−V ′′ 0

)

, (1.3.65)

where V ′′ = V ′′(u1, u2, u3) is a 3× 3 matrix determined by the material and
I is the 3 × 3 unit matrix.

System (1.3.64) is a nonstrictly hyperbolic system.
For the material of Ciarlet-Geymonat (cf. [20]), it is easy to see that system

(1.3.64) has two LD characteristics with multiplicity 2 and two simple GN
characteristics (for details, see Section 7.4.3).

For the material of St.Venant-Kirchhoff (cf. [20]), system (1.3.64) has two
simple GN characteristics; however, the other four characteristics coincide at
u = 0 but have no constant multiplicity.

For the material of Odgen (cf. [20]), system (1.3.64) has two simple GN
or non-GN characteristics; however, the other four characteristics coincide at
u = 0 but have no constant multiplicity.
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1.4 Main Results for the Cauchy Problem

We now consider the Cauchy problem for system (1.1.1) with small and
decaying C1 initial data (1.1.5) satisfying that there exists a number μ > 0
such that

θ
def.= sup

x∈R

{(1 + |x|)1+μ(|φ(x)| + |φ′(x)|)} < +∞ (1.4.1)

and θ is small enough.

For the global existence of the C1 solution to the Cauchy problem, we will
show in Chapter 3 that the following holds: Suppose that in a neighbourhood
of u = 0, A(u) ∈ C2, system (1.1.1) is strictly hyperbolic and WLD with
respect to u = 0. Then there exists θ0 > 0 so small that for any given θ ∈
[0, θ0], the Cauchy problem (1.1.1) and (1.1.5) admits a unique C1 solution
u = u(t, x) with a small C1 norm for all t ∈ R.

Conversely, under the assumption that in a neighbourhood of u = 0,
A(u) ∈ C1 and system (1.1.1) is strictly hyperbolic, if the Cauchy prob-
lem (1.1.1) and (1.1.5) always admits a unique C1 solution u = u(t, x) on
t ≥ 0 for any given C1 initial data φ(x) with small θ, then system (1.1.1)
must be WLD with respect to u = 0.

Thus, for small θ, the weak linear degeneracy is equivalent to the global
existence of the C1 solution to the Cauchy problem (1.1.1) and (1.1.5);
hence, if system (1.1.1) is not WLD, then we should meet the blow-up
phenomenon.

For the blow-up phenomenon of the C1 solution to the Cauchy prob-
lem, we will show in Chapter 4 that the following holds: Suppose that in
a neighbourhood of u = 0, A(u) is suitably smooth and system (1.1.1) is
strictly hyperbolic. Suppose furthermore that system (1.1.1) is not WLD with
respect to u = 0 and the corresponding index α defined by (1.2.6) is a finite
nonnegative integer. Suppose finally that φ(x) = εψ(x), where ε > 0 is a
small parameter and ψ(x) ∈ C1 satisfies (1.4.1). Then, for a large class of
initial data, precisely speaking, if there exists i0 ∈ J1 such that

li0(0)ψ(x) 	≡ 0, (1.4.2)

then there exists ε0 > 0 so small that for any given ε ∈ (0, ε0], the following
conclusions hold:

a. The first-order partial derivative ux of the C1 solution u = u(t, x) to the
Cauchy problem (1.1.1) and (1.1.5) must blow up in a finite time, while
the solution itself remains bounded and small. Moreover, the life span T̃ (ε)
of the C1 solution possesses the following asymptotic property:

lim
ε↓0

(εα+1T̃ (ε)) = M0, (1.4.3)
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where M0 is a positive constant independent of ε, given by

M0 =
(

max
i∈J1

sup
x∈R

{
− 1

α!
dα+1λi(u(i)(s))

dsα+1

∣
∣
∣
s=0

(li(0)ψ(x))αli(0)ψ′(x)
})−1

,

(1.4.4)
where u = u(i)(s) is defined by (1.2.1). Hence, there exist two positive con-
stants c and C independent of ε such that

cε−(α+1) ≤ T̃ (ε) ≤ Cε−(α+1), (1.4.5)

denoted by
T̃ (ε) ≈ ε−(α+1). (1.4.6)

b. The singularity occurs at the beginning of the envelope of characteris-
tics of the same family, i.e., at the point with the minimum t-value on the
envelope.

c. For every i 	∈ J1, the ith family of characteristics does not generate any
envelope on the domain 0 ≤ t ≤ T̃ (ε). In particular, every family of WLD
characteristics and then every family of LD characteristics does not generate
any envelope on the domain 0 ≤ t ≤ T̃ (ε).

d. Let (t0, x0) (t0
def.= T̃ (ε)) be a blow-up point. There exists i0 ∈ J1 such

that along the i0th characteristic passing through (t0, x0), the blow-up rate
is given by

ux(t, x) = O((t0 − t)−1), ∀t < t0, (1.4.7)

which is independent of the index α.
e. On the line t = T̃ (ε), the set of blow-up points cannot possess a positive

(even very small) measure.
These results imply all the previous ones given by John, Liu, and Hör-

mander and mentioned in Section 1.1.
As to the critical case that system (1.1.1) is not WLD, but the correspond-

ing index α is equal to +∞, we still have the blow-up phenomenon. However,
it is impossible to get a unified sharp estimate on the life span in the critical
case α = +∞. In fact, even in the scalar case

{
ut + λ(u)ux = 0,

t = 0 : u = εψ(x),
(1.4.8)

where λ(u) ∈ C∞, λ′(u) 	≡ 0 with

λ(l)(0) = 0 (l = 1, 2, . . .), (1.4.9)

we may choose λ(u) in different ways such that

exp{cε−p} ≤ T̃ (ε) ≤ exp{Cε−p}, ∀p > 0, (1.4.10)
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or
exp{c(ln ε)2} ≤ T̃ (ε) ≤ exp{C(ln ε)2}, (1.4.11)

etc., where c and C are positive constants independent of ε.
The blow-up mechanism of the C1 solution in the critical case is also

presented in Chapter 4.

1.5 Normalized Coordinates

The basic idea of the proof of the results given in Section 1.4 is as follows:
Since the initial data are small and decay as |x| → +∞, n waves should
be essentially separated from each other in a finite amount of time and the
interaction among n waves can be controlled to be relatively small. Thus, for
every wave, the problem can be essentially reduced to the scalar case.

Noting that the definition of weak linear degeneracy depends on
u = u(i)(s)(i = 1, . . . , n), the characteristic trajectories passing through,
for instance, u = 0, the key point in the proof is to find new coordinates
ũ = ũ(u)[ũ(0) = 0] such that in the ũ-space the characteristic trajectories
passing through ũ = 0 can be expressed in a simpler way.

In Chapter 2 we will prove that the following holds: Suppose that in a
neighbourhood of u = 0, system (1.1.1) is strictly hyperbolic and A(u) ∈
Ck, where k is an integer ≥ 1. Then there exists a Ck+1 diffeomorphism
u = u(ũ)[u(0) = 0] such that in the ũ-space, for each i = 1, . . . , n, the ith
characteristic trajectory passing through ũ = 0 coincides with the ũi-axis at
least for small |ũi|, namely,

r̃i(ũiei)//ei, ∀|ũi| small (i = 1, . . . , n), (1.5.1)

where r̃i(ũ) denotes the corresponding ith right eigenvector in the ũ-space

and ei = (0, . . . , 0,
(i)

1 , 0, . . . , 0)T .
We refer to the diffeomorphism given above as the normalized transfor-

mation, and the corresponding variables ũ = (ũ1, . . . , ũn)T are called the
normalized variables or normalized coordinates.

In normalized coordinates ũ, the ith characteristic λ̃i(ũ) = λi(u(ũ)) is
WLD with respect to u = 0 if and only if

λ̃i(ũiei) ≡ λ̃i(0), ∀|ũi| small, (1.5.2)

whereas, if λi(ũ) is not WLD with respect to u = 0, then either there exists
an integer αi ≥ 0 such that

dlλ̃i(ũiei)
dũl

i

∣
∣
∣
ũi=0

= 0 (l = 1, . . . , αi), but
dαi+1λ̃i(ũiei)

dũαi+1
i

∣
∣
∣
ũi=0

	= 0,

(1.5.3)
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or
dlλ̃i(ũiei)

dũl
i

∣
∣
∣
ũi=0

= 0 (l = 1, 2, . . .) (1.5.4)

but (1.5.2) fails, denoted by αi = +∞.
The system in normalized coordinates can be regarded as a standard form

of a strictly hyperbolic system. The proof of the results given in Section 1.4
are taken in normalized coordinates.

1.6 Weak Linear Degeneracy and Generalized Null
Condition

The null condition was introduced in the study of nonlinear wave equa-
tions for getting the global existence of classical solutions with small initial
data (cf. [19], [39]). For the first-order quasilinear strictly hyperbolic system
(1.1.1), we can similarly introduce the following definition.

A strictly hyperbolic system (1.1.1) is said to satisfy the null condition if
every small plane wave solution u = u(s) [u(0) = 0], where s = ax+bt, a and b
being constants, to the corresponding linearalized system

ut + A(0)ux = 0 (1.6.1)

is always a solution to the original quasilinear system (1.1.1), namely,

ut + A(0)ux = (A(0) − A(u))ux
def.= B(u)ux. (1.6.2)

Without loss of generality, we may assume that

A(0) = diag{λ1(0), . . . , λn(0)}. (1.6.3)

Thus, the general solution to system (1.6.1) is

ui = ui(x − λi(0)t) (i = 1, . . . , n), (1.6.4)

where ui = ui(s) (i = 1, . . . , n) are arbitrarily given smooth functions of s.
Hence, noting the strict hyperbolicity, for each plane wave solution u to
system (1.6.1), there exists an index i ∈ {1, . . . , n} such that

u = ui(s)ei, (1.6.5)

where
s = x − λi(0)t (1.6.6)

and

ei = (0, . . . , 0,
(i)

1 , 0, . . . , 0)T . (1.6.7)
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Therefore, we get

Null condition for system (1.1.1)

�
B(ui(s)ei)u′

i(s)ei ≡ 0, ∀ui(s) (ui(0) = 0) small (i = 1, . . . , n)
�

B(uiei)ei ≡ 0, ∀|ui| small (i = 1, . . . , n)
�

A(uiei)ei ≡ λi(0)ei, ∀|ui| small (i = 1, . . . , n)
�

λi(uiei)ei ≡ λi(0), ∀|ui| small (i = 1, . . . , n),
ri(uiei)//ei, ∀|ui| small (i = 1, . . . , n)

�

System (1.1.1) is WLD with respect to u = 0 and

u = (u1, . . . , un)T are normalized coordinates.

Moreover, since (1.1.1) is a system with n unknown variables, we may
introduce the following definition.

System (1.1.1) is said to satisfy the generalized null condition if there exists
a local C2 diffeomorphism ũ = ũ(u) [ũ(0) = 0] such that the corresponding
system for ũ satisfies the null condition.

In this definition, ũ = (ũ1, . . . , ũn)T are normalized coordinates and
ũ = ũ(u) is nothing but a normalized transformation. Thus, saying sys-
tem (1.1.1) satisfies the generalized null condition simply means that system
(1.1.1) satisfies the null condition in normalized coordinates.

Noting that for every i = 1, . . . , n, ∇λi(u)ri(u) is an invariant under any
given invertible C2 transformation ũ = ũ(u), we claim that system (1.1.1)
is WLD with respect to u = 0 if and only if system (1.1.1) satisfies the
generalized null condition.

1.7 Nonstrictly Hyperbolic Case

Up to now, all the discussions have concentrated only on the strictly hyper-
bolic case. The nonstrictly hyperbolic system also has many applications
(cf. Sections 1.3.5 and 1.3.6), but it is very complicated.

In the nonstrictly hyperbolic case, the following situation is the simplest
one: Consider the quasilinear hyperbolic system of conservation laws

∂u

∂t
+

∂f(u)
∂x

= 0, (1.7.1)
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where u = (u1, . . . , un)T and f(u) = (f1(u), . . . , fn(u))T . Suppose that every
eigenvalue of A(u) = ∇f(u) has a constant multiplicity. Without loss of
generality, we may suppose that

λ(u) def.= λ1(u) ≡ · · · ≡ λp(u) < λp+1(u) < · · · < λn(u), (1.7.2)

where 1 ≤ p ≤ n. When p = 1, system (1.7.1) is strictly hyperbolic, whereas,
when p > 1, (1.7.1) is a nonstrictly hyperbolic system of conservation laws
with characteristics with constant multiplicity. According to the results given
in [7] and [25], for the hyperbolic system of conservation laws, every charac-
teristic with constant multiplicity p > 1 must be LD:

∇λ(u)ri(u) ≡ 0 (i = 1, . . . , p), (1.7.3)

then WLD.
As a result, all previous results in the strictly hyperbolic case can be

similarly extended to this situation (see Chapters 3 and 4). Moreover, several
chapters in this monograph are also closely related to some more general
nonstrictly hyperbolic cases.

In order to treat the nonstrictly hyperbolic system, the corresponding
concepts such as the normalized transformation, the generalized normalized
transformation, and weak linear degeneracy are introduced in Chapter 2.

1.8 Cauchy Problem on a Semibounded Initial Axis

For the Cauchy problem of system (1.1.1) on a semibounded initial axis:

t = 0 : u = φ(x), x ≥ 0, (1.8.1)

where φ(x) is a C1 vector function on x ≥ 0, satisfying that there exists a
number μ > 0 such that

θ
def.= sup

x≥0
{(1 + x)1+μ(|φ(x)| + |φ′(x)|)} < +∞, (1.8.2)

suppose that in a neighbourhood of u = 0,

λ1(u), . . . , λn−1(u) < λn(u). (1.8.3)

In Chapter 5 we will show that the following holds: For θ small enough,
the Cauchy problem (1.1.1) and (1.8.1) admit a unique global C1 solution
u = u(t, x) on the maximum determinate domain D = {(t, x)| t ≥ 0, x ≥
xn(t)}, where x = xn(t) is the nth characteristic curve passing through the
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origin O(0, 0): ⎧
⎨

⎩

dxn(t)
dt

= λn(u(t, xn(t))),

xn(0) = 0
(1.8.4)

if and only if λn(u) is WLD with respect to u = 0.
Quite different from the corresponding result given in Section 1.4 for the

Cauchy problem (1.1.1) and (1.1.5), in this situation, system (1.1.1) might be
nonstrictly hyperbolic [see (1.8.3)]; moreover, only λn(u) is asked to be WLD
to get the global existence.

1.9 One-Sided Mixed Initial-Boundary Value Problem

In order to consider the interaction of nonlinear hyperbolic waves with the
boundary, namely, the effect of boundary conditions on the global regularity
of classical solution, under the hypothesis that in a neighbourhood of u = 0,

λ1(u), . . . , λm(u) < 0 < λm+1(u) < · · · < λn(u), (1.9.1)

we consider the one-sided mixed initial-boundary value problem for system
(1.1.1) with the initial condition (1.8.1) and the following boundary condi-
tions:

x = 0 : vs = fs(α(t), v1, . . . , vm) + hs(t) (s = m + 1, . . . , n), (1.9.2)

where fs(·), α(t) = (α1(t), . . . , αk(t)), and hs(·) (s = m+1, . . . , n) are all C1

functions,
vi = li(u)u (i = 1, . . . , n), (1.9.3)

and, without loss of generality, we suppose that

fs(α(t), 0, . . . , 0) ≡ 0 (s = m + 1, . . . , n). (1.9.4)

Suppose that the conditions of C1 compatibility are satisfied at the point
(t, x) = (0, 0). In Chapter 6 we will prove the following result: If all the
positive characteristics λs(u)(s = m + 1, . . . , n) are WLD with respect to
u = 0 and

θ
def.= max{sup

x≥0
(1 + x)1+μ(|φ(x)| + |φ′(x)|),

sup
t≥0

(1 + t)1+μ(|α(t)| + |h(t)| + |α′(t)| + |h′(t)|)}

< + ∞, (1.9.5)
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in which μ > 0 is a constant and

h(t) = (hm+1(t), . . . , hn(t)), (1.9.6)

then, for θ small enough, the one-sided mixed initial-boundary value problem
(1.1.1), (1.8.1), and (1.9.2) admits a unique global C1 solution u = u(t, x)
with a small C1 norm on the domain D = {(t, x)| t ≥ 0, x ≥ 0}.

Comparing with the result on the Cauchy problem (see Section 1.4), this
result shows that when there is only one boundary, the interaction of linear
or nonlinear boundary conditions with nonlinear hyperbolic waves causes
a positive effect on the global regularity of the solution: The weak linear
degeneracy of all the negative characteristics λr(u) (r = 1, . . . ,m) is not
necessary for the global existence of the C1 solution; moreover, the system
might be nonstrictly hyperbolic [see (1.9.1)].

1.10 Generalized Riemann Problem

For the quasilinear hyperbolic system of conservation laws

∂u

∂t
+

∂f(u)
∂x

= 0, (1.10.1)

under the assumption that (1.10.1) is strictly hyperbolic:

λ1(u) < λ2(u) < · · · < λn(u), (1.10.2)

and for any given i (i = 1, . . . , n), λi(u) is either GN or LD, we consider the
generalized Riemann problem for system (1.10.1) with the following piecewise
C1 initial data:

t = 0 : u =

{
ul(x), x ≤ 0,

ur(x), x ≥ 0,
(1.10.3)

where ul(x) and ur(x) are C1 vector functions on x ≤ 0 and x ≥ 0, respec-
tively, and

η
def.= |ur(0) − ul(0)| > 0 (1.10.4)

is suitably small.
Suppose that the corresponding Riemann problem for system (1.10.1) with

the piecewise constant initial data

t = 0 : u =

{
ul(0), x ≤ 0,

ur(0), x ≥ 0,
(1.10.5)
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admits a unique self-similar solution u = U(x/t) composed of n + 1 constant
states and n small amplitude waves (nondegenerate shocks corresponding to
GN characteristics and contact discontinuities corresponding to LD charac-
teristics).

Suppose furthermore that there exists a constant μ > 0 such that

θ
def.= sup

x≤0
{(1 + |x|)1+μ(|ul(x) − ul(0)| + |u′

l(x)|)}

+ sup
x≥0

{(1 + x)1+μ(|ur(x) − ur(0)| + |u′
r(x)|)} (1.10.6)

is suitably small.
In Chapter 7 we will prove that the generalized Riemann problem (1.10.1)

and (1.10.3) admits a unique global piecewise C1 solution u = u(t, x) on t ≥ 0,
which possesses a structure globally similar to that of the self-similar solution
u = U(x/t) to the corresponding Riemann problem (1.10.1) and (1.10.5).
This result shows the global structural stability of the self-similar solution
u = U(x/t) to the Riemann problem.

1.11 Generalized Nonlinear Initial-Boundary Riemann
Problem

Under assumption (1.9.1), we consider the following nonlinear initial-
boundary Riemann problem with constant initial data:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂u

∂t
+

∂f(u)
∂x

= 0, t > 0, x > 0,

t = 0 : u = u+, x ≥ 0,

x = 0 : vs = Gs(v1, . . . , vm) (s = m + 1, . . . , n), t ≥ 0,

(1.11.1)

(1.11.2)

(1.11.3)

where u+ is a constant vector, f(·) ∈ C3, Gs(·) ∈ C1 (s = m+1, . . . , n), and

vi = li(u)u (i = 1, . . . , n). (1.11.4)

However, the conditions of C0 compatibility at the point (t, x) = (0, 0),

v+
s = Gs(v+

1 , . . . , v+
m) (s = m + 1, . . . , n), (1.11.5)

fail, where
v+

i = li(u+)u+ (i = 1, . . . , n). (1.11.6)

Suppose that every positive characteristic λs(u) (s ∈ {m + 1, . . . , n}) is
either GN or LD. If |u+| and |v+

s − Gs(v+
1 , . . . , v+

m)| (s = m + 1, . . . , n) are
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suitably small, in Chapter 8 we will prove that the nonlinear initial-boundary
Riemann problem (1.11.1)–(1.11.3) admits a unique self-similar solution
u = U(x/t) composed of n − m + 1 constant states and n − m elemen-
tary waves with small amplitude (shocks or centered rarefaction waves corre-
sponding to GN characteristics, contact discontinuities corresponding to LD
characteristics).

Correspondingly, we consider the generalized nonlinear initial-boundary
Riemann problem for system (1.11.1) with

t = 0 : u = ur(x), x ≥ 0, (1.11.7)
x = 0 : vs = Gs(αs(t), v1, . . . , vm) + hs(t) (s = m + 1, . . . , n), t ≥ 0,

(1.11.8)

where ur(·), αs(·), hs(·), and Gs(·) ∈ C1 (s = m + 1, . . . , n),

Gs(αs(t), 0, . . . , 0) ≡ 0 (s = m + 1, . . . , n). (1.11.9)

However, the conditions of C0 compatibility at the point (t, x) = (0, 0)
fail.

Suppose that η
def.= |ur(0)| + |α(0)| + |h(0)| > 0 is suitably small, where

α(t) = (αm+1(t), . . . , αn(t)), h(t) = (hm+1(t), . . . , hn(t)), ∀t ≥ 0,
(1.11.10)

and there is a constant μ > 0 such that

θ
def.= sup

x≥0
{(1 + x)1+μ(|ur(x) − ur(0)| + |u′

r(x)|)}

+ sup
t≥0

{(1 + t)1+μ(|α(t) − α(0)| + |α′(t)| + |h(t) − h(0)| + |h′(t)|)}

(1.11.11)

is also suitably small.
Suppose furthermore that the corresponding nonlinear initial-boundary

Riemann problem for system (1.11.1) with

t = 0 : u = ur(0), x ≥ 0, (1.11.12)
x = 0 : vs = Gs(αs(0), v1, . . . , vm) + hs(0)

def.= Gs(v1, . . . , vm) (s = m + 1, . . . , n), t ≥ 0, (1.11.13)

admits a unique self-similar solution u = U(x/t) composed of n − m + 1
constant states and n − m small-amplitude elementary waves x = λ̂kt (k =
m+1, . . . , n) (nondegenerate shocks corresponding to GN characteristics and
contact discontinuities corresponding to LD characteristics).

We will prove in Chapter 8 that under assumption (1.9.1), the generalized
nonlinear initial-boundary Riemann problem (1.11.1) and (1.11.7)–(1.11.8)
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admits a unique global piecewise C1 solution u = u(x/t) with a structure
globally similar to the self-similar solution u = U(x/t) to the correspond-
ing nonlinear initial-boundary Riemann problem (1.11.1) and (1.11.12)–
(1.11.13). Thus, the self-similar solution u = U(x/t) to the nonlinear initial-
boundary Riemann problem possesses a global structural stability.

1.12 Inverse Generalized Riemann Problem

Suppose that all the characteristics λi(u) (i = 1, . . . , n) are GN and the
solution to the generalized Riemann problem (1.10.1) and (1.10.3) considered
in Section 1.10 consists of n small-amplitude nondegenerate shocks x = xi(t)
with xi(0) = 0 (i = 1, . . . , n).

The inverse generalized Riemann problem asks us to solve the follow-
ing problem: When the position of n small-amplitude nondegenerate shocks
x = xi(t) with xi(0) = 0 (i = 1, . . . , n) is given, to what degree can we deter-
mine the initial data (1.10.3)? In Chapter 9 we will prove that if one knows
n small-amplitude nondegenerate shocks x = xi(t) ∈ C2 with xi(0) = 0
(i = 1, . . . , n) satisfying

|x′
i(t) − x′

i(0)|, |x′′
i (t)| ≤ ε

1 + t
, ∀t ≥ 0 (i = 1, . . . , n), (1.12.1)

and the initial data ul(x) ∈ C1 on x ≤ 0 satisfying

|ul(x) − ul(0)|, |u′
l(x)| ≤ ε

1 + |x| , ∀x ≤ 0, (1.12.2)

where ε > 0 is suitably small, then we can uniquely determine the initial data
ur(x) ∈ C1 on x ≥ 0 satisfying

|ur(x) − ur(0)|, |u′
r(x)| ≤ Kε

1 + x
, ∀x ≥ 0, (1.12.3)

where K is a positive constant independent of ε and x.

1.13 Inverse Piston Problem

Suppose that a piston originally located at the origin at t = 0 moves with
the speed vp = φ(t) (t ≥ 0) in a tube, whose length is assumed to be infinite
and that the gas on the right side of the piston possesses an isentropic state
or an adiabatic state with initial velocity u = ur(x) (x ≥ 0) at t = 0. When
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φ(0) > ur(0), (1.13.1)

the motion of the piston produces a forward shock x = x(t) passing through
the origin.

In Chapter 10 we will show that if the initial data of gas on the right side of
the piston at t = 0 and the position of the forward shock x = x(t) [x(0) = 0]
are all known, under suitable hypotheses similar to those in Section 1.12, we
can uniquely determine the velocity φ(t) of the piston for all t ≥ 0 in both
the Lagrangian and Eulerian representations. This solves globally the inverse
piston problem.

We must point out that the result given in Section 1.8 plays an impor-
tant role for the resolution of the inverse piston problem in the case of
adiabatic gas.
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Chapter II

Preliminaries

2.1 Definition of Quasilinear Hyperbolic System

In this book we consider the nonlinear hyperbolic wave described by the
following first-order quasilinear hyperbolic system:

∂u

∂t
+ A(u)

∂u

∂x
= 0, (2.1.1)

where u = (u1, . . . , un)T is the unknown vector function of (t, x), and A(u) is
a given n × n matrix with suitably smooth elements aij(u) (i, j = 1, . . . , n).

Definition 2.1.1 System (2.1.1) is said to be hyperbolic if, for any
given u on the domain under consideration, A(u) has n real eigenval-
ues λ1(u), . . . , λn(u) and a complete set of left (resp. right) eigenvectors
li(u) = (li1(u), . . . , lin(u)) [resp. ri(u) = (r1i(u), . . . , rni(u))T ] (i = 1, . . . , n):

li(u)A(u) = λi(u)li(u) (2.1.2)

and
A(u)ri(u) = λi(u)ri(u). (2.1.3)

We have
det |lij(u)| 	= 0 [resp. det |rij(u)| 	= 0]. (2.1.4)

Without loss of generality, we assume that on the domain under con-
sideration,

li(u)rj(u) ≡ δij (i, j = 1, . . . , n), (2.1.5)

where δij stands for Kronecker’s delta.
Let

L(u) =

⎛

⎜
⎝

l1(u)
...

ln(u)

⎞

⎟
⎠ , (2.1.6)

R(u) = (r1(u), . . . , rn(u)), (2.1.7)
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and
Λ(u) = diag{λ1(u), . . . , λn(u)}. (2.1.8)

By (2.1.2)–(2.1.3), we have

L(u)A(u) = Λ(u)L(u) (2.1.9)

and
A(u)R(u) = R(u)Λ(u). (2.1.10)

Moreover, by (2.1.5), we have

L(u)R(u) = L(u)R(u) = I, (2.1.11)

where I is the n × n unit matrix.

Definition 2.1.2 If, for any given u on the domain under consideration,
A(u) has n distinct real eigenvalues

λ1(u) < λ2(u) < · · · < λn(u), (2.1.12)

then the set of left (resp. right) eigenvectors must be complete. This kind of
hyperbolic system (2.1.1) is said to be strictly hyperbolic.

Definition 2.1.3 If, for any given u on the domain under consideration,
each eigenvalue of A(u) possesses a constant multiplicity and the correspond-
ing set of left (resp. right) eigenvectors is still complete, then system (2.1.1)
is said to be a hyperbolic system with characteristics with constant
multiplicity.

In this situation, without loss of generality, we assume that

λ(u) def.= λ1(u) ≡ · · · ≡ λp(u) < λp+1(u) < · · · < λn(u), (2.1.13)

and the set of left (resp. right) eigenvectors corresponding to λ(u) spans a
p-dimensional space, where 1 ≤ p ≤ n. When p = 1, system (2.1.1) is strictly
hyperbolic, whereas, when p > 1, (2.1.1) is a nonstrictly hyperbolic system
with characteristics with constant multiplicity.

It is easy to see that for any strictly hyperbolic system or for any
nonstrictly hyperbolic system with characteristics with constant multiplicity,
all λi(u), li(u), and ri(u) (i = 1, . . . , n) have the same regularity as A(u).
However, it is not always the case for general hyperbolic systems.

Example 2.1.1 Let

A(u) =
(

0 u
u2 0

)

. (2.1.14)

Obviously, A(u) ∈ C∞(R), but the eigenvalues λ1,2(u) = ±u3/2 ∈ C∞ at
u = 0.
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Example 2.1.2 Let

A(u) =

⎧
⎪⎨

⎪⎩

e−
1

u2

(
cos( 2

u ) sin( 2
u )

sin( 2
u ) − cos( 2

u )

)

, u 	= 0,

0, u = 0.

(2.1.15)

It can be shown that A(u) ∈ C∞(R) and the eigenvalues λ1,2(u) =
±e−1/u2 ∈ C∞(R). However, one cannot find a complete set of left (resp.
right) eigenvectors {l1(u), l2(u)} [resp. {r1(u), r2(u)}] depending continu-
ously on u at u = 0 (cf. [24]).

In what follows, we always suppose that all λi(u), li(u), and ri(u)
(i = 1, . . . , n) have the same regularity as A(u).

By means of the left eigenvectors, (2.1.1) can be rewritten in the following
characteristic form:

li(u)
du

dit
= 0 (i = 1, . . . , n), (2.1.16)

where
d

dit
=

∂

∂t
+ λi(u)

∂

∂x
(2.1.17)

denotes the directional derivative with respect to t along the ith characteristic

dx

dt
= λi(u). (2.1.18)

For each i = 1, . . . , n, the ith equation of system (2.1.16) of characteris-
tic form consists of only the directional derivatives of the unknown vector
function u = u(t, x) along the ith characteristic.

Remark 2.1.1 For the inhomogeneous quasilinear hyperbolic system

∂u

∂t
+ A(u)

∂u

∂x
= B(u), (2.1.19)

where B(u) = (b1(u), . . . , bn(u))T is a given vector function with suitably
smooth elements, its hyperbolicity is defined in the same way as for the
homogeneous system (2.1.1).

2.2 Invariance Under a Smooth Invertible
Transformation of Unknown Variables

The hyperbolicity of system (2.1.1) is invariant under any smooth invertible
transformation of unknown variables.
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In fact, we suppose that u = u(ū) is a suitably smooth invertible transfor-
mation, i.e.,

det
(

∂u

∂ū

)

	= 0. (2.2.1)

Substituting u = u(ū) into (2.1.1), we get

∂ū

∂t
+ Ā(ū)

∂ū

∂x
= 0, (2.2.2)

where

Ā(ū) =
(

∂u

∂ū

)−1

A(u(ū))
(

∂u

∂ū

)

(2.2.3)

satisfies the same property as A(u). More precisely, the eigenvalues λ̄i(ū)
(i = 1, . . . , n) and the left (resp. right) eigenvectors l̄i(ū) [resp. r̄i(ū)]
(i = 1, . . . , n) of Ā(ū) verify that

λ̄i(ū) = λi(u(ū)) (i = 1, . . . , n), (2.2.4)

l̄i(ū)
(

∂u

∂ū

)−1

//li(u(ū)) (i = 1, . . . , n), (2.2.5)

and (
∂u

∂ū

)

r̄i(ū)//ri(u(ū)) (i = 1, . . . , n). (2.2.6)

Without loss of generality, we may take

l̄i(ū) = li(u(ū))
(

∂u

∂ū

)

(i = 1, . . . , n) (2.2.7)

and

r̄i(ū) =
(

∂u

∂ū

)−1

ri(u(ū)) (i = 1, . . . , n). (2.2.8)

Then, noting (2.1.4) and (2.2.1), we get

det
∣
∣l̄ij(ū)

∣
∣ 	= 0 [resp. det |r̄ij(ū)| 	= 0]. (2.2.9)

Moreover, by (2.1.5), we have

l̄i(ū)r̄j(ū) ≡ δij (i, j = 1, . . . , n). (2.2.10)

By Remark 2.1.1, the hyperbolicity of inhomogeneous quasilinear
system (2.1.19) is also invariant under any invertible smooth transformation
of unknown variables.
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2.3 Genuine Nonlinearity and Linear Degeneracy

For system (2.1.1), we suppose that on the domain under consideration,
A(u) ∈ C1.

Definition 2.3.1 For any given simple characteristic λi(u) (i ∈ {1, . . . , n}),
if, on the domain under consideration, we have

∇λi(u) · ri(u) 	= 0, (2.3.1)

then λi(u) is said to be genuinely nonlinear (GN) in the sense of Lax.
However, if, on the domain under consideration, we have

∇λi(u) · ri(u) ≡ 0, (2.3.2)

then λi(u) is said to be linearly degenerate (LD) in the sense of Lax
(cf. [42]).

Remark 2.3.1 The simple characteristic λi(u) is GN means that λi(u) is
strictly monotone along any given ith characteristic trajectory u = u(i)(s),
defined by

du

ds
= ri(u). (2.3.3)

On the other hand, saying λi(u) is LD means that λi(u) is a constant along
any given ith characteristic trajectory u = u(i)(s).

Definition 2.3.2 For any characteristic λ(u) with constant multiplicity p,
if, on the domain under consideration, we have

∇λ(u) · ri(u) ≡ 0 (i = 1, . . . , p), (2.3.4)

where {ri(u) (i = 1, . . . , p)} is a complete set of linearly independent right
eigenvectors corresponding to λ(u), then λ(u) is said to be linearly degen-
erate (LD).

Definition 2.3.3 For a strictly hyperbolic system (2.1.1), if, on the
domain under consideration, all the characteristics λi(u) (i = 1, . . . , n) are
GN [resp. LD], then the system is said to be GN [resp. LD].

Definition 2.3.4 For a nonstrictly hyperbolic system (2.1.1) with charac-
teristics with constant multiplicity, if, on the domain under consideration, all
the simple characteristics and all the multiple characteristics with constant
multiplicity are LD, then the system is said to be LD.

Moreover, noting (2.2.4) and (2.2.8), it is easy to see that the genuine
nonlinearity or linear degeneracy of a characteristic is invariant under any
invertible smooth transformation of unknown variables.
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2.4 Normalized Coordinates

By Section 2.2, the hyperbolicity of a system is invariant under any smooth
invertible transformation of unknown variables. In this section, we want to
find new coordinates ũ = ũ(u) [ũ(0) = 0] such that in the ũ-space the charac-
teristic trajectories passing through ũ = 0 can be expressed in a simpler way.

2.4.1 Normalized Coordinates for Strictly Hyperbolic
Systems

Lemma 2.4.1 Suppose that in a neighbourhood of u = 0, system (2.1.1)
is strictly hyperbolic and A(u) ∈ Ck, where k ≥ 1 is an integer. Then there
exists an invertible Ck+1 transformation u = u(ũ) [u(0) = 0] such that in
the ũ-space, for each i = 1, . . . , n, the ith characteristic trajectory passing
through ũ = 0 coincides with the ũi-axis at least for |ũi| small, namely,

r̃i(ũiei)//ei, ∀|ũi| small (i = 1, . . . , n), (2.4.1)

where r̃i(ũ) denotes the ith right eigenvector corresponding to λi(u(ũ)) in the

ũ-space and ei = (0, . . . , 0,
(i)

1 , 0, . . . , 0)T (see [50] or [75]).

Proof. Let u(1) = û(1)(ũ1) be the first characteristic trajectory passing
through the origin u = 0, namely,

⎧
⎪⎨

⎪⎩

du(1)

dũ1
= r1(u(1)),

ũ1 = 0 : u(1) = 0;
(2.4.2)

let u(2) = u(2)(u(1), ũ2) = û(2)(ũ1, ũ2) be the second characteristic trajectory
passing through u = u(1), namely,

⎧
⎪⎨

⎪⎩

du(2)

dũ2
= r2(u(2)),

ũ2 = 0 : u(2) = u(1);

... (2.4.3)

let u(n) = u(n)(u(n−1), ũn) = û(n)(ũ1, . . . , ũn−1, ũn) be the nth characteristic
trajectory passing through u = u(n−1), namely,

⎧
⎪⎨

⎪⎩

du(n)

dũn
= rn(u(n)),

ũn = 0 : u(n) = u(n−1).

(2.4.4)
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Then u = u(ũ) = û(n)(ũ1, . . . , ũn−1, ũn) must be a desired invertible Ck+1

transformation.
In fact, according to (2.4.2)–(2.4.4), we have

û(n)(0) = û(n−1)(0) = · · · = û(1)(0) = 0 (2.4.5)

and

∂u

∂ũi
(0) =

∂û(n)

∂ũi
(0) =

∂û(n−1)

∂ũi
(0) = · · · =

∂û(i)

∂ũi
(0) = ri(0) (i = 1, . . . , n).

(2.4.6)
Noting (2.1.4), we have

det
(

∂u

∂ũ
(0)

)

	= 0. (2.4.7)

Then, by continuity, u = u(ũ) = û(n)(ũ1, . . . , ũn−1, ũn) is invertible in a
neighbourhood ũ = 0.

Moreover, similarly to (2.4.6), for small |ũi| (i = 1, . . . , n), we have

∂u

∂ũi
(ũiei) =

∂û(n)

∂ũi
(ũiei) = · · · =

∂û(i)

∂ũi
(ũiei) = ri(ũiei) (i = 1, . . . , n).

(2.4.8)
Then

(
∂u

∂ũ
(ũiei)

)−1

ri(ũiei) = ei (i = 1, . . . , n). (2.4.9)

Hence, noting (2.2.6), we get (2.4.1).

Definition 2.4.1 The transformation given by Lemma 2.4.1 is said to
be a normalized transformation, and the corresponding variables ũ =
(ũ1, . . . , ũn)T are called normalized variables or normalized coordi-
nates (cf. [50], [75]).

Remark 2.4.1 For any strictly hyperbolic system (2.1.1), normalized coor-
dinates are not unique. In fact, if u = (u1, . . . , un) are normalized coordi-
nates, then any smooth invertible transformation of the following form:

ũi = gi(ui) (i = 1, . . . , n) (2.4.10)

with gi(0) = 0 and g′i(0) 	= 0 (i = 1, . . . , n) gives other normalized coordinates
ũ = (ũ1, . . . , ũn)T .

According to Remark 2.4.1, we can choose suitable normalized coordinates
ũ = (ũ1, . . . , ũn)T such that

r̃i(ũiei) ≡ ei, ∀|ũi| small (i = 1, . . . , n). (2.4.11)
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2.4.2 Normalized Coordinates for Nonstrictly
Hyperbolic Systems with Characteristics with
Constant Multiplicity

In this section we consider the nonstrictly hyperbolic system (2.1.1) with
characteristics with constant multiplicity. Without loss of generality, we sup-
pose that (2.1.13) holds.

First, we give the following (see [7], [25]).

Lemma 2.4.2 For the quasilinear hyperbolic system of conservation laws
with characteristics with constant multiplicity

∂u

∂t
+

∂f(u)
∂x

= 0, (2.4.12)

where f(u) = (f1(u), . . . , fn(u))T ∈ C2, the eigenvalue λ(u) with con-
stant multiplicity p (> 1) must be linearly degenerate, i.e., (2.3.4) holds.
Moreover, the right eigenvectors ri(u) (i = 1, . . . , p) (p > 1) correspond-
ing to the multiple eigenvalue λ(u) satisfy the following completely integrable
condition:

[ri(u), rj(u)] ∈ span{r1(u), . . . , rp(u)}, ∀i, j = 1, . . . , p, (2.4.13)

where [r1, r2] = (r1 · ∇)r2 − (r2 · ∇)r1 is the Poisson’s bracket, and
span{r1(u), . . . , rp(u)}stands for the linear space generated by r1(u), . . . , rp(u).

Similarly to Lemma 2.4.1, we have

Lemma 2.4.3 Suppose that in a neighbourhood of u = 0, (2.1.1) is a
nonstrictly hyperbolic system with characteristics with constant multiplicity.
Also suppose that (2.1.13) holds, and A(u) ∈ Ck, where k ≥ 1 is an int-
eger. Suppose, furthermore, that the right eigenvectors ri(u) (i = 1, . . . , p)
(p > 1) corresponding to the multiple eigenvalue λ(u) satisfy the completely
integrable condition (2.4.13). Then there exists an invertible Ck+1 transfor-
mation u = u(ũ) [u(0) = 0] such that in the ũ-space

r̃i

(
p∑

h=1

ũheh

)

//ei (i = 1, . . . , p), ∀|ũh| small (h = 1, . . . , p), (2.4.14)

and
r̃j(ũjej)//ej , ∀|ũj | small (j = p + 1, . . . , n) (2.4.15)

(cf. [58]).

Thus, for the nonstrictly hyperbolic system with characteristics with con-
stant multiplicity, we give the following.
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Definition 2.4.2 For the nonstrictly hyperbolic system with characteristics
with constant multiplicity (2.1.1), if there exists a smooth invertible transfor-
mation u = u(ũ) [u(0) = 0] such that in the ũ-space

r̃i

(
p∑

h=1

ũheh

)

//ei (i = 1, . . . , p), ∀|ũh| small (h = 1, . . . , p), (2.4.16)

and
r̃j(ũjej)//ej , ∀|ũj | small (j = p + 1, . . . , n), (2.4.17)

then the transformation is said to be a normalized transformation, and
the corresponding variables ũ = (ũ1, . . . , ũn)T are called normalized
variables or normalized coordinates (cf. [58]).

According to Lemmas 2.4.2 and 2.4.3, we have

Remark 2.4.2 Any given quasilinear hyperbolic system of conservation
laws with characteristics with constant multiplicity possesses normalized
coordinates.

Remark 2.4.3 Similarly to Remark 2.4.1, the normalized coordinates are
not unique. In fact, they are invariant under the following smooth invertible
transformation:

ui = gi(ũ1, . . . , ũp) (i = 1, . . . , p) (2.4.18)

and

uj = gj(ũj) (j = p + 1, . . . , n), (2.4.19)

with gi(0) = 0(i = 1, . . . , n) and ∂(g1, . . . , gn)/∂(ũ1, . . . , ũn)(0) 	= 0.

2.4.3 Generalized Normalized Coordinates for General
Hyperbolic Systems

For the general hyperbolic system (2.1.1), similarly to Lemma 2.4.1, we have

Lemma 2.4.4 Suppose that in a neighbourhood of u = 0, system (2.1.1) is
hyperbolic and A(u) ∈ Ck, where k ≥ 1 is an integer. Then for any given
complete set of right eigenvectors ri(u) (i = 1, . . . , n), there exists an in-
vertible Ck+1 transformation u = u(ũ) [u(0) = 0] such that in the ũ-space,
for each i = 1, . . . , n, the ith characteristic trajectory passing through ũ = 0
coincides with the ũi-axis at least for |ũi| small, namely,

r̃i(ũiei)//ei, ∀|ũi| small (i = 1, . . . , n), (2.4.20)
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where r̃i(ũ), given by (2.2.8), denotes the ith right eigenvector corresponding
to λi(u(ũ)) in the ũ-space.

The transformation given by Lemma 2.4.4 is called a generalized norma-
lized transformation, and the corresponding variables ũ = (ũ1, . . . , ũn)T

said to be generalized normalized variables or generalized normalized
coordinates (cf. [90]).

Remark 2.4.4 The generalized normalized coordinates depend on the spe-
cial choice of right eigenvectors ri(u) (i = 1, . . . , n).

Obviously, for any strictly hyperbolic system, generalized normalized
coordinates must be normalized coordinates.

2.5 Weak Linear Degeneracy

The genuine nonlinearity and the linear degeneracy discussed in Section 2.3
are only two extreme cases. In applications, some characteristics may be nei-
ther GN nor LD (see Section 1.3). In such a case, it is necessary to introduce
a new concept—the weak linear degeneracy (cf. [50], [75]).

2.5.1 Weak Linear Degeneracy for Strictly Hyperbolic
Systems

Definition 2.5.1 For the strictly hyperbolic system (2.1.1), the ith char-
acteristic λi(u) is weakly linearly degenerate (WLD) with respect to
u = u0 if, along the ith characteristic trajectory u = u(i)(s) passing through
u = u0, defined by

⎧
⎨

⎩

du

ds
= ri(u),

s = 0 : u = u0,

(2.5.1)

we have

∇λi(u)ri(u) ≡ 0, ∀|u − u0| small, (2.5.2)

namely,

λi(u(i)(s)) ≡ λi(u0), ∀|s| small. (2.5.3)

Obviously, any LD characteristic in a neighbourhood of u = u0 must be
WLD with respect to u = u0 and any GN characteristic in a neighbourhood
of u = u0 is not WLD with respect to u = u0.
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For simplicity and without loss of generality, we may take u0 = 0 and
simply use WLD instead of “WLD with respect to u = 0” in what follows.

For any given i = 1, . . . , n, the property that λi(u) is WLD or not is
invariant under any smooth invertible transformation u = u(ū) [u(0) = 0].

According to Definition 2.5.1, for any i = 1, . . . , n, if λi(u) is not WLD,
either there exists an integer αi ≥ 0 such that

dkλi(u(i)(s))
dsk

∣
∣
∣
∣
s=0

= 0 (k = 1, . . . , αi), but
dαi+1λi(u(i)(s))

dsαi+1

∣
∣
∣
∣
s = 0

	= 0

(2.5.4)
or

dkλi(u(i)(s))
dsk

∣
∣
∣
∣
s=0

= 0 (k = 1, 2, . . .), but λi(u(i)(s)) 	≡ λi(0),

denoted by αi = +∞, (2.5.5)

where u = u(i)(s) is defined by (2.5.1). αi is called the non-WLD index of
the characteristic λi(u), which is also invariant under any smooth invertible
transformation u = u(ū) [u(0) = 0].

In particular, if αi = 0, then in a neighbourhood of u = 0, λi(u) is GN.
Moreover, when αi increases, λi(u) is closer and closer to the WLD case.

Definition 2.5.2 The strictly hyperbolic system (2.1.1) is said to be WLD
if all characteristics λ1(u), . . . , λn(u) are WLD.

Therefore, if a strictly hyperbolic system (2.1.1) is not WLD, then there
exists a nonempty set J ⊆ {1, . . . , n} such that λi(u) is not WLD if and only
if i ∈ J .

Let
α = min{αi|i ∈ J} (2.5.6)

be the non-WLD index of the strictly hyperbolic system, where αi is
the non-WLD index of λi(u) for each i ∈ J . α is either a nonnegative integer
or +∞.

Let
J1 = {i|i ∈ J, αi = α}. (2.5.7)

When α = 0, then for every i ∈ J1, λi(u) is GN in a neighbourhood of u = 0.
Furthermore, when α increases, system (2.1.1) is closer and closer to a WLD
system.

Obviously, in normalized coordinates, λi(u) is WLD if and only if

λi(uiei) ≡ λi(0), ∀|ui| small. (2.5.8)

Hence, if λi(u) is not WLD, by (2.5.4)–(2.5.5),
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we have

dkλi(uiei)
duk

i

∣
∣
∣
∣
ui=0

= 0 (k = 1, . . . , αi), but
dαi+1λi(uiei)

duαi+1
i

∣
∣
∣
∣
ui=0

	= 0

(2.5.9)
or

dkλi(uiei)
duk

i

∣
∣
∣
∣
ui=0

= 0 (k = 1, 2, . . .), but λi(uiei) 	≡ λi(0). (2.5.10)

2.5.2 Weak Linear Degeneracy for Nonstrictly
Hyperbolic Systems with Characteristics with
Constant Multiplicity

Definition 2.5.3 Suppose that there exist normalized coordinates for a
nonstrictly hyperbolic system (2.1.1) with characteristics with constant
multiplicity, say (2.1.13) holds. The ith characteristic λi(u) is WLD if, in
normalized coordinates, when i ∈ {1, . . . , p},

λi

(
p∑

h=1

uheh

)

≡ λ(0), ∀|uh| small (h = 1, . . . , p), (2.5.11)

whereas, when i ∈ {p + 1, . . . , n},

λi(uiei) ≡ λi(0), ∀ |ui| small. (2.5.12)

If all characteristics λi(u) (i = 1, . . . , n) are WLD, system (2.1.1) is said to
be WLD.

Remark 2.5.1 By Lemma 2.4.2, for any hyperbolic system of conservation
laws (2.4.12) with characteristics with constant multiplicity, the p-multiple
characteristic λ(u) (p > 1) must be LD, then WLD.

2.5.3 Weak Linear Degeneracy for General Hyperbolic
Systems

For a general hyperbolic system (2.1.1), if λi(u) is a simple eigenvalue, we
say that λi(u) is WLD if, along the ith characteristic trajectory u = u(i)(s)
passing through u = 0, defined by (2.5.1), we have (2.5.2) or (2.5.3).
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Obviously, in generalized normalized coordinates u = (u1, . . . , un), a
simple characteristic λi(u) is WLD if and only if

λi(uiei) ≡ λi(0), ∀|ui| small. (2.5.13)

If a simple characteristic λi(u) is not WLD, then either there exists an integer
αi ≥ 0 such that

dkλi(uiei)
duk

i

∣
∣
∣
∣
ui=0

= 0 (k = 1, . . . , αi), but
dαi+1λi(uiei)

duαi+1
i

∣
∣
∣
∣
ui=0

	= 0

(2.5.14)
or

dkλi(uiei)
duk

i

∣
∣
∣
∣
ui=0

= 0 (k = 1, 2, . . .), but λi(uiei) 	≡ λi(0),

denoted by αi =+∞. (2.5.15)

2.6 Decomposition of Waves

In this section we assume that A(u) ∈ C2.

2.6.1 Formulas on the Decomposition of Waves

Let
vi = li(u)u (i = 1, . . . , n) (2.6.1)

and
wi = li(u)ux (i = 1, . . . , n). (2.6.2)

By (2.1.5), we have

u =
n∑

k=1

vkrk(u) (2.6.3)

and

ux =
n∑

k=1

wkrk(u). (2.6.4)

For the general quasilinear hyperbolic system (2.1.1), using (2.1.16), we
have (cf. [50], [75])

dvi

dit
=

n∑

j,k=1

βijk(u)vjwk (i = 1, . . . , n), (2.6.5)
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where
βijk(u) = (λk(u) − λi(u))li(u)∇rj(u)rk(u). (2.6.6)

Obviously,
βiji(u) ≡ 0, ∀i, j. (2.6.7)

Noting (2.6.4) and (2.6.5), we have

d[vi(dx − λi(u)dt)] =
[
∂vi

∂t
+

∂(λi(u)vi)
∂x

]

dt ∧ dx

=
[
dvi

dit
+ ∇λi(u)uxvi

]

dt ∧ dx

=

⎡

⎣
n∑

j,k=1

Bijk(u)vjwk

⎤

⎦ dt ∧ dx (i = 1, . . . , n), (2.6.8)

where
Bijk(u) = βijk(u) + ∇λi(u)rk(u)δij . (2.6.9)

By (2.6.7), it is easy to see that

Biji(u) ≡ 0, ∀j 	= i, (2.6.10)

and
Biii(u) = ∇λi(u)ri(u), ∀i. (2.6.11)

In the corresponding generalized normalized coordinates, noting (2.4.20),
it follows from (2.6.6) and (2.6.9) that

βijj(ujej) ≡ 0, ∀|uj | small (i, j = 1, . . . , n), (2.6.12)
Bijj(ujej) ≡ 0, ∀|uj | small, ∀j 	= i. (2.6.13)

On the other hand, we have (cf. [33], [38], [50], [75])

dwi

dit
=

n∑

j,k=1

γijk(u)wjwk (i = 1, . . . , n), (2.6.14)

where

γijk(u) =
1
2
{(λj(u) − λk(u))li(u)∇rk(u)rj(u) −∇λk(u)rj(u)δik + (j|k)},

(2.6.15)
in which (j|k) stands for all terms obtained by changing j and k in the
previous terms,

γijj(u) ≡ 0, ∀j 	= i, (2.6.16)

and
γiii(u) = −∇λi(u)ri(u) (i = 1, . . . , n). (2.6.17)
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Noting (2.6.4) and (2.6.14), we have

d[wi(dx − λi(u)dt)] =
[
∂wi

∂t
+

∂(λi(u)wi)
∂x

]

dt ∧ dx

=
[
dwi

dit
+ ∇λi(u)uxwi

]

dt ∧ dx

=

⎡

⎣
n∑

j,k=1

Γijk(u)wjwk

⎤

⎦ dt ∧ dx (i = 1, . . . , n),

(2.6.18)

where

Γijk(u) =
1
2
(λj(u) − λk(u))li(u)[∇rk(u)rj(u) −∇rj(u)rk(u)]. (2.6.19)

Obviously,
Γijj(u) ≡ 0 (i, j = 1, . . . , n). (2.6.20)

Using Stokes’ formula, by (2.6.8) and (2.6.18), it is easy to prove the
following (see [32], [33]).

Lemma 2.6.1 Suppose that u = u(t, x) is a C1 solution to system (2.1.1),
τ1 and τ2 are two C1 arcs that are never tangent to the ith characteristic
direction, and D is the domain bounded by τ1, τ2 and two ith characteristic
curves L−

i and L+
i . Then

∫

τ1

|vi(dx − λi(u)dt)| ≤
∫

τ2

|vi(dx − λi(u)dt)| +
∫∫

D

∣
∣
∣
∣
∣

n∑

j,k=1

Bijk(u)vjwk

∣
∣
∣
∣
∣
dtdx

(2.6.21)

and
∫

τ1

|wi(dx−λi(u)dt)| ≤
∫

τ2

|wi(dx−λi(u)dt)|+
∫∫

D

∣
∣
∣
∣
∣

n∑

j,k=1
j �=k

Γijk(u)wjwk

∣
∣
∣
∣
∣
dtdx.

(2.6.22)

Remark 2.6.1 In order to get (2.6.14), we have formally used the second-
order derivatives of u. However, it is easy to see that, by means of a difference
technique, we can rigorously derive the integral equation corresponding to
(2.6.14). Essentially, we only need this integral equation in what follows. For
convenience, we still use the form of (2.6.14).
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Remark 2.6.2 Noting (2.2.7), we see that wi (i = 1, . . . , n) are invariant
under any smooth invertible transformation u = u(ũ).

We now consider the special case where system (2.1.1) is strictly hyper-
bolic.

Obviously, if λi(u) is LD, for any given u on the domain under considera-
tion, from (2.6.11) and (2.6.17) we have

Biii(u) ≡ 0 (2.6.23)

and
γiii(u) ≡ 0. (2.6.24)

In normalized coordinates, noting (2.4.1), it follows from (2.6.6) and (2.6.9)
that

βijj(ujej) ≡ 0, ∀|uj | small (i, j = 1, . . . , n), (2.6.25)
Bijj(ujej) ≡ 0, ∀|uj | small, ∀j 	= i. (2.6.26)

Furthermore, if λi(u) is WLD, it follows from (2.6.11) and (2.6.17) that

Biii(uiei) ≡ 0, ∀|ui| small, (2.6.27)

and
γiii(uiei) ≡ 0, ∀|ui| small. (2.6.28)

We next consider the nonstrictly hyperbolic system with characteristics
with constant multiplicity.

Without loss of generality, we still assume that the nonstrictly hyperbolic
system (2.1.1) satisfies (2.1.13).

It follows from (2.6.6), (2.6.9), (2.6.15), and (2.6.19) that

βijk(u) ≡ 0, ∀i, k ∈ {1, . . . , p}, ∀j, (2.6.29)
Bijk(u) ≡ 0, ∀i, k ∈ {1, . . . , p}, ∀j 	= i, (2.6.30)
γijk(u) ≡ 0, ∀i ∈ {p + 1, . . . , n}, ∀j, k ∈ {1, . . . , p}, (2.6.31)

and
Γijk(u) ≡ 0, ∀j, k ∈ {1, . . . , p}. (2.6.32)

If the multiple characteristic λ(u) is LD, we have

Bijk(u) ≡ 0, ∀i, k ∈ {1, . . . , p}, ∀j, (2.6.33)

and
γijk(u) ≡ 0, ∀j, k ∈ {1, . . . , p}, ∀i, (2.6.34)

whereas, if a simple characteristic λi(u) (i ∈ {p + 1, . . . , n}) is LD, we still
have (2.6.23)–(2.6.24).
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In normalized coordinates, noting (2.4.16)–(2.4.17), it follows from (2.6.6)
and (2.6.9) that

βijk

(
p∑

h=1

uheh

)

≡ 0, ∀j, k ∈ {1, . . . , p}, ∀|uh| small (h = 1, . . . , p),

(2.6.35)

βijj(ujej) ≡ 0, ∀|uj | small (j = p + 1, . . . , n), (2.6.36)

Bijk

(
p∑

h=1

uheh

)

≡ 0, ∀j, k∈{1, . . . , p} and j 	= i, ∀|uh| small (h=1, . . . , p),

(2.6.37)

Bijj(ujej) ≡ 0, ∀|uj | small (j = p + 1, . . . , n and j 	= i).
(2.6.38)

Furthermore, if λi(u) is WLD, we have

Bijk

(
p∑

h=1

uheh

)

≡ 0, ∀j, k∈{1, . . . , p},∀|uh| small (h=1, . . . , p)

for i∈{1, . . . , p}, (2.6.39)
Biii(uiei) ≡ 0, ∀|ui| small for i ∈ {p + 1, . . . , n}, (2.6.40)

γijk

(
p∑

h=1

uheh

)

≡ 0, ∀j, k∈{1, . . . , p}, ∀|uh| small (h=1, . . . , p)

for i ∈ {1, . . . , p}, (2.6.41)

and

γiii(uiei) ≡ 0, ∀|ui| small for i ∈ {p + 1, . . . , n}. (2.6.42)

2.6.2 Formulas on the Decomposition of Waves
(Continued)

In many cases, estimating u is more convenient than estimating v. For this
purpose, in this section we derive the differential equations satisfied by ui

(i = 1, . . . , n) instead of (2.6.5).
Noting (2.6.4), by (2.1.1), we have

du

dit
=

n∑

k=1

(λi(u) − λk(u))wkrk(u). (2.6.43)
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Suppose that u = (u1, . . . , un)T are generalized normalized coordinates
corresponding to the complete set of right eigenvectors {r1(u), . . . , rn(u)}.
We have (cf. [64])

dui

dit
=

n∑

k=1

(λi(u) − λk(u))wkrT
k (u)ei

=
n∑

k=1

(λi(u) − λk(u))wk(rT
k (u) − rT

k (ukek))ei

=
n∑

j,k=1

ρijk(u)ujwk, (2.6.44)

where
ρijj(u) = 0 (i, j = 1, . . . , n) (2.6.45)

and

ρijk(u) = (λi(u)−λk(u))
∫ 1

0

∂rik

∂uj
(ukek + σ(u− ukek))dσ, j 	= k, (2.6.46)

with
ρiji(u) = 0 (i, j = 1, . . . , n). (2.6.47)

Noting (2.6.4) and (2.6.44), we have

d[ui(dx − λi(u)dt)] =
[
dui

dit
+ ∇λi(u)uxui

]

dt ∧ dx

=

⎡

⎣
n∑

j,k=1

Fijk(u)ujwk

⎤

⎦ dt ∧ dx (i = 1, . . . , n), (2.6.48)

where
Fijk(u) = ρijk(u) + ∇λi(u)rk(u)δij . (2.6.49)

Noting (2.6.45) and (2.6.47), we have

Fiji(u) = 0, ∀j 	= i, (2.6.50)
Fijj(u) = 0, ∀j 	= i, (2.6.51)

and
Fiii(u) = ∇λi(u)ri(u) (i = 1, . . . , n). (2.6.52)

On the other hand, (2.6.14)–(2.6.20) still hold.

Using Stokes’ formula, similarly to Lemma 2.6.1, by (2.6.48) we have

Lemma 2.6.2 Suppose that u = u(t, x) is a C1 solution to system (2.1.1),
τ1 and τ2 are two C1 arcs which are never tangent to the ith characteristic
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direction, and D is the domain bounded by τ1, τ2 and two ith characteristic
curves L−

i and L+
i . Then

∫

τ1

|ui(dx − λi(u)dt)| ≤
∫

τ2

|ui(dx − λi(u)dt)| +
∫∫

D

∣
∣
∣
∣
∣
∣

n∑

j,k=1

Fijk(u)ujwk

∣
∣
∣
∣
∣
∣
dtdx.

(2.6.53)

For the strictly hyperbolic system (2.1.1), in normalized coordinates, if
λi(u) is WLD, it follows from (2.6.52) that

Fiii(uiei) ≡ 0, ∀|ui| small. (2.6.54)

For the nonstrictly hyperbolic system (2.1.1) with characteristics with con-
stant multiplicity [say, (2.1.13) holds], we suppose that u = (u1, . . . , un) are
normalized coordinates, namely, (2.4.16)–(2.4.17) hold for u.

For i = 1, . . . , p, noting (2.4.15), similarly to (2.6.44), we have

dui

dit
=

n∑

k=1

(λi(u) − λk(u))wkrT
k (u)ei

=
n∑

k=p+1

(λi(u) − λk(u))wk(rT
k (u) − rT

k (ukek))ei

=
n∑

j,k=1

ρijk(u)ujwk, (2.6.55)

where

ρijk(u) ≡ 0 (k = 1, . . . , p), (2.6.56)
ρijj(u) ≡ 0 (j = p + 1, . . . , n), (2.6.57)

and when j 	= k (k = p + 1, . . . , n), the ρijk(u) are defined by (2.6.46).
For i = p+1, . . . , n, noting (2.4.16)–(2.4.17), similarly to (2.6.44), we have

dui

dit
=

n∑

k=1

(λi(u) − λk(u))wkrT
k (u)ei

=
p∑

k=1

(λi(u) − λk(u))wk

(

rT
k (u) − rT

k

(
p∑

h=1

uheh

))

ei

+
n∑

k=p+1

(λi(u) − λk(u))wk(rT
k (u) − rT

k (ukek))ei

=
n∑

j,k=1

ρijk(u)ujwk, (2.6.58)
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where

ρijk(u) ≡ 0 (j, k = 1, . . . , p or k = i), (2.6.59)
ρijj(u) ≡ 0 (j = p + 1, . . . , n), (2.6.60)

and

ρijk(u) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(λi(u) − λk(u))
∫ 1

0

∂rik

∂uj

(
n∑

h=1

uheh + σ

(

u −
n∑

h=1

uheh

))

dσ

(k = 1, . . . , p; j = p + 1, . . . , n),

(λi(u) − λk(u))
(∫ 1

0

∂rik

∂uj
(ukek + σ(u − ukek))

)

dσ

(k = p + 1, . . . , n, j 	= k).
(2.6.61)

Moreover, in the present situation, we still have (2.6.48)–(2.6.49) with

Fijk(u) ≡ 0 (j, k = 1, . . . , p and j 	= i), (2.6.62)
Fijj(u) ≡ 0 (j = p + 1, . . . , n and j 	= i), (2.6.63)

and (2.6.52).
If λi(u) is WLD, when i = 1, . . . , p, we have

Fijk

(
p∑

h=1

uheh

)

≡ 0 (j, k = 1, . . . , p), (2.6.64)

whereas, when i = p + 1, . . . , n, we have

Fiii(uiei) ≡ 0. (2.6.65)

Furthermore, if λi(u) is LD, when i = 1, . . . , p, we have

Fijk(u) ≡ 0 (j, k = 1, . . . , p), (2.6.66)

whereas, when i = p + 1, . . . , n, we have

Fiii(u) ≡ 0. (2.6.67)

2.7 Two Lemmas on Ordinary Differential Equations

Lemma 2.7.1 Suppose that z = z(t) is a solution on the interval [0, T ] to
the following ordinary differential equation:

dz

dt
= a0(t)z2 + a1(t)z + a2(t), (2.7.1)



2.7 Two Lemmas on Ordinary Differential Equations 49

where T > 0 is a given number, ai(t) ∈ C[0, T ] (i = 0, 1, 2), and a0(t) ≥ 0
for 0 ≤ t ≤ T . Let

K =
∫ T

0

|a2(t)|dt exp

(∫ T

0

|a1(t)|dt

)

. (2.7.2)

If
z(0) > K, (2.7.3)

then
∫ T

0

a0(t)dt exp

(

−
∫ T

0

|a1(t)|dt

)

< (z(0) − K)−1. (2.7.4)

Lemma 2.7.2 For system (2.7.1), suppose that ai(t) ∈ C[0, T ] (i = 0, 1, 2)
in which T > 0 is a given number. Let

a±
0 (t) = max{±a0(t), 0}, (2.7.5)

and let K still be defined by (2.7.2). If there exists z0 satisfying

z0 ≥ 0, (2.7.6)
∫ T

0

a+
0 (t)dt exp

(∫ T

0

|a1(t)|dt

)

< (z0 + K)−1, (2.7.7)

and
∫ T

0

a−
0 (t)dt exp

(∫ T

0

|a1(t)|dt

)

< K−1, (2.7.8)

then (2.7.1) admits a unique solution z = z(t) on [0, T ] with z(0) = z0 and
the following estimates hold:

(z(T ))−1 ≥ (z0 + K)−1 −
∫ T

0

a+
0 (t)dt exp

(∫ T

0

|a1(t)|dt

)

if z(T ) > 0;

(2.7.9)

|z(T )|−1 ≥ K−1 −
∫ T

0

a−
0 (t)dt exp

(∫ T

0

|a1(t)|dt

)

if z(T ) < 0. (2.7.10)

The proofs of these lemmas can be found in [32] and [33].
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Chapter III

The Cauchy Problem

The local existence and uniqueness of the classical solution to the Cauchy
problem for quasilinear hyperbolic systems is well known (see [72]). In this
chapter we consider the global existence and uniqueness of the classical
solution to the Cauchy problem for quasilinear hyperbolic systems with small
and smooth initial data satisfying certain decaying properties.

First, we study the strictly hyperbolic system.

3.1 Necessary Condition to Guarantee the Global
Existence and Uniqueness of the C1 Solution to the
Cauchy Problem for the Strictly Hyperbolic System

Consider the Cauchy problem for the following quasilinear strictly hyper-
bolic system:

∂u

∂t
+ A(u)

∂u

∂x
= 0 (3.1.1)

with the initial data
t = 0 : u = φ(x), (3.1.2)

where φ(x) is a C1 vector function. Let

θ = sup
x∈R

{(1 + |x|)1+μ(|φ(x)| + |φ′(x)|)}, (3.1.3)

in which μ > 0 is a constant.
Let

u(1) = (u1, . . . , um)T , u(2) = (um+1, . . . , un)T (1 ≤ m < n). (3.1.4)
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The coefficient matrix A(u) = (aij)n×n can be correspondingly rewritten
as

A(u) =
(

A11(u) A12(u)
A21(u) A22(u)

)

, (3.1.5)

where A11(u) is an m × m matrix, A22(u) is an (n − m) × (n − m) matrix,
etc.

Lemma 3.1.1 Suppose that in a neighbourhood of u = 0, (3.1.1) is a strictly
hyperbolic system written in normalized coordinates. Then, in a neighbour-
hood of u(1) = 0, the reduced system

∂u(1)

∂t
+ A11(u(1), 0)

∂u(1)

∂x
= 0 (3.1.6)

is still strictly hyperbolic and u(1) = (u1, . . . , um)T are the corresponding
normalized coordinates.

Proof. Noting that in normalized coordinates,

A(0) = diag{λ1(0), . . . , λn(0)}, (3.1.7)

we have
A11(0) = diag{λ1(0), . . . , λm(0)}. (3.1.8)

Then, by continuity, it is easy to see that in a neighbourhood of u(1) = 0,
A11(u(1), 0) possesses m distinct real eigenvalues

λ̄1(u(1)), . . . , λ̄m(u(1)) (3.1.9)

with
λ̄1(0) = λ1(0), . . . , λ̄m(0) = λm(0). (3.1.10)

Thus, (3.1.6) is a strictly hyperbolic system in a neighbourhood of u(1) = 0.
For i = 1, . . . ,m, let r̄i(u(1)) be a right eigenvector of A11(u(1), 0) correspond-
ing to λ̄i(u(1)).

For i = 1, . . . , n, the ith right eigenvector ri(u) of A(u) can be written as

ri(u) =

(
r
(1)
i (u)

r
(2)
i (u)

)

, (3.1.11)

where

r
(1)
i (u) = (r1i(u), . . . , rmi(u))T , r

(2)
i (u) = (rm+1,i(u), . . . , rni(u))T .

(3.1.12)
Noting (2.1.3) and that u = (u1, . . . , un)T are normalized coordinates, we

have

A(uiei)ei = λi(uiei)ei, ∀|ui| small (i = 1, . . . , n). (3.1.13)
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Then we get

A11(uiei)e
(1)
i = λi(uiei)e

(1)
i , ∀|ui| small (i = 1, . . . , m), (3.1.14)

namely,

A11(uie
(1)
i , 0)e(1)

i = λi(uie
(1)
i , 0)e(1)

i , ∀|ui| small (i = 1, . . . ,m). (3.1.15)

In (3.1.14) and (3.1.15), e
(1)
i is an m-dimensional unit vector. Hence, noting

(3.1.9)–(3.1.10), we get

λ̄i(uie
(1)
i ) = λi(uie

(1)
i , 0), ∀|ui| small (i = 1, . . . ,m), (3.1.16)

and

r̄i(uie
(1)
i )//e

(1)
i , ∀|ui| small (i = 1, . . . ,m). (3.1.17)

Thus, u(1) = (u1, . . . , um)T are the corresponding normalized coordinates
for the reduced system (3.1.6).

Corollary 3.1.1 Under the assumptions of Lemma 3.1.1, it follows from
(3.1.13) (in which we take i = 1) that

a11(u1e1) = λ1(u1e1), ∀|u1| small, (3.1.18)

and
ak1(u1e1) ≡ 0 (k = 2, . . . , n), ∀|u1| small. (3.1.19)

From Corollary 3.1.1, it is easy to get the following.

Lemma 3.1.2 Under the assumptions of Lemma 3.1.1, for the Cauchy prob-
lem of system (3.1.1) with the following initial data:

t = 0 : u1 = ϕ(x), u2 = · · · = un = 0, (3.1.20)

where ϕ(x) is an arbitrarily given C1 function with small C0 norm and
bounded C1 norm, the solution is given by

u1 = u1(t, x), u2 = · · · = un = 0,

where u1 = u1(t, x) is the C1 solution to the following Cauchy problem for a
single equation:

⎧
⎪⎨

⎪⎩

∂u1

∂t
+ λ1(u1e1)

∂u1

∂x
= 0,

t = 0 : u1 = ϕ(x).
(3.1.21)
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Theorem 3.1.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C1

and system (3.1.1) is strictly hyperbolic. If there exists θ0 > 0 so small that
for any given initial data (3.1.2) satisfying θ ∈ [0, θ0], where θ is defined by
(3.1.3), the Cauchy problem (3.1.1)–(3.1.2) always admits a unique global C1

solution u = u(t, x) on t ≥ 0, then system (3.1.1) must be weakly linearly
degenerate (WLD) (cf. [51], [52]).

Proof. By Lemma 2.4.1, without loss of generality, we suppose that u
are normalized coordinates. In particular, we take the initial data given by
(3.1.20), where ϕ(x) is an arbitrarily given C1 function satisfying θ ∈ [0, θ0].
Since the Cauchy problem (3.1.21) admits a unique global C1 solution
u1 = u1(t, x) on t ≥ 0 if and only if

dλ1(ϕ(x)e1)
dx

≥ 0, ∀x ∈ R, (3.1.22)

under the assumptions of Theorem 3.1.1, by Lemma 3.1.2 and noting (3.1.3),
it is easy to get that

λ1(u1e1) ≡ λ1(0), ∀|u1| small, (3.1.23)

namely, λ1(u) is WLD. Similarly, all other characteristics are also WLD.
Hence, system (3.1.1) must be WLD.

3.2 Some Uniform a Priori Estimates Independent
of Normalized Coordinates and Weak Linear
Degeneracy for the Strictly Hyperbolic System

In this section we assume that the initial data (3.1.2) satisfy the following
decaying property:

θ
def.= sup

x∈R

{(1 + |x|)1+μ(|φ(x)| + |φ′(x)|)} < +∞, (3.2.1)

where μ > 0 is a constant.
By the strict hyperbolicity, we have

λ1(0) < · · · < λn(0). (3.2.2)

Without loss of generality, we may assume that

λ1(0) > 0. (3.2.3)
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In fact, by the following invertible linear transformation of independent
variables: {

t′ = t,

x′ = x + (1 − λ1(0))t,
(3.2.4)

we can always realize (3.2.3).
Then, by continuity, there exist positive constants δ0 [< λ1(0)] and δ so

small that

λi+1(u) − λi(u′) ≥ 2δ0, ∀|u|, |u′| ≤ δ (i = 1, . . . , n − 1), (3.2.5)

and
|λi(u) − λi(u′)| ≤ δ0

2
, ∀|u|, |u′| ≤ δ (i = 1, . . . , n). (3.2.6)

For any given T ≥ 0, let

DT
i =

⎧
⎪⎨

⎪⎩

{(t, x)|0 ≤ t ≤ T, x ≤ (λ1(0) + δ0)t} (i = 1),
{(t, x)|0≤ t≤T, (λi(0) − δ0)t≤x≤(λi(0)+δ0)t} (i=2, . . . , n−1),
{(t, x)|0 ≤ t ≤ T, x ≥ (λn(0) − δ0)t} (i = n).

(3.2.7)
Obviously,

n⋃

i=1

DT
i ⊂ D(T ) = {(t, x)|0 ≤ t ≤ T, −∞ < x < ∞}. (3.2.8)

On any given existence domain D(T ) of the C1 solution u = u(t, x) to the
Cauchy problem (3.1.1) and (3.1.2), let

W c
∞(T )= max

i=1,...,n
sup

(t,x)∈D(T )\DT
i

{(1+|x−λi(0)t|)1+μ|wi(t, x)|}, (3.2.9)

W̃1(T ) = max
i=1,...,n

max
j 	=i

sup
cj

∫

cj

|wi(t, x)|dt, (3.2.10)

where cj denotes any given jth characteristic on D(T ),

W1(T ) = max
i=1,...,n

sup
0≤t≤T

∫ ∞

−∞
|wi(t, x)|dx, (3.2.11)

and
U∞(T ) = ||u(t, x)||L∞(D(T )). (3.2.12)

For the time being, we assume that on any given existence domain D(T ),

|u(t, x)| ≤ δ. (3.2.13)
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At the end of the proof of Lemma 3.2.2, we will explain that this hypothesis
is reasonable.

Lemma 3.2.1 For each i = 1, . . . , n and any given point (t, x) ∈ DT
i , let

ci : ξ = ξi(τ)(0 ≤ τ ≤ t) be the ith characteristic passing through (t, x)
and intersecting the x-axis at (0, xi0). Then there exist positive constants
dk (k = 1, 2, 3) independent of (t, x) and i such that

|x − λi(0)t| ≥ δ0t, (3.2.14)
d1|x| ≤ |x − λi(0)t| ≤ d2|xi0| (3.2.15)

and if (τ, ξi(τ))∈DT
j for some j, then

|ξi(τ) − λj(0)τ | ≥ d3|xi0| (3.2.16)

(cf. [64]).

Proof. According to the definition of DT
i (i = 1, . . . , n), we get (3.2.14)

immediately.
When i ∈ {2, . . . , n− 1}, for any given point (t, x) ∈ DT

i , by the definition
of DT

i , we have

x ≥ (λi(0) + δ0)t or x ≤ (λi(0) − δ0)t. (3.2.17)

In what follows, we prove (3.2.15)–(3.2.16) for the case x ≥ (λi(0) + δ0)t.
When x ≤ (λi(0) − δ0)t, (3.2.15)–(3.2.16) can be proved similarly.

Noting (3.2.6), for 0 ≤ τ ≤ t, we easily get

ξi(τ) ≥ (λi(0) + δ0)τ (3.2.18)

and (

λi(0) − δ0

2

)

τ ≤ ξi(τ) − xi0 ≤
(

λi(0) +
δ0

2

)

τ. (3.2.19)

Then, noting that δ0 < λi(0) (i = 1, . . . , n), we have

ξi(τ) ≤ 2(λi(0) + δ0)
δ0

xi0, (3.2.20)

in particular,

x ≤ 2(λi(0) + δ0)
δ0

xi0. (3.2.21)

Thus, noting that x ≥ (λi(0) + δ0)t, we get (3.2.15) immediately.
Since (τ, ξi(τ)) ∈ DT

i , in order to prove (3.2.16), we first consider the case
j = i. In this case it is easy to see that

|ξi(τ) − λi(0)τ | ≥ δ0

λi(0) + δ0
xi0. (3.2.22)
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Now we consider the case that there exists j 	= i such that (τ, ξi(τ)) ∈ DT
j .

When j < i, we have

|ξi(τ) − λj(0)τ | ≥ |ξi(τ) − λi(0)τ | ≥ δ0

λi(0) + δ0
xi0. (3.2.23)

When j > i, since (τ, ξi(τ)) ∈ DT
j , we have

ξi(τ) ≥ (λj(0) + δ0)τ or ξi(τ) ≤ (λj(0) − δ0)τ. (3.2.24)

Hence, if ξi(τ) ≥ (λj(0) + δ0)τ , we get

|ξi(τ) − λj(0)τ | ≥ δ0

λj(0) + δ0
xi0, (3.2.25)

whereas, if ξi(τ) ≤ (λj(0) − δ0)τ , it is easy to get

|ξi(τ) − λj(0)τ | ≥ δ0

λj(0) − δ0
xi0. (3.2.26)

Then, (3.2.16) follows.
When i = 1 or n, noting the definition of DT

1 and DT
n , we can get

(3.2.15)–(3.2.16) in a similar way.

Lemma 3.2.2 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
system (3.1.1) is strictly hyperbolic, i.e., (3.2.2) holds. Suppose furthermore
that the initial data (3.1.2) satisfy (3.2.1). Then there exists θ0 > 0 so small
that for any fixed θ ∈ [0, θ0], on any given existence domain D(T ) of the
C1 solution u = u(t, x) to the Cauchy problem (3.1.1)–(3.1.2), we have the
following uniform a priori estimates:

W c
∞(T ) ≤ κ1θ, (3.2.27)

W̃1(T ), W1(T ) ≤ κ2θ, (3.2.28)

and
U∞(T ) ≤ κ3θ, (3.2.29)

where κ1, κ2, and κ3 are positive constants independent of θ and T .

Proof. Noting (2.6.2) and (3.2.13), we have

(1 + |x|)1+μ|wi(0, x)| ≤ Cθ. (3.2.30)

Here and henceforth, C denotes a (possibly different) positive constant inde-
pendent of θ and T .

We first estimate W c
∞(T ).

For any given i ∈ {1, . . . , n}, passing through any fixed point (t, x) ∈
D(T )\DT

i , we draw the ith characteristic ci: ξ = ξi(τ) (0 ≤ τ ≤ t) that
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intersects the x-axis at a point (0, xi0). Integrating (2.6.14) along ci from 0
to t yields

wi(t, x) = wi(0, xi0) +
∫ t

0

n∑

j,k=1

γijk(u)wjwk(τ, ξi(τ))dτ. (3.2.31)

Noting (2.6.16) and (3.2.13) and using Lemma 3.2.1, we have

(1 + |x − λi(0)t|)1+μ|wi(t, x)|
≤ C(1 + |xi0|)1+μ{|wi(0, xi0)|

+ (W c
∞(T ))2

n∑

j,k=1

∫

ξi(τ)�(DT
j ∪DT

k )

[(1 + |ξi(τ) − λj(0)τ |)(1

+ |ξi(τ) − λk(0)τ |)]−(1+μ)dτ

+ W c
∞(T )

n∑

j,k=1

∫

ξi(τ)⊆DT
j

(1 + |ξi(τ) − λk(0)τ |)−(1+μ)|wj(τ, ξi(τ))|dτ

≤ C{(1 + |xi0|)1+μ|wi(0, xi0)| + (W c
∞(T ))2 + W c

∞(T )W̃1(T )}. (3.2.32)

Then, noting (3.2.30), we find that

W c
∞(T ) ≤ C{θ + (W c

∞(T ))2 + W c
∞(T )W̃1(T )}. (3.2.33)

We next estimate W̃1(T ) and W1(T ).
For i ∈ {1, . . . , n}, passing through the ends A(tA, xA) and B(tB, xB) of

any given jth characteristic cj : ξ = ξj(τ) (tA ≤ τ ≤ tB) (j 	= i) on D(T ), we
draw the ith characteristics which intersect the x-axis at the points C(0, xC)
and D(0, xD) with xC ≤ xD, respectively. By (2.6.18), using Stokes’ formula
[see (2.6.22)] on the domain ACDB, we get

∫ tB

tA

|wi(λj(u) − λi(u))(τ, ξj(τ))|dτ

≤
∫ xD

xC

|wi(0, x)|dx +
∫∫

ACDB

∣
∣
∣

n∑

j,k=1

Γijk(u)wjwk(t, x)
∣
∣
∣dtdx. (3.2.34)

Then, noting (3.2.13), (3.2.30), and (2.6.20), we have

∫ tB

tA

|wi(λj(u) − λi(u))(τ, ξj(τ))|dτ

≤ C

{

θ

∫ xD

xC

(1 + |x|)−(1+μ)dx
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+ (W c
∞(T ))2

n∑

j,k=1

∫∫

(t,x)∈(DT
j ∪DT

k )

[(1 + |x − λj(0)t|)(1 + |x − λk(0)t)]−(1+μ)dxdt

(3.2.35)

+ W c
∞(T )

n∑

j,k=1

∫∫

(t,x)∈DT
j

(1 + |x − λk(0)t|)−(1+μ)|wj(t, x)|dxdt

}

. (3.2.36)

Thus, noting (3.2.5) and using Lemma 3.2.1, we get

∫ tB

tA

|wi(τ, ξj(τ))|dτ ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}, (3.2.37)

namely,
W̃1(T ) ≤ C{θ + (W c

∞(T ))2 + W c
∞(T )W1(T )}. (3.2.38)

For any given positive number r, similarly to (3.2.37), we have
∫ r

−r

|wi(t, x))|dx ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}, (3.2.39)

where C is a positive constant independent of r. Then, taking r → +∞, we
get

W1(T ) ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (3.2.40)

By the definition of W c
∞(T ), W̃1(T ), and W1(T ), it is easy to see that

W c
∞(0) = W̃1(0) = 0 and W1(0) ≤ 2

μ
θ. (3.2.41)

Then, by continuity, we see that there exists τ > 0 so small that

W c
∞(τ) ≤ κ1θ (3.2.42)

and
W̃1(τ), W1(τ) ≤ κ2θ, (3.2.43)

where κ1 and κ2 are positive constants to be determined later. Hence, to
show (3.2.27)–(3.2.28), we only need to prove that for any given T0 with
0 < T0 ≤ T , if we have

W c
∞(T0) ≤ 2κ1θ (3.2.44)

and
W̃1(T0), W1(T0) ≤ 2κ2θ, (3.2.45)

then we have
W c

∞(T0) ≤ κ1θ (3.2.46)
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and
W̃1(T0), W1(T0) ≤ κ2θ. (3.2.47)

For this purpose, substituting (3.2.44)–(3.2.45) into the right-hand side of
(3.2.33), (3.2.38), and (3.2.40) with T = T0, we get

W c
∞(T0) ≤ C̄{θ + 4κ2

1θ
2 + 4κ1κ2θ

2} (3.2.48)

and
W̃1(T0), W1(T0) ≤ C̄{θ + 4κ2

1θ
2 + 4κ1κ2θ

2}, (3.2.49)

where C̄ is a positive constant independent of θ. Hence, taking κ1, κ2 ≥ 2C̄
and noting that θ > 0 is small, we get (3.2.46)–(3.2.47), and then we finish
the proof of (3.2.27)–(3.2.28) (cf. [76]).

Finally, we estimate U∞(T ).
Passing through any given point (t, x) ∈ D(T ), we draw the ith character-

istic ci : ξ = ξi(τ) (0 ≤ τ ≤ t) which intersects the x-axis at a point (0, xi0).
Integrating (2.6.43) along ci from 0 to t gives

u(t, x) = u(0, xi0) +
∫ t

0

n∑

k=1

(λi(u) − λk(u))wkrk(u)(τ, ξi(τ))dτ. (3.2.50)

Then, noting (3.2.1) and using Lemma 3.2.1 and (3.2.28), we get

|u(t, x)| ≤ C{θ + W̃1(T )} ≤ Cθ, (3.2.51)

from which (3.2.29) follows immediately. Noting that θ0 > 0 is small enough,
(3.2.51) also implies that hypothesis (3.2.13) is reasonable.

3.3 Some Uniform a Priori Estimates Depending
on Normalized Coordinates and Weak Linear
Degeneracy for the Strictly Hyperbolic System

In this section we give some uniform a priori estimates depending on normal-
ized coordinates and weak linear degeneracy.

Similarly to (3.2.9)–(3.2.12), let

U c
∞(T ) = max

i=1,...,n
sup

(t,x)∈D(T )\DT
i

{(1 + |x − λi(0)t|)1+μ|ui(t, x)|}, (3.3.1)

Ũ1(T ) = max
i=1,...,n

max
j 	=i

sup
cj

∫

cj

|ui(t, x)|dt, (3.3.2)



3.3 Estimates Depending on Weak Linear Degeneracy 61

where cj denotes any given jth characteristic on D(T ),

U1(T ) = max
i=1,...,n

sup
0≤t≤T

∫ ∞

−∞
|ui(t, x)|dx, (3.3.3)

and
W∞(T ) = ||w(t, x)||L∞(D(T )) (3.3.4)

with w(t, x) = (w1(t, x), . . . , wn(t, x)).

Lemma 3.3.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
system (3.1.1) is strictly hyperbolic, namely, (2.1.12) holds. Suppose further-
more that system (3.1.1) is WLD and the initial data (3.1.2) satisfy (3.2.1).
Then in normalized coordinates there exists θ0 > 0 so small that for any fixed
θ ∈ [0, θ0], on any given existence domain D(T ) of the C1 solution u = u(t, x)
to the Cauchy problem (3.1.1)–(3.1.2), we have the following uniform a priori
estimates:

U c
∞(T ) ≤ κ4θ, (3.3.5)

Ũ1(T ), U1(T ) ≤ κ5θ, (3.3.6)

and
W∞(T ) ≤ κ6θ, (3.3.7)

where κ4, κ5, and κ6 are positive constants independent of θ and T .

Proof. In what follows, we always assume that u = (u1, . . . , un)T are nor-
malized coordinates.

We now estimate U c
∞(T ).

Similarly to the estimate on W c
∞(T ), integrating (2.6.44) along ci from 0

to t yields

ui(t, x) = ui(0, xi0) +
∫ t

0

n∑

j,k=1

ρijk(u)ujwk(τ, ξi(τ))dτ. (3.3.8)

Then, noting (3.2.1) and (2.6.45) and using Lemma 3.2.1, similarly to
(3.2.32), we have

(1+ |x − λi(0)t|)1+μ|ui(t, x)|
≤ C{θ + W c

∞(T )U c
∞(T ) + U c

∞(T )W̃1(T ) + Ũ1(T )W c
∞(T )}. (3.3.9)

Hence, by Lemma 3.2.2, we get

U c
∞(T ) ≤ Cθ{1 + U c

∞(T ) + Ũ1(T )}. (3.3.10)

We next estimate Ũ1(T ) and U1(T ).
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Similarly to (3.2.34), it follows from (2.6.53) that

∫ tB

tA

|ui(λj(u) − λi(u))(τ, ξj(τ))|dτ

≤
∫ xD

xC

|ui(0, x)|dx +
∫∫

ACDB

∣
∣
∣
∣

n∑

j,k=1

Fijk(u)ujwk(t, x)
∣
∣
∣
∣dtdx. (3.3.11)

Noting (2.6.51) and (2.6.54) and using Lemmas 3.2.1 and 3.2.2 and
Hadamard’s formula

F (u) − F (u0) =
∫ 1

0

∇uF (u0 + τ(u − u0)) · (u − u0)dτ, (3.3.12)

we have

∫∫

ACDB

n∑

j,k=1

|Fijk(u)ujwk(t, x)|dtdx

≤
∫∫

ACDB

(
n∑

j,k=1
j �=k

|Fijk(u)ujwk(t, x)| + |(Fiii(u) − Fiii(uiei))uiwi(t, x)|
)

dtdx

≤ C{U c
∞(T )W c

∞(T )+ U1(T )W c
∞(T )+ U c

∞(T )W1(T )+ U∞(T )U c
∞(T )W1(T )}

≤ Cθ{U c
∞(T ) + U1(T )}. (3.3.13)

Then, if we note (3.2.1) and (3.2.5), it follows from (3.3.11) that

∫ tB

tA

|ui(τ, ξj(τ))|dτ ≤ Cθ{1 + U c
∞(T ) + U1(T )}. (3.3.14)

Hence,

Ũ1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T )}. (3.3.15)

Similarly, we have [also see the proof of (3.2.40)]

U1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T )}. (3.3.16)

Thus, the combination of (3.3.10) and (3.3.15)–(3.3.16) gives (3.3.5)
and (3.3.6).

We finally estimate W∞(T ).
Similarly to (3.2.50), by (2.6.14), we have

wi(t, x) = wi(0, xi0) +
∫ t

0

n∑

j,k=1

γijk(u)wjwk(τ, ξi(τ))dτ. (3.3.17)
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Noting (2.6.16) and (2.6.28) and using Lemmas 3.2.1 and 3.2.2 and
Hadamard’s formula, we have

∫ t

0

n∑

j,k=1

|γijk(u)wjwk(τ, ξi(τ))|dτ

≤
∫ t

0

(
n∑

j,k=1
j �=k

|γijk(u)wjwk(τ, ξi(τ))| + |γiii(u) − γiii(uiei)|w2
i (τ, ξi(τ))

)

dτ

≤ C{(W c
∞(T ))2 + W c

∞(T )W∞(T ) + U c
∞(T )(W∞(T ))2}

≤ C{θ2 + θW∞(T ) + U c
∞(T )(W∞(T ))2}. (3.3.18)

Then, noting (3.2.30) and (3.3.5), it follows from (3.3.17) that

|wi(t, x)| ≤ Cθ{1 + W∞(T ) + (W∞(T ))2}. (3.3.19)

Hence,
W∞(T ) ≤ Cθ{1 + (W∞(T ))2}. (3.3.20)

Then we get (3.3.7) using the method in the proof of Lemma 3.2.2.

3.4 Sufficient Condition to Guarantee the Global
Existence and Uniqueness of the C1 Solution to the
Cauchy Problem for the Strictly Hyperbolic System

In this section we show that the necessary condition given in Section 3.1
is also a sufficient condition to guarantee that the Cauchy problem (3.1.1)–
(3.1.2) admits a unique global C1 solution, provided that the initial data
satisfy (3.2.1).
Theorem 3.4.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
system (3.1.1) is strictly hyperbolic, namely, (2.1.12) holds. Suppose further-
more that the initial data (3.1.2) satisfy (3.2.1). If system (3.1.1) is WLD,
then there exists θ0 > 0 so small that for any given θ ∈ [0, θ0], the Cauchy
problem (3.1.1)–(3.1.2) admits a unique global C1 solution u = u(t, x) with
small C1 norm for all t ∈ R (cf. [75], [76], a related result can be also found
in [95]).

Proof. According to the existence and uniqueness of the local C1 solution
to the Cauchy problem (cf. [72]), there exists τ0 > 0 such that on [0, τ0]×R,
Cauchy problem (3.1.1)–(3.1.2) has a unique C1 solution u = u(t, x).

Without loss of generality, we may consider the Cauchy problem in nor-
malized coordinates. By Lemmas 3.2.2 and 3.3.1, we know that if θ0 > 0 is
suitably small, then for any given θ ∈ [0, θ0], on any given existence domain
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[0, T ] × R of the C1 solution u = u(t, x) to the Cauchy problem (3.1.1)–
(3.1.2), we have the following uniform a priori estimate on the C1 norm of
u = u(t, x):

‖u(t, ·)‖C1
def.= ‖u(t, ·)‖C0 + ‖ux(t, ·)‖C0 ≤ Cθ, (3.4.1)

where C is a positive constant independent of θ and T . Then the extension
of the local solution immediately gives the global existence and uniqueness
of the C1 solution u = u(t, x) to the Cauchy problem for all t ≥ 0.

Taking t̄ = −t, we similarly get the same result for all t ≤ 0.

Remark 3.4.1 The method used in this book to show Lemmas 3.2.2 and
3.3.1 is simpler than that in [76], where some intermediate estimates on v =
(v1, . . . , vn) with vi = li(u)u (i = 1, . . . , n) are first needed and D(T ) is
divided into more subdomains including DT

± and DT
0 . On the other hand, by

means of Lemmas 3.2.2 and 3.3.1, we can easily obtain the corresponding
estimates on DT

± and DT
0 given in [57] and [76].

Remark 3.4.2 In Theorem 3.4.1, the hypothesis μ > 0 in (3.2.1) is
necessary.

To illustrate this fact, we consider (also see [40])

Example 3.4.1 Consider the following Cauchy problem in a neighbourhood
of (r, s) = (0, 0) for the system

{
rt = 0,

st + (1 + rs)sx = 0
(3.4.2)

with the initial data

t = 0 : r = εr0(x), s = ε(1 + x2)−1, (3.4.3)

where ε > 0 is a small parameter and r0(x) is a nonnegative fuction with

‖r0(x)‖C1(R) ≤ M (3.4.4)

and
r0(x) = (1 + |x|)−(1+μ) for |x| ≥ 2, (3.4.5)

in which M > 0 and −1 < μ ≤ 0 are constants.

Obviously, in a neighbourhood of (r, s) = (0, 0), (3.4.2) is strictly
hyperbolic and WLD.

It follows from the first equation of (3.4.2) that

r(t, x) = εr0(x), ∀(t, x) ∈ R
+ × R. (3.4.6)
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Substituting it into the second equation of (3.4.2) gives

st + (1 + εr0(x)s)sx = 0. (3.4.7)

We now consider the Cauchy problem for Equation (3.4.7) with the initial
data

t = 0 : s = ε(1 + x2)−1. (3.4.8)

On the existence domain of the C1 solution s = s(t, x) to this Cauchy
problem, let x = x(t, β) be the characteristic passing through any given
point (0, β) on the x-axis. Since along x = x(t, β) we have

s = s(t, x(t, β)) = ε(1 + β2)−1, (3.4.9)

x = x(t, β) satisfies
⎧
⎨

⎩

dx

dt
= 1 + ε2r0(x)(1 + β2)−1,

t = 0 : x = β.
(3.4.10)

Then
xβ(t, β) = A(t, β) exp(�(t, β)), (3.4.11)

where

A(t, β) = 1 − 2ε2β

(1 + β2)2

∫ t

0

r0(x(τ, β)) exp(−�(τ, β))dτ (3.4.12)

and

�(t, β) =
ε2

(1 + β2)

∫ t

0

r′0(x(τ, β))dτ. (3.4.13)

Moreover, it follows from (3.4.9) that

sx(t, x(t, β)) =
−2εβ(1 + β2)−2

xβ(t, β)
. (3.4.14)

Noting (3.4.10) and that r0(x) is nonnegative, from (3.4.13) we have

�(t, β) =
ε2

(1 + β2)

∫ x(t,β)

β

r′0(x)
1 + ε2r0(x)(1 + β2)−1

dx. (3.4.15)

Then, noting (3.4.4)–(3.4.5), we have

|�(t, β)| ≤ Cε2

{∫ 2

−2

|r′0(x)|dx +
∫ −2

−∞

1
(1 − x)2+μ

dx +
∫ ∞

2

1
(1 + x)2+μ

dx

}

≤ Cε2, ∀t ≥ 0, ∀β ∈ R. (3.4.16)
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Here and henceforth, C denotes a positive constant. Thus, noting (3.4.4)–
(3.4.5) and using (3.4.16), it follows from (3.4.12) that

A(t, β) ≤ 1 − 2ε2β

(1 + β2)2
exp(−Cε2)

∫ t

0

r0(x(τ, β))dτ

≤ 1 − 2ε2β

(1 + β2)2
exp(−Cε2)

∫ x(t,β)

β

r0(x)
1 + ε2r0(x)(1 + β2)−1

dx

≤ 1 − cε2β

(1 + β2)2
exp(−Cε2)

∫ x(t,β)

β

r0(x)dx, ∀t ≥ 0, ∀β ∈ R,

(3.4.17)

where c denotes a positive constant.
Taking β = 2 in (3.4.17) and noting (3.4.5), we get

A(t, 2) ≤ 1 − cε2 exp(−Cε2)
∫ x(t,2)

2

1
(1 + x)1+μ

dx. (3.4.18)

Hence, noting that x(t, β) ≥ β + t, we have that when μ = 0,

A(t, 2) ≤ 1 − cε2 exp(−Cε2)[log(3 + t) − log 3], (3.4.19)

whereas, when −1 < μ < 0,

A(t, 2) ≤ 1 − cε2 exp(−Cε2)[(3 + t)−μ − 3−μ]. (3.4.20)

Then, noting A(0, β) = 1 for any β ∈ R, for any given ε > 0 small enough,
there exists t∗ = t∗(ε) > 0 such that

A(t∗, 2) = 0. (3.4.21)

Thus, by (3.4.14) and (3.4.11), we get

sx(t, x(t, 2)) → −∞ as t ↑ t∗, (3.4.22)

i.e., the C1 solution to the Cauchy problem (3.4.2)–(3.4.3) must blow up in
a finite time.

Remark 3.4.3 By Theorems 3.1.1 and 3.4.1, for the Cauchy problem
(3.1.1)–(3.1.2) with the initial data φ(x) satisfying (3.2.1), the weak linear
degeneracy of the strictly hyperbolic system (3.1.1) is a necessary and suf-
ficient condition to guarantee the global existence and uniqueness of the C1

solution on t ≥ 0 or for all t ∈ R.

Remark 3.4.4 By means of the continuous Glimm functional, a global
existence result for the Cauchy problem (3.1.1)–(3.1.2) in a slightly general
class of initial data can be found in [103] (some related results can be also
found in [9], [56], and [97]).
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Remark 3.4.5 For the inhomogeneous quasilinear strictly hyperbolic system
(2.1.19), under certain quite strong restrictions on the inhomogeneous term
B(u), similar results as in Theorem 3.4.1 can be found (cf. [46] and [96]).

Remark 3.4.6 A continuous and piecewise C1 vector function

u = u(t, x) =

{
u−(t, x), x ≤ xk(t),
u+(t, x), x ≥ xk(t),

(3.4.23)

is a weakly discontinuous solution containing a kth weak disconti-
nuity x = xk(t) for system (2.1.1) if u = u(t, x) satisfies system (2.1.1) in
the classical sense on both sides of x = xk(t),

u−(t, xk(t)) = u+(t, xk(t)), (3.4.24)

but the first-order derivatives of u(t, x) have the first-kind discontinuity on
x = xk(t). In this situation it is easy to see that x = xk(t) must be a charac-
teristic curve, and, for the kth weak discontinuity, x = xk(t) is supposed
to be the corresponding kth characteristic:

dxk(t)
dt

= λk(u−(t, xk(t))) = λk(u+(t, xk(t))). (3.4.25)

For the weakly discontinuous solution to the Cauchy problem of system
(2.1.1) with the following weakly discontinuous initial data:

t = 0 : u =

{
ul(x), x ≤ 0,

ur(x), x ≥ 0,
(3.4.26)

where ul(x) and ur(x) are C1 vector functions on x ≤ 0 and x ≥ 0, respec-
tively,

ul(0) = ur(0) (3.4.27)

and
u′

l(0) 	= u′
r(0), (3.4.28)

similar results as in Theorems 3.1.1 and 3.4.1 are still valid (cf. [64]).

3.5 Global C1 Solution to the Cauchy Problem for
the Hyperbolic System with Characteristics with
Constant Multiplicity

In this section we consider the Cauchy problem for hyperbolic system (2.1.1)
with characteristics with constant multiplicity. Without loss of generality,
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we assume that

λ(u) def.= λ1(u) ≡ · · · ≡ λp(u) < λp+1(u) < · · · < λn(u), (3.5.1)

where p > 1.
Suppose that system (2.1.1) possesses normalized coordinates.
In the present situation, similarly to Theorem 3.1.1, the weak linear

degeneracy is still a necessary condition to guarantee the global existence
and uniqueness of the C1 solution to the Cauchy problem with small ini-
tial data (cf. [89]). In what follows, we will prove that this condition is also
sufficient.

Noting (3.5.1), we have

λ(0) def.= λ1(0) = · · · = λp(0) < λp+1(0) < · · · < λn(0). (3.5.2)

Similarly to (3.2.3), we assume that

λ(0) > 0. (3.5.3)

Then, by continuity, there exist positive constants δ0 (< λ(0)) and δ so
small that

λi+1(u) − λi(u′) ≥ 2δ0, ∀|u|, |u′| ≤ δ (i = p, . . . , n − 1), (3.5.4)

and

|λi(u) − λi(u′)| ≤ δ0

2
, ∀|u|, |u′| ≤ δ (i = 1, . . . , n). (3.5.5)

For any given T ≥ 0, let

DT
i =

⎧
⎪⎨

⎪⎩

{(t, x)|0 ≤ t ≤ T, x ≤ (λ1(0) + δ0)t} (i = 1, . . . , p),
{(t, x)|0≤ t≤T, (λi(0)−δ0)t≤x≤(λi(0)+δ0)t} (i=p+1, . . . , n−1),
{(t, x)|0 ≤ t ≤ T, x ≥ (λn(0) − δ0)t} (i = n).

(3.5.6)
Obviously,

n⋃

i=1

DT
i ⊂ D(T ) = {(t, x)|0 ≤ t ≤ T, −∞ < x < ∞}.

On any given existence domain D(T ) of the C1 solution u = u(t, x) to the
Cauchy problem (2.1.1) and (3.1.2), W c

∞(T ), W1(T ), and U∞(T ) are still de-
fined by (3.2.9), (3.2.11), and (3.2.12), respectively, and U c

∞(T ), U1(T ), and
W∞(T ) are still defined by (3.3.1), (3.3.3), and (3.3.4), respectively. However,
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W̃1(T ) and Ũ1(T ) are defined by

W̃1(T ) = max

{

max
i=1,...,p

max
j=p+1,...,n

sup
cj

∫

cj

|wi(t, x)|dt,

max
i=p+1,...,n

max
j 	=i

sup
cj

∫

cj

|wi(t, x)|dt

}

(3.5.7)
and

Ũ1(T )=max

{

max
i=1,...,p

max
j=p+1,...,n

sup
cj

∫

cj

|ui(t, x)|dt,

max
i=p+1,...,n

max
j 	=i

sup
cj

∫

cj

|ui(t, x)|dt

}

,

(3.5.8)

where cj denotes any given jth characteristic on D(T ).
In the present situation, Lemma 3.2.1 is still valid. Similarly to Lemmas

3.2.2 and 3.3.1, we have the following two lemmas.

Lemma 3.5.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
(3.5.1) holds. Suppose furthermore that the initial data (3.1.2) satisfy (3.2.1).
Then there exists θ0 > 0 so small that for any fixed θ ∈ [0, θ0], on any given
existence domain D(T ) of the C1 solution u = u(t, x) to the Cauchy problem
(2.1.1) and (3.1.2), we have the following uniform a priori estimates:

W c
∞(T ) ≤ κ1θ, (3.5.9)

W̃1(T ), W1(T ) ≤ κ2θ, (3.5.10)

and
U∞(T ) ≤ κ3θ, (3.5.11)

where κ1, κ2, and κ3 are positive constants independent of θ and T .

Proof. The proof of this lemma is similar to that of Lemma 3.2.2. In what
follows, we only point out some essentially different points.

Noting (2.6.16) and (2.6.31), similarly to (3.2.33), we still have

W c
∞(T ) ≤ C{θ + (W c

∞(T ))2 + W c
∞(T )W̃1(T )}. (3.5.12)

We next estimate W̃1(T ) and W1(T ).
For i = 1, . . . , p; j = p + 1, . . . , n, noting (2.6.20) and (2.6.32), similarly to

(3.2.37), we have
∫

cj

|wi(t, x)|dt ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (3.5.13)
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For i = p + 1, . . . , n; j 	= i, noting (2.6.20) and (2.6.32), we still have
(3.5.13). Hence, we get

W̃1(T ) ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (3.5.14)

Similarly, we have

W1(T ) ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (3.5.15)

Then, (3.5.9)–(3.5.10) follow from (3.5.12) and (3.5.14)–(3.5.15).
Finally, we estimate U∞(T ).
For any given (t, x) ∈ D(T ), (3.2.50) still holds. Noting (3.5.1) and using

Lemma 3.2.1 and (3.5.9)–(3.5.10), similarly to (3.2.51), we have

|u(t, x)| ≤ C{θ + W c
∞(T ) + W̃1(T )} ≤ Cθ. (3.5.16)

Then we get (3.5.11) immediately.

Lemma 3.5.2 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
(3.5.1) holds. Suppose furthermore that system (2.1.1) is WLD and the initial
data (3.1.2) satisfy (3.2.1). Then in normalized coordinates there exists θ0 > 0
so small that for any fixed θ ∈ [0, θ0], on any given existence domain D(T )
of the C1 solution u = u(t, x) to the Cauchy problem (2.1.1) and (3.1.2), we
have the following uniform a priori estimates:

Uc
∞(T ) ≤ κ4θ, (3.5.17)

Ũ1(T ), U1(T ) ≤ κ5θ, (3.5.18)
and

W∞(T ) ≤ κ6θ, (3.5.19)

where κ4, κ5, and κ6 are positive constants independent of θ and T .

Proof. We first estimate U c
∞(T ).

For i = 1, . . . , p, passing through any fixed point (t, x) ∈ D(T )\DT
1 , we

draw the ith characteristic ci: ξ = xi(τ) (0 ≤ τ ≤ t) which intersects the
x-axis at a point (0, xi0). Integrating (2.6.55) along ci from 0 to t yields

ui(t, x) = ui(0, xi0) +
∫ t

0

n∑

j,k=1

ρijk(u)ujwk(τ, xi(τ))dτ. (3.5.20)

Then, noting (3.2.1) and (2.6.56)–(2.6.57) and using Lemmas 3.2.1 and
3.5.1, similarly to (3.3.9), we have

(1 + |x − λi(0)t|)1+μ|ui(t, x)|
≤ C{θ + U c

∞(T )W c
∞(T ) + U c

∞(T )W̃1(T ) + Ũ1(T )W c
∞(T )}

≤ Cθ{1 + U c
∞(T ) + Ũ1(T )}. (3.5.21)
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For i = p + 1, . . . , n, noting (3.2.1) and (2.6.59)–(2.6.60), we still have
(3.5.21). Hence, we get

U c
∞(T ) ≤ Cθ{1 + U c

∞(T ) + Ũ1(T )}. (3.5.22)

We next estimate Ũ1(T ) and U1(T ).
In the present situation, (3.3.11) still holds.
For i = 1, . . . , p, since λ(u) is WLD, noting (2.6.62)–(2.6.64) and using

Lemmas 3.2.1 and 3.5.1, instead of (3.3.13), we have

∫∫

ACDB

n∑

j,k=1

|Fijk(u)ujwk(t, x)|dtdx

≤
∫∫

ACDB

[
∑

j or k∈{1,...,p}
j�=k

|Fijk(u)ujwk(t, x)|

+
p∑

j,k=1

∣
∣
∣
∣
∣

(

Fijk(u) − Fijk

(
p∑

h=1

uheh

))

ujwk(t, x)

∣
∣
∣
∣
∣

]

dtdx

≤ C{U c
∞(T )W c

∞(T )+ U1(T )W c
∞(T )+ U c

∞(T )W1(T )+ U∞(T )U c
∞(T )W1(T )}

≤ Cθ{Uc
∞(T ) + U1(T )}. (3.5.23)

For i = p+1, . . . , n, since λi(u) is WLD, noting (2.6.62)–(2.6.63) and (2.6.65),
similarly to (3.5.23), we have

∫∫

ACDB

n∑

j,k=1

|Fijk(u)ujwk(t, x)|dtdx

≤
∫∫

ACDB

[
∑

j or k ∈{1,...,p}
j �=k

|Fijk(u)ujwk(t, x)| + |(Fiii(u) − Fiii(uiei))uiwi(t, x)|
]

dtdx

≤ C{U c
∞(T )W c

∞(T )+ U1(T )W c
∞(T )+ U c

∞(T )W1(T )+ U∞(T )U c
∞(T )W1(T )}

≤ Cθ{Uc
∞(T ) + U1(T )}. (3.5.24)

Then, noting (3.2.1) and (3.5.4), similarly to (3.3.14), we get from (3.3.11)
that

∫ tB

tA

|ui(τ, xj(τ))|dτ ≤ Cθ{1 + U c
∞(T ) + U1(T )}.

Hence,
Ũ1(T ) ≤ Cθ{1 + U c

∞(T ) + U1(T )}. (3.5.25)

Similarly, we can get

U1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T )}. (3.5.26)
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Then the combination of (3.5.22) and (3.5.25)–(3.5.26) gives (3.5.17) and
(3.5.18).

Finally, we estimate W∞(T ).
In the present situation, (3.3.17) still holds.
For i = 1, . . . , p, and since λ(u) is WLD, noting (2.6.16) and (2.6.41) and

using Lemmas 3.2.1, 3.5.1 and (3.5.17), instead of (3.3.18), we have

∫ t

0

n∑

j,k=1

|γijk(u)wjwk(τ, xi(τ))|dτ

≤
∫ t

0

[
∑

j or k∈{1,...,p}
j �=k

|γijk(u)wjwk(τ, xi(τ))|

+ 2
p∑

j=1

∣
∣
∣
∣
∣

(

γiji(u) − γiji

(
p∑

h=1

uheh

))

wiwj(τ, xi(τ))

∣
∣
∣
∣
∣

]

dτ

≤ C{(W c
∞(T ))2 + W c

∞(T )W∞(T ) + U c
∞(T )(W∞(T ))2}

≤ Cθ{θ + W∞(T ) + (W∞(T ))2}. (3.5.27)

For i = p + 1, . . . , n, since λi(u) is WLD, noting (2.6.16), (2.6.31), and
(2.6.42) and using Lemma 3.2.1, similarly to (3.5.27), we have

∫ t

0

n∑

j,k=1

|γijk(u)wjwk(τ, xi(τ))|dτ

≤
∫ t

0

[
∑

j or k∈{1,...,p}
j �=k

|γijk(u)wjwk(τ, xi(τ))|+|γiii(u)−γiii(uiei)|w2
i (τ, xi(τ))

]

dτ

≤ C{(W c
∞(T ))2 + W c

∞(T )W∞(T ) + U c
∞(T )(W∞(T ))2}

≤ Cθ{θ + W∞(T ) + (W∞(T ))2}. (3.5.28)

Then, similarly to (3.3.19), it follows that

|wi(t, x)| ≤ Cθ{1 + W∞(T ) + (W∞(T ))2}.

Hence,
W∞(T ) ≤ Cθ{1 + (W∞(T ))2}, (3.5.29)

which implies (3.5.19).

By Lemmas 3.5.1 and 3.5.2, it is easy to get

Theorem 3.5.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
(3.5.1) holds. Suppose furthermore that the initial data (3.1.2) satisfy (3.2.1).
If system (2.1.1) is WLD, then there exists θ0 > 0 so small that for any given
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θ ∈ [0, θ0], the Cauchy problem (2.1.1) and (3.1.2) admits a unique global C1

solution u = u(t, x) with a small C1 norm for all t ∈ R (cf. [58]).

Remark 3.5.1 When hyperbolic system (2.1.1) has a form of conservation
laws, λ(u) is LD, then WLD. In this situation Theorem 3.5.1 can be easily
applied (cf. [58]).

3.6 Applications

3.6.1 System of One-Dimensional Gas Dynamics

Consider the Cauchy problem for the system of one-dimensional gas
dynamics in Lagrangian representation (cf. Section 1.3.3)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂τ

∂t
− ∂u

∂x
= 0,

∂u

∂t
+

∂p(τ, S)
∂x

= 0,

∂S

∂t
= 0

(3.6.1)

with the initial data

t = 0 : τ = τ0 + τ1(x), v = u0 + u1(x), S = S0 + S1(x), (3.6.2)

where τ > 0 is the specific volume, u is the velocity, S is the entropy, p is
the pressure, and the equation of state is given by p = p(τ, S); moreover,
τ0 (> 0), u0, and S0 are constants, and τ1(x), u1(x), and S1(x) ∈ C1 satisfy
the decaying property as shown in (3.2.1).

If
pτ (τ0, S0) < 0, (3.6.3)

then, in a neighbourhood of U = U0
def.= (τ0, u0, S0)T , system (3.6.1) is a

strictly hyperbolic system with three distinct eigenvalues,

λ1(U) = −
√
−pτ < λ2(U) = 0 < λ3(U) =

√
−pτ , (3.6.4)

and the corresponding right eigenvectors can be taken as

r1(U) = (1,
√
−pτ , 0)T , r2(U) = (pS , 0,−pτ )T , r3(U) = (−1,

√
−pτ , 0)T ,

(3.6.5)
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where
U = (τ, u, S)T . (3.6.6)

Obviously, λ2(U) is always LD in a neighbourhood of U = U0. Moreover,
it is easy to see that λ1(U) and λ3(U) are LD in a neighbourhood of U = U0

if and only if

pττ (τ, S) ≡ 0, ∀|τ − τ0| and |S − S0| small. (3.6.7)

Noting that the first characteristic trajectory U = U (1)(s) passing through
U = U0 in the U -space is defined by

⎧
⎨

⎩

dU

ds
= r1(U),

s = 0 : U = U0,
(3.6.8)

where r1(U) is given by (3.6.5), by the definition of WLD, we can see that
λ1(U) is WLD with respect to U = U0 if and only if

pττ (τ, S0) ≡ 0, ∀|τ − τ0| small. (3.6.9)

Similarly, λ3(U) is WLD with respect to U = U0 if and only if (3.6.9)
holds. Obviously, if λ1(U) and λ3(U) are LD in a neighbourhood of U = U0,
then they are WLD with respect to U = U0.

By Theorem 3.4.1, we have

Theorem 3.6.1 Under assumption (3.6.9), there exists θ0 > 0 so small that
for any fixed θ ∈ [0, θ0], the Cauchy problem (3.6.1)–(3.6.2) admits a unique
global C1 solution U = U(t, x) for all t ∈ R.

3.6.2 System of Compressible Elastic Fluids with
Memory

Consider the Cauchy problem for the system of compressible elastic flu-
ids with memory (cf. Section 1.3.4)

⎧
⎪⎪⎨

⎪⎪⎩

ρt + vρx + ρvx = 0,

ρ(vt + vvx) + p(ρ)x = (ρW ′(F )F )x,

Ft + vFx − Fvx = 0

(3.6.10)

with the initial data

t = 0 : ρ = ρ0 + ρ1(x), v = v0 + v1(x), F = 1 + F1(x), (3.6.11)
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where ρ > 0 is the density, v is the velocity, p is the pressure, W (F ) is
the strain energy function, and F corresponds to the deformation tensor.
Moreover, ρ0(> 0) and v0 are constants, and ρ1(x), v1(x), and F1(x) ∈ C1

satisfy the decaying property as shown in (3.2.1).
Let

U = (ρ, v, F )T . (3.6.12)

If
p′(ρ0) + W ′′(1) > 0, (3.6.13)

(3.6.10) is a strictly hyperbolic system in a neighbourhood of U = U0
def.=

(ρ0, v0, 1)T with the following distinct real eigenvalues:

λ1 = v −
√

p′(ρ) + W ′′(F )F 2 < λ2 = v < λ3 = v +
√

p′(ρ) + W ′′(F )F 2

(3.6.14)
and the corresponding right eigenvectors can be taken as

r1(U) =

(

− ρ
√

p′(ρ) + w′′(F )F 2
, 1,

F
√

p′(ρ) + w′′(F )F 2

)T

,

r2(U) =
(

FW ′′(F ) + W ′(F ), 0,
p′(ρ) − FW ′(F )

ρ

)T

, (3.6.15)

r3(U) =

(
ρ

√
p′(ρ) + w′′(F )F 2

, 1,− F
√

p′(ρ) + w′′(F )F 2

)T

.

Obviously, λ2(U) is always LD. On the other hand, λ1(U) and λ3(U) are
LD in a neighbourhood of U = U0 if and only if

ρp′′(ρ) + 2p′(ρ) − W ′′′(F )F 3 ≡ 0. (3.6.16)

Noting that the first characteristic trajectory U = U (1)(s) passing through
U = U0 in the U -space is defined by

⎧
⎨

⎩

dU

ds
= r1(U),

s = 0 : U = U0,
(3.6.17)

where r1(U) is given by (3.6.15), it is easy to see that ρF ≡ ρ0 always holds
along the first characteristic trajectory passing through U = U0. Hence, by
the definition of WLD, λ1(U) and λ3(U) are WLD with respect to U = U0

if and only if

ρp′′(ρ) + 2p′(ρ) − W ′′′(ρ0ρ
−1)(ρ0ρ

−1)3 ≡ 0, ∀|ρ − ρ0| small. (3.6.18)

Obviously, if λ1(U) and λ3(U) are LD in a neighbourhood of U = U0, then
they are WLD with respect to U = U0.
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By Theorem 3.4.1, we have

Theorem 3.6.2 Under assumption (3.6.18), there exists θ0 > 0 so small
that for any fixed θ ∈ [0, θ0], the Cauchy problem (3.6.10)–(3.6.11) admits a
unique global C1 solution U = U(t, x) for all t ∈ R.

3.6.3 System of the Motion of an Elastic String

Consider the following Cauchy problem for the system of the motion of
an elastic string (cf. Section 1.3.5):

⎧
⎪⎨

⎪⎩

ut − vx = 0,

vt −
(

T (r)
r

u

)

x

= 0
(3.6.19)

with the initial data

t = 0 : (u, v) = (ũ0 + u0(x), ṽ0 + v0(x)), (3.6.20)

where u = (u1, . . . , un)T , v = (v1, . . . , vn)T , r = |u| =
√

u2
1 + · · · + u2

n, and
T (r) is a suitably smooth function of r > 1 such that

T ′(r̃0) >
T (r̃0)

r̃0
> 0, (3.6.21)

in which r̃0 = |ũ0| =
√

(ũ0
1)2 + · · · + (ũ0

n)2 > 1. Moreover, (ũ0, ṽ0) is a con-
stant vector and (u0(x), v0(x)) ∈ C1 satisfies the decaying property as shown
in (3.2.1).

Let

U = (u1, . . . , un, v1, . . . , vn)T =
(

u
v

)

. (3.6.22)

By (3.6.21), in a neighbourhood of

U = U0
def.=

(
ũ0

ṽ0

)

, (3.6.23)

(3.6.19) is a hyperbolic system with the following 2n real eigenvalues:

λ1(U) def.= −
√

T ′(r) < λ2(U) ≡ · · · ≡ λn(U) def.= −
√

T (r)
r

< λn+1(U) ≡ · · · ≡ λ2n−1(U) def.=

√
T (r)

r
< λ2n(U) def.=

√
T ′(r).

(3.6.24)
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When n = 2, system (3.6.19) is a strictly hyperbolic system in a neigh-
bourhood of U = U0, in which λ2(U) and λ3(U) are always LD, then WLD
with respect to U = U0. When n > 2, (3.6.19) is a quasilinear hyperbolic
system of conservation laws with characteristics with constant multiplicity,
then by Lemma 2.4.2, λi(U) (i = 2, . . . , 2n − 1) are always LD, then WLD
with respect to U = U0. Moreover, it is easy to see that λ1(U) and λ2n(U)
are WLD with respect to U = U0 if and only if λ1(U) and λ2n(U) are LD in
a neighbourhood of U = U0, namely,

T ′′(r) ≡ 0 for |r − r̃0| small. (3.6.25)

By Theorems 3.4.1 and 3.5.1, we have

Theorem 3.6.3 Under assumption (3.6.25), there exists θ0 > 0 so small
that for any fixed θ ∈ [0, θ0], the Cauchy problem (3.6.19)–(3.6.20) admits a
unique global C1 solution U = U(t, x) for all t ∈ R.
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Chapter IV

The Cauchy Problem (Continued)

In this chapter, under the assumption that the quasilinear hyperbolic system
is not weakly linearly degenerate (WLD), we consider the formation of singu-
larities of the C1 solution to the Cauchy problem and its blow-up mechanism.

4.1 Some Uniform a Priori Estimates Independent of
Weak Linear Degeneracy

In this section we give some uniform a priori estimates independent of weak
linear degeneracy for the following Cauchy problem:

⎧
⎪⎨

⎪⎩

∂u

∂t
+ A(u)

∂u

∂x
= 0,

t = 0 : u = φ(x),

(4.1.1)

(4.1.2)

where (4.1.1) is a strictly hyperbolic system and φ(x) satisfies (3.2.1). We
already proved Lemmas 3.2.1 and 3.2.2 in Section 3.2.

In order to obtain a sharp estimate on the life span of the C1 solution to
the Cauchy problem, we assume that the initial data are of the form

φ(x) = εψ(x), (4.1.3)

where ε > 0 is a small parameter and ψ(x) ∈ C1 satisfies

sup
x∈R

{(1 + |x|)1+μ(|ψ(x)| + |ψ′(x)|)} < +∞, (4.1.4)

where μ > 0 is a constant.
In this situation we rewrite Lemma 3.2.2 as

Lemma 4.1.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
system (4.1.1) is strictly hyperbolic, i.e., (2.1.12) holds. Suppose furthermore
that the initial data (4.1.2) satisfy (4.1.3)–(4.1.4). Then there exists ε0 > 0
so small that for any fixed ε ∈ (0, ε0], on any given existence domain D(T )
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c© Birkhäuser Boston, a part of Springer Science+Business Media, LLC 2009



80 IV The Cauchy Problem (Continued)

of the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2), we have
the following uniform a priori estimates:

W c
∞(T ) ≤ κ1ε, (4.1.5)

W̃1(T ), W1(T ) ≤ κ2ε, (4.1.6)

and
U∞(T ) ≤ κ3ε, (4.1.7)

where κ1, κ2, and κ3 are positive constants independent of ε and T .

4.2 Formation of Singularities of the C1 Solution in the
Noncritical Case α < +∞

In this section we discuss the formation of singularities of the C1 solution
to the Cauchy problem (4.1.1)–(4.1.2) in the noncritical case, namely, for
the non-WLD hyperbolic system (4.1.1) with finite non-WLD index α (see
Section 2.5).

4.2.1 Some Uniform a Priori Estimates Depending on
Weak Linear Degeneracy

Lemma 4.2.1 Suppose that in a neighbourhood of u = 0, A(u) is suitably
smooth and system (4.1.1) is strictly hyperbolic. Suppose furthermore that
(4.1.1) is not WLD and its non-WLD index α is finite. Suppose finally that
the initial data (4.1.2) satisfy (3.2.1). Then in normalized coordinates there
exists θ0 > 0 so small that for any fixed θ ∈ (0, θ0], on any given existence
domain D(T ) of the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–
(4.1.2), we have the following uniform a priori estimates:

Uc
∞(T ) ≤ κ4θ{1 + θα+2T}, (4.2.1)

Ũ1(T ), U1(T ) ≤ κ5θ{1 + θα+1T}. (4.2.2)

When
Tθα+1 ≤ κ6, (4.2.3)

we have
W∞(T ) ≤ κ7θ, (4.2.4)

in which U c
∞(T ), Ũ1(T ), U1(T ), and W∞(T ) are still defined by (3.3.1)–

(3.3.4), respectively, and κ4, . . . , κ7 are positive constants independent of
θ and T .
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Proof. Without loss of generality, we assume that u = (u1, . . . , un) are
normalized coordinates.

We first estimate U c
∞(T ).

For any given i ∈ {1, . . . , n}, passing through any fixed point (t, x) ∈
D(T )\DT

i , we draw the ith characteristic ci: ξ = ξi(τ) (0 ≤ τ ≤ t) which
intersects the x-axis at a point (0, xi0). Integrating (2.6.44) along ci from 0
to t and noting (4.1.2) gives

ui(t, x) = φi(xi0) +
∫ t

0

n∑

j,k=1

ρijk(u)ujwk(τ, ξi(τ))dτ. (4.2.5)

Then, noting (3.1.3) and (2.6.45) and using Lemma 3.2.1, we have

(1 + |x − λi(0)t|)1+μ|ui(t, x)| ≤C{θ + U c
∞(T )W c

∞(T ) + U c
∞(T )W̃1(T )

+ Ũ1(T )W c
∞(T )}. (4.2.6)

Hence, using Lemma 3.2.2, we get

U c
∞(T ) ≤ Cθ{1 + U c

∞(T ) + Ũ1(T )}. (4.2.7)

We next estimate Ũ1(T ) and U1(T ).

For i ∈ {1, . . . , n}, passing through two endpoints A(tA, xA) and B(tB, xB)
of any given jth characteristic cj : ξ = ξj(τ) (0 ≤ tA ≤ τ ≤ tB) on
D(T ) (j 	= i), we draw the ith characteristic which intersects the x-axis at
point C(0, xC) and point D(0, xD), respectively, with xC ≤ xD. By (2.6.48),
using Stokes’ formula [see (2.6.53)] on the domain ACDB and noting (4.1.2),
we have

∫ tB

tA

|ui(λj(u) − λi(u))(τ, ξj(τ))|dτ

≤
∫ xD

xC

|φi(x)|dx +
∫∫

ACDB

∣
∣
∣
∣
∣

n∑

j,k=1

Fijk(u)ujwk(t, x)

∣
∣
∣
∣
∣
dtdx. (4.2.8)

Noting (2.6.52), we have

|Fiii(uiei)| ≤ C|ui|α. (4.2.9)

Then, noting (3.1.3) and (2.6.51) and using Hadamard’s formula, Lemmas
3.2.1, and 3.2.2, it follows from (4.2.8) that

∫ tB

tA

|ui(λj(u) − λi(u))(τ, ξj(τ))|dτ
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≤
∫ xD

xC

|φi(x)|dx +
∫∫

ACDB

[
n∑

j,k=1
j �=k

|Fijk(u)ujwk(t, x)| + (|Fiii(u) − Fiii(uiei)|

+ |Fiii(uiei)|)|uiwi(t, x)|
]

dtdx

≤ C{θ + U c
∞(T )W c

∞(T ) + U c
∞(T )W1(T ) + U1(T )W c

∞(T )

+ U c
∞(T )U∞(T )W1(T ) + (U∞(T ))α+1W1(T )T}

≤ Cθ{1 + U c
∞(T ) + U1(T ) + θα+1T}. (4.2.10)

Then, noting (3.2.6), we get

Ũ1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T ) + θα+1T}. (4.2.11)

Similarly, we have

U1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T ) + θα+1T}. (4.2.12)

The combination of (4.2.7) and (4.2.11)–(4.2.12) gives (4.2.1)–(4.2.2).
We finally estimate W∞(T ).
Passing through any given point (t, x) ∈ D(T ), we draw the ith character-

istic ci : ξ = ξi(τ) (0 ≤ τ ≤ t) which intersects the x-axis at a point (0, xi0).
Integrating (2.6.14) along ci from 0 to t, we have

wi(t, x) = wi(0, xi0) +
∫ t

0

n∑

j,k=1

γijk(u)wjwk(τ, ξi(τ))dτ. (4.2.13)

Noting (2.6.17), we have

|γiii(uiei)| ≤ C|ui|α. (4.2.14)

Then, noting (3.2.1) and (2.6.16) and using Lemma 3.2.1 and Hadamard’s
formula, from (4.2.13) we have

|wi(t, x)|

≤ |wi(0, xi0)| +
∫ t

0

[
n∑

j,k=1
j �=k

|γijk(u)wjwk(τ, ξi(τ))| + (|γiii(u) − γiii(uiei)|

+ |γiii(uiei)|)w2
i (τ, ξi(τ))

]

dτ

≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W∞(T ) + U c
∞(T )(W∞(T ))2

+ (U∞(T ))αT (W∞(T ))2}. (4.2.15)
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Noting (4.2.1) and using Lemma 3.2.2, we get

W∞(T ) ≤ C{θ + (θ + θαT )(W∞(T ))2}. (4.2.16)

Hence, noting (4.2.3), we can obtain (4.2.4).

For any given i ∈ J , where J is defined in Section 2.5.1, λi(u) is WLD. By
(2.6.28) and (2.6.54), similarly to the proof of Lemma 4.2.1, it is easy to get

Lemma 4.2.2 Under assumptions of Lemma 4.2.1, there exists θ0 > 0 so
small that for any fixed θ ∈ (0, θ0], on any given existence domain D(T ) of
the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2), without
restriction (4.2.3) we have the following uniform a priori estimate:

|wi(t, x)| ≤ κ8θ, ∀i ∈ J, (4.2.17)

where κ8 is a positive constant independent of θ and T .

Remark 4.2.1 Under the assumptions of Lemma 4.2.1, suppose further-
more that the initial data (4.1.2) satisfy (4.1.3) and (4.1.4). Then in normal-
ized coordinates there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0], on
any given existence domain D(T ) of the C1 solution u = u(t, x) to the Cauchy
problem (4.1.1)–(4.1.2), we have the following uniform a priori estimates:

U c
∞(T ) ≤ κ4ε{1 + εα+2T}, (4.2.18)

Ũ1(T ), U1(T ) ≤ κ5ε{1 + εα+1T}. (4.2.19)

When
Tεα+1 ≤ κ6, (4.2.20)

we have
W∞(T ) ≤ κ7ε, (4.2.21)

where κ4, . . . , κ7 are positive constants independent of ε and T .

Remark 4.2.2 According to Lemmas 3.2.1 and 4.2.1, under assumption
(3.2.1), there exists a unique C1 solution u = u(t, x) on [0, κ6θ

α+1]×R to the
Cauchy problem (4.1.1)–(4.1.2). Thus, the life span T̃ (θ) of the C1 solution
u = u(t, x) satisfies

T̃ (θ) > κ6θ
α+1. (4.2.22)

Similarly, if the initial data (4.1.2) satisfy (4.1.3) and (4.1.4), by Lemma
4.1.1 and Remark 4.2.1, the life span T̃ (ε) of the C1 solution u = u(t, x)
satisfies

T̃ (ε) > κ6ε
α+1. (4.2.23)
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4.2.2 Sharp Estimate on the Life Span of the C1

Solution

According to Theorem 3.1.1, when system (4.1.1) is not WLD, at least for
certain small and decaying initial data, the C1 solution to the Cauchy problem
(4.1.1)–(4.1.2) must blow up in a finite time. The following theorem will
further illustrate this fact. Moreover, an asymptotic behavior of the life span
of the C1 solution will be given (cf. [57], [75], [76]).

Theorem 4.2.1 Suppose that in a neighbourhood of u = 0, A(u) is suitably
smooth and system (4.1.1) is strictly hyperbolic. Suppose furthermore that
(4.1.1) is not WLD and its non-WLD index α is finite. Suppose finally that
the initial data (4.1.2) satisfy (4.1.3)–(4.1.4). If there exists m0 ∈ J1 such
that

lm0(0)ψ(x) 	≡ 0, (4.2.24)

where J1 is defined by (2.5.7), then there exists ε0 > 0 so small that for any
fixed ε ∈ (0, ε0], the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–
(4.1.2) must blow up in a finite time and the life span T̃ (ε) of u = u(t, x)
satisfies

lim
ε↓0

(εα+1T̃ (ε)) = M0, (4.2.25)

where

M0 =
{

max
i∈J1

sup
x∈R

[− 1
α!

dα+1λi(u(i)(s))
dsα+1

∣
∣
∣
∣
s=0

(li(0)ψ(x))αli(0)ψ′(x)]
}−1

,

(4.2.26)

in which u = u(i)(s) is defined by (2.5.1).

Proof. Let u = u(ũ) [u(0) = 0] be the normalized transformation such that
(2.4.11) holds. We have

∂u

∂ũ
(0) = R(0), (4.2.27)

where R(u) is the matrix composed of right eigenvectors ri(u) (i = 1, . . . , n).
Then, noting (2.1.5), we have

∂ũ

∂u
(0) = L(0), (4.2.28)

where L(u) is the matrix composed of left eigenvectors li(u) (i = 1, . . . , n).
Thus, in normalized coordinates ũ, (4.1.3) can be rewritten as

t = 0 : ũi = ũi(εψ(x)) = εli(0)ψ(x) + O(ε2) (i = 1, . . . , n). (4.2.29)
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Correspondingly, noting Remark 2.6.2, we have

t = 0 : w̃i = wi = li(εψ(x))(εψ′(x))

= εli(0)ψ′(x) + O(ε2) (i = 1, . . . , n). (4.2.30)

For simplicity of statement, in what follows, we will still denote normalized
coordinates ũ by u. Then we rewrite (4.2.29)–(4.2.30) as

t = 0 : ui = εli(0)ψ(x) + O(ε2) (i = 1, . . . , n), (4.2.31)

t = 0 : wi = εli(0)ψ′(x) + O(ε2) (i = 1, . . . , n). (4.2.32)

In normalized coordinates, (4.2.26) is rewritten as

M0 =
{

max
i∈J1

sup
x∈R

[

− 1
α!

∂α+1λi

∂uα+1
i

(0)(li(0)ψ(x))αli(0)ψ′(x)
]}−1

. (4.2.33)

Now we show (4.2.25), in which M0 satisfies (4.2.33). For this purpose, it
is sufficient to prove that

lim
ε↓0

{ε1+αT̃ (ε)} ≤ M0 (4.2.34)

and

lim
ε↓0

{ε1+αT̃ (ε)} ≥ M0. (4.2.35)

We first prove (4.2.34).
For the time being, we suppose that

T̃ (ε) ≤ ε−(α+2). (4.2.36)

We will explain the validity of this hypothesis later.
Noting (4.1.4) and (4.2.24), it is easy to see that there exists x0 ∈ R for

certain m ∈ J1 such that

M−1
0 = − 1

α!
∂α+1λm

∂uα+1
m

(0)(lm(0)ψ(x0))αlm(0)ψ′(x0) > 0, (4.2.37)

namely,

M−1
0 =

1
α!

∂αγmmm

∂uα
m

(0)(lm(0)ψ(x0))αlm(0)ψ′(x0) > 0, (4.2.38)

where γmmm is given by (2.6.17). Without loss of generality, we assume

a(lm(0)ψ(x0))α > 0 and lm(0)ψ′(x0) > 0, (4.2.39)
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in which

a =
1
α!

∂αγmmm

∂uα
m

(0). (4.2.40)

Let cm : ξ = ξm(t;x0)
[
t ∈ [0, T̃ (ε))

]
be the mth characteristic passing

through the point (0, x0). According to (2.6.14), along cm we have

dwm(t, ξ)
dt

=
n∑

j,k=1

γmjk(u)wjwk(t, ξ)

= a(0)
m (t)w2

m(t, ξ) + a(1)
m (t)wm(t, ξ) + a(2)

m (t), ∀t ∈ [0, T̃ (ε)),
(4.2.41)

where

a(0)
m (t) = γmmm(u)(t, ξ), (4.2.42)

a(1)
m (t) = 2

∑

j 	=m

γmjm(u)wj(t, ξ), (4.2.43)

and

a(2)
m (t) =

∑

j,k 	=m

γmjk(u)wjwk(t, ξ). (4.2.44)

Integrating (2.6.44) (in which we take i = m) along cm with respect to t,
we have

um(t, ξ) = um(0, x0) +
∫ t

0

n∑

j,k=1

ρmjk(u)ujwk(τ, ξm(τ))dτ, ∀t ∈ [0, T̃ (ε)).

(4.2.45)

Then, noting (2.6.45), (2.6.47), and (4.2.31) and using Lemmas 3.2.1, 4.1.1,
and 4.2.1, we get

|um(t, ξ) − εlm(0)ψ(x0)| ≤ C{ε2 + U c
∞(T )W c

∞(T ) + U c
∞(T )W̃1(T )

+ U∞(T )W c
∞(T )}

≤ Cε2. (4.2.46)

Hence, noting (4.1.7), it is easy to see that

|(um(t, ξ))α − (εlm(0)ψ(x0))α| ≤ Cεα+1. (4.2.47)

By the definition of J1 [see (2.5.7)] and noting (2.5.9), we have

γmmm(umem)(t, ξ) = auα
m(t, ξ) + O(|um(t, ξ)|α+1), (4.2.48)
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in which a is defined by (4.2.40). Then, using (4.2.47) and noting (4.1.7),
we get

γmmm(umem)(t, ξ) = a(εlm(0)ψ(x0))α + a[uα
m(t, ξ) − (εlm(0)ψ(x0))α]

+ O(|um(t, ξ)|α+1)

= a(lm(0)ψ(x0))αεα + O(εα+1). (4.2.49)

On the other hand, taking ε0 > 0 so small that when t ∈ [ε−α, T ] with
T ∈ [ε−α, T̃ (ε)), cm stays in DT

m. Noting Lemma 3.2.1, we have

|a(0)
m (t) − γmmm(umem)(t, ξ)| ≤ C(1 + t)−(1+μ)U c

∞(T ), ∀t ∈ [ε−α, T ].
(4.2.50)

Then, using Remark 4.2.1, we get

|a(0)
m (t) − γmmm(umem)(t, ξ)| ≤ Cεα+1, ∀t ∈ [ε−α, T ]. (4.2.51)

The combination of (4.2.49) and (4.2.51) gives

a(0)
m (t) = a(lm(0)ψ(x0))αεα + O(εα+1), ∀t ∈ [ε−α, T ]. (4.2.52)

Hence, noting the first inequality in (4.2.39), we have

a(0)
m (t) ≥ 1

2
a(lm(0)ψ(x0))αεα > 0, ∀t ∈ [ε−α, T ]. (4.2.53)

Noting Remark 4.2.2, the integration of (4.2.41) from 0 to t (t ≤ T ≤
κ6ε

−(α+1)) yields

wm(t, ξ) = wm(0, x0) +
∫ t

0

[a(0)
m (τ)w2

m(τ, ξ) + a(1)
m (τ)wm(τ, ξ) + a(2)

m (τ)]dτ.

(4.2.54)
Noting (2.6.16) and using Lemmas 3.2.1 and 4.1.1, we have

∫ T

0

|a(1)
m (t)|dt ≤ c{W c

∞(T ) + W̃1(T )} ≤ cε (4.2.55)

and
∫ T

0

|a(2)
m (t)|dt ≤ c{(W c

∞(T ))2 + W c
∞(T )W̃1(T )} ≤ cε2. (4.2.56)

By (4.2.42) and using Hadamard’s formula, it is easy for us to get

a(0)
m (t) = γmmm(umem)(t, ξ)+

∑

j 	=m

[∫ 1

0

∂γmmm

∂uj
(τu +(1 − τ)umem)dτ

]

uj(t, ξ).

(4.2.57)
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Then, using Lemma 4.2.1 and noting (4.2.32) (in which i = m) and (4.2.49),
we get

|wm(t, ξ) − εlm(0)ψ′(x0)|

≤ C

{

ε2 + (W∞(T ))2
[ ∫ t

0

|γmmm(umem)(τ, ξ)|dτ + Ũ1(T )
]

+ εW∞(T )

}

≤ C{ε2 + εα+2t}. (4.2.58)

Hence,

wm(ε−α, ξm(ε−α;x0)) = εlm(0)ψ′(x0) + O(ε2). (4.2.59)

Then, noting the second inequality in (4.2.39), we get

wm(ε−α, ξm(ε−α;x0)) ≥
1
2
εlm(0)ψ′(x0) > 0. (4.2.60)

Let

K̄ =
∫ T̃ (ε)−ε

ε−α

|a(2)
m (t)|dt exp

(∫ T̃ (ε)−ε

ε−α

|a(1)
m (t)|dt

)

. (4.2.61)

Noting (4.2.55)–(4.2.56), we have

K̄ ≤ Cε2. (4.2.62)

The combination of (4.2.60) and (4.2.62) gives

wm(ε−α, ξm(ε−α;x0)) > K̄. (4.2.63)

In what follows, on the interval [ε−α, T̃ (ε) − ε] we consider the initial
problem of Equation (4.2.41) with the initial data

t = ε−α : wm = wm(ε−α, ξm(ε−α;x0)). (4.2.64)

By Lemma 2.7.1, we have

∫ T̃ (ε)−ε

ε−α

|a(0)
m (t)|dt exp

(

−
∫ T̃ (ε)−ε

ε−α

|a(1)
m (t)|dt

)

≤ (wm(ε−α, ξm(ε−α;x0)) − K̄)−1. (4.2.65)

Then, noting (4.2.55), we get

(wm(ε−α, ξm(ε−α;x0)) − K̄)
∫ T̃ (ε)−ε

ε−α

a(0)
m (t)dt < exp(Cε). (4.2.66)
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Moreover, noting (4.2.52), (4.2.59), and (4.2.62), we have

[εα+1a(lm(0)ψ(x0))αlm(0)ψ′(x0) + O(εα+2)](T̃ (ε) − ε − ε−α) < exp(Cε).
(4.2.67)

Thus, we obtain (4.2.34) and the validity of hypothesis (4.2.36).

We next prove (4.2.35).

For any fixed M ∈ (0,M0), it suffices to prove

T̃ (ε) ≥ Mε−(α+1). (4.2.68)

For this purpose, for each i = 1, . . . , n and any given y ∈ R, we consider

dwi(t, ξ)
dt

= a
(0)
i (t)w2

i (t, ξ) + a
(1)
i (t)wi(t, ξ) + a

(2)
i (t), (4.2.69)

where ξ = ξi(t; y), and a
(0)
i , a

(1)
i , and a

(2)
i are similarly defined as in (4.2.42)–

(4.2.44).

(i) Suppose that

wi(0, y) ≥ 0. (4.2.70)

Similarly to (4.2.55)–(4.2.57), we have

∫ T

0

|a(1)
i (t)|dt ≤ c{W c

∞(T ) + W̃1(T )} ≤ Cε,

∫ T

0

|a(2)
i (t)|dt ≤ C{(W c

∞(T ))2 + W c
∞(T )W̃1(T )} ≤ Cε2,

and

a
(0)
i (t) = γiii(uiei)(t, ξ) +

∑

j 	=i

[∫ 1

0

∂γiii

∂uj
(τu + (1 − τ)uiei)dτ

]

uj(t, ξ).

Then we have

K =
∫ T

0

|a(2)
i (t)|dt exp

(∫ T

0

|a(1)
i (t)|dt

)

≤ Cε2, ∀T ∈ [0,Mε−(α+1)],

(4.2.71)
∫ T

0

(a(0)
i (t))+dt ≤

∫ T

0

[γiii(uiei)(t, ξ)]+dt + Ũ1(T ), ∀T ∈ [0,Mε−(α+1)],

(4.2.72)
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and
∫ T

0

|a(0)
i (t)|dt ≤

∫ T

0

|γiii(uiei)(t, ξ)|dt + Ũ1(T ), ∀T ∈ [0,Mε−(α+1)].

(4.2.73)
Similarly to (4.2.49), it is easy to see that

γiii(uiei)(t, ξ) =

⎧
⎨

⎩

a(li(0)ψ(y))α + O(εα+1), i ∈ J1,

O(εα+1), i ∈ J1,
(4.2.74)

in which

a = − 1
α!

∂αγiii

∂uα
i

(0). (4.2.75)

Then, using Lemma 4.2.1, we get

∫ T

0

(a(0)
i (t))+dt ≤ [a(li(0)ψ(y))α]+ε−1M + C, ∀T ∈ [0,Mε−(α+1)],

(4.2.76)
and
∫ T

0

|a(0)
i (t)|dt ≤ |a(li(0)ψ(y))α)|ε−1M + C, ∀T ∈ [0,Mε−(α+1)]. (4.2.77)

Moreover, we have

(wi(0, y) + K)

[∫ T

0

(a(0)
i (t))+dt exp

(∫ T

0

|a(1)
i (t)|dt

)]

≤ (εli(0)ψ′(y) + O(ε2)){[a(li(0)ψ(y))α]+ε−1M + C} exp(Cε)

≤
(

M

M0
+ Cε

)

exp(Cε) < 1, ∀T ∈ [0,Mε−(α+1)], (4.2.78)

and

K

[∫ T

0

(a(0)
i (t))−dt exp

(∫ T

0

|a(1)
i (t)|dt

)]

≤ Cε < 1, ∀T ∈ [0,Mε−(α+1)].

(4.2.79)

By Lemma 2.7.2, (4.2.69) with wi(0, ξi(0; y)) = wi(0, y) admits a unique so-
lution wi = wi(t, ξi(t; y)) on [0, T ]. Furthermore, if wi(T, ξi(T ; y)) > 0, then

1
wi(T, ξi(T ; y))

≥ 1
wi(0, y) + K

−
∫ T

0

(a(0)
i (t))+dt exp

(∫ T

0

|a(1)
i (t)|dt

)

(4.2.80)
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whereas, if wi(T, ξi(T ; y)) < 0, then

1
|wi(T, ξi(T ; y))| ≥ K−1 −

∫ T

0

(a(0)
i (t))−dt exp

(∫ T

0

|a(1)
i (t)|dt

)

. (4.2.81)

Then, noting (4.2.78)–(4.2.79), we get

|wi(T, ξi(T ; y))| ≤ Cε, ∀T ∈ [0,Mε−(α+1)]. (4.2.82)

(ii) Suppose that
wi(0, y) < 0. (4.2.83)

We can similarly obtain (4.2.82).
Since y is arbitrary, similarly to (4.2.82), we have

|wi(t, x)| ≤ Cε, ∀(t, x) ∈ [0,Mε−(α+1)] × R (i = 1, . . . , n). (4.2.84)

Hence, noting Lemma 4.1.1, we obtain the following uniform a priori esti-
mate:

‖u(t, ·)‖C1(R) ≤ Cε, ∀t ∈ [0,Mε−(α+1)], (4.2.85)

which implies (4.2.68).

Remark 4.2.3 By Lemma 4.1.1, when the C1 solution u = u(t, x) to the
Cauchy problem (4.1.1)–(4.1.2) with (4.1.3)–(4.1.4) blows up in a finite time,
u = u(t, x) itself is bounded and small on [0, T̃ (ε)), while the first-order partial
derivative ux tends to be unbounded as t ↗ T̃ (ε).

Remark 4.2.4 Under the assumptions of Theorem 4.2.1, the life span T̃ (ε)
of the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2) with
(4.1.3)–(4.1.4) has the following sharp estimate:

κ̄ε−(α+1) ≤ T̃ (ε) ≤ ¯̄κε−(α+1), (4.2.86)

where κ̄ and ¯̄κ are positive constants independent of ε (see [76]).

Remark 4.2.5 Using Lemma 2.7.2, similarly to the proof of (4.2.35), we
can easily see that if

a(li(0)ψ(y))αli(0)ψ′(y) ≤ 0, (4.2.87)

in which a is defined by (4.2.75), then

|wi(t, x)| ≤ Cε, ∀(t, x) ∈ [0, T̃ (ε)) × R. (4.2.88)
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4.3 Blow-Up Mechanism of the C1 Solution in the
Noncritical Case α < +∞

4.3.1 Introduction and Main Results

In order to get a sharp estimate on the life span, the previous results about the
blow-up phenomenon mainly focus on the special initial data (4.1.3)–(4.1.4).
However, according to Theorem 3.1.1, if system (4.1.1) is not WLD, for any
given θ0 > 0 suitably small, we can always find some initial data (4.1.2) with
θ ∈ (0, θ0], where θ is defined by (3.2.1), such that the C1 solution u = u(t, x)
to the Cauchy problem (4.1.1)–(4.1.2) blows up in a finite time. Thus, finding
the blow-up mechanism is an interesting problem. In this section we study
the blow-up phenomenon, particularly the geometric blow-up mechanism (cf.
[1]) for the general initial data (4.1.2) satisfying (3.2.1) in the noncritical case
α < +∞.

The main results are the following theorems (cf. [93]).

Theorem 4.3.1 Suppose that in a neighbourhood of u = 0, A(u) is suitably
smooth and system (4.1.1) is strictly hyperbolic. Suppose furthermore that
system (4.1.1) is not WLD and the non-WLD index

α < +∞. (4.3.1)

Suppose finally that the initial data (4.1.2) satisfy (3.2.1). Then there exists
θ0 > 0 so small that for any fixed θ ∈ (0, θ0], the life span T̃ (θ) of the C1

solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2) satisfies

T̃ (θ) > κθ−(α+1), (4.3.2)

where κ is a positive constant independent of θ. Moreover, when u = u(t, x)
blows up in a finite time, u = u(t, x) itself is bounded and small on the domain
[0, T̃ (θ)) × R, while the first-order partial derivative ux of u = u(t, x) tends
to be unbounded as t ↗ T̃ (θ).

Theorem 4.3.2 Under the assumptions of Theorem 4.3.1, there exists
θ0 > 0 so small that for any fixed θ ∈ (0, θ0], the C1 solution u = u(t, x)
to the Cauchy problem (4.1.1)–(4.1.2) blows up in a finite time if and only if
at least one family of characteristics forms an envelope in a finite time.

Theorem 4.3.3 Under the assumptions of Theorem 4.3.1, for each i ∈ J ,
the family of the ith characteristics never forms any envelope on the domain
[0, T̃ (θ)] × R.

Theorem 4.3.4 Under the assumptions of Theorem 4.3.1, on the line
t = T̃ (θ), the set of blow-up points cannot possess a positive measure.
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Theorem 4.3.5 Under the assumptions of Theorem 4.3.1, if (t∗, x∗), in
which t∗ = T̃ (θ), is a blow-up point of the C1 solution u = u(t, x) to the
Cauchy problem (4.1.1)–(4.1.2) satisfying (3.2.1), then there exists at least
one mth characteristic x = xm(t) (m ∈ J) passing through (t∗, x∗) with
0 ≤ t ≤ t∗ such that along it, we have

ux = O((t∗ − t)−1) as t ↑ t∗. (4.3.3)

Otherwise, ux is a higher-order infinitely larger quantity than (t∗ − t)−1 as
t ↑ t∗ (a related result can be found in [2]).

Remark 4.3.1 Under the assumptions of Theorem 4.3.1, if φ(x) = εψ(x),
where ψ(x) satisfies (4.1.4) and the additional hypothesis (4.2.24), for each
i ∈ J1, the family of the ith characteristics never forms any envelope on the
domain [0, T̃ (ε)] × R (see [57]); moreover, (4.3.3) holds (see [41]).

4.3.2 Proof of Main Results

Proof of Theorem 4.3.1. According to the existence and uniqueness of
the local C1 solution to the Cauchy problem (4.1.1)–(4.1.2) (see [72]) and
noting Lemmas 3.2.2 and 4.2.1, it is easy to see that the life span T̃ (θ) of the
C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2) satisfies (4.3.2).
Moreover, by Lemma 3.2.2, when the C1 solution u = u(t, x) to the Cauchy
problem (4.1.1)–(4.1.2) satisfying (3.2.1) blows up in a finite time, u = u(t, x)
itself must be bounded and small on [0, T̃ (θ)). Hence, the first-order partial
derivative ux should tend to be unbounded as t ↗ T̃ (θ). �

Proof of Theorem 4.3.2. Assume that (t∗, x∗) is a starting point of the
blow-up of the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2).
By Theorem 4.3.1, we have

t∗ > κθ−(α+1). (4.3.4)

For each i = 1, . . . , n, passing through any given point (t, x) with 0 ≤ t
< t∗ and x ∈ R, we draw the ith characteristic ci : ξ = xi(τ ; yi) in which
0 ≤ τ ≤ t and yi stands for the x-coordinate of the intersection point of this
characteristic with the x-axis, i.e., we have

dxi(τ ; yi)
dτ

= λi(u(τ, xi(τ ; yi))) (4.3.5)

and
xi(0; yi) = yi, xi(t; yi) = x. (4.3.6)
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In what follows, we prove that
∣
∣
∣
∣wi(t, x)

∂xi(t; yi)
∂yi

∣
∣
∣
∣ ≤ Ct∗θ, ∀(t, x) ∈ [0, t∗) × R. (4.3.7)

Henceforth Ct∗ denotes a positive constant possibly depending on t∗.
Noting (2.6.4), it follows from (4.3.5)–(4.3.6) that

d

dτ

(
∂xi(τ ; yi)

∂yi

)

=
n∑

k=1

∇λi(u)wkrk(u)(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
(4.3.8)

and
∂xi(0; yi)

∂yi
= 1. (4.3.9)

Hence,

∂xi(t; yi)
∂yi

= exp

(∫ t

0

n∑

k=1

∇λi(u)wkrk(u)(τ, xi(τ ; yi))dτ

)

, ∀t ∈ [0, t∗).

(4.3.10)
Noting (2.6.14) and (4.3.8), it is easy to derive

d

dτ

[

wi(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi

]

=
n∑

j,k=1

Γijk(u)wjwk(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
,

(4.3.11)
where Γijk(u) is defined by (2.6.19). Then, noting (4.3.6), for any given
(t, x) ∈ [0, t∗) × R, we have

wi(t, x)
∂xi(t; yi)

∂yi
= wi(0, yi)+

∫ t

0

n∑

j,k=1

Γijk(u)wjwk(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
dτ.

(4.3.12)
Let

I0 = [0, κ6θ
−(α+1)], (4.3.13)

I1 = [κ6θ
−(α+1), t] ∩ {τ |0 ≤ τ ≤ t, |wi(τ, xi(τ ; yi))| ≤ κ1θ}, (4.3.14)

and

I2 = [κ6θ
−(α+1), t] ∩ {τ |0 ≤ τ ≤ t, |wi(τ, xi(τ ; yi))| > κ1θ}, (4.3.15)

where κ1 is given in Lemma 3.2.2. Then, noting (2.6.20), (4.3.12) can be
rewritten as

wi(t, x)
∂xi(t; yi)

∂yi
= wi(0, yi) + 2

∫ t

0

n∑

j=1
j �=i

Γiji(u)wjwi(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
dτ
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+
(∫

I0

+
∫

I1

+
∫

I2

) n∑

j,k=1
j,k�=i

Γijk(u)wjwk(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
dτ

= wi(0, yi) + E + E0 + E1 + E2. (4.3.16)

Now we estimate every term on the right-hand side of (4.3.16).
Obviously,

|wi(0, yi)| ≤ Cθ, ∀yi ∈ R. (4.3.17)

Let

Q(t) = sup
(τ,yi)∈[0,t]×R

∣
∣
∣
∣wi(τ, xi(τ ; yi))

∂xi(τ ; yi)
∂yi

∣
∣
∣
∣ , ∀t ∈ [0, t∗). (4.3.18)

By Lemma 3.2.2, we get

|E| ≤ CQ(t)W̃1(t) ≤ CθQ(t). (4.3.19)

By Lemma 4.2.1, we have

|wi(τ, xi(τ ; yi))| ≤ Cθ, ∀τ ∈ I0 ∪ I1. (4.3.20)

Then, noting (2.6.17) and using Lemmas 3.2.2 and 4.2.1, it follows from
(4.3.10) that

∂xi(τ ; yi)
∂yi

≤ exp

{

C

[∫ τ

0

(
n∑

k=1
k�=i

|wk|+|(γiii(u)−γiii(uiei))wi|+|γiii(uiei)wi|
)

× (σ, xi(σ; yi))dσ

]}

≤ exp{C[W̃1(τ) + θ(Ũ1(τ) + (U∞(τ))ατ)]}
≤ Ct∗ , ∀τ ∈ I0 ∪ I1. (4.3.21)

Hence, using Lemmas 3.2.2 and 4.2.1 and noting (2.6.20), we get

|E0| + |E1| ≤ Ct∗

(∫

I0

+
∫

I1

) n∑

j,k=1
j,k �=i

|Γijk(u)wjwk(τ, xi(τ ; yi))|dτ

≤ Ct∗W̃1(t)W c
∞(t) ≤ Ct∗θ

2. (4.3.22)

We next estimate the last term on the right-hand side of (4.3.16).
According to Lemma 3.2.2, when τ ∈ I2, we have

(τ, xi(τ ; yi)) ∈ Dt
i . (4.3.23)
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Then, using Lemmas 3.2.1 and 3.2.2 and noting the definition of I2, for any
given k 	= i, when θ > 0 is suitably small, we have

|wk(τ, xi(τ ; yi))| ≤CW c
∞(τ)(1+τ)−(1+μ) ≤Cθ2 ≤ |wi(τ, xi(τ ; yi))|, ∀τ ∈ I2.

(4.3.24)
Hence, noting Lemma 3.2.2, we have

|E2| ≤ C

∫

I2

n∑

j=1
j �=i

∣
∣
∣
∣wj(τ, xi(τ ; yi))||wi(τ, xi(τ ; yi))

∂xi(τ ; yi)
∂yi

∣
∣
∣
∣ dτ

≤ CW̃1(t)Q(t) ≤ CθQ(t). (4.3.25)

Noting (4.3.17), (4.3.19), (4.3.22), and (4.3.25), it follows from (4.3.16) that
∣
∣
∣
∣wi(t, x)

∂xi(t; yi)
∂yi

∣
∣
∣
∣ ≤ Ct∗θ + CθQ(t). (4.3.26)

Then, noting that θ > 0 is suitably small, we immediately obtain (4.3.7).
By (4.3.7), if

wi(t, xi(t; yi)) → ∞ as t ↑ t∗, (4.3.27)

then
∂xi(t; yi)

∂yi
→ 0 as t ↑ t∗. (4.3.28)

On the other hand, by (4.3.10) and noting Lemma 3.2.2, it is easy to see that
(4.3.28) implies (4.3.27).

This proves Theorem 4.3.2. �
Proof of Theorem 4.3.3. For each i ∈ J , by Lemma 4.2.2, we have
(4.2.17). Hence, by the equivalence of (4.3.27) and (4.3.28), the family
of the ith characteristics never forms any envelope on the domain
[0, T̃ (θ)] × R. �

We point out that, differently from the special situation mentioned in
Remark 4.3.1, in the general case, the family of the characteristics which first
forms an envelope may not correspond to J1, namely, it is possible that the
family of the ith characteristics (i ∈ J\J1) first forms an envelope.

Example 4.3.1 We consider the following Cauchy problem:
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂u1

∂t
+ u1

∂u1

∂x
= 0,

∂u2

∂t
+ (1 + u1 + u2

2)
∂u2

∂x
= 0,

t = 0 : u1 = φ1(x), u2 = φ2(x),

(4.3.29)
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where φi(x) (i = 1, 2) are C1 functions with a bounded C1 norm on R.
Obviously, the system is strictly hyperbolic. Moreover, both λ1(u) = u1 and
λ2(u) = 1 + u1 + u2

2 are not WLD and the corresponding non-WLD indexes
are α1 = 0 and α2 = 1, respectively.

Case 1. Taking

φ1(x) =
ε

1 + x2
, φ2(x) ≡ 0, (4.3.30)

for the C1 solution to the corresponding Cauchy problem for (4.3.29), we have

u2 ≡ 0.

Then the problem reduces to
⎧
⎪⎨

⎪⎩

∂u1

∂t
+ u1

∂u1

∂x
= 0,

t = 0 : u1 =
ε

1 + x2
.

Thus, the blow-up is formed by the envelope of the family of first character-
istics (α = 1) and the life span is

T̃ (ε) ≈ ε−1 (4.3.31)

(see [50]).

Case 2. Taking

φ1(x) ≡ 0, φ2(x) =
ε

1 + x2
, (4.3.32)

for the C1 solution to the corresponding Cauchy problem for (4.3.29), we have

u1 ≡ 0.

Then the problem reduces to
⎧
⎪⎪⎨

⎪⎪⎩

∂u2

∂t
+ (1 + u2

2)
∂u2

∂x
= 0,

t = 0 : u2 =
ε

1 + x2
.

Thus, the blow-up is formed by the envelope of the family of second char-
acteristics (α = 2) and

T̃ (ε) ≈ ε−2 (4.3.33)

(see [50]).
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Theorem 4.3.4 can easily be obtained from the second inequality of (3.2.28)
in Lemma 3.2.2.

Proof of Theorem 4.3.5. By Theorems 4.3.2 and 4.3.3, it is easy to see
that there exist m ∈ J such that along cm : ξ = xm(t; ym) (t ∈ [0, t∗]) passing
through (t∗, x∗), where ym stands for the x-coordinate of the intersection
point of cm with the x-axis, we have

wm(t, xm(t; ym)) → ∞ as t ↑ t∗. (4.3.34)

Then, noting (4.3.27)–(4.3.28), we get

∂xm(t, ym)
∂ym

→ 0 as t ↑ t∗. (4.3.35)

By (4.3.10), we have

∂xm(t; ym)
∂ym

= exp

(∫ t

0

n∑

k=1

∇λm(u)wkrk(u)(τ, xm(τ ; ym))dτ

)

= exp

{∫ t

0

∑

k 	=m

∇λm(u)wkrk(u)(τ, xm(τ ; ym))dτ

+
∫ t

0

∇λm(u)wmrm(u)(τ, xm(τ ; ym))dτ

}

, ∀t ∈ [0, t∗).

(4.3.36)
Then, noting Lemma 3.2.2 and (4.3.35), we obtain

lim
t↑t∗

∫ t

0

∇λm(u)wmrm(u)(τ, xm(τ ; ym))dτ = −∞. (4.3.37)

Noting (2.6.43), we have

u(t,xm(t; ym))

= φ(ym) +
∫ t

0

n∑

k=1

(λi(u)−λk(u))wkrk(u)(τ, xm(τ ; ym))dτ, ∀ t ∈ [0, t∗).

(4.3.38)
It is easy to see that the limit (denoted by u∗) of u(t, xm(t; ym)) exists

as t ↑ t∗. Then, noting that ∇λm(u)wmrm(u)(t, xm(t; ym)) is continuous on
[0, t∗) and using (4.3.34), from (4.3.37), we have

∇λm(u)wmrm(u)(t, xm(t; ym)) → −∞ as t ↑ t∗. (4.3.39)

Then, by (2.6.17), we get

γmmm(u)wm(t, xm(t; ym)) → +∞ as t ↑ t∗. (4.3.40)
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By Lemma 3.2.2, it is easy to see that (t∗, x∗) ∈ Dt∗

m . Let t0 be the
t-coordinate of the intersection point of cm with the boundary of Dt∗

m . We
now consider

dwm(t, xm(t; ym))
ds

=γmmm(u)w2
m(t, xm(t; ym))+2

∑

j 	=m

γmjm(u)wjwm(t, xm(t; ym))

+
∑

j,k 	=m

γmjk(u)wjwk(t, xm(t; ym)) (4.3.41)

for t ∈ [t0, t∗). By Lemma 3.2.2, it is easy to see that
∣
∣
∣
∣
∣
∣

∑

j 	=m

γmjm(u)wj(t, xm(t; ym))

∣
∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣
∣

∑

j,k 	=m

γmjk(u)wjwk(t, xm(t; ym))

∣
∣
∣
∣
∣
∣

≤ Cθ,∀t ∈ [t0, t∗). (4.3.42)

Noting (4.3.40), there exists t1 ∈ (t0, t∗) such that γmmm(u) and
wm(t, xm(t; ym)) have the same sign on [t1, t∗). Without loss of generality,
we assume that γmmm(u) and wm(t, xm(t; ym)) are positive on [t1, t∗). Then,
noting (4.3.40) and (4.3.42), there exists t2 ∈ [t1, t∗) such that along cm,

1
2
γmmm(u)w2

m+2
∑

j 	=m

γmjm(u)wjwm+
∑

j,k 	=m

γmjk(u)wjwk > 0, ∀t ∈ [t2, t∗),

(4.3.43)
and

γmmm(u)w2
m − 2

∑

j 	=m

γmjm(u)wjwm −
∑

j,k 	=m

γmjk(u)wjwk > 0, ∀t ∈ [t2, t∗).

(4.3.44)
Then it follows from (4.3.41) that

1
2
γmmm(u)w2

m(t, xm(t; ym)) ≤ dwm(t, xm(t; ym))
dt

≤ 2γmmm(u)w2
m(t, xm(t; ym)), ∀t ∈ [t2, t∗). (4.3.45)

Hence, noting (4.3.34), we have wm(t, xm(t; ym)) → +∞ as t ↑ t∗ and then

1
2

∫ t∗

t

γmmm(u(τ, xm(τ ; ym)))dτ

≤ 1
wm(t, xm(t; ym))

≤ 2
∫ t∗

t

γmmm(u(τ, xm(τ ; ym)))dτ, ∀t ∈ [t2, t∗). (4.3.46)
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Thus, if γmmm(u∗) > 0, we immediately get

wm(t, xm(t; ym)) = O((t∗ − t)−1) as t ↑ t∗. (4.3.47)

However, if γmmm(u∗) = 0, we have

lim
t↑t∗

∫ t∗

t
γmmm(u(τ, xm(τ ; ym)))dτ

t∗ − t
= 0. (4.3.48)

It then follows from (4.3.46) that wm(t, xm(t; ym)) is a higher-order
infinitely larger quantity than (t∗ − t)−1 as t ↑ t∗.

Thus, noting (2.6.4) and Lemma 3.2.2, we finish the proof of
Theorem 4.3.5. �

4.4 Applications

In this section we give some applications of Theorems 4.2.1 and 4.3.2 to the
Cauchy problems for some systems arising in mechanics, physics, or applica-
tions. Some other applications can be found in [76].

4.4.1 System of Traffic Flow

For the system of traffic flow (cf. Section 1.3.2)
{

∂tρ + ∂x(ρv) = 0,

∂t(ρ(v + p(ρ))) + ∂x(ρv(v + p(ρ))) = 0,
(4.4.1)

where ρ > 0 and v are the density and velocity of cars at point x and time t,
respectively, and

p(ρ) = ργ (γ > 0 is a constant), (4.4.2)

we consider the Cauchy problem with the initial data

t = 0 : (ρ, v) = (ρ̃0 + ερ0(x), ṽ0 + εv0(x)), (4.4.3)

where ρ̃0 > 0 and ṽ0 are constants, ρ0(x) and v0(x) ∈ C1, and

sup
x∈R

{(1 + |x|)1+μ(|ρ0(x)| + |v0(x)| + |ρ′0(x)| + |v′
0(x)|)} < +∞, (4.4.4)

where μ > 0 is a constant.
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Let

U = (ρ, v)T . (4.4.5)

It is easy to see that (4.4.1) is a strictly hyperbolic system with the fol-
lowing two distinct real eigenvalues:

λ1(U) = v − ρp′(ρ) < λ2(U) = v, (4.4.6)

and the corresponding left and right eigenvectors can be taken as

l1(U) = (0, 1), l2(U) = (p′(ρ), 1), (4.4.7)

and

r1(U) = (1,−p′(ρ))T , r2(U) = (1, 0)T . (4.4.8)

Obviously, λ1(U) is GN and λ2(U) is LD.
By Theorem 4.2.1, Theorem 4.3.2, and Remark 4.3.1, we have

Theorem 4.4.1 Suppose that (4.4.2) holds and the initial data (4.4.3) sat-
isfy (4.4.4). If

v0(x) 	≡ 0, (4.4.9)

then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0], the C1 solution
U = U(t, x) to the Cauchy problem (4.4.1) and (4.4.3) must blow up in a
finite time and the life span T̃ (ε) of U = U(t, x) satisfies

lim
ε↓0

(εT̃ (ε)) = M0, (4.4.10)

where

M0 =
{

sup
x∈R

[γ(γ + 1)ργ−1
0 v′

0(x)]
}−1

. (4.4.11)

Theorem 4.4.2 Suppose that (4.4.2) holds and the initial data (4.4.3) sat-
isfy (4.4.4). Then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0],
the C1 solution U = U(t, x) to the Cauchy problem (4.4.1) and (4.4.3) blows
up in a finite time if and only if the first family of characteristics forms an
envelope in a finite time. If (t∗, x∗), in which t∗ = T̃ (ε), is a blow-up point of
the C1 solution U = U(t, x) to the Cauchy problem (4.4.1) and (4.4.3), then
there exists at least one first characteristic x = x1(t) passing through (t∗, x∗)
with 0 ≤ t ≤ t∗ such that along it, we have

ux = O((t∗ − t)−1) as t ↑ t∗. (4.4.12)
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4.4.2 System of One-Dimensional Gas Dynamics

Consider the Cauchy problem for the system of one-dimensional gas
dynamics in Lagrangian representation (cf. Sections 1.3.3 and 3.6.1)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂τ

∂t
− ∂u

∂x
= 0,

∂u

∂t
+

∂p(τ, S)
∂x

= 0,

∂S

∂t
= 0

(4.4.13)

with the initial data

t = 0 : τ = τ0 + ετ1(x), v = u0 + εu1(x), S = S0 + εS1(x), (4.4.14)

where τ > 0 is the specific volume, u is the velocity, S is the entropy, p is
the pressure, and the equation of state is given by p = p(τ, S); moreover,
τ0 (> 0), u0, and S0 are constants, and τ1(x), u1(x), and S1(x) ∈ C1 satisfy
the decaying property

sup
x∈R

{(1+|x|)1+μ(|τ1(x)|+|τ ′
1(x)|+|u1(x)|+|u′

1(x)|+|S1(x)|+|S′
1(x)|)} < +∞,

(4.4.15)
where μ > 0 is a constant.

Let
U = (τ, u, S)T . (4.4.16)

If
pτ (τ0, S0) < 0, (4.4.17)

then, in a neighbourhood of U = U0
def.= (τ0, u0, S0)T , (4.4.13) is a strictly

hyperbolic system with three distinct real eigenvalues,

λ1(U) = −
√
−pτ < λ2(U) = 0 < λ3(U) =

√
−pτ , (4.4.18)

and the corresponding left and right eigenvectors can be taken as

l1(U) = (pτ ,−
√
−pτ , pS), l2(U) = (0, 0, 1), l3(U) = (pτ ,

√
−pτ , pS)

(4.4.19)
and

r1(U) = (1,
√
−pτ , 0)T , r2(U) = (pS , 0,−pτ )T , r3(U) = (−1,

√
−pτ , 0)T .

(4.4.20)
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Obviously, λ2(U) is always LD. On the other hand, λ1(U) and λ3(U) are
GN in a neighbourhood of U = U0 if and only if

pττ (τ0, S0) 	= 0. (4.4.21)

Moreover, λ1(U) and λ3(U) are WLD with respect to U = U0 if and only
if

pττ (τ, S0) ≡ 0, ∀|τ − τ0| small. (4.4.22)

Thus, if
pττ (τ, S0) 	≡ 0, ∀|τ − τ0| small, (4.4.23)

then (4.4.13) is not WLD with respect to U = U0. More precisely, if there
exists an integer α ≥ 0 such that

pττ (τ0, S0) = · · · =
∂α+1p

∂τα+1
(τ0, S0) = 0, but

∂α+2p

∂τα+2
(τ0, S0) 	= 0, (4.4.24)

then (4.4.13) is a non-WLD system with the index α. Obviously, when α = 0,
system (4.4.13) is GN in a neighbourhood of U = U0.

By Theorem 4.2.1, Theorem 4.3.2, and Remark 4.3.1, we have

Theorem 4.4.3 Suppose that (4.4.24) holds and the initial data (4.4.14)
satisfy (4.4.15). If

u1(x) 	≡ 0, (4.4.25)

then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0], the C1 solution
U = U(t, x) to the Cauchy problem (4.4.13) and (4.4.14) must blow up in a
finite time and the life span T̃ (ε) of U = U(t, x) satisfies

lim
ε↓0

(εα+1T̃ (ε)) = M0, (4.4.26)

where

M0 =

{

max
i∈{1,3}

sup
x∈R

[

− 1
α2

√
−pτ (τ0, S0)

∂α+2p

∂τα+2
(τ0, S0)

(li(U0)ψ(x))αli(U0)ψ′(x)

]}−1

, (4.4.27)

in which ψ(x) = (τ1(x), u1(x), S1(x))T .

Theorem 4.4.4 Suppose that (4.4.24) holds and the initial data (4.4.14)
satisfy (4.4.15). Then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0],
the C1 solution U = U(t, x) to the Cauchy problem (4.4.13) and (4.4.14)
blows up in a finite time if and only if the first family (or the third family)
of characteristics forms an envelope in a finite time. If (t∗, x∗), in which
t∗ = T̃ (ε), is a blow-up point of the C1 solution U = U(t, x) to the Cauchy
problem (4.4.13) and (4.4.14), then there exists at least one first (or third)
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characteristic x = x(t) passing through (t∗, x∗) with 0 ≤ t ≤ t∗ such that
along it, we have

ux = O((t∗ − t)−1) as t ↑ t∗. (4.4.28)

4.4.3 System of Compressible Elastic Fluids with
Memory

Consider the Cauchy problem for the system of compressible elastic flu-
ids with memory (cf. Section 1.3.4)

⎧
⎪⎪⎨

⎪⎪⎩

ρt + vρx + ρvx = 0,

ρ(vt + vvx) + p(ρ)x = (ρW ′(F )F )x,

Ft + vFx − Fvx = 0,

(4.4.29)

with the initial data

t = 0 : ρ = ρ0 + ερ1(x), v = v0 + εv1(x), F = 1 + εF1(x), (4.4.30)

where ρ > 0 is the density, v is the velocity, p is the pressure, W (F ) is
the strain energy function, and F corresponds to the deformation tensor.
Moreover, ρ0 (> 0) and v0 are constants, and ρ1(x), v1(x), and F1(x) ∈ C1

satisfy the decaying property

sup
x∈R

{(1+|x|)1+μ(|ρ1(x)|+|ρ′1(x)|+|v1(x)|+|v′
1(x)|+|F1(x)|+|F ′

1(x)|)} < +∞,

(4.4.31)
where μ > 0 is a constant.

Let
U = (ρ, v, F )T . (4.4.32)

If
p′(ρ0) + W ′′(1) > 0, (4.4.33)

(4.4.29) is a strictly hyperbolic system in a neighbourhood of U = U0
def.= (ρ0, v0, 1)T with the following distinct real eigenvalues:

λ1 = v −
√

p′(ρ) + W ′′(F )F 2 < λ2 = v < λ3 = v +
√

p′(ρ) + W ′′(F )F 2,
(4.4.34)

and the corresponding left and right eigenvectors can be taken as

l1(U) =

(
FW ′(F ) − p′(ρ)

ρ
√

p′(ρ) + w′′(F )F 2
, 1,

FW ′′(F ) + W ′(F )
√

p′(ρ) + w′′(F )F 2

)

,

l2(U) =
(

F

ρ
, 0, 1

)

,
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l3(U) =

(

− FW ′(F ) − p′(ρ)
ρ
√

p′(ρ) + w′′(F )F 2
, 1,− FW ′′(F ) + W ′(F )

√
p′(ρ) + w′′(F )F 2

)

, (4.4.35)

and

r1(U) =

(

− ρ
√

p′(ρ) + w′′(F )F 2
, 1,

F
√

p′(ρ) + w′′(F )F 2

)T

,

r2(U) =
(

FW ′′(F ) + W ′(F ), 0,
p′(ρ) − FW ′(F )

ρ

)T

, (4.4.36)

r3(U) =

(
ρ

√
p′(ρ) + w′′(F )F 2

, 1,− F
√

p′(ρ) + w′′(F )F 2

)T

.

Obviously, λ2(U) is always LD. λ1(U) and λ3(U) are GN in a neighbour-
hood of U = U0 if and only if

ρ0p
′′(ρ0) + 2p′(ρ0) − W ′′′(1) 	= 0. (4.4.37)

On the other hand, λ1(U) and λ3(U) are WLD with respect to U = U0 if
and only if

ρp′′(ρ) + 2p′(ρ) − W ′′′(ρ0ρ
−1)(ρ0ρ

−1)3 ≡ 0, ∀|ρ − ρ0| small. (4.4.38)

Let
Q(ρ) = ρp′′(ρ) + 2p′(ρ) − W ′′′(ρ0ρ

−1)(ρ0ρ
−1)3. (4.4.39)

If
Q(ρ) 	≡ 0, ∀|ρ − ρ0| small, (4.4.40)

then (4.4.29) is not WLD with respect to U = U0. More precisely, if there
exists an integer α ≥ 0 such that

Q(ρ0) = Q′(ρ0) = · · · = Q(α−1)(ρ0) = 0, but Q(α)(ρ0) 	= 0, (4.4.41)

then (4.4.29) is a non-WLD system with the index α. Obviously, when α = 0,
system (4.4.29) is GN in a neighbourhood of U = U0.

By Theorem 4.2.1, Theorem 4.3.2, and Remark 4.3.1, we have

Theorem 4.4.5 Suppose that (4.4.41) holds and the initial data (4.4.30)
satisfy (4.4.31). If

v1(x) 	≡ 0, (4.4.42)

then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0], the C1 solution
U = U(t, x) to the Cauchy problem (4.4.29) and (4.4.30) must blow up in a
finite time and the life span T̃ (ε) of U = U(t, x) satisfies

lim
ε↓0

(εT̃ (ε)) = M0, (4.4.43)
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where

M0 =

{

max
i∈{1,3}

sup
x∈R

[

− (±ρ0)αQ(α)(ρ0)

2α!(p′(ρ0) + W ′′(1))
α+2

2

(li(U0)ψ(x))αli(U0)ψ′(x)

]}−1

,

(4.4.44)
in which ψ(x) = (ρ1(x), v1(x), F1(x))T ,“–” corresponds to i = 1, and “+”
corresponds to i = 3.

Theorem 4.4.6 Suppose that (4.4.41) holds and the initial data (4.4.30)
satisfy (4.4.31). Then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0],
the C1 solution U = U(t, x) to the Cauchy problem (4.4.29) and (4.4.30)
blows up in a finite time if and only if the first family (or the third family)
of characteristics forms an envelope in a finite time. If (t∗, x∗), in which
t∗ = T̃ (ε), is a blow-up point of the C1 solution U = U(t, x) to the Cauchy
problem (4.4.29) and (4.4.30), then there exists at least one first (or third)
characteristic x = x(t) passing through (t∗, x∗) with 0 ≤ t ≤ t∗ such that
along it, we have

ux = O((t∗ − t)−1) as t ↑ t∗. (4.4.45)

4.5 Blow-Up Mechanism of the C1 Solution in the
Critical Case α = +∞

4.5.1 Introduction and Main Results

The previous results mainly focus on the noncritical case that α < +∞. For
the critical case α = +∞, however, only a few results are known (see [34],
[76]). In this section, we study the blow-up phenomenon, particularly the
geometric blow-up mechanism in the critical case.

Our main results are the following theorems, which show that although
it is impossible to get a sharp estimate on the life span in the critical case,
the blow-up mechanism in the critical case is almost the same as in the
noncritical case. We point out that the method used in previous sections
cannot be directly applied to the critical case; thus, some significant changes
or improvements should be made in the proof (cf. [69]).

Theorem 4.5.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C∞ and
system (4.1.1) is strictly hyperbolic. Suppose furthermore that system (4.1.1)
is not WLD and the non-WLD index

α = +∞. (4.5.1)
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Suppose finally that the initial data (4.1.2) satisfy (3.2.1). Then, for any given
integer N ≥ 1, there exists θ0 = θ0(N) > 0 so small that for any fixed θ ∈
(0, θ0], the life span T̃ (θ) of the C1 solution u = u(t, x) to the Cauchy problem
(4.1.1)–(4.1.2) satisfies

T̃ (θ) > θ−N . (4.5.2)

Moreover, when u = u(t, x) blows up in a finite time, u = u(t, x) itself is
bounded and small on the domain [0, T̃ (θ)) × R, while the first-order partial
derivative ux of u = u(t, x) tends to be unbounded as t ↗ T̃ (θ).

Theorem 4.5.2 Under the assumptions of Theorem 4.5.1, for any given
integer N ≥ 1, there exists θ0 = θ0(N) > 0 so small that for any fixed
θ ∈ (0, θ0], the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2)
blows up in a finite time if and only if at least one family of characteristics
forms an envelope in a finite time.

Theorem 4.5.3 Under the assumptions of Theorem 4.5.1, for each i ∈ J ,
the family of the ith characteristics never forms any envelope on the domain
[0, T̃ (θ)] × R.

Theorem 4.5.4 Under the assumptions of Theorem 4.5.1, on the line
t = T̃ (θ), the set of blow-up points cannot possess a positive measure.

4.5.2 Some Uniform a Priori Estimates Depending on
Weak Linear Degeneracy

Lemma 4.5.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C∞

and system (4.1.1) is strictly hyperbolic. Suppose furthermore that system
(4.1.1) is not WLD and (4.5.1) holds. Suppose finally that the initial data
(4.1.2) satisfy (3.2.1). Then there exists θ0 > 0 so small that for any fixed
θ ∈ (0, θ0], for any given positive integer N , on any given existence domain
D(T ) of the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2)
with

TθN ≤ 1, (4.5.3)

we have the following uniform a priori estimates:

U c
∞(T ) ≤ κ4θ (4.5.4)

and
Ũ1(T ), U1(T ) ≤ κ5θ. (4.5.5)

Moreover, there exists θ0 = θ0(N) > 0 so small that for any fixed θ ∈
(0, θ0], on any given existence domain D(T ) of the C1 solution u = u(t, x)
to the Cauchy problem (4.1.1)–(4.1.2), where T still satisfies (4.5.3),
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we have
W∞(T ) ≤ κ6θ, (4.5.6)

where κ4, κ5, and κ6 are positive constants independent of θ and T but pos-
sibly depending on N .

Proof. Without loss of generality, in order to prove Lemma 4.5.1, we assume
that u = (u1, . . . , un) are normalized coordinates.

We first estimate U c
∞(T ).

In the present situation, (4.2.7) still holds, i.e.,

U c
∞(T ) ≤ Cθ{1 + U c

∞(T ) + Ũ1(T )}. (4.5.7)

We next estimate Ũ1(T ) and U1(T ).
Similarly to (4.2.8), we have

∫ tB

tA

|ui(λj(u) − λi(u))(τ, ξj(τ))|dτ

≤
∫ xD

xC

∣
∣
∣
∣
∣
∣
ui(0, x)|dx +

∫∫

ACDB

∣
∣
∣
∣
∣
∣

n∑

j,k=1

Fijk(u)ujwk(t, x)|dtdx. (4.5.8)

Noting (4.5.1) and (2.6.52), for any given integer N ≥ 1, we have

|Fiii(uiei)| ≤ CN |ui|N ; (4.5.9)

in what follows, CN denotes a positive constant possibly depending on N .
Then, noting (3.2.1) and (2.6.51) and using Hadamard’s formula, Lemma
3.2.1, and Lemma 3.2.2, it follows from (4.5.8) that

∫ tB

tA

|ui(λj(u) − λi(u))(τ, ξj(τ))|dτ

≤
∫ xD

xC

|ui(0, x)|dx +
∫∫

ACDB

⎡

⎢
⎣

n∑

j,k=1
j �=k

|Fijk(u)ujwk(t, x)| + (|Fiii(u) − Fiii(uiei)|

+ |Fiii(uiei)|)|uiwi(t, x)|
]

dtdx

≤ C{θ + U c
∞(T )W c

∞(T ) + U c
∞(T )W1(T ) + U1(T )W c

∞(T )

+ U c
∞(T )U∞(T )W1(T )} + CN (U∞(T ))N+1W1(T )T

≤ Cθ{1 + U c
∞(T ) + U1(T )} + CNθN+2T. (4.5.10)

Thus, noting (4.5.3), we get

Ũ1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T )} + CNθ2. (4.5.11)
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Similarly, we have

U1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T )} + CNθ2. (4.5.12)

The combination of (4.5.7) and (4.5.11)–(4.5.12) gives (4.5.4)–(4.5.5).
We finally estimate W∞(T ).
Similarly to (4.2.13), we have

wi(t, x) = wi(0, xi0) +
∫ t

0

n∑

j,k=1

γijk(u)wjwk(τ, ξi(τ))dτ. (4.5.13)

Noting (4.5.1) and (2.6.17), for any given integer N ≥ 1, we have

|γiii(uiei)| ≤ CN |ui|N . (4.5.14)

Then, noting (2.6.16) and (4.5.4) and using Lemmas 3.2.1 and 3.2.2, from
(4.5.13) we have

|wi(t, x)|

≤ |wi(0, xi0)| +
∫ t

0

⎡

⎢
⎣

n∑

j,k=1
j �=k

|γijk(u)wjwk(τ, ξi(τ))| + (|γiii(u) − γiii(uiei)|

+ |γiii(uiei)|)w2
i (τ, ξi(τ))

]

dτ

≤ CN{θ + (W c
∞(T ))2 + W c

∞(T )W∞(T ) + (U c
∞(T )

+ (U∞(T ))NT )(W∞(T ))2}
≤ CN{θ(1 + W∞(T ) + (W∞(T ))2) + θNT (W∞(T ))2}. (4.5.15)

Hence, noting (4.5.3), we have

W∞(T ) ≤ CN{θ + (W∞(T ))2}. (4.5.16)

Thus, we can obtain (4.5.5) via the method in the proof of Lemma 3.2.2.

Remark 4.5.1 For any given i ∈ J , λi(u) is WLD. By (2.6.52) and
(2.6.17), we have

Fiii(uiei) ≡ 0 and γiii(uiei) ≡ 0, ∀|ui| small. (4.5.17)

From the proof of Lemma 4.5.1, we know that there exists θ0 > 0 so small
that for any fixed θ ∈ (0, θ0], on any given existence domain D(T ) [without
restriction (4.5.3)] of the C1 solution u = u(t, x) to the Cauchy problem
(4.1.1)–(4.1.2) satisfying (3.2.1), we have the following uniform a priori
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estimate:
|wi(t, x)| ≤ κ7θ, (4.5.18)

where κ7 is a positive constant independent of θ and T .

4.5.3 Proof of Main Results

Proof of Theorem 4.5.1. According to the existence and uniqueness of
the local C1 solution to the Cauchy problem (4.1.1)–(4.1.2) (see [72]), there
exists τ0 > 0 such that on [0, τ0] × R, the Cauchy problem (4.1.1)–(4.1.2)
has a unique C1 solution u = u(t, x). By Lemmas 3.2.2 and 4.5.1, for any
given integer N ≥ 1, there exists θ0 = θ0(N) > 0 so small that for any
given θ ∈ (0, θ0], on any given existence domain [0, T ]×R of the C1 solution
u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2), where 0 < T ≤ θN , we
have the following uniform a priori estimate on the C1 norm of u = u(t, x):

‖u(t, ·)‖C1 � ‖u(t, ·)‖C0 + ‖ux(t, ·)‖C0 ≤ Cθ, ∀t ∈ [0, T ], (4.5.19)

where C is a positive constant independent of θ and T but possibly depending
on N . By the C1 extension, we immediately get the existence and uniqueness
of the C1 solution u = u(t, x) on [0, θN ]×R. Hence, the life span T̃ (θ) of the
C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2) satisfies

T̃ (θ) > θ−N . (4.5.20)

Moreover, by Lemma 3.2.2, when the C1 solution u = u(t, x) to the Cauchy
problem (4.1.1)–(4.1.2) satisfying (3.2.1) blows up in a finite time, u = u(t, x)
itself must be bounded and small on [0, T̃ (θ)). Hence, the first-order partial
derivative ux should tend to be unbounded as t ↗ T̃ (θ). �

Proof of Theorem 4.5.2. Assume that (t∗, x∗) is a starting point of the
blow-up of the C1 solution u = u(t, x) to the Cauchy problem (4.1.1)–(4.1.2).
Then, by Theorem 4.5.1, we have

t∗ > θ−N . (4.5.21)

On the other hand, we can find an integer p > N such that

t∗ < θ−p. (4.5.22)

For each i = 1, . . . , n, passing through any given point (t, x) with 0 ≤ t
< t∗ and x ∈ R, we draw the ith characteristic ci : ξ = xi(τ ; yi) in which
0 ≤ τ ≤ t and yi stands for the x-coordinate of the intersection point of this
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characteristic with the x-axis, i.e., we have

dxi(τ ; yi)
dτ

= λi(u(τ, xi(τ ; yi))) (4.5.23)

and
xi(0; yi) = yi, xi(t; yi) = x. (4.5.24)

In what follows, we prove that
∣
∣
∣
∣wi(t, x)

∂xi(t; yi)
∂yi

∣
∣
∣
∣ ≤ Cpθ, ∀(t, x) ∈ [0, t∗) × R. (4.5.25)

Henceforth, Cp denotes a positive constant possibly depending on p.
In the present situation, (4.3.10) and (4.3.12) still hold, i.e., we have

∂xi(t; yi)
∂yi

= exp

(∫ t

0

n∑

k=1

∇λi(u)wkrk(τ, xi(τ ; yi))dτ

)

, ∀t ∈ [0, t∗),

(4.5.26)
and

wi(t, x)
∂xi(t; yi)

∂yi
= wi(0, yi)+

∫ t

0

n∑

j,k=1

Γijk(u)wjwk(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
dτ.

(4.5.27)
Let

I0 = [0, θ−N ], (4.5.28)

I1 = [θ−N , t] ∩ {τ |0 ≤ τ ≤ t, |wi(τ, xi(τ ; yi))| ≤ κ1θ}, (4.5.29)

and

I2 = [θ−N , t] ∩ {τ |0 ≤ τ ≤ t, |wi(τ, xi(τ ; yi))| > κ1θ}, (4.5.30)

where κ1 is given in Lemma 3.2.2. Then, similarly to (4.3.16), (4.5.27) can
be rewritten as

wi(t, x)
∂xi(t; yi)

∂yi
=wi(0, yi) +

∫ t

0

n∑

j=1
j �=i

Γiji(u)wjwi(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
dτ

+
(∫

I0

+
∫

I1

+
∫

I2

) n∑

j,k=1
j,k �=i

Γijk(u)wjwk(τ, xi(τ ; yi))
∂xi(τ ; yi)

∂yi
dτ

=wi(0, yi) + E + E0 + E1 + E2. (4.5.31)

Now we estimate every term on the right-hand side of (4.5.31).
Obviously,

|wi(0, yi)| ≤ Cθ, ∀yi ∈ R. (4.5.32)
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Let

Q(t) = sup
(τ,yi)∈[0,t]×R

∣
∣
∣
∣wi(τ, xi(τ ; yi))

∂xi(τ ; yi)
∂yi

∣
∣
∣
∣ , ∀t ∈ [0, t∗). (4.5.33)

By Lemma 3.2.2, we get

|E| ≤ CQ(t)W̃1(t) ≤ CθQ(t). (4.5.34)

By Lemma 4.5.1, we have

|wi(τ, xi(τ ; yi))| ≤ Cθ, ∀τ ∈ I0 ∪ I1. (4.5.35)

Then, noting (2.6.17) and (4.5.1) and using Lemmas 3.2.2 and 4.5.1, we
see from (4.5.26) that

∣
∣
∣
∣
∂xi(t; yi)

∂yi

∣
∣
∣
∣

≤ exp

⎧
⎪⎨

⎪⎩
C

⎡

⎢
⎣

∫ t

0

⎛

⎜
⎝

n∑

k=1
k �=i

|wk| + |(γiii(u) − γiii(uiei))wi|

+ |γiii(uiei)wi|
)

(τ, xi(τ ; yi))dτ

]}

≤ exp{Cp[W̃1(t) + θ(Ũ1(t) + (U∞(t))pt)]}
≤ Cp, ∀t ∈ [0, t∗). (4.5.36)

Hence, using Lemmas 3.2.1 and 3.2.2 and noting (2.6.20), we get

|E0| + |E1| ≤ Cp

(∫

I0

+
∫

I1

) n∑

j,k=1
j,k �=i

|Γijk(u)wjwk(τ, xi(τ ; yi))|dτ

≤ CpW̃1(t)W c
∞(t) ≤ Cpθ

2. (4.5.37)

We next estimate the last term.
According to Lemma 3.2.2, when τ ∈ I2, we have

(τ, xi(τ ; yi)) ∈ Dt
i . (4.5.38)

Then, using Lemmas 3.2.1 and 3.2.2 and noting the definition of I2, for
any given k 	= i, we have

|wk(τ, xi(τ ; yi))| ≤CW c
∞(τ)(1+τ)−(1+μ) ≤ Cθ2≤ |wi(τ, xi(τ ; yi))|, ∀τ ∈ I2.

(4.5.39)
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Hence, noting Lemma 3.2.2, we have

|E2| ≤ C

∫

I2

n∑

j=1
j �=i

|wj(τ, xi(τ ; yi))|
∣
∣
∣
∣wi(τ, xi(τ ; yi))

∂xi(τ ; yi)
∂yi

∣
∣
∣
∣ dτ

≤ CW̃1(t)Q(t) ≤ CθQ(t). (4.5.40)

Noting (4.5.32), (4.5.34), (4.5.37), and (4.5.40), from (4.5.31) we have
∣
∣
∣
∣wi(t, x)

∂xi(t; yi)
∂yi

∣
∣
∣
∣ ≤ Cpθ + CθQ(t). (4.5.41)

Similarly, we have

∣
∣
∣
∣wi(τ, xi(τ ; yi))

∂xi(τ ; yi)
∂yi

∣
∣
∣
∣ ≤ Cpθ + CθQ(t), ∀τ ∈ [0, t]. (4.5.42)

Hence, we have

Q(t) ≤ Cpθ + CθQ(t), (4.5.43)

which implies (4.5.25).
By (4.5.25), if

wi(t, xi(t; yi)) → ∞ as t ↑ t∗, (4.5.44)

then
∂xi(t, yi)

∂yi
→ 0 as t ↑ t∗. (4.5.45)

On the other hand, by (4.5.26) and noting Lemma 3.2.2, we can easily see
that (4.5.45) implies (4.5.44).

This proves Theorem 4.5.2. �

Proof of Theorem 4.5.3. For each i ∈ J , by Remark 4.5.1, we have
(4.5.18). Hence, by the equivalence of (4.5.44) and (4.5.45), the family of the
ith characteristics never forms any envelope on the domain [0, T̃ (θ)] × R. �

Theorem 4.5.4 can easily be obtained from the second inequality of (3.2.28)
in Lemma 3.2.2.

4.6 Remarks

For the nonstrictly hyperbolic system (2.1.1) with characteristics with con-
stant multiplicity, under the assumption that the characteristics with con-
stant multiplicity are WLD, we can similarly obtain the corresponding results
(see [58]). Moreover, some related results can be found in [91], [92]).
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For the weakly discontinuous solution to the Cauchy problem of system
(2.1.1) with the weakly discontinuous initial data (cf. Remark 3.4.6)

t = 0 : u =

{
ul(x), x ≤ 0,

ur(x), x ≥ 0,
(4.6.1)

we can similarly obtain the corresponding results also.



Chapter V

Cauchy Problem on a Semibounded
Initial Axis

5.1 Introduction and Main Results

For the Cauchy problem of system (2.1.1) with the initial data

t = 0 : u = φ(x), −∞ < x < +∞, (5.1.1)

where φ(x) is a C1 vector function with bounded C1 norm, in Chapter 3 we
proved that if system (2.1.1) is a strictly hyperbolic system or a hyperbolic
system with characteristics with constant multiplicity, then if the initial data
φ(x) satisfy the following small and decaying property:

θ
def.= sup

x∈R

{(1 + |x|)1+μ(|φ(x)| + |φ′(x)|)} << 1, (5.1.2)

where μ > 0 is a constant, then the Cauchy problem (2.1.1) and (5.1.1)
admits a unique global C1 solution u = u(t, x) with a small C1 norm for all
t ∈ R if and only if system (2.1.1) is weakly linearly degenerate (WLD), i.e.,
all the characteristics are WLD.

In the result mentioned above, in order to get the global existence of the C1

solution with small and decaying initial data, all the characteristics should
be WLD. However, in this chapter, under the assumption that all λi(u),
lij(u), and rij(u) (i, j = 1, . . . , n) have the same regularity as aij(u) (i, j =
1, . . . , n), we will show that in order to get the global C1 solution with small
and decaying initial data to the Cauchy problem on a semibounded
initial axis, it is only necessary to suppose that the leftmost or rightmost
characteristic is WLD. Precisely speaking, assuming that

λ1(0), . . . , λn−1(0) < λn(0), (5.1.3)

i.e., in a neighbourhood of u = 0,

λ1(u), . . . , λn−1(u) < λn(u), (5.1.4)

Li Tatsien, Wang Libin, Global Propagation of Regular Nonlinear 115

Hyperbolic Waves, DOI 10.1007/b78335 5,
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for the Cauchy problem of system (2.1.1) with the initial data

t = 0 : u = φ(x), x ≥ 0, (5.1.5)

we have the following:

Theorem 5.1.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2,
system (2.1.1) is hyperbolic and (5.1.3) holds. Suppose furthermore that λn(u)
is WLD, namely, along the nth characteristic trajectory u = u(n)(s) passing
through u = 0, defined by

⎧
⎨

⎩

du

ds
= rn(u),

s = 0 : u = 0,
(5.1.6)

we have

∇λn(u)rn(u) ≡ 0, ∀|u| small, (5.1.7)

i.e.,

λn(u(n)(s)) ≡ λn(0), ∀|s| small. (5.1.8)

Suppose finally that

θ
def.= sup

x≥0
{(1 + x)1+μ(|φ(x)| + |φ′(x)|)} < +∞, (5.1.9)

where μ > 0 is a constant. Then there exists θ0 > 0 so small that for any
given θ ∈ [0, θ0], the Cauchy problem (2.1.1) and (5.1.5) admits a unique
global C1 solution u = u(t, x) with a small C1 norm on the domain D =
{(t, x)| t ≥ 0, x ≥ xn(t)}, where x = xn(t) is the nth characteristic passing
through the origin O(0, 0):

⎧
⎪⎨

⎪⎩

dxn(t)
dt

= λn(u(t, xn(t))),

xn(0) = 0.
(5.1.10)

On the other hand, under the assumption that in a neighbourhood of u = 0,
A(u) ∈ C1, system (2.1.1) is hyperbolic and (5.1.3) holds, if for any given
initial data φ(x) (x ≥ 0) such that

θ
def.= sup

x≥0
{(1 + x)1+μ(|φ(x)| + |φ′(x)|)} << 1, (5.1.11)

the Cauchy problem (2.1.1) and (5.1.5) always admits a unique global C1

solution u = u(t, x) on the domain D = {(t, x)| t ≥ 0, x ≥ xn(t)}, then λn(u)
must be WLD (cf. [63]).
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Remark 5.1.1 Suppose that in a neighbourhood of u = 0,

λ1(u), . . . , λp(u) < λp+1(u) ≡ · · · ≡ λn(u), (5.1.12)

where λ(u) def.= λp+1(u) ≡ · · · ≡ λn(u) is a characteristic with constant
multiplicity n − p. Suppose furthermore that λp+1(u), . . . , λn(u) are WLD
(see Definition 2.5.3). Then the conclusion of Theorem 5.1.1 is still valid.

Remark 5.1.2 When

λ1(0) < λ2(0), . . . , λn(0) (5.1.13)

or in a neighbourhood of u = 0,

λ1(u) ≡ · · · ≡ λp(u) < λp+1(u), . . . , λn(u), (5.1.14)

for the initial data
t = 0 : u = φ(x), x ≤ 0, (5.1.15)

such that

θ
def.= sup

x≤0
{(1 + |x|)1+μ(|φ(x)| + |φ′(x)|)} << 1, (5.1.16)

similar results hold as in Theorem 5.1.1 and Remark 5.1.1.
Remark 5.1.3 For the inhomogeneous quasilinear hyperbolic system (2.1.19),
suppose that the inhomogeneous term B(u) satisfies some conditions; then
similar results hold (see [30]).

Remark 5.1.4 Some results about the formation of singularities of the C1

solution to the Cauchy problem on a semibounded initial axis can be found
in [31].

5.2 Proof of Theorem 5.1.1

We first prove the necessity—the second part of Theorem 5.1.1.
Since the weak linear degeneracy of λn(u) is invariant under any smooth

invertible transformation u = u(ũ) [u(0) = 0], without loss of generality, we
may assume that system (2.1.1) is written in the corresponding generalized
normalized coordinates. By the definition, λn(u) is WLD if and only if

λn(unen) ≡ λn(0), ∀|un| small.

By the method in Section 3.1, we immediately get the necessity in Theo-
rem 5.1.1.
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Next, we prove the sufficiency—the first part of Theorem 5.1.1.
In what follows, we always assume that θ > 0 is suitably small.
By (5.1.3), there exist positive constants δ0 and δ so small that

λn(u) − λi(u′) ≥ 2δ0, ∀|u|, |u′| ≤ δ (i = 1, . . . , n − 1) (5.2.1)

and

|λi(u) − λi(u′)| ≤ δ0

2
, ∀|u|, |u′| ≤ δ (i = 1, . . . , n). (5.2.2)

Without loss of generality, we suppose that

λi(0) ≥ δ0 (i = 1, . . . , n). (5.2.3)

For the time being, we assume that on any given existence domain of
the C1 solution u = u(t, x) to the Cauchy problem (2.1.1) and (5.1.5),
we have

|u(t, x)| ≤ δ. (5.2.4)

At the end of the proof of Lemma 5.2.1, we will explain that this hypothesis
is reasonable.

By (5.2.2) and (5.2.3), it is easy to get

xn(t) ≥
(

λn(0) − δ0

2

)

t ≥ δ0

2
t. (5.2.5)

In order to prove the sufficiency in Theorem 5.1.1, it is only necessary
to establish a uniform a priori estimate on the C1 norm of the C1 solution
u = u(t, x) to the Cauchy problem (2.1.1) and (5.1.5) on any given existence
domain (cf. [72]).

For any given T > 0, let

DT = {(t, x)| 0 ≤ t ≤ T, x ≥ xn(t)}. (5.2.6)

On each existence domain DT of the C1 solution u = u(t, x), let

U c
∞(T ) = max

i=1,...,n−1
sup

(t,x)∈DT

{(1 + x)1+μ|ui(t, x)|}, (5.2.7)

W c
∞(T ) = max

i=1,...,n−1
sup

(t,x)∈DT

{(1 + x)1+μ|wi(t, x)|}, (5.2.8)

Ũ1(T ) = max
i=1,...,n−1

∫

ci

|un(t, x)|dt, (5.2.9)

W̃1(T ) = max
i=1,...,n−1

∫

ci

|wn(t, x)|dt, (5.2.10)
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where ci denotes any given ith characteristic on DT ,

U1(T ) = sup
0≤t≤T

∫ +∞

xn(t)

|un(t, x)|dx, (5.2.11)

W1(T ) = sup
0≤t≤T

∫ +∞

xn(t)

|wn(t, x)|dx, (5.2.12)

U∞(T ) = max
i=1,...,n

sup
(t,x)∈DT

|ui(t, x)|, (5.2.13)

and
W∞(T ) = max

i=1,...,n
sup

(t,x)∈DT

|wi(t, x)|. (5.2.14)

Lemma 5.2.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2, system
(2.1.1) is hyperbolic, and (5.1.3) holds. Suppose furthermore that φ(x) satis-
fies (5.1.9). Then there exists θ0 > 0 so small that for any given θ ∈ [0, θ0],
on any given existence domain DT = {(t, x)|0 ≤ t ≤ T, x ≥ xn(t)} of the C1

solution u = u(t, x) to the Cauchy problem (2.1.1) and (5.1.5), we have the
following uniform a priori estimates:

W̃1(T ), W1(T ) ≤ κ1θ, (5.2.15)
W c

∞(T ) ≤ κ2θ, (5.2.16)

and
U∞(T ) ≤ κ3θ. (5.2.17)

Here and henceforth, κi (i = 1, 2, . . .) are positive constants independent of
θ and T .

Proof. We first estimate W c
∞(T ).

Passing through any fixed point (t, x) ∈ DT , we draw the ith characteristic
ci: ξ = xi(τ) (0 ≤ τ ≤ t, i 	= n) that intersects the x-axis at a point (0, xi0).
Integrating (2.6.14) along ci from 0 to t yields

wi(t, x) = wi(0, xi0) +
∫ t

0

n∑

j,k=1

γijk(u)wjwk(τ, xi(τ))dτ (i 	= n). (5.2.18)

By (5.2.2), it is easy to see that
(

λi(0) − δ0

2

)

t ≤ x − xi0 ≤
(

λi(0) +
δ0

2

)

t (i 	= n). (5.2.19)

Moreover, by (5.2.5), we have

x ≥
(

λn(0) − δ0

2

)

t.
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Then, noting (5.2.1) and (5.2.3), we see from (5.2.19) that

δ0

λn(0) − δ0

2

x ≤ xi0 ≤ x (i 	= n). (5.2.20)

Similarly, we have

δ0

λn(0) − δ0

2

x ≤ xi(τ) ≤ x, ∀τ ∈ [0, t] (i 	= n). (5.2.21)

Thus, noting (2.6.16), we see from (5.2.18) that

(1 + x)1+μ|wi(t, x)|

≤ (1 + x)1+μ

⎧
⎨

⎩
|wi(0, xi0)| +

∫ t

0

n∑

j,k=1

|γijk(u)wjwk(τ, xi(τ))|dτ

⎫
⎬

⎭

≤ C(1 + xi0)1+μ|wi(0, xi0)| + (1 + x)1+μ

{∫ t

0

(
n−1∑

j,k=1

|γijk(u)wjwk(τ, xi(τ))|

+ 2
n−1∑

j=1

|γijn(u)wjwn(τ, xi(τ))|
)

dτ

}

≤ C

{

θ + (W c
∞(T ))2

∫ t

0

(1 + xi(τ))−(1+μ)dτ + W c
∞(T )W̃1(T )

}

(i 	= n).

(5.2.22)

Then, noting (5.2.5), we get

W c
∞(T ) ≤ C

{
θ + (W c

∞(T ))2 + W c
∞(T )W̃1(T )

}
. (5.2.23)

We next estimate W̃1(T ).
Passing through any fixed point A(t, x) ∈ DT , we draw the ith character-

istic ci: ξ = xi(τ) (0 ≤ τ ≤ t, i 	= n), which intersects the x-axis at a point
C. In the meantime, the nth characteristic passing through A intersects the
x-axis at a point B. By Lemma 2.6.1, we get

∫

ci

|wn(λi(u) − λn(u))(τ, xi(τ))|dτ

≤
∫

BC

|wn(0, x)|dx +
∫∫

ABC

n∑

j,k=1

|Γnjk(u)wjwk(t, x)|dtdx. (5.2.24)
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Then, noting (2.6.20) and (5.2.1), we have
∫

ci

|wn(τ, xi(τ))|dτ

≤ C

{∫ +∞

0

|wn(0, x)|dx +
∫∫

ABC

(
n−1∑

j,k=1

|Γnjk(u)wjwk(t, x)|

+
n−1∑

j=1

|Γnjn(u)wjwn(t, x)|
)

dtdx

}

≤ C

{

θ + (W c
∞(T ))2

∫∫

ABC

(1 + x)−2(1+μ)dtdx

+ W c
∞(T )

∫∫

ABC

(1 + x)−(1+μ)|wn(t, x)|dtdx

}

. (5.2.25)

Hence, noting (5.2.5), we get

W̃1(T ) ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (5.2.26)

Now we estimate W1(T ).
For any given t with 0 ≤ t ≤ T , passing through A(t, a) (a > xn(t)), we

draw the nth characteristic, which intersects the x-axis at a point C. Let B
denote the point (t, xn(t)). By Lemma 2.6.1, similarly to (5.2.24), we have

∫

BA

|wn(t, x)|dx ≤
∫

OC

|wn(0, x)|dx +
∫∫

ABOC

n∑

j,k=1

|Γnjk(u)wjwk(t, x)|dtdx.

(5.2.27)
Then, similarly to (4.2.8), it is easy to get

∫ a

xn(t)

|wn(t, x)|dx ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}, (5.2.28)

where C is independent of a. Thus, letting a → +∞, we get

W1(T ) ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (5.2.29)

The combination of (5.2.23), (5.2.26), and (5.2.29) gives (5.2.15)–(5.2.16).
Finally, we estimate U∞(T ).
Passing through any fixed point (t, x) ∈ DT , we draw the nth characteristic

cn: ξ = xn(τ) (0 ≤ τ ≤ t), which intersects the x-axis at a point (0, x0).
Noting (2.6.43), we have

du

dnt
=

n−1∑

k=1

(λn(u) − λk(u))wkrk. (5.2.30)
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Integrating (5.2.30) along cn from 0 to t yields

u(t, x) = φ(x0) +
∫ t

0

n−1∑

k=1

(λn(u) − λk(u))wkrk(τ, xn(τ))dτ. (5.2.31)

Then, noting (5.1.9) and (5.2.5) and using (5.2.16), we get

|u(t, x)| ≤ C{θ + W c
∞(T )} ≤ Cθ. (5.2.32)

Hence, (5.2.17) holds. Moreover, it turns out from (5.2.32) that hypothesis
(5.2.4) is reasonable.

Lemma 5.2.2 Under the assumptions of the first part of Theorem 5.1.1,
in corresponding generalized normalized coordinates, there exists θ0 > 0 so
small that for any given θ ∈ [0, θ0], on any given existence domain DT =
{(t, x)|0 ≤ t ≤ T, x ≥ xn(t)} of the C1 solution u = u(t, x) to the Cauchy
problem (2.1.1) and (5.1.5), we have the following uniform a priori estimates:

Ũ1(T ), U1(T ) ≤ κ4θ, (5.2.33)
U c
∞(T ) ≤ κ5θ, (5.2.34)

and
W∞(T ) ≤ κ6θ. (5.2.35)

Proof. We first estimate U c
∞(T ).

Similarly to (5.2.18), integrating (2.6.44), we have

ui(t, x) = ui(0, xi0) +
∫ t

0

n∑

j,k=1

ρijk(u)ujwk(τ, xi(τ))dτ (i 	= n). (5.2.36)

Noting (2.6.45), we can rewrite (5.2.36) as

ui(t, x) = ui(0, xi0) +
∫ t

0

[
n−1∑

j,k=1

ρijk(u)ujwk +
n−1∑

j=1

(ρijn(u)ujwn

+ ρinj(u)unwj)

]

(τ, ξ(τ))dτ (i 	= n). (5.2.37)

Then, noting (5.2.15)–(5.2.17), similarly to (5.2.23), we have

U c
∞(T ) ≤ C

{
θ + U c

∞(T )W c
∞(T ) + W c

∞(T )Ũ1(T ) + U c
∞(T )W̃1(T )

}

≤ Cθ{1 + U c
∞(T ) + Ũ1(T )}. (5.2.38)
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Hence, we have

U c
∞(T ) ≤ Cθ

{
1 + Ũ1(T )

}
. (5.2.39)

We next estimate Ũ1(T ) and U1(T ).
Since λn(u) is WLD, by (2.6.52) we have

Fnnn(unen) ≡ 0. (5.2.40)

Then, using (2.6.48) and noting (2.6.50), similarly to (5.2.25), we have

∫

ci

|un(τ, xi(τ))|dτ ≤ C

{∫ +∞

0

|un(0, x)|dx

+
∫∫

ABC

n∑

j,k=1

|Fnjk(u)ujwk(t, x)|dtdx

}

≤C

{

θ+
∫∫

ABC

[
n−1∑

j,k=1

|Fnjk(u)ujwk(t, x)|

+
n−1∑

j=1

|Fnnj(u)unwj(t, x)| + |(Fnnn(u)

− Fnnn(unen))unwn(t, x)|
]

dtdx

}

(i 	= n). (5.2.41)

Hence, noting (5.2.5) and using Lemma 5.2.1, we get

Ũ1(T ) ≤ C{θ + U c
∞(T )W c

∞(T ) + W c
∞(T )U1(T ) + U∞(T )U c

∞(T )W1(T )}
≤ Cθ{1 + U c

∞(T ) + U1(T )}. (5.2.42)

Moreover, similarly to (5.2.29), we have

U1(T ) ≤ Cθ{1 + U c
∞(T ) + U1(T )},

which gives us

U1(T ) ≤ Cθ{1 + U c
∞(T )}. (5.2.43)

The combination of (5.2.39), (5.2.42), and (5.2.43) yields (5.2.33)–(5.2.34).
We finally estimate W∞(T ).
Since λn(u) is WLD, by (2.6.17) we have

γnnn(unen) ≡ 0. (5.2.44)
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Similarly to (5.2.31), integrating (2.6.14) (in which we take i = n) along
cn from 0 to t gives

wn(t, x) = wn(0, x0) +
∫ t

0

n∑

j,k=1

γnjk(u)wjwk(τ, xn(τ))dτ

= wn(0, x0) +
∫ t

0

(
n−1∑

j,k=1

γnjk(u)wjwk + 2
n−1∑

j=1

γnjn(u)wjwn

+ (γnnn(u) − γnnn(unen))(wn)2
)

(τ, xn(τ))dτ. (5.2.45)

Then, noting (5.1.9) and using (5.2.16) and (5.2.34), we get

|wn(t, x)| ≤ C{θ + (W c
∞(T ))2 + W c

∞(T )W∞(T ) + (W∞(T ))2U c
∞(T )}

≤ Cθ{1 + W∞(T ) + (W∞(T ))2}. (5.2.46)

Hence, we have

W∞(T ) ≤ Cθ{1 + W∞(T ) + (W∞(T ))2}, (5.2.47)

which implies (5.2.35).

The sufficiency in Theorem 5.1.1 follows immediately from Lemmas 5.2.1
and 5.2.2.

5.3 Application

Consider the following Cauchy problem for the system of traffic flow (cf.
Section 1.3.2): {

∂tρ + ∂x(ρv) = 0,
∂t(v + p(ρ)) + v∂x(v + p(ρ)) = 0

(5.3.1)

with the initial data

t = 0 : (ρ, v) = (ρ̃0 + ρ0(x), ṽ0 + v0(x)) (x ≥ 0), (5.3.2)

where ρ(> 0) and v are the density and velocity of cars at point x and time t,
respectively, p(·) is a suitably smooth and strictly increasing function, ρ̃0 > 0
and ṽ0 are constants, and (ρ0(x), v0(x)) ∈ C1 and satisfies the decaying
property as shown in (5.1.9).

Let
U = (ρ, v)T . (5.3.3)
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For ρ > 0, (5.3.1) is a strictly hyperbolic system with the following distinct
real eigenvalues:

λ1(U) = v − ρp′(ρ) < λ2(U) = v. (5.3.4)

It is easy to see that λ2(U) is LD, then WLD with respect to U = U0
def.=

(ρ̃0, ṽ0)T .

By Theorem 5.1.1, we have

Theorem 5.3.1 There exists θ0 > 0 so small that for any fixed θ ∈ [0, θ0],
the Cauchy problem (5.3.1)–(5.3.2) admits a unique global C1 solution U =
U(t, x) on the domain D = {(t, x)|t ≥ 0, x ≥ x2(t)}, where x = x2(t) is the
second characteristic passing through the origin O(0, 0).
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Chapter VI

One-Sided Mixed Initial-Boundary
Value Problem

In this chapter we consider the one-sided mixed initial-boundary value prob-
lem for quasilinear hyperbolic systems with nonlinear boundary conditions
on the domain {(t, x)| t ≥ 0, x ≥ 0}.

6.1 Global Existence of the Classical Solution

6.1.1 Introduction and Main Results

Consider the following first-order quasilinear hyperbolic system:

∂u

∂t
+ A(u)

∂u

∂x
= 0, (6.1.1)

where u = (u1, . . . , un)T is the unknown vector function of (t, x) and A(u) is
an n × n matrix with suitably smooth elements aij(u) (i, j = 1, . . . , n).

By the definition of hyperbolicity, for any given u on the domain under con-
sideration, A(u) has n real eigenvalues λ1(u), . . . , λn(u) and a complete set of
left (resp. right) eigenvectors. For i = 1, . . . , n, let li(u) = (li1(u), . . . , lin(u))
[resp. ri(u) = (r1i(u), . . . , rni(u))T ] be a left (resp. right) eigenvector corre-
sponding to λi(u):

li(u)A(u) = λi(u)li(u) (6.1.2)

and
A(u)ri(u) = λi(u)ri(u). (6.1.3)

We have
det |lij(u)| 	= 0 [resp.det |rij(u)| 	= 0]. (6.1.4)
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Without loss of generality, we suppose that on the domain under considera-
tion,

li(u)rj(u) ≡ δij (i, j = 1, . . . , n), (6.1.5)

where δij stands for Kronecker’s delta.
We suppose that all λi(u), lij(u), and rij(u) (i, j = 1, . . . , n) have the same

regularity as aij(u) (i, j = 1, . . . , n).
For the Cauchy problem of system (6.1.1) with the initial data

t = 0 : u = φ(x), −∞ < x < +∞, (6.1.6)

where φ(x) is a C1 vector function with a small C1 norm and certain decay-
ing properties, by means of the concept of weak linear degeneracy, the global
existence and the blow-up phenomenon of C1 solution have been studied in
Chapters 3 and 4, respectively. Moreover, the global existence of the C1 so-
lution to the Cauchy problem on a semibounded initial axis has been studied
in Chapter 5. In order to consider the effect of boundary conditions on the
global regularity of classical solution, in this section we consider the one-sided
mixed initial-boundary value problem for system (6.1.1) in a semibounded
domain.

We suppose that the eigenvalues satisfy

λ1(0), . . . , λm(0) < 0 < λm+1(0) < · · · < λn(0). (6.1.7)

On the domain
D = {(t, x)| t ≥ 0, x ≥ 0}, (6.1.8)

we consider the following one-sided mixed initial-boundary value
problem for system (6.1.1) with the initial condition

t = 0 : u = φ(x), x ≥ 0, (6.1.9)

and the boundary condition

x = 0 : vs = fs(α(t), v1, . . . , vm) + hs(t) (s = m + 1, . . . , n), (6.1.10)

in which
vi = li(u)u (i = 1, . . . , n) (6.1.11)

and
α(t) = (α1(t), . . . , αk(t)). (6.1.12)

Without loss of generality, we suppose that

fs(α(t), 0, . . . , 0) ≡ 0 (s = m + 1, . . . , n). (6.1.13)

Remark 6.1.1 In a neighbourhood of u = 0, the boundary condition
(6.1.10) takes a similar form under any possibly different choice of left eigen-
vectors.
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The main result of the section is

Theorem 6.1.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2 and
(6.1.7) holds. Suppose furthermore that φ, fs, α, and hs (s = m + 1, . . . , n)
are all C1 functions with respect to their arguments. Suppose finally that the
conditions of C1 compatibility are satisfied at the point (t, x) = (0, 0) and
(6.1.13) holds. If λs(u) (s = m + 1, . . . , n) are weakly linearly degenerate
(WLD) and

θ
def.= max

{

sup
x≥0

(1 + x)1+μ(|φ(x)| + |φ′(x)|),

sup
t≥0

(1 + t)1+μ(|α(t)| + |h(t)| + |α′(t)| + |h′(t)|)
}

< +∞, (6.1.14)

where μ > 0 is a constant and

h(t) = (hm+1(t), . . . , hn(t)), (6.1.15)

then there exists θ0 > 0 so small that for any given θ ∈ [0, θ0], the one-sided
mixed initial-boundary value problem (6.1.1) and (6.1.9)–(6.1.10) admits a
unique global C1 solution u = u(t, x) with a small C1 norm on the domain
D = {(t, x)| t ≥ 0, x ≥ 0} (cf. [66]).

Remark 6.1.2 Comparing with the result on the Cauchy problem in Chap-
ter 3 (also see [75], [76]), Theorem 6.1.1 shows that when there is only
one boundary, the interaction of linear or nonlinear boundary conditions
with nonlinear hyperbolic waves causes a positive effect on the global regu-
larity of the solution: The weak linear degeneracy of negative characteris-
tics λr(u) (r = 1, . . . ,m) is not necessary for the global existence of the C1

solution.

Remark 6.1.3 The global existence of the weakly discontinuous solution
to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)–
(6.1.10) can be similarly discussed (see [29]).

Remark 6.1.4 For the one-sided mixed initial-boundary value problem
of the inhomogeneous quasilinear hyperbolic system (2.1.19) with (6.1.9)–
(6.1.10), suppose that the inhomogeneous term B(u) satisfies some conditions.
Then similar results hold (see [18]).

Remark 6.1.5 For the mixed initial-boundary value problem on a bounded
domain {(t, x)|t ≥ 0, 0 ≤ x ≤ L}, the results on the global regularity of the
C1 solution can be found in [28], [50], [60], [61], and [85].
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6.1.2 Proof of Theorem 6.1.1

In what follows, we always assume that θ > 0 is suitably small.
By (6.1.7), there exist positive constants δ0 and δ such that

λi(u) − λj(u′) ≥ 4δ0, ∀ |u|, |u′| ≤ δ,∀i ∈ {m + 1, . . . , n},
∀j ∈ {1, . . . , m} or j = i − 1, (6.1.16)

|λi(u) − λi(u′)| ≤ δ0

2
, ∀|u|, |u′| ≤ δ (i = 1, . . . , n), (6.1.17)

and
|λi(0)| > δ0 (i = 1, . . . , n). (6.1.18)

For the time being, we assume that on any given existence domain of the
C1 solution u = u(t, x) to the one-sided mixed initial-boundary value problem
(6.1.1) and (6.1.9)–(6.1.10), we have

|u(t, x)| ≤ δ. (6.1.19)

At the end of the proof of Lemma 6.1.2, we will explain that this hypothesis
is reasonable.

In order to prove Theorem 6.1.1, it is sufficient to establish a uniform
a priori estimate on the C1 norm of the C1 solution u = u(t, x) to the
one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)–(6.1.10)
(cf. [72]). By (2.6.3)–(2.6.4), it is easy to see that it is only necessary to
establish a uniform a priori estimate on the C0 norm of v = (v1, . . . , vn) and
w = (w1, . . . , wn).

For any given T > 0, let

DT
+ = {(t, x)| 0 ≤ t ≤ T, x ≥ (λn(0) + δ0)t}, (6.1.20)

DT
0 = {(t, x)| 0 ≤ t ≤ T, 0 ≤ x ≤ (λm+1(0) − δ0)t}, (6.1.21)

DT = {(t, x)| 0 ≤ t ≤ T, (λm+1(0) − δ0)t ≤ x ≤ (λn(0) + δ0)t}, (6.1.22)

and for s = m + 1, . . . , n,

DT
s = {(t, x)| 0 ≤ t ≤ T, |x − λs(0)t| ≤ δ0t}. (6.1.23)

It is easy to see that

DT
+ ∪ DT

0 ∪ DT = {(t, x)|0 ≤ t ≤ T, x ≥ 0}

and
n⋃

s=m+1

DT
s ⊂ DT .
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On each existence domain {(t, x)|0 ≤ t ≤ T, x ≥ 0} of the C1 solution
u = u(t, x) to the one-sided mixed initial-boundary value problem (6.1.1)
and (6.1.9)–(6.1.10), let

V (DT
+) = max

i=1,...,n
‖(1 + x)1+μvi(t, x)‖L∞(DT

+), (6.1.24)

W (DT
+) = max

i=1,...,n
‖(1 + x)1+μwi(t, x)‖L∞(DT

+), (6.1.25)

V (DT
0 ) = max

i=1,...,n
‖(1 + t)1+μvi(t, x)‖L∞(DT

0 ), (6.1.26)

W (DT
0 ) = max

i=1,...,n
‖(1 + t)1+μwi(t, x)‖L∞(DT

0 ), (6.1.27)

V c
∞(T ) = max

{

max
r=1,...,m

sup
(t,x)∈DT

(1 + t)1+μ|vr(t, x)|,

max
s=m+1,...,n

sup
(t,x)∈DT \DT

s

(1 + t)1+μ|vs(t, x)|
}

, (6.1.28)

W c
∞(T ) = max

{

max
r=1,...,m

sup
(t,x)∈DT

(1 + t)1+μ|wr(t, x)|,

max
s=m+1,...,n

sup
(t,x)∈DT \DT

s

(1 + t)1+μ|ws(t, x)|
}

, (6.1.29)

Ṽ1(T ) = max
s=m+1,...,n

max
j 	=s

sup
c̃j

∫

c̃j

|vs(t, x)|dt, (6.1.30)

W̃1(T ) = max
s=m+1,...,n

max
j 	=s

sup
c̃j

∫

c̃j

|ws(t, x)|dt, (6.1.31)

where c̃j denotes any given jth characteristic on DT
s (j 	= s, s = m+1, . . . , n),

V∞(T ) = max
i=1,...,n

sup
0≤t≤T

x≥0

|vi(t, x)|, (6.1.32)

and
W∞(T ) = max

i=1,...,n
sup

0≤t≤T
x≥0

|wi(t, x)|. (6.1.33)

Lemma 6.1.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2, (6.1.1)
is hyperbolic and (6.1.7) holds. Suppose furthermore that φ(x) satisfies the
requirement of (6.1.14). Then there exists θ0 > 0 so small that for any given
θ ∈ [0, θ0], on any given existence domain {(t, x)|0 ≤ t ≤ T, x ≥ 0} of the
C1 solution u = u(t, x) to the one-sided mixed initial-boundary value problem
(6.1.1) and (6.1.9)–(6.1.10), we have the following uniform a priori estimates:

V (DT
+), W (DT

+) ≤ κ1θ. (6.1.34)
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Henceforth, κi (i = 1, 2, . . .) are positive constants independent of θ and T .

Proof. For each i = 1, . . . , n, passing through any given point (t, x) ∈ DT
+,

we draw the ith characteristic ci : ξ = xi(τ ; yi) in which 0 ≤ τ ≤ t and
yi stands for the x-coordinate of the intersection point of this characteristic
with the x-axis. Noting (6.1.7) and (6.1.16)–(6.1.18), it is easy to see that the
whole characteristic ci is included in DT

+ and there exist positive constants
d1 and d2 such that

d1(1 + yi) ≤ 1 + xi(τ ; yi) ≤ d2(1 + yi) for 0 ≤ τ ≤ t. (6.1.35)

Integrating (2.6.5) along ci from 0 to t gives

vi(t, x) = vi(0, yi) +
∫ t

0

n∑

j,k=1

βijk(u)vjwk(τ, xi(τ ; yi))dτ. (6.1.36)

Then, noting (6.1.14), (6.1.19), and (6.1.35), we get

(1+x)1+μ|vi(t, x)|

≤ C(1 + x)1+μ

{

vi(0, yi) + V (DT
+)W (DT

+)
∫ t

0

(1 + xi(τ ; yi))−2(1+μ)dτ

}

≤ C

{

θ + V (DT
+)W (DT

+)
∫ t

0

(1 + xi(τ ; yi))−(1+μ)dτ

}

≤ C{θ + V (DT
+)W (DT

+)}. (6.1.37)

Hence, we have

V (DT
+) ≤ C{θ + V (DT

+)W (DT
+)}. (6.1.38)

Similarly, we have

W (DT
+) ≤ C{θ + V (DT

+)W (DT
+)}. (6.1.39)

Then, we get (6.1.34) via the method in the proof of Lemma 3.2.2.

Lemma 6.1.2 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2, (6.1.1)
is hyperbolic and (6.1.7) holds. Suppose furthermore that (6.1.14) holds. Then
there exists θ0 > 0 so small that for any given θ ∈ [0, θ0], on any given
existence domain {(t, x)|0 ≤ t ≤ T, x ≥ 0} of the C1 solution u = u(t, x)
to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)–
(6.1.10), we have the following uniform a priori estimates:

W (DT
0 ) ≤ κ2θ, (6.1.40)

W̃1(T ) ≤ κ3θ, (6.1.41)
W c

∞(T ) ≤ κ4θ, (6.1.42)
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and
V∞(T ) ≤ κ5θ. (6.1.43)

Proof. Differentiating the boundary condition (6.1.10) with respect to t
gives

x = 0 :
∂vs

∂t
=

m∑

r=1

∂fs

∂vr
(α(t), v1, . . . , vm)

∂vr

∂t

+
(

∂fs

∂α

)

(α(t), v1, . . . , vm)(α′(t))T + h′
s(t)(s = m + 1, . . . , n).

(6.1.44)

Noting (6.1.1) and (2.6.4), it is easy to see that

∂vi

∂t
=

∂

∂t
(li(u)u) = −λi(u)wi +

n∑

k=1

aik(u)wk (i = 1, . . . , n), (6.1.45)

where
aik(u) = −λk(u)rT

k (u)∇li(u)u. (6.1.46)

Then, noting (6.1.7) and (6.1.19), for δ > 0 small enough, by (6.1.44)–
(6.1.45) we have

x = 0 : ws =
m∑

r=1

fsr(t, u)wr +
k∑

i=1

fsi(t, u)α′
i(t) +

n∑

s=m+1

f̃ss(t, u)h′
s(t)

(s = m + 1, . . . , n),
(6.1.47)

where fsr, fsi, and f̃ss are continuous functions of t [via α(t)] and u.
We first estimate W (DT

0 ).
i. For r = 1, . . . ,m, passing through any fixed point (t, x) ∈ DT

0 ,
we draw the rth characteristic cr, which intersects the straight lines x =
(λm+1(0) − δ0)t and x = (λn(0) + δ0)t at points (t1, x1) and (t2, x2), respec-
tively. Integrating (2.6.14) along cr from t2 to t yields

wr(t, x) = wr(t2, x2) +
∫ t

t2

n∑

j,k=1

γrjk(u)wjwkdτ

= wr(t2, x2) +
∫ t1

t2

n∑

j,k=1

γrjk(u)wjwkdτ +
∫ t

t1

n∑

j,k=1

γrjk(u)wjwkdτ.

(6.1.48)

By (6.1.17), we have

λr(0) − δ0

2
≤ x − x2

t − t2
≤ λr(0) +

δ0

2
. (6.1.49)
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Then, noting (6.1.18) and using the fact that the point (t2, x2) lies on the
straight line x = (λn(0) + δ0)t, we get

t2 ≥ −
λr(0) + δ0

2

λn(0) − λr(0) + δ0
2

t
def.= art (ar > 0). (6.1.50)

Thus, noting Lemma 6.1.1, we see from (6.1.48) that

(1 + t)1+μ|wr(t, x)|

≤ (1 + t)1+μ

{

|wr(t2, x2)| +
∫ t1

t2

n∑

j,k=1

|γrjk(u)wjwk|dτ

+
∫ t

t1

n∑

j,k=1

|γrjk(u)wjwk|dτ

}

≤ C(1 + t)1+μ

{

(1 + t2)−(1+μ)W (DT
+) + (W (DT

0 ))2
∫ t

t1

(1 + τ)−2(1+μ)dτ

+
∫ t1

t2

(
m∑

j,k=1

+
∑

j∈{1,··· ,m}
k∈{1,··· ,m}

+
∑

k∈{1,··· ,m}
j∈{1,··· ,m}

+
n∑

j,k=m+1
j �=k

)

|γrjk(u)wjwk|dτ

}

≤ C{W (DT
+) + (W (DT

0 ))2 + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}
≤ C{θ + (W (DT

0 ))2 + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}. (6.1.51)

Henceforth, C denotes different positive constants independent of θ and T .
ii. For s = m + 1, . . . , n, passing through any fixed point (t, x) ∈ DT

0 , we
draw the sth characteristic cs, which intersects the t-axis at a point (t0, 0).
Integrating (2.6.14) along cs from t0 to t yields

ws(t, x) = ws(t0, 0) +
∫ t

t0

n∑

j,k=1

γsjk(u)wjwkdτ. (6.1.52)

By (6.1.47), we have

ws(t0, 0) =
m∑

r=1

fsr(t0, u)wr(t0, 0) +
k∑

i=1

fsi(t0, u)α′
i(t0)

+
n∑

s=m+1

f̃ss(t0, u)h′
s(t0)(s = m + 1, . . . , n). (6.1.53)

Then, passing through (t0, 0), we draw the rth characteristic cr (r ∈
{1, . . . , m}), which intersects the straight line x = (λn(0) + δ0)t at a point
(t3, x3).
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By (6.1.51), we have

(1 + t0)1+μ|wr(t0, 0)| ≤ C{θ + (W (DT
0 ))2 + W c

∞(T )W̃1(T ) + (W c
∞(T ))2}.

(6.1.54)

Similarly to (6.1.50), we have

t0 ≥
λs(0) − λm+1(0) + δ0

2

λs(0) − δ0
2

t
def.= bst (bs > 0). (6.1.55)

Then, noting (6.1.14), (6.1.19), and (6.1.54)–(6.1.55), we see from (6.1.53)
that

(1 + t)1+μ|ws(t0, 0)| ≤ C(1 + t0)1+μ|ws(t0, 0)|
≤ C{θ + (W (DT

0 ))2 + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}.
(6.1.56)

Hence, it follows from (6.1.52) that

(1 + t)1+μ|ws(t, x)| ≤ (1 + t)1+μ|ws(t0, 0)|

+ (1 + t)1+μ

∫ t

t0

n∑

j,k=1

|γsjk(u)wjwk|dτ

≤C{θ + (W (DT
0 ))2 + W c

∞(T )W̃1(T ) + (W c
∞(T ))2}.

(6.1.57)

Thus, by (6.1.51) and (6.1.57), we get

W (DT
0 ) ≤ C{θ + (W (DT

0 ))2 + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}. (6.1.58)

We next estimate W̃1(T ).
Let

W1(T ) = max
s=m+1,...,n

sup
0≤t≤T

∫

DT
s (t)

|ws(t, x)|dx, (6.1.59)

where DT
s (t) = {(τ, x)| τ = t, (τ, x) ∈ DT

s }.
We arbitrarily draw a jth characteristic c̃j on DT

s (j 	= s, s = m+1, . . . , n),
which intersects the boundary of DT

s at points P1 and P2. Then, we draw the
sth characteristics passing through P1 and P2, respectively, which intersect,
for instance, the straight lines x = (λm+1(0) − δ0)t and x = (λn(0) + δ0)t
at points A and B, respectively [when these two sth characteristics inter-
sect the straight line x = (λm+1(0) − δ0)t or x = (λn(0) + δ0)t twice, we
have the same conclusion]. The sth characteristic passing through O(0, 0)
intersects c̃j at a point P0. Applying Lemma 2.6.1 on the domain P1AOP0,
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we get
∫

P̃1P0

|ws(dx − λs(u)dt)| ≤
∫

OA

|ws(dx − λs(u)dt)|

+
∫∫

P1AOP0

n∑

l,k=1

|Γslk(u)wlwk|dtdx; (6.1.60)

then
∫

P̃1P0
|ws(λj(u) − λs(u))|dt ≤

∫

OA

|ws(λm+1(0) − δ0 − λs(u))|dt

+
∫∫

P1AOP0

⎛

⎜
⎝

m∑

l,k=1

+
∑

l∈{1,··· ,m}
k∈{1,··· ,m}

+
∑

k∈{1,··· ,m}
l∈{1,··· ,m}

+
n∑

l,k=m+1
l�=k

⎞

⎟
⎠ |Γslk(u)wlwk|dtdx.

(6.1.61)

Thus, noting (6.1.16), we have
∫

P̃1P0

|ws(t, x)|dt ≤ C{W (DT
0 ) + W c

∞(T )W1(T ) + (W c
∞(T ))2}. (6.1.62)

Similarly, we have
∫

P̃0P2

|ws(t, x)|dt ≤ C{W (DT
+) + W c

∞(T )W1(T ) + (W c
∞(T ))2}. (6.1.63)

Then, if we note Lemma 6.1.1, it follows from (6.1.62)–(6.1.63) that

W̃1(T ) ≤ C{θ + W (DT
0 ) + W c

∞(T )W1(T ) + (W c
∞(T ))2}. (6.1.64)

Similarly, we have

W1(T ) ≤ C{θ + W (DT
0 ) + W c

∞(T )W1(T ) + (W c
∞(T ))2}. (6.1.65)

Now we estimate W c
∞(T ).

i. For r = 1, . . . ,m, passing through any fixed point (t, x) ∈ DT , we draw
the rth characteristic cr, which intersects the straight line x = (λn(0) + δ0)t
at a point (t, x). Integrating (2.6.14) along cr from t to t yields

wr(t, x) = wr(t, x) +
∫ t

t

n∑

j,k=1

γrjk(u)wjwkdτ. (6.1.66)

Similarly to (6.1.50), it is easy to see that

t ≥
λm+1(0) − λr(0) − 3

2δ0

λn(0) − λr(0) + δ0
2

t
def.= drt (dr > 0). (6.1.67)
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Then, using Lemma 6.1.1, similarly to (6.1.51) we get

(1 + t)1+μ|wr(t, x)| ≤ C{W (DT
+) + W c

∞(T )W̃1(T ) + (W c
∞(T ))2}

≤ C{θ + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}. (6.1.68)

ii. For s = m+1, . . . , n, passing through any fixed point (t, x) ∈ DT \DT
s ,

we draw the sth characteristic cs, which intersects the boundary of DT at a
point (t, x). Similarly to (6.1.68), we have

(1 + t)1+μ|ws(t, x)| ≤ C{W (DT
0 ) + W (DT

+) + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}
≤ C{θ + W (DT

0 ) + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}.
(6.1.69)

Thus, it follows from (6.1.68)–(6.1.69) that

W c
∞(T ) ≤ C{θ + W (DT

0 ) + W c
∞(T )W̃1(T ) + (W c

∞(T ))2}. (6.1.70)

Then, the combination of (6.1.58), (6.1.64)–(6.1.65), and (6.1.70) gives
(6.1.40)–(6.1.42) and

W1(T ) ≤ κ6θ. (6.1.71)

Finally, we estimate V∞(T ).
By (6.1.11) and noting (6.1.19), we have

|vi(t, x)| ≤ C|u(t, x)| (i = 1, . . . , n). (6.1.72)

For any fixed point (t, x) in the domain {(t, x)|0 ≤ t ≤ T, x ≥ 0}, we have

u(t, x) = −
∫ x0

x

uξ(t, ξ)dξ+u(t, x0) = −
∫ x0

x

n∑

k=1

wkrk(t, ξ)dξ+
n∑

k=1

vkrk(t, x0),

(6.1.73)

in which the point (t, x0) lies on the straight line x = (λn(0) + δ0)t. Then,
using Lemma 6.1.1 and noting (6.1.40), (6.1.42), and (6.1.71), we get

|u(t, x)| ≤ C{W (DT
0 ) + W c

∞(T ) + W1(T ) + W (DT
+) + V (DT

+)}
≤ Cθ. (6.1.74)

Thus, (6.1.43) follows immediately from (6.1.72) and (6.1.74). Moreover,
by (6.1.74), we know that hypothesis (6.1.19) is reasonable.

The proof of Lemma 6.1.2 is finished.

Let

Wm
∞(T ) = max

r=1,...,m
sup

0≤t≤T
x≥0

|wr(t, x)|. (6.1.75)
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By (6.1.34), (6.1.40), and (6.1.42), it is easy to get the following:

Lemma 6.1.3 Under the assumptions of Lemma 6.1.2, there exists θ0 > 0
so small that for any given θ ∈ [0, θ0], on any given existence domain
{(t, x)|0 ≤ t ≤ T, x ≥ 0} of the C1 solution u = u(t, x) to the one-sided
mixed initial-boundary value problem (6.1.1) and (6.1.9)–(6.1.10), we have
the following uniform a priori estimate:

Wm
∞(T ) ≤ κ7θ. (6.1.76)

In order to consider the one-sided mixed initial-boundary value problem
in generalized normalized coordinates, we prove

Lemma 6.1.4 The boundary condition (6.1.10) keeps a similar form under
any given smooth invertible transformation u = u(ũ) [u(0) = 0].

Proof. Let u = u(ũ) [u(0) = 0] be a smooth invertible transformation. We
have

vi = li(u)u = li(0)
(

∂u

∂ũ

)

(0)ũ + o(|ũ|). (6.1.77)

Noting Remark 6.1.1, in the ũ-space we may suppose

l̃i(0) = li(0)
(

∂u

∂ũ

)

(0) (i = 1, . . . , n). (6.1.78)

Then

vi = l̃i(0)ũ + o(|ũ|) = ṽi + o(|ṽ|) (i = 1, . . . , n), (6.1.79)

where
ṽi = l̃i(ũ)ũ (i = 1, . . . , n) (6.1.80)

and ṽ = (ṽ1, . . . , ṽn)T .
Substituting (6.1.79) into (6.1.10), it is easy to see that in a neighbourhood

of ũ = 0, we have the following boundary condition similar to (6.1.10):

x = 0 : ṽs = gs(α(t), hm+1(t), . . . , hn(t), ṽ1, . . . , ṽm)
def.= g̃s(α̃(t), ṽ1, . . . , ṽm) + h̃s(t) (s = m + 1, . . . , n), (6.1.81)

where gs, g̃s ∈ C1 (s = m + 1, . . . , n),

α̃(t) = (α(t), hm+1(t), . . . , hn(t)), (6.1.82)

h̃s(t) = gs(α(t), hm+1(t), . . . , hn(t), 0, · · · , 0) (s = m + 1, . . . , n); (6.1.83)

then
g̃s(α̃(t), 0, . . . , 0) ≡ 0 (s = m + 1, . . . , n). (6.1.84)
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Moreover, noting (6.1.13), it is easy to see that

gs(α(t), 0, . . . , 0) ≡ 0 (s = m + 1, . . . , n). (6.1.85)

Hence, condition (6.1.14) is also invariant under any given smooth invert-
ible transformation.

By Lemma 6.1.4, in what follows we still denote generalized normalized
variables as u = (u1, . . . , un)T .

Lemma 6.1.5 Under the assumptions of Theorem 6.1.1, in generalized nor-
malized coordinates, there exists θ0 > 0 so small that for any given θ ∈ [0, θ0],
on any given existence domain {(t, x)|0 ≤ t ≤ T, x ≥ 0} of the C1 solution
u = u(t, x) to the one-sided mixed initial-boundary value problem (6.1.1) and
(6.1.9)–(6.1.10), we have the following uniform a priori estimates:

V (DT
0 ) ≤ κ8θ, (6.1.86)

Ṽ1(T ) ≤ κ9θ, (6.1.87)

and
V c
∞(T ) ≤ κ10θ. (6.1.88)

Proof. Let

U c
∞(T ) = max

{

max
r=1,...,m

sup
(t,x)∈DT

(1 + t)1+μ|ur(t, x)|,

max
s=m+1,...,n

sup
(t,x)∈DT \DT

s

(1 + t)1+μ|us(t, x)|
}

. (6.1.89)

By

ui(t, x) =
n∑

k=1

vkrT
k (u)ei =

m∑

k=1

vkrT
k (u)ei +

n∑

k=m+1

vkrT
k (u)ei (6.1.90)

and noting (2.4.20), it is easy to see that

U c
∞(T ) ≤ CV c

∞(T ). (6.1.91)

Now we estimate V (DT
0 ).

i. For r = 1, . . . ,m, for any fixed point (t, x) ∈ DT
0 , similarly to (6.1.48),

we have

vr(t, x) = vr(t2, x2) +
∫ t

t2

n∑

j,k=1

βrjk(u)vjwkdτ

= vr(t2, x2) +
∫ t1

t2

n∑

j,k=1

βrjk(u)vjwkdτ +
∫ t

t1

n∑

j,k=1

βrjk(u)vjwkdτ.

(6.1.92)
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Then, noting (2.6.12), by Hadamand’s formula,

βrjj(u) = βrjj(u) − βrjj(ujej)

=
∫ 1

0

n∑

l=1
l �=j

∂βrjj

∂ul
(su1, . . . , suj−1, uj , suj+1, . . . , sun)ulds, (6.1.93)

we have

(1 + t)1+μvr(t, x)

= (1 + t)1+μ

⎧
⎨

⎩
vr(t2, x2) +

∫ t

t1

n∑

j,k=1

βrjk(u)vjwkdτ

+
∫ t1

t2

⎡

⎢
⎣

⎛

⎜
⎝

m∑

j,k=1

+
∑

j∈{1,...,m}
k∈{1,...,m}

+
∑

k∈{1,...,m}
j∈{1,...,m}

+
n∑

j,k=m+1
j �=k

⎞

⎟
⎠βrjk(u)vjwk

+
n∑

j=m+1

⎛

⎜
⎝

∫ 1

0

n∑

l=1
l �=j

∂βrjj

∂ul
(su1, . . . , suj−1, uj , suj+1, . . . , sun)ulds

⎞

⎟
⎠vjwj

⎤

⎥
⎦ dτ

⎫
⎪⎬

⎪⎭
.

(6.1.94)

Hence, noting (6.1.50) and (6.1.91) and using Lemmas 6.1.1 and 6.1.2, we get

(1 + t)1+μ|vr(t, x)|
≤ C{V (DT

+) + V (DT
0 )W (DT

0 ) + V c
∞(T )W c

∞(T ) + V c
∞(T )W̃1(T )

+ Ṽ1(T )W c
∞(T ) + V c

∞(T )V∞(T )W̃1(T )}
≤ Cθ{1 + V (DT

0 ) + V c
∞(T ) + Ṽ1(T )}. (6.1.95)

ii. For s = m + 1, . . . , n, for any fixed point (t, x) ∈ DT
0 , similarly to

(6.1.52), we have

vs(t, x) = vs(t0, 0) +
∫ t

t0

n∑

j,k=1

βsjk(u)vjwkdτ. (6.1.96)

Noting (6.1.13), by (6.1.10) it is easy to get

vs(t0, 0) =
m∑

r=1

gsr(t0)vr(t0, 0) + hs(t0), (6.1.97)

in which

gsr(t0) =
∫ 1

0

∂fs

∂vr
(α(t0), τv1(t0, 0), . . . , τvm(t0, 0))dτ. (6.1.98)
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By (6.1.95), we have

(1 + t0)1+μ|vr(t0, 0)| ≤ Cθ{1 + V (DT
0 ) + V c

∞(T ) + Ṽ1(T )} (r = 1, . . . ,m).
(6.1.99)

Then, noting (6.1.14) and (6.1.55), it easily follows from (6.1.96) that

(1 + t)1+μ|vs(t, x)| ≤ Cθ{1 + V (DT
0 ) + V c

∞(T ) + Ṽ1(T )}. (6.1.100)

Combining (6.1.95) and (6.1.100), we get

V (DT
0 ) ≤ Cθ{1 + V c

∞(T ) + Ṽ1(T )}. (6.1.101)

We next estimate Ṽ1(T ).
Let

V1(T ) = max
s=m+1,...,n

sup
0≤t≤T

∫

DT
s (t)

|vs(t, x)|dx. (6.1.102)

Similarly to (6.1.60), for s = m + 1, . . . , n, we have

∫

P̃1P0

|vs(dx−λs(u)dt)| ≤
∫

OA

|vs(dx−λs(u)dt)|+
∫∫

P1AOP0

n∑

l,k=1

|Bslk(u)vlwk|dtdx.

(6.1.103)
Then we have

∫

P̃1P0

|vs(λj(u) − λs(u))|dt

≤
∫

OA

|vs(λm+1(0) − δ0 − λs(u))|dt

+
∫∫

P1AOP0

[(
m∑

l,k=1

+
∑

l∈{1,...,m}
k∈{1,...,m}

+
∑

k∈{1,...,m}
l∈{1,...,m}

+
n∑

l,k=m+1
l �=k

)

|Bslk(u)vlwk|

+
n∑

l=m+1

|Bsll(u)vlwl|
]

dtdx. (6.1.104)

Noting that λs(u) (s = m + 1, . . . , n) are WLD, by (2.6.11) and (2.6.13),
we have

Bsll(ulel) ≡ 0, ∀l. (6.1.105)

Then, using Lemma 6.1.2 and (6.1.91), we see from (6.1.104) that
∫

P̃1P0

|vs(t, x)|dt ≤ C{V (DT
0 ) + V1(T )W c

∞(T ) + V c
∞(T )(W1(T ) + W c

∞(T ))

+ V∞(T )W1(T )V c
∞(T )}

≤ C{V (DT
0 ) + θV1(T ) + θV c

∞(T )}. (6.1.106)
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Similarly, we have
∫

P̃0P2

|vs(t, x)|dt ≤ C{V (DT
+) + θV1(T ) + θV c

∞(T )}. (6.1.107)

Then, using Lemma 6.1.1, we get

Ṽ1(T ) ≤ C{θ + V (DT
0 ) + θV1(T ) + θV c

∞(T )}. (6.1.108)

Similarly, we have

V1(T ) ≤ C{θ + V (DT
0 ) + θV1(T ) + θV c

∞(T )}. (6.1.109)

Noting that θ > 0 is suitably small, we see from (6.1.108)–(6.1.109) that

Ṽ1(T ) ≤ C{θ + V (DT
0 ) + θV c

∞(T )}. (6.1.110)

We next estimate V c
∞(T ).

i. For r = 1, . . . , m, similarly to (6.1.66), we have

vr(t, x) = vr(t, x) +
∫ t

t

n∑

j,k=1

βrjk(u)vjwkdτ

= vr(t, x) +
∫ t

t

[(
m∑

j,k=1

+
∑

j∈{1,...,m}
k∈{1,...,m}

+
∑

k∈{1,...,m}
j∈{1,...,m}

+
n∑

j,k=m+1
j �=k

)

βrjk(u)vjwk

+
n∑

j=m+1

(βrjj(u) − βrjj(ujej))vjwj

]

dτ. (6.1.111)

Then, noting (6.1.67) and using Lemma 6.1.1, Lemma 6.1.2, and (6.1.91),
similarly to (6.1.68), we get

(1 + t)1+μ|vr(t, x)| ≤ C{(V (DT
+)+V c

∞(T )W̃1(T ) + W c
∞(T )(Ṽ1(T ) + V c

∞(T ))

+ V c
∞(T )V∞(T )W̃1(T )}

≤ Cθ{1 + V c
∞(T ) + Ṽ1(T )}. (6.1.112)

ii. For s = m + 1, . . . , n, noting (6.1.91), similarly to (6.1.69), we have

(1 + t)1+μ|vs(t, x)|

≤ C
{

V (DT
0 ) + V (DT

+) + V c
∞(T )W̃1(T ) + W c

∞(T )(Ṽ1(T ) + V c
∞(T ))

+ V c
∞(T )V∞(T )W̃1(T )

}
. (6.1.113)

Then, using Lemmas 6.1.1 and 6.1.2, we have

(1 + t)1+μ|vs(t, x)| ≤ C{V (DT
0 ) + θ(1 + V c

∞(T ) + Ṽ1(T ))}. (6.1.114)
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Noting that θ > 0 is suitably small, we see from (6.1.112) and (6.1.114)
that

V c
∞(T ) ≤ C{θ + V (DT

0 ) + θṼ1(T )}. (6.1.115)

From (6.1.101), (6.1.110), and (6.1.115), it is easy to get (6.1.86)–(6.1.88).
The proof of Lemma 6.1.5 is finished.

Lemma 6.1.6 Under the assumptions of Theorem 6.1.1, there exists θ0 >
0 so small that for any given θ ∈ [0, θ0], on any given existence domain
{(t, x)|0 ≤ t ≤ T, x ≥ 0} of the C1 solution u = u(t, x) to the one-sided
mixed initial-boundary value problem (6.1.1) and (6.1.9)–(6.1.10), we have
the following uniform a priori estimate:

W∞(T ) ≤ κ11θ. (6.1.116)

Proof. By Lemmas 6.1.1–6.1.3, it is only necessary to estimate |ws(t, x)| for
(t, x) ∈ DT

s (s ∈ {m+1, . . . , n}). For this purpose, passing through any fixed
point (t, x) ∈ DT

s (s ∈ {m + 1, . . . , n}), we draw the sth characteristic cs,
which intersects the boundary of DT at a point (t0, x0). Integrating (2.6.14)
along cs, from t0 to t yields

ws(t, x)

= ws(t0, x0) +
∫ t

t0

n∑

j,k=1

γsjk(u)wjwkdτ

= ws(t0, x0) +
∫ t

t0

[(
m∑

j,k=1

+
∑

j∈{1,...,m}
k∈{1,...,m}

+
∑

k∈{1,...,m}
j∈{1,...,m}

+
n∑

j,k=m+1
j �=k

)

γsjk(u)wjwk

+ γsss(u)w2
s

]

dτ. (6.1.117)

Noting that λs(u) (s = m + 1, . . . , n) are WLD, by (2.6.17), we have

γsss(uses) ≡ 0, ∀|us| small (s = m + 1, . . . , n). (6.1.118)

Then, using Lemmas 6.1.1, 6.1.2, and 6.1.5 and noting (6.1.91), we see
from (6.1.117) that

|ws(t, x)|≤C{W (DT
0 )+W (DT

+)+(W c
∞(T ))2+W c

∞(T )W∞(T )+V c
∞(T )(W∞(T ))2}

≤Cθ{1 + W∞(T ) + (W∞(T ))2}. (6.1.119)

Hence, noting Lemmas 6.1.1–6.1.3, we get

W∞(T ) ≤ Cθ{1 + W∞(T ) + (W∞(T ))2}. (6.1.120)

Equation (6.1.116) follows immediately from (6.1.120).
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The proof of Lemma 6.1.6 is finished.

Proof of Theorem 6.1.1. By Lemmas 6.1.2 and 6.1.6, it is easy to see
that on any given existence domain {(t, x)|0 ≤ t ≤ T, x ≥ 0} of the C1

solution u = u(t, x) to the one-sided mixed initial-boundary value problem
(6.1.1) and (6.1.9)–(6.1.10), we have the following uniform a priori estimate:

‖u(t, ·)‖C1
def.= ‖u(t, ·)‖C0 + ‖ux(t, ·)‖C0 ≤ Cθ. (6.1.121)

Hence, the one-sided mixed initial-boundary value problem (6.1.1) and
(6.1.9)–(6.1.10) admits a unique C1 solution u = u(t, x) with a small C1

norm on the domain D = {(t, x)|t ≥ 0, x ≥ 0}.
This proves Theorem 6.1.1. �

6.2 Formation of Singularities of the C1 Solution

For the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)–
(6.1.10), if the positive characteristics of system (6.1.1) are not all WLD, the
following blow-up result can be obtained ([80]).

Theorem 6.2.1 Suppose that in a neighbourhood of u = 0, A(u) is suitably
smooth and (6.1.7) holds. Suppose furthermore that φ(x) = εψ(x), α(t) =
εA(t), and h(t) = εH(t), where ε > 0 is a small parameter, ψ(·), A(·), and
H(·) are all C1 functions, and

max

{

sup
x≥0

(1 + x)1+μ(|ψ(x)| + |ψ′(x)|),

sup
t≥0

(1 + t)1+μ(|A(t)| + |H(t)| + |A′(t)| + |H ′(t)|)
}

< +∞, (6.2.1)

where μ > 0 is a constant. Suppose finally that fs(·) (s = m + 1, . . . , n) with
(6.1.13) are C1 functions with respect to their arguments and the conditions
of C1 compatibility are satisfied at the point (t, x) = (0, 0). If λs(u) (s =
m + 1, . . . , n) are not all WLD and the nonempty set of non-WLD indices is
denoted by J ⊆ {m + 1, . . . , n}, let

α = min{αi|i ∈ J} < +∞, (6.2.2)

where αi is defined by (2.5.14)–(2.5.15) and

J1 = {i|i ∈ J, αi = α}. (6.2.3)
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If there exists m0 ∈ J1 such that

lm0(0)ψ(x) 	≡ 0, x ≥ 0, (6.2.4)

then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0], the C1 solution
u = u(t, x) to the one-sided mixed initial-boundary value problem (6.1.1)
and (6.1.9)–(6.1.10) must blow up in a finite time and the life span T̃ (ε) of
u = u(t, x) satisfies

lim
ε↓0

(εα+1T̃ (ε)) = M0, (6.2.5)

where

M0 =
{

max
i∈J1

sup
x∈R

[

− 1
α!

dα+1λi(u(i)(s))
dsα+1

∣
∣
∣
∣
s=0

(Φi(x))αΦ′
i(x)

]}−1

, (6.2.6)

in which u = u(i)(s) is defined by (2.5.1) and

Φi(x) =

⎧
⎪⎨

⎪⎩

li(0)ψ(x), x ≥ 0,

m∑

r=1

∂fi

∂vr
(0, . . . , 0)lr(0)ψ

(
λr(0)
λi(0)

x

)

+ Hi

(

− x

λi(0)

)

, x < 0.

(6.2.7)

Remark 6.2.1 Compared to the corresponding result on the Cauchy prob-
lem in Chapter 4 (also see [57] and [76]), the negative characteristics λr(u)
(r = 1, . . . ,m) have no effect on the blow-up of the C1 solution.

6.3 Applications

In this section we give some applications of Theorems 6.1.1 and 6.2.1 for the
system of the planar motion of an elastic string.

6.3.1 Planar Motion of an Elastic String
with a Fixed End

Consider the following one-sided mixed initial-boundary value problem for
the system of the planar motion of an elastic string (cf. [15], [62],
[76]):

⎧
⎪⎨

⎪⎩

ut − vx = 0,

vt −
(

T (r)
r

u

)

x

= 0,
(6.3.1)
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with the initial condition

t = 0 : u = ũ0 + u0(x), v = v0(x), x ≥ 0, (6.3.2)

and the boundary condition on the fixed end

x = 0 : v = 0, (6.3.3)

where u = (u1, u2)T , v = (v1, v2)T , r = |u| =
√

u2
1 + u2

2, T (r) is a C3 function
of r > 1 such that

T ′(r̃0) >
T (r̃0)

r̃0
> 0, (6.3.4)

in which r̃0 = |ũ0| > 1, ũ0 is a constant vector, (uT
0 (x), vT

0 (x)) ∈ C1, and
there exists a constant μ > 0 such that

θ
def.= sup

x≥0
{(1 + x)1+μ(|u0(x)| + |v0(x)| + |u′

0(x)| + |v′
0(x)|)} < +∞. (6.3.5)

Moreover, the conditions of C1 compatibility are supposed to be satisfied
at the point (t, x) = (0, 0).

Let

U =
(

u
v

)

. (6.3.6)

By (6.3.4), in a neighbourhood of U0 =
(

ũ0

0

)

, (6.3.1) is a strictly hyper-

bolic system with the following distinct real eigenvalues:

λ1(U) = −
√

T ′(r) < λ2(U) = −
√

T (r)
r

< 0 < λ3(U)

=

√
T (r)

r
<λ4(U) =

√
T ′(r) (6.3.7)

and the corresponding left eigenvectors can be taken as

l1(U) = (
√

T ′(r)uT , uT ), l2(U) =

(√
T (r)

r
w,w

)

, (6.3.8)

l3(U) =

(√
T (r)

r
w,−w

)

, l4(U) = (
√

T ′(r)uT ,−uT ), (6.3.9)

where w = (−u2, u1).
λ2(U) and λ3(U) are LD, then WLD with respect to U = U0. Moreover,

λ1(U) and λ4(U) are WLD with respect to U = U0, provided that

T ′′(r) ≡ 0, ∀|r − r0| small. (6.3.10)
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Let
Vi = li(U)(U − U0) (i = 1, . . . , 4). (6.3.11)

The boundary condition (6.3.3) can be rewritten as

x = 0 : V3 = V2, V4 = V1. (6.3.12)

By Theorem 6.1.1, we have

Theorem 6.3.1 Suppose that (6.3.10) holds. There exists θ0 > 0 so small
that for any fixed θ ∈ [0, θ0], the one-sided mixed initial-boundary value prob-
lem (6.3.1)–(6.3.3) admits a unique global C1 solution U = U(t, x) on the
domain D = {(t, x)|t ≥ 0, x ≥ 0}.

However, if (6.3.10) fails, λ1(U) and λ4(U) are not WLD with respect to
U = U0. By Theorem 6.2.1, we have

Theorem 6.3.2 Suppose that there exists an integer α ≥ 0 such that

T ′′(r̃0) = · · · = T (α+1)(r̃0) = 0, but T (α+2)(r̃0) 	= 0. (6.3.13)

Suppose furthermore that u0(x) = εū0(x) and v0(x) = εv̄0(x), where ε > 0
is a small parameter, ū0(·) and v̄0(·) are C1 functions, and

sup
x≥0

(1 + x)1+μ(|ū0(x)| + |ū′
0(x)| + |v̄0(x)| + |v̄′

0(x)|) < +∞, (6.3.14)

where μ > 0 is a constant. If
√

T ′(r̃0)ũT
0 ū0(x) 	≡ ũT

0 v̄0(x), x ≥ 0, (6.3.15)

then there exists ε0 > 0 so small that for any fixed ε ∈ (0, ε0], the C1 solution
U = U(t, x) to the one-sided mixed initial-boundary value problem (6.3.1)–
(6.3.3) must blow up in a finite time and the life span T̃ (ε) of U = U(t, x)
satisfies

lim
ε↓0

(εα+1T̃ (ε)) = M0, (6.3.16)

where

M0 =

{

sup
x∈R

[
(−1)α+2r̃α+1

0 T (α+2)(r̃0)
2α!

√
T ′(r̃0)

(Φ(x))αΦ′(x)

]}−1

, (6.3.17)

in which

Φ(x) =

⎧
⎨

⎩

√
T ′(r̃0)ũT

0 ū0(x) − ũT
0 v̄0(x), x ≥ 0,

√
T ′(r̃0)ũT

0 ū0(−x) + ũT
0 v̄0(−x), x < 0.

(6.3.18)
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6.3.2 Planar Motion of an Elastic String with a
Dissipative Boundary

If the initial condition (6.3.2) is replaced by

t = 0 : u = ũ0 + u0(x), v = ṽ0 + v0(x), x ≥ 0, (6.3.19)

and the boundary condition (6.3.3) is replaced by the following dissipative
boundary condition:

x = 0 :
T (r)

r
u = αv (α > 0 is a constant), (6.3.20)

where ũ0, ṽ0 are constant vectors such that r̃0 = |ũ0| > 1 and

T (r̃0)
r̃0

ũ0 = αṽ0, (6.3.21)

the conclusion of Theorem 6.3.1 is still valid. In fact, noting (6.3.11), in which

U0 =
(

ũ0

ṽ0

)

, it is easy to see that (6.3.20) can be rewritten as

x = 0 : V3 = f3(V1, V2), V4 = f4(V1, V2), (6.3.22)

where f3 and f4 are C1 functions with respect to their arguments and

f3(0, 0) = f4(0, 0) = 0. (6.3.23)

By Theorem 6.1.1, we have

Theorem 6.3.3 Suppose that (6.3.10) holds. There exists θ0 > 0 so small
that for any fixed θ ∈ [0, θ0], the one-sided mixed initial-boundary value
problem (6.3.1) and (6.3.19)–(6.3.20) admits a unique global C1 solution
U = U(t, x) on the domain D = {(t, x)|t ≥ 0, x ≥ 0}.

If (6.3.10) fails, λ1(U) and λ4(U) are not WLD with respect to U = U0.
By Theorem 6.2.1, we can obtain a corresponding blow-up result.



Chapter VII

Generalized Riemann Problem

7.1 Introduction and Main Results

Consider the following quasilinear system of conservation laws:

∂u

∂t
+

∂f(u)
∂x

= 0, (7.1.1)

where u = (u1, . . . , un)T is the unknown vector function of (t, x) and f(u) =
(f1(u), . . . , fn(u))T is a given C3 vector function of u.

Suppose that on the domain under consideration, system (7.1.1) is strictly
hyperbolic, i.e., ∇f(u) possesses n distinct real eigenvalues

λ1(u) < λ2(u) < · · · < λn(u). (7.1.2)

For i = 1, . . . , n, let li(u) = (li1(u), . . . , lin(u)) and ri(u) = (r1i(u), . . . ,
rni(u))T be the left and right eigenvectors corresponding to λi(u), respec-
tively. Without loss of generality, we assume that on the domain under
consideration

li(u)rj(u) ≡ δij (i, j = 1, . . . , n), (7.1.3)

where δij stands for Kronecker’s delta.
Consider the generalized Riemann problem for system (7.1.1) with

the following piecewise C1 initial data:

t = 0 : u =

{
ul(x), x ≤ 0,

ur(x), x ≥ 0,
(7.1.4)

where ul(x) and ur(x) are C1 vector functions on x ≤ 0 and x ≥ 0, respec-
tively, and

η
def.= |ur(0) − ul(0)| > 0 (7.1.5)

is suitably small.
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Suppose that all the characteristics are genuinely nonlinear (GN) in the
sense of Lax: Without loss of generality, for i = 1, . . . , n,

∇λi(u)ri(u) ≡ 1. (7.1.6)

Suppose furthermore that the corresponding Riemann problem for system
(7.1.1) with the piecewise constant initial data

t = 0 : u =

{
ul(0), x ≤ 0,

ur(0), x ≥ 0,
(7.1.7)

admits a unique small amplitude self-similar solution u = U(x/t) which con-
tains n nondegenerate typical shocks x = λ̂it (i = 1, . . . , n) (cf. Lax [42]).
Suppose finally that ul(x) and ur(x) are C1 vector functions with a small
C1 norm and certain decaying properties as |x| → +∞. Then the generalized
Riemann problem (7.1.1) and (7.1.4) admits a unique piecewise C1 solution
u = u(t, x) containing only n nondegenerate shocks, which possesses a sim-
ilar structure to the self-similar solution u = U(x/t) to the corresponding
Riemann problem (see [50] and [73]).

On the other hand, suppose that all the characteristics are linearly degen-
erate (LD) in the sense of Lax:

∇λi(u)ri(u) ≡ 0 (i = 1, . . . , n). (7.1.8)

By Lax [42], the corresponding Riemann problem (7.1.1) and (7.1.7)
admits a unique small amplitude self-similar solution u = U(x/t) that con-
tains n typical contact discontinuities x = λ̂it (i = 1, . . . , n) (some of them
may degenerate). Under the same hypothesis on ul(x) and ur(x) as mentioned
above, the generalized Riemann problem (7.1.1) and (7.1.4) admits a unique
piecewise C1 solution u = u(t, x) containing only n contact discontinuities
(some of them may degenerate to weak discontinuities), which possesses a
similar structure to the self-similar solution u = U(x/t) to the corresponding
Riemann problem (see [55]).

Because that, for many practical quasilinear hyperbolic systems, have both
GN and LD characteristics, in this chapter we generalize the previous results
to the case that each characteristic is either GN or LD; correspondingly, the
piecewise C1 solution to the generalized Riemann problem (7.1.1) and (7.1.4)
may contain both nondegenerate shocks and contact discontinuities. For this
reason, the methods used in [73] and [55], which cannot be applied directly
to this general situation, should be unified and improved.

We first give the following:

Definition 7.1.1 A piecewise smooth vector function u = u(t, x) is said to
be a classical discontinuous solution containing a kth shock x = xk(t)
for system (7.1.1) if u = u(t, x) satisfies system (7.1.1) in the classical sense
on both sides of x = xk(t) and verifies the Rankine–Hugoniot condition
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f(u+) − f(u−) = s(u+ − u−) (7.1.9)

and the entropy condition
{

λk(u+) < s < λk(u−),
λk−1(u−) < s < λk+1(u+)

(7.1.10)

on x = xk(t), where u± = u(t, xk(t) ± 0) and s = dxk(t)/dt. When [u] =
u+ − u− 	= 0, x = xk(t) is a kth nondegenerate shock.

Definition 7.1.2 A piecewise smooth vector function u = u(t, x) is said to
be a classical discontinuous solution containing a kth contact discon-
tinuity x = xk(t) for system (7.1.1) if u = u(t, x) satisfies system (7.1.1)
in the classical sense on both sides of x = xk(t) and verifies the Rankine–
Hugoniot condition (7.1.9) and

s = λk(u+) = λk(u−) (7.1.11)

on x = xk(t), where u± = u(t, xk(t) ± 0) and s = dxk(t)/dt. When [u] =
u+ − u− = 0, the kth contact discontinuity x = xk(t) is degenerate and
becomes a kth weak discontinuity, where x = xk(t) is a kth characteristic.

Remark 7.1.1 If the kth characteristic λk(u) is GN, then any given kth
wave x = xk(t), on which u is discontinuous and the amplitude |u+ − u−| is
small, must be a kth shock. On the other hand, if λk(u) is LD, then any given
kth wave x = xk(t), on which u is discontinuous and the amplitude |u+−u−|
is small, must be a kth contact discontinuity (see [72]).

We now give the following hypotheses:
(H1) For any given k (k = 1, . . . , n), λk(u) is either GN or LD.
(H2) There exists a constant μ > 0 such that

θ
def.= sup

x≤0
{(1 + |x|)1+μ(|ul(x) − ul(0)| + |u′

l(x)|)}

+ sup
x≥0

{(1 + x)1+μ(|ur(x) − ur(0)| + |u′
r(x)|)} < +∞. (7.1.12)

(H3) The corresponding Riemann problem (7.1.1) and (7.1.7) admits a
unique self-similar solution u = U(x/t) composed of n + 1 constant states
û(0) = ul(0), û(1), . . . , û(n−1), û(n) = ur(0) and n small amplitude waves
x = λ̂kt (k = 1, . . . , n) (nondegenerate shocks corresponding to GN charac-
teristics and contact discontinuities corresponding to LD characteristics):

u = U
(x

t

)
=

⎧
⎪⎨

⎪⎩

û(0), x ≤ λ̂1t,

û(l), λ̂lt ≤ x ≤ λ̂l+1t (l = 1, . . . , n − 1),
û(n), x ≥ λ̂nt.

(7.1.13)
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The main results of this chapter are the following theorems.

Theorem 7.1.1 Suppose that system (7.1.1) is strictly hyperbolic and f(u) ∈
C3. Suppose furthermore that ul(x) and ur(x) are C1 vector functions on
x ≤ 0 and x ≥ 0, respectively, and η = |ur(0) − ul(0)| > 0 is suitably small.
Under assumptions (H1)–(H3), there exists θ0 > 0 so small that for any
given θ ∈ (0, θ0], the generalized Riemann problem (7.1.1) and (7.1.4) admits
a unique global piecewise C1 solution u = u(t, x) which contains n small
amplitude waves x = xk(t) with xk(0) = 0 (k = 1, . . . , n) (nondegenerate
shocks corresponding to GN characteristics and contact discontinuities
corresponding to LD characteristics):

u = u(t, x) =

⎧
⎪⎨

⎪⎩

u(0)(t, x), (t, x) ∈ R0,

u(l)(t, x), (t, x) ∈ Rl (l = 1, . . . , n − 1),
u(n)(t, x), (t, x) ∈ Rn,

(7.1.14)

in which u(l)(t, x) ∈ C1 satisfies system (7.1.1) in the classical sense on Rl

(l = 0, 1, . . . , n) with

R0 = {(t, x)|t ≥ 0, x ≤ x1(t)}, (7.1.15)
Rl = {(t, x)|t ≥ 0, xl(t) ≤ x ≤ xl+1(t)} (l = 1, . . . , n − 1), (7.1.16)
Rn = {(t, x)|t ≥ 0, x ≥ xn(t)}. (7.1.17)

Moreover, for k = 1, . . . , n, u(k−1)(t, x) and u(k)(t, x) are connected to
each other by the kth wave x = xk(t) (the kth nondegenerate shock or the
kth contact discontinuity). This solution possesses a global structure similar
to that of the self-similar solution (7.1.13) to Riemann problem (7.1.1) and
(7.1.7), namely,

u(l)(0, 0) = û(l) (l = 0, 1, . . . , n), (7.1.18)

x′
k(0) = λ̂k (k = 1, . . . , n), (7.1.19)

|u(l)(t, x) − û(l)| ≤ Cθ, ∀(t, x) ∈ Rl (l = 0, 1, . . . , n), (7.1.20)
∣
∣
∣
∣
∣

∂u(l)(t, x)
∂x

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u(l)(t, x)
∂t

∣
∣
∣
∣
∣
≤ Cθ, ∀(t, x) ∈ Rl (l = 0, 1, . . . , n), (7.1.21)

and
|x′

k(t) − λ̂k| ≤ Cθ, t ≥ 0 (k = 1, . . . , n), (7.1.22)

where C is a positive constant independent of t, x, and θ.

Remark 7.1.2 The result and the proof in [65] have been improved in
Theorem 7.1.1.
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Remark 7.1.3 In (H3), when some of contact discontinuities in the
self-similar solution disappear, we still have Theorem 7.1.1, in which the cor-
responding contact discontinuities degenerate to weak discontinuities.

Remark 7.1.4 Suppose that (7.1.1) is a nonstrictly hyperbolic system with
characteristics with constant multiplicity, say,

λ1(u)< · · ·<λk(u)< λk+1(u)≡ · · · ≡ λk+p(u)<λk+p+1(u)< · · · < λn(u) (p>1).
(7.1.23)

Let
λ(u) def.= λk+1(u) ≡ · · · ≡ λk+p(u). (7.1.24)

Per Boillat [7] and Freistühler [25], λ(u) is always LD. Suppose that each
simple eigenvalue λi(u) (i = 1, . . . , k, k + p + 1, . . . , n) is either GN or LD.
Similar conclusions hold as in Theorem 7.1.1 and Remark 7.1.3 (cf. [49]).

Theorem 7.1.2 Under the assumptions of Theorem 7.1.1, suppose further-
more that all the characteristics λk(u) (k = 1, . . . , n) are GN and μ = 0 in
(H2), there exists θ0 > 0 so small that for any given θ ∈ (0, θ0], the gener-
alized Riemann problem (7.1.1) and (7.1.4) admits a unique global piecewise
C1 solution u = u(t, x) which contains only n small amplitude nondegenerate
shocks x = xk(t) with xk(0) = 0 (k = 1, . . . , n):

u = u(t, x) =

⎧
⎪⎨

⎪⎩

u(0)(t, x), (t, x) ∈ R0,

u(l)(t, x), (t, x) ∈ Rl (l = 1, . . . , n − 1),
u(n)(t, x), (t, x) ∈ Rn,

(7.1.25)

in which u(l)(t, x) ∈ C1 satisfies system (7.1.1) in the classical sense on
Rl (l = 0, 1, . . . , n) given by (7.1.15)–(7.1.17). Moreover, for k = 1, . . . , n,
u(k−1)(t, x) and u(k)(t, x) are connected to each other by the kth nondegener-
ate shock x = xk(t). This solution possesses a global structure similar to that
of the self-similar solution (7.1.13) to Riemann problem (7.1.1) and (7.1.7),
namely,

u(l)(0, 0) = û(l) (l = 0, 1, . . . , n), (7.1.26)

x′
k(0) = λ̂k (k = 1, . . . , n), (7.1.27)

|u(l)(t, x) − û(l)| ≤ Cθ

1 + t
, ∀(t, x) ∈ Rl (l = 0, 1, . . . , n),

(7.1.28)
∣
∣
∣
∣
∣

∂u(l)(t, x)
∂x

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u(l)(t, x)
∂t

∣
∣
∣
∣
∣
≤ Cθ

1 + t
, ∀(t, x) ∈ Rl (l = 0, 1, . . . , n),

(7.1.29)
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and
|x′

k(t) − λ̂k| ≤
Cθ

1 + t
, t ≥ 0 (k = 1, . . . , n), (7.1.30)

where C is a positive constant independent of t, x, and θ.

Remark 7.1.5 The result of Theorem 7.1.2 can be found in [73], but in this
book we prove it in a different way.

In Section 7.2 we give some preliminaries. Then the main results are proved
in Section 7.3. Finally, some applications are given in Section 7.4.

7.2 Preliminaries

7.2.1 Decomposition of Waves

Let

v̂
(l)
i = li(u(l))(u(l) − û(l)) (i = 1, . . . , n; l = 0, 1, . . . , n) (7.2.1)

and
w

(l)
i = li(u(l))u(l)

x (i = 1, . . . , n; l = 0, 1, . . . , n). (7.2.2)

By (7.1.3), we have

u(l) = û(l) +
n∑

k=1

v̂
(l)
k rk(u(l)) (l = 0, 1, . . . , n) (7.2.3)

and

u(l)
x =

n∑

k=1

w
(l)
k rk(u(l)) (l = 0, 1, . . . , n). (7.2.4)

Let
d

dit
=

∂

∂t
+ λi(u)

∂

∂x
(7.2.5)

denote the directional derivative with respect to t along the ith characteristic.
We have (see Chapter 2)

dv̂
(l)
i

dit
=

n∑

j,k=1

βijk(u(l))v̂(l)
j w

(l)
k (i = 1, . . . , n; l = 0, 1, . . . , n), (7.2.6)

where

βijk(u(l)) = (λk(u(l)) − λi(u(l)))li(u(l))∇rj(u(l))rk(u(l)). (7.2.7)
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Hence, we have
βiji(u(l)) ≡ 0, ∀i, j. (7.2.8)

On the other hand, we have (see Chapter 2)

dw
(l)
i

dit
=

n∑

j,k=1

γijk(u(l))w(l)
j w

(l)
k (i = 1, . . . , n; l = 0, 1, . . . , n), (7.2.9)

where

γijk(u(l)) =
1
2
{(λj(u(l)) − λk(u(l)))li(u(l))∇rk(u(l))rj(u(l))

−∇λk(u(l))rj(u(l))δik + (j|k)}, (7.2.10)

in which (j|k) stands for all terms obtained by changing j and k in the
previous terms. Hence,

γijj(u(l)) ≡ 0, ∀j 	= i. (7.2.11)

Moreover, if λi(u) is LD, we have

γiii(u(l)) ≡ 0. (7.2.12)

Noting (7.2.4) and (7.2.9), we have (see Chapter 2)

d[w(l)
i (dx − λi(u(l))dt)] =

n∑

j,k=1

Γijk(u(l))w(l)
j w

(l)
k dt ∧ dx

(i = 1, . . . , n; l = 0, 1, . . . , n), (7.2.13)

where

Γijk(u(l)) =
1
2
(λj(u(l))−λk(u(l)))li(u(l))[∇rk(u(l))rj(u(l))−∇rj(u(l))rk(u(l))].

(7.2.14)
Obviously,

Γijj(u(l)) ≡ 0, ∀i, j. (7.2.15)

7.2.2 Rankine–Hugoniot Condition

Lemma 7.2.1 For any fixed k = 1, . . . , n, the Rankine–Hugoniot condition
(7.1.9) on x = xk(t) (the kth small amplitude shock or the kth small amplitude
contact discontinuity) can be rewritten in a neighbourhood of (u−, u+) =
(û(k−1), û(k)) as

v̂−
i = Gi(v̂+

1 , . . . , v̂+
k , v̂−

k , . . . , v̂−
n ) (i = 1, . . . , k − 1), (7.2.16)
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v̂+
i = Gi(v̂+

1 , . . . , v̂+
k , v̂−

k , . . . , v̂−
n ) (i = k + 1, . . . , n), (7.2.17)

and
dxk(t)

dt
= λk(u−, u+), (7.2.18)

where u± = u(t, xk(t) ± 0),

v̂−i = li(u−)(u− − û(k−1)), v̂+
i = li(u+)(u+ − û(k)) (i = 1, . . . , n), (7.2.19)

λk(u−, u+) is the kth eigenvalue of the matrix

φ(u−, u+) =
∫ 1

0

∇f(u− + σ(u+ − u−))dσ,

and Gi(·) (i = 1, . . . , k − 1, k + 1, . . . , n) and λk(·, ·) are all C2 functions
with respect to their arguments. Moreover, for i = 1, . . . , k − 1, k + 1, . . . , n,
we have

Gi(0, . . . , 0) = 0, (7.2.20)
∂Gi

∂v̂+
j

(0, . . . , 0) = δij + O(|û(k) − û(k−1)|) (j = 1, . . . , k), (7.2.21)

and

∂Gi

∂v̂−
j

(0, . . . , 0) = δij + O(|û(k) − û(k−1)|) (j = k, . . . , n). (7.2.22)

Proof. Noting that |u+ − û(k)| and |u− − û(k−1)| are sufficiently small, the
proof is similar to that of the corresponding result in [72].

Lemma 7.2.2 Suppose that |u+− û(k)| and |u−− û(k−1)| [u± = u(t, xk(t)±
0)] are sufficiently small. Then on x = xk(t) (the kth small amplitude shock
or the kth small amplitude contact discontinuity) we have

v̂−i = v̂+
i +

k∑

j=1

O(|û(k)−û(k−1)|)v̂+
j +

n∑

j=k

O(|û(k)−û(k−1)|)v̂−
j +O(|v̂±|2) (i 	= k)

(7.2.23)
and

w−
i = w+

i +
k∑

m=1

O(|û(k) − û(k−1)|)w+
m +

n∑

m=k

O(|û(k) − û(k−1)|)w−
m

+
n∑

m=1

O(|v̂±|)w+
m +

n∑

m=1

O(|v̂±|)w−
m (i 	= k), (7.2.24)
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where v̂± = (v̂±
1 , . . . , v̂±

n )T . Moreover, if x = xk(t) is the kth contact discon-
tinuity, the summation in (7.2.24) is only for m 	= k.

Proof. By Lemma 7.2.1, it is easy to get (7.2.23).
We now prove (7.2.24).
Differentiating (7.2.16) with respect to t gives

dv̂−i
dt

=
k∑

j=1

∂Gi

∂v̂+
j

dv̂+
j

dt
+

n∑

j=k

∂Gi

∂v̂−
j

dv̂−
j

dt
(i = 1, . . . , k − 1). (7.2.25)

Noting (7.2.4) and (7.2.18), it easily follows from (7.2.19) that on
x = xk(t),

dv̂+
i

dt
=

∂v̂+
i

∂t
+ s

∂v̂+
i

∂x
= (s − λi(u+))w+

i

+
n∑

m=1

(s − λm(u+))rT
m(u+)∇li(u+)(u+ − û(k))w+

m, ∀i, (7.2.26)

where
s = λk(u−, u+). (7.2.27)

Similarly, we have

dv̂−
i

dt
=

∂v̂−
i

∂t
+ s

∂v̂−
i

∂x
= (s − λi(u−))w−

i

+
n∑

m=1

(s − λm(u−))rT
m(u−)∇li(u−)(u−− û(k−1))w−

m, ∀i. (7.2.28)

Then, noting (7.1.2) and (7.1.10)–(7.1.11), we get

w−
i =

k∑

j=1

∂Gi

∂v̂+
j

s − λj(u+)
s − λi(u−)

w+
j +

n∑

j=k

∂Gi

∂v̂−
j

s − λj(u−)
s − λi(u−)

w−
j

+
n∑

m=1

s − λm(u+)
s − λi(u−)

G
(1)
im(u+ − û(k))w+

m

+
n∑

m=1

s − λm(u−)
s − λi(u−)

G
(2)
im(u− − û(k−1))w−

m (i = 1, . . . , k − 1), (7.2.29)

where

G
(1)
im = rT

m(u+)
k∑

j=1

∂Gi

∂v̂+
j

∇lj(u+), (7.2.30)
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G
(2)
im = rT

m(u−)

⎛

⎝
n∑

j=k

∂Gi

∂v̂−
j

∇lj(u−) −∇li(u−)

⎞

⎠ . (7.2.31)

Hence, noting (7.2.21) and (7.2.22), it is easy to get

w−
i = w+

i +
k∑

m=1

O(|û(k) − û(k−1)|)w+
m +

n∑

m=k

O(|û(k) − û(k−1)|)w−
m

+
n∑

m=1

O(|v̂±|)w+
m +

n∑

m=1

O(|v̂±|)w−
m (i = 1, . . . , k − 1). (7.2.32)

Moreover, noting (7.1.11), if x = xk(t) is the kth contact discontinuity, the
summation in (7.2.32) is only for m 	= k.

Similarly, we have

w−
i = w+

i +
k∑

m=1

O(|û(k) − û(k−1)|)w+
m +

n∑

m=k

O(|û(k) − û(k−1)|)w−
m

+
n∑

m=1

O(|v̂±|)w+
m +

n∑

m=1

O(|v̂±|)w−
m (i = k + 1, . . . , n), (7.2.33)

and if x = xk(t) is the kth contact discontinuity, the summation in (7.2.33)
is only for m 	= k.

The combination of (7.2.32) and (7.2.33) gives (7.2.24).

7.3 Proof of Main Results

In what follows, we always assume that θ > 0 is suitably small.
By the existence and uniqueness of the local piecewise C1 solution to

the generalized Riemann problem (see [72]), there exists T0 > 0 so small
that the generalized Riemann problem (7.1.1) and (7.1.4) admits a unique
piecewise C1 solution u = u(t, x) containing n small amplitude waves x =
xk(t) (k = 1, . . . , n) (shocks corresponding to GN characteristics and contact
discontinuities corresponding to LD characteristics) on the domain R(T0) =
{(t, x)|0 ≤ t ≤ T0,−∞ < x < +∞}:

u = u(t, x) =

⎧
⎪⎨

⎪⎩

u(0)(t, x), (t, x) ∈ R0(T0),
u(l)(t, x), (t, x) ∈ Rl(T0) (l = 1, . . . , n − 1),
u(n)(t, x), (t, x) ∈ Rn(T0),

(7.3.1)
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where

R0(T0) = {(t, x)|0 ≤ t ≤ T0, x ≤ x1(t)},
Rl(T0) = {(t, x)|0 ≤ t ≤ T0, xl(t) ≤ x ≤ xl+1(t)} (l = 1, . . . , n − 1),

and
Rn(T0) = {(t, x)|0 ≤ t ≤ T0, x ≥ xn(t)}.

This solution possesses a structure similar to the self-similar solution
u = U(x/t) of the corresponding Riemann problem (7.1.1) and (7.1.7),
namely,

u(l)(0, 0) = û(l) (l = 0, 1, . . . , n) (7.3.2)

and
x′

k(0) = λ̂k (k = 1, . . . , n). (7.3.3)

In order to prove Theorem 7.1.1, it suffices to establish a uniform a priori
estimate on the piecewise C1 norm of u on any given existence domain of the
piecewise C1 solution u = u(t, x).

Without loss of generality, we suppose that

|ul(0)|, |ur(0)| ≤ η. (7.3.4)

Noting (7.1.2), we have

λ1(0) < λ2(0) < · · · < λn(0). (7.3.5)

Then there exist positive constants δ and δ0 so small that

λi+1(u) − λi(u′) ≥ 4δ0, ∀|u|, |u′| ≤ δ (i = 1, . . . , n − 1), (7.3.6)

and
|λi(u) − λi(u′)| ≤ δ0

2
, ∀|u|, |u′| ≤ δ (i = 1, . . . , n). (7.3.7)

Without loss of generality, we may suppose that

λi(0) > δ0 (i = 1, . . . , n). (7.3.8)

For the time being we suppose that on any given existence domain R(T ) =
{(t, x)|0 ≤ t ≤ T,−∞ < x < +∞} of the piecewise C1 solution u = u(t, x)
to the generalized Riemann problem (7.1.1) and (7.1.4), we have

|u(l)(t, x)| ≤ δ, ∀(t, x) ∈ Rl(T ) (l = 0, 1, . . . , n), (7.3.9)

where

R0(T ) = {(t, x)|0 ≤ t ≤ T, x ≤ x1(t)}, (7.3.10)
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Rl(T ) = {(t, x)|0 ≤ t ≤ T, xl(t) ≤ x ≤ xl+1(t)} (l = 1, . . . , n − 1),
(7.3.11)

Rn(T ) = {(t, x)|0 ≤ t ≤ T, x ≥ xn(t)}, (7.3.12)

where x = xk(t) is the kth wave (k = 1, . . . , n). At the end of the proof of
Lemma 7.3.3, we will explain that this hypothesis is reasonable.

Let I and J be the sets of indices such that I ∪ J = {1, . . . , n} and, when
i ∈ I, λi(u) is LD, whereas, when i ∈ J , λi(u) is GN.

Let

DT
+ =

{
{(t, x)|0 ≤ t ≤ T, x ≥ xn(t)} if n ∈ J,

{(t, x)|0 ≤ t ≤ T, x ≥ (λn(0) + δ0)t} if n ∈ I,
(7.3.13)

DT
− = {(t, x)|0 ≤ t ≤ T, x ≤ −t}, (7.3.14)

DT
0 =

{
{(t, x)|0 ≤ t ≤ T, −t ≤ x ≤ x1(t)} if 1 ∈ J,

{(t, x)|0 ≤ t ≤ T, −t ≤ x ≤ (λ1(0) − δ0)t} if 1 ∈ I,
(7.3.15)

DT = {(t, x)|0 ≤ t ≤ T,−∞ < x < +∞}\(DT
+ ∪ DT

− ∪ DT
0 ), (7.3.16)

and, for k = 1, . . . , n,

DT
k =

{
{(t, x)|0 ≤ t ≤ T, x = xk(t)} if k ∈ J,

{(t, x)|0 ≤ t ≤ T, (λk(0) − δ0)t ≤ x ≤ (λk(0) + δ0)t} if k ∈ I.

(7.3.17)
Obviously,

n⋃

k=1

DT
k ⊂ DT . (7.3.18)

It is easy to see that
DT

− ∪ DT
0 ⊆ R0(T ) (7.3.19)

and
DT

− ∪ DT
0 = R0(T ) iff 1 ∈ J, (7.3.20)

DT
+ ⊆ Rn(T ), (7.3.21)

and
DT

+ = Rn(T ) iff n ∈ J. (7.3.22)

On any given existence domain

{(t, x)|0 ≤ t ≤ T,−∞ < x < +∞} = DT ∪ DT
+ ∪ DT

− ∪ DT
0 =

n⋃

l=0

Rl(T )

(7.3.23)
of the piecewise C1 solution u = u(t, x) to the generalized Riemann problem
(7.1.1) and (7.1.4), let
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v̂(l) = (v̂(l)
1 , . . . , v̂(l)

n ), w(l) = (w(l)
1 , . . . , w(l)

n ) (l = 0, 1, . . . , n),

(7.3.24)

W (DT
+) = max

i=1,...,n
sup

(t,x)∈DT
+

{(1 + x)1+μ|w(n)
i (t, x)|}, (7.3.25)

W (DT
−) = max

i=1,...,n
sup

(t,x)∈DT
−

{(1 + |x|)1+μ|w(0)
i (t, x)|}, (7.3.26)

W (DT
0 ) = max

i=1,...,n
sup

(t,x)∈DT
0

{(1 + t)1+μ|w(0)
i (t, x)|}, (7.3.27)

W c
∞(T ) = max

i=1,...,n
max

l=0,1,...,n
sup

(t,x)∈(DT \DT
i )∩Rl(T )

{(1 + t)1+μ|w(l)
i (t, x)|},

(7.3.28)

W̃1(T ) = max
i∈I

max
j 	=i

{

sup
cj

∫

cj

|w(i−1)
i (t, x)|dt + sup

cj

∫

cj

|w(i)
i (t, x)|dt

}

,

(7.3.29)

where cj denotes any given jth characteristic on DT
i ,

W1(T ) = max
i∈I

sup
0≤t≤T

{∫ xi(t)

(λi(0)−δ0)t

|w(i−1)
i (t, x)|dx +

∫ (λi(0)+δ0)t

xi(t)

|w(i)
i (t, x)|dx

}

,

(7.3.30)

U∞(T ) =
n∑

l=0

||u(l)(t, x) − û(l)||L∞(Rl(T )), (7.3.31)

V∞(T ) =
n∑

l=0

||v̂(l)(t, x)||L∞(Rl(T )), (7.3.32)

and

W∞(T ) =
n∑

l=0

||w(l)(t, x)||L∞(Rl(T )). (7.3.33)

Lemma 7.3.1 Let

M = {(t, x)|0 ≤ t ≤ T, g1(t) ≤ x ≤ g2(t)} (7.3.34)

be any given existence domain of the solution u = u(t, x) (in the classical
sense) to system (7.1.1), in which

|u(t, x)| ≤ δ, ∀(t, x) ∈ M, (7.3.35)

gi(0) = 0 (i = 1, 2), g1(t) < g2(t), ∀t ∈ (0, T ], g′1(0) < g′2(0), and
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|g′i(t) − g′i(0)| ≤ δ0

2
, ∀t ∈ [0, T ] (i = 1, 2). (7.3.36)

Suppose that
|g′i(0) − λk(u(0, 0))| ≥ 2δ0 (i = 1, 2), (7.3.37)

which, noting (7.3.7) and (7.3.36), implies that the kth characteristic passing
through the origin O(0, 0) never enters the domain (7.3.34). Moreover, let
ck: ξ = ξk(τ) (0 ≤ τ ≤ t) be the kth characteristic passing through any given
point (t, x) ∈ M and (tk, xk) be the intersection point of ck with the boundary
of M . Then there exists a positive constant ηk independent of t and x such
that

tk ≥ ηkt. (7.3.38)

Proof. Without loss of generality, we assume that

λk(u(0, 0)) < g′1(0) < g′2(0). (7.3.39)

Then, noting (7.3.7) and (7.3.36), we have
(

g′1(0) − δ0

2

)

t −
(

g′2(0) + δ0
2

)

tk

t − tk
≤ g1(t) − g2(tk)

t − tk
≤ x − xk

t − tk

≤ λk(u(0, 0)) +
δ0

2
;

then
(

g′1(0) − δ0

2

)

t −
(

g′2(0) +
δ0

2

)

tk ≤
(

λk(u(0, 0)) +
δ0

2

)

(t − tk).

Thus, noting (7.3.37) and (7.3.39), we get (7.3.38) immediately (cf. [73]).

In the present situation, similarly to Lemma 6.1.1 (also see the correspond-
ing result in [57] and [76]), we have

Lemma 7.3.2 Under the assumptions of Theorem 7.1.1, there exists θ0 > 0
so small that for any fixed θ ∈ (0, θ0], on any given existence domain 0 ≤
t ≤ T of the piecewise C1 solution u = u(t, x) to the generalized Riemann
problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

W (DT
±), W (DT

0 ) ≤ κ1θ. (7.3.40)

Here and henceforth, κi (i = 1, 2, . . .) denote positive constants independent
of θ and T .

Lemma 7.3.3 Under the assumptions of Theorem 7.1.1, there exists θ0 > 0
so small that for any fixed θ ∈ (0, θ0], on any given existence domain
0 ≤ t ≤ T of the piecewise C1 solution u = u(t, x) to the generalized Riemann
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problem (7.1.1) and (7.1.4), we have the following uniform a priori estimates:

W c
∞(T ) ≤ κ2θ, (7.3.41)

W̃1(T ), W1(T ) ≤ κ3θ, (7.3.42)

and
V∞(T ) ≤ κ4θ. (7.3.43)

Proof. We first estimate W c
∞(T ).

For any given i ∈ {1, . . . , n}, passing through any fixed point (t, x) ∈
(DT \DT

i ) ∩ Rl(T ) (l = 0, 1, . . . , n), we draw the ith characteristic ci: ξ =
ξi(τ) (0 ≤ τ ≤ t), which, noting (7.1.10) and (7.1.11), must intersect the
boundary of DT at a point (ti0, xi0). Without loss of generality, we assume
that if l ≥ i, then i < n and (ti0, xi0) lies on the right boundary of DT

n

(if n ∈ I) or on x = xn(t) (if n ∈ J). Integrating (7.2.9) along ci from ti0 to
t yields

w
(l)
i (t, x)=w

(n−1)
i (ti0, xi0)−

n−1∑

k = l+1

[wi]k+
∫ t

ti,l+1

n∑

j,m=1

γijm(u(l))w(l)
j w(l)

m (τ, ξi(τ))dτ

+
n∑

k= l+2

∫ ti,k−1

tik

n∑

j,m=1

γijm(u(k−1))w(k−1)
j w(k−1)

m (τ, ξi(τ))dτ if n∈J

(7.3.44)

and

w
(l)
i (t, x)=w

(n)
i (ti0, xi0)−

n∑

k= l+1

[wi]k+
∫ t

ti,l+1

n∑

j,m=1

γijm(u(l))w(l)
j w(l)

m (τ, ξi(τ))dτ

+
n∑

k= l+2

∫ ti,k−1

tik

n∑

j,m=1

γijm(u(k−1))w(k−1)
j w(k−1)

m (τ, ξi(τ))dτ

+
∫ tin

ti0

n∑

j,m=1

γijm(u(n))w(n)
j w(n)

m (τ, ξi(τ))dτ if n ∈ I, (7.3.45)

where
[wi]k = w

(k)
i (tik, xk(tik)) − w

(k−1)
i (tik, xk(tik)), (7.3.46)

in which (tik, xk(tik)) stands for the intersection point of ci with the kth wave
x = xk(t) (k = 1, . . . , n); moreover, when n ∈ J , ti0 = tin.

When n ∈ J , noting (7.1.10), (7.3.7), and (7.3.9), we easily see that
(

λn(0) − δ0

2

)

ti0 ≤ xi0 ≤
(

λn(0) +
δ0

2

)

ti0. (7.3.47)
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By Lemma 7.2.2, we have

w
(n−1)
i (ti0, xi0) = w

(n)
i (ti0, xi0) +

n∑

m=1

O(|û(n) − û(n−1)|)w(n)
m (ti0, xi0)

+ O(|û(n) − û(n−1)|)w(n−1)
n (ti0, xi0)

+
n∑

m=1

O(|v̂±|)w(n−1)
m (ti0, xi0) +

n∑

m=1

O(|v̂±|)w(n)
m (ti0, xi0).

(7.3.48)

Then, noting (7.3.47) and using Lemma 7.3.2, we get

(1 + xi0)1+μ|w(n−1)
i (ti0, xi0)| ≤ C{W (DT

+)+(η +V∞(T ))(W c
∞(T )+W (DT

+))}
≤ C{θ(1 + V∞(T )) + (η + V∞(T ))W c

∞(T )}.
(7.3.49)

Here and henceforth, C denotes different positive constants independent
of θ and T . Similarly, using Lemmas 7.2.2 and 7.3.1, noting (7.1.10), and
noting that δ0 is suitably small, it is easy to see that

(1 + t)1+μ

∣
∣
∣
∣
∣

n−1∑

k=l+1

[wi]k

∣
∣
∣
∣
∣
≤ C(η + V∞(T ))W c

∞(T ). (7.3.50)

Then, by Lemmas 7.3.1 and 7.3.2 and noting (7.2.11), it follows from
(7.3.44) that

(1 + t)1+μ|w(l)
i (t, x)|

≤ C{θ(1 + V∞(T )) + (η + V∞(T ))W c
∞(T ) + (W c

∞(T ))2 + W c
∞(T )W̃1(T )}.

(7.3.51)

When n ∈ I, by the definition of DT
n , instead of (7.3.47) we have

xi0 = (λn(0) + δ0)ti0. (7.3.52)

Then, in a completely similar manner, from (7.3.45) we still get (7.3.51).
Thus, noting that η > 0 is suitably small, we have

W c
∞(T ) ≤ C{θ(1 + V∞(T )) + V∞(T )W c

∞(T ) + (W c
∞(T ))2 + W c

∞(T )W̃1(T )}.
(7.3.53)

Next, we estimate W̃1(T ) and W1(T ).
For i ∈ I, passing through any fixed point A ∈ DT

i ∩ Ri(T ), we draw the
jth characteristic cj : ξ = ξj(τ) (j > i), which intersects x = (λi(0) + δ0)t or
the straight line t = T at a point B and, in the meantime, intersects the ith
contact discontinuity x = xi(t) at a point C.
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When B lies on the straight line x = (λi(0) + δ0)t, by (7.2.13) and using
Stokes’ formula on the domain BCO, we have

∫

cj

|w(i)
i (λj(u(i)) − λi(u(i)))(t, ξj(t))|dt

≤
∫

OB

|w(i)
i (λi(0) + δ0 − λi(u(i)))(t, (λi(0) + δ0)t)|dt

+
∫∫

BCO

∣
∣
∣
∣
∣

n∑

j,m=1

Γijm(u(i))w(i)
j w(i)

m (t, x)

∣
∣
∣
∣
∣
dtdx. (7.3.54)

Then, noting (7.2.15) and (7.3.6), it is easy to get
∫

cj

|w(i)
i (t, ξj(t))|dt ≤ C{W c

∞(T ) + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (7.3.55)

On the other hand, when B lies on the straight line t = T , passing through
B, we draw the ith characteristic, which intersects x = (λi(0) + δ0)t at a
point E. Using Stokes’ formula on the domain BCOE, we still have (7.3.55).
Moreover, (7.3.55) also holds for j < i. Similarly, we have
∫

cj

|w(i−1)
i (t, ξj(t))|dt ≤ C{W c

∞(T )+ (W c
∞(T ))2 +W c

∞(T )W1(T )}. (7.3.56)

Then we get

W̃1(T ) ≤ C{W c
∞(T ) + (W c

∞(T ))2 + W c
∞(T )W1(T )}. (7.3.57)

Similarly, we have

W1(T ) ≤ C{W c
∞(T ) + (W c

∞(T ))2 + W c
∞(T )W1(T )}. (7.3.58)

Finally, we estimate V∞(T ).
For i = 1, . . . , n, passing through any given point (t, x) ∈ Rl(T ) (l =

0, 1, . . . , n), we draw the ith characteristic ci: ξ = ξi(τ) (0 ≤ τ ≤ t), which
intersects the x-axis at a point (0, xi0). Integrating (7.2.6) along ci from 0 to
t gives

v̂
(l)
i (t, x) = v̂

(0)
i (0, xi0) +

l∑

k=1

[v̂i]k +
∫ t

til

n∑

j,m=1

βijm(u(l))v̂(l)
j w(l)

m (τ, ξi(τ))dτ

+
l−1∑

k=1

∫ ti,k+1

tik

n∑

j,m=1

βijm(u(k))v̂(k)
j w(k)

m (τ, ξi(τ))dτ

+
∫ ti1

0

n∑

j,m=1

βijm(u(0))v̂(0)
j w(0)

m (τ, ξi(τ))dτ if i > l (7.3.59)
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and

v̂
(l)
i (t, x) = v̂

(n)
i (0, xi0) −

n∑

k=l+1

[v̂i]k +
∫ t

ti,l+1

n∑

j,m=1

βijm(u(l))v̂(l)
j w(l)

m (τ, ξi(τ))dτ

+
n∑

k=l+2

∫ ti,k−1

tik

n∑

j,m=1

βijm(u(k−1))v̂(k−1)
j w(k−1)

m (τ, ξi(τ))dτ

+
∫ tin

0

n∑

j,m=1

βijm(u(n))v̂(n)
j w(n)

m (τ, ξi(τ))dτ, if i ≤ l (7.3.60)

where
[v̂i]k = v̂

(k)
i (tik, xk(tik)) − v̂

(k−1)
i (tik, xk(tik)), (7.3.61)

in which (tik, xk(tik)) stands for the intersection point of ci with the kth wave
x = xk(t) (k = 1, . . . , n).

Noting (7.1.12) and (7.3.9), by (7.2.1), we have

|v̂(0)
i (0, xi0)|, |v̂(n)

i (0, xi0)| ≤ Cθ (i = 1, . . . , n). (7.3.62)

By Lemma 7.2.2, we have

|[v̂i]k| ≤ C{ηV∞(T ) + (V∞(T ))2} (i 	= k). (7.3.63)

Then, noting (7.2.8) and using Lemma 7.3.2, it follows from (7.3.59)–
(7.3.60) that for i = 1, . . . , n and for any given (t, x) ∈ Rl(T ) (l = 0, 1, . . . , n),
we have

|v̂(l)
i (t, x)| ≤ C{θ + V∞(T )(η + V∞(T ) + W c

∞(T ) + W̃1(T )

+ W (DT
±) + W (DT

0 ))}
≤ C{θ + V∞(T )(η + θ + V∞(T ) + W c

∞(T ) + W̃1(T ))}. (7.3.64)

Then we get

V∞(T ) ≤ C{θ + V∞(T )(V∞(T ) + W c
∞(T ) + W̃1(T ))}. (7.3.65)

It is easy to see that the combination of (7.3.53), (7.3.57)–(7.3.58), and
(7.3.65) gives (7.3.41)–(7.3.43). Then, noting (7.2.3), we have

U∞(T ) ≤ Cθ, (7.3.66)

which means that hypothesis (7.3.9) is reasonable.

Lemma 7.3.4 Under the assumptions of Theorem 7.1.1, there exists θ0 > 0
so small that for any fixed θ ∈ (0, θ0], on any given existence domain 0 ≤
t ≤ T of the piecewise C1 solution u = u(t, x) to the generalized Riemann
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problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

W∞(T ) ≤ κ5θ. (7.3.67)

Proof. For i = 1, . . . , n and for any given point (t, x) ∈ Rl(T ) (l =
0, 1, . . . , n), we distinguish the following two cases:

i. i ∈ J .
By Lemmas 7.3.2 and 7.3.3, it is easy to see that

|w(l)
i (t, x)| ≤ C{W (DT

±) + W (DT
0 ) + W c

∞(T )} ≤ Cθ (l = 0, 1, . . . , n).
(7.3.68)

ii. i ∈ I.
When (t, x) ∈ Rl(T )\DT

i (l = 0, 1, . . . , n), similarly to (7.3.68), we have

|w(l)
i (t, x)| ≤ C{W (DT

±) + W (DT
0 ) + W c

∞(T )} ≤ Cθ (l = 0, 1, . . . , n),
(7.3.69)

whereas, when (t, x) ∈ DT
i , passing through (t, x), we draw the ith character-

istic ci: ξ = ξi(τ) (0 ≤ τ ≤ t), which intersects the x-axis at a point (0, xi0).
Integrating (7.2.9) along ci from 0 to t, we get

w
(i−1)
i (t, x)

= w
(0)
i (0, xi0) +

i−1∑

k=1

[wi]k +
∫ t

ti,i−1

n∑

j,m=1

γijm(u(i−1))w(i−1)
j w(i−1)

m (τ, ξi(τ))dτ

+
i−2∑

k=1

∫ ti,k+1

tik

n∑

j,m=1

γijm(u(k))w(k)
j w(k)

m (τ, ξi(τ))dτ

+
∫ ti1

0

n∑

j,m=1

γijm(u(0))w(0)
j w(0)

m (τ, ξi(τ))dτ if (t, x) ∈ DT
i ∩ Ri−1(T )

(7.3.70)

and

w
(i)
i (t, x) = w

(n)
i (0, xi0) −

n∑

k=i+1

[wi]k +
∫ t

ti,i+1

n∑

j,m=1

γijm(u(i))w(i)
j w(i)

m (τ, ξi(τ))dτ

+
n∑

k=i+2

∫ ti,k−1

tik

n∑

j,m=1

γijm(u(k−1))w(k−1)
j w(k−1)

m (τ, ξi(τ))dτ

+
∫ tin

0

n∑

j,m=1

γijm(u(n))w(n)
j w(n)

m (τ, ξi(τ))dτ if (t, x) ∈ DT
i ∩ Ri(T ),

(7.3.71)
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where [wi]k is given by (7.3.46) and tik is the same as in (7.3.46). Then, since
λi(u) (i ∈ I) is LD, noting (7.1.12) and (7.2.11)–(7.2.12) and using Lemma
7.2.2, it is easy to get

|w(i−1)
i (t, x)|, |w(i)

i (t, x)| ≤ C{θ + V∞(T )(W c
∞(T ) + W (DT

+) + W (DT
0 ))

+ (W (DT
±))2 + (W (DT

0 ))2 + (W c
∞(T ))2

+ W c
∞(T )W∞(T )}, ∀(t, x) ∈ DT

i . (7.3.72)

Hence, by Lemmas 7.3.2 and 7.3.3, we have

|w(i−1)
i (t, x)|, |w(i)

i (t, x)| ≤ Cθ{1 + W∞(T )}, ∀(t, x) ∈ DT
i . (7.3.73)

The combination of (7.3.68)–(7.3.69) and (7.3.73) gives

W∞(T ) ≤ Cθ{1 + W∞(T )}, (7.3.74)

which implies (7.3.67).

From Lemmas 7.3.3 and 7.3.4 and noting (7.2.3)–(7.2.4), (7.2.18), system
(7.1.1), and (7.3.2)–(7.3.3), we immediately get Theorem 7.1.1.

In order to prove Theorem 7.1.2, we take μ = 0 in (7.3.25)–(7.3.28) and
let

V (DT
+) = max

i=1,...,n
sup

(t,x)∈DT
+

{(1 + x)|v̂(n)
i (t, x)|}, (7.3.75)

V (DT
−) = max

i=1,...,n
sup

(t,x)∈DT
−

{(1 + |x|)|v̂(0)
i (t, x)|}, (7.3.76)

V (DT
0 ) = max

i=1,...,n
sup

(t,x)∈DT
0

{(1 + t)|v̂(0)
i (t, x)|}, (7.3.77)

V c
∞(T ) = max

i=1,...,n
max

l=0,1,...,n
sup

(t,x)∈(DT \DT
i )∩Rl(T )

{(1 + t)|v̂(l)
i (t, x)|}. (7.3.78)

Similarly to Lemmas 7.3.2 and 7.3.3, we have

Lemma 7.3.5 Under the assumptions of Theorem 7.1.2, there exists θ0 > 0
so small that for any fixed θ ∈ (0, θ0], on any given existence domain 0 ≤
t ≤ T of the piecewise C1 solution u = u(t, x) to the generalized Riemann
problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

V (DT
±), V (DT

0 ), W (DT
±), W (DT

0 ) ≤ κ6θ. (7.3.79)

Lemma 7.3.6 Under the assumptions of Theorem 7.1.2, there exists θ0 > 0
so small that for any fixed θ ∈ (0, θ0], on any given existence domain 0 ≤
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t ≤ T of the piecewise C1 solution u = u(t, x) to the generalized Riemann
problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

V c
∞(T ),W c

∞(T ) ≤ κ7θ. (7.3.80)

Using Lemmas 7.3.5 and 7.3.6 and noting

|x| ≥ Ct on DT
±, (7.3.81)

we have

|v̂(l)
i (t, x)|, |w(l)

i (t, x)| <
Cθ

1 + t
, ∀(t, x) ∈ Rl (i = 1, . . . , n; l = 0, 1, . . . , n).

(7.3.82)
Then, noting (7.2.3)–(7.2.4) and system (7.1.1), we get (7.1.28) and

(7.1.29).
By (7.2.18) in Lemma 7.2.1, we have

dxk(t)
dt

= λk(u(k−1)(t, xk(t)), u(k)(t, xk(t))) (k = 1, . . . , n). (7.3.83)

Then, noting λ̂k = λk(û(k−1), û(k)) (k = 1, . . . , n) and (7.1.28), we
obtain (7.1.30).

Thus, we finish the proof of Theorem 7.1.2.

7.4 Applications

7.4.1 System of Traffic Flow

For the system of traffic flow (cf. Section 1.3.2)
{

∂tρ + ∂x(ρv) = 0,
∂t(ρ(v + p(ρ))) + ∂x(ρv(v + p(ρ))) = 0,

(7.4.1)

where ρ(> 0) and v are the density and velocity of cars at point x and time
t, respectively, and

p(ρ) = ργ (γ > 0 is a constant), (7.4.2)

we consider the generalized Riemann problem with the initial data

t = 0 : (ρ, v) =

{
(ρ̃0 + ρl(x), ṽ0 + vl(x)), x ≤ 0,

(ρ̃0 + ρr(x), ṽ0 + vr(x)), x ≥ 0,
(7.4.3)
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where ρ̃0 > 0 and ṽ0 are constants, ρl(x), ρr(x), vl(x), and vr(x) ∈ C1,

|ρr(0) − ρl(0)| + |vr(0) − vl(0)| > 0 (7.4.4)

is suitably small, and

θ
def.= sup

x≤0
{(1 + |x|)1+μ(|ρl(x) − ρl(0)| + |vl(x) − vl(0)| + |ρ′l(x)| + |v′

l(x)|)}

+ sup
x≥0

{(1 + x)1+μ(|ρr(x) − ρr(0)| + |vr(x) − vr(0)| + |ρ′r(x)| + |v′
r(x)|)}

< +∞. (7.4.5)

Let
U = (ρ, v)T . (7.4.6)

It is easy to see that for ρ > 0, (7.4.1) is a strictly hyperbolic system with
the following two distinct real eigenvalues:

λ1(U) = v − ρp′(ρ) < λ2(U) = v, (7.4.7)

in which λ1(U) is GN and λ2(U) is LD.
Let

U = (u1, u2)T def.= (ρ, ρ(v + p(ρ)))T . (7.4.8)

System (7.4.1) can be rewritten in the form of (7.1.1) and the correspond-
ing initial data satisfy the decaying property (7.1.12).

By Theorem 7.1.1 and Remark 7.1.3, we have

Theorem 7.4.1 Suppose that the corresponding Riemann problem for sys-
tem (7.4.1) with the initial data

t = 0 : (ρ, v) =

{
(ρ̃0 + ρl(0), ṽ0 + vl(0)), x ≤ 0,

(ρ̃0 + ρr(0), ṽ0 + vr(0)), x ≥ 0,
(7.4.9)

admits a unique self-similar solution U = U0(x/t) containing one
nondegenerate shock (corresponding to the left characteristic) and one con-
tact discontinuity (corresponding to the right characteristic) with small
amplitude. Then there exists θ0 > 0 so small that for any fixed θ ∈ (0, θ0],
the generalized Riemann problem (7.4.1) and (7.4.3) admits a unique global
piecewise C1 solution U = U(t, x) on t ≥ 0, containing one nondegen-
erate shock (corresponding to the left characteristic) and one contact dis-
continuity (corresponding to the right characteristic) with small amplitude.
This solution possesses a global structure similar to that of the self-similar
solution U = U0(x/t). Moreover, the contact discontinuity degenerates into a
weak discontinuity, if the contact discontinuity disappears in the self-similar
solution U = U0(x/t).
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7.4.2 System of One-Dimensional Gas Dynamics

For the system of one-dimensional gas dynamics in Lagrangian rep-
resentation (see [22], [72], [76], and [87])

⎧
⎪⎨

⎪⎩

∂tτ − ∂x(ρu) = 0,
∂tu + ∂xp = 0,

∂t(e + 1
2u2) + ∂x(pu) = 0,

(7.4.10)

where τ(> 0) is the specific volume, u the velocity, p the pressure, e(> 0) the
internal energy, and

p = p(τ, S) (7.4.11)

with
pτ (τ, S) < 0, ∀τ > 0, (7.4.12)

in which S is the entropy:
S = S(τ, e), (7.4.13)

we consider the generalized Riemann problem with the initial data

t = 0 : (τ, u, e) =

{
(τ̃0 + τl(x), ũ0 + ul(x), ẽ0 + el(x)), x ≤ 0,

(τ̃0 + τr(x), ũ0 + ur(x), ẽ0 + er(x)), x ≥ 0,
(7.4.14)

where τ̃0 > 0, ẽ0 > 0, and ũ0 are constants, τl(x), τr(x), ul(x), ur(x), el(x),
and er(x) ∈ C1, satisfying the decaying property as shown in (7.1.12), and

|τr(0) − τl(0)| + |ur(0) − ul(0)| + |er(0) − el(0)| > 0 (7.4.15)

is suitably small.
Let

U = (τ, u, e)T . (7.4.16)

It is easy to see that under hypothesis (7.4.12), (7.4.10) is a strictly hy-
perbolic system with the following three distinct real eigenvalues:

λ1(U) = −
√
−pτ < λ2(U) = 0 < λ3(U) =

√
−pτ . (7.4.17)

λ2(U) is LD, and if
pττ (τ̃0, S̃0) 	= 0, (7.4.18)

in which

S̃0 = S(τ̃0, ẽ0), (7.4.19)

then λ1(U) and λ3(U) are GN in a neighbourhood of U = Ũ0
def.= (τ̃0, ũ0, ẽ0)T .
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By Theorem 7.1.1 and Remark 7.1.3, we have

Theorem 7.4.2 Suppose that the corresponding Riemann problem for sys-
tem (7.4.10) with the initial data

t = 0 : (τ, u, e) =

{
(τ̃0 + τl(0), ũ0 + ul(0), ẽ0 + el(0)), x ≤ 0,

(τ̃0 + τr(0), ũ0 + ur(0), ẽ0 + er(0)), x ≥ 0,
(7.4.20)

admits a unique self-similar solution U = U0(x/t) containing two nondegen-
erate
shocks (corresponding to the first and third characteristics) and one contact
discontinuity (corresponding to the second characteristic) with small ampli-
tude. Then there exists θ0 > 0 so small that for any fixed θ ∈ (0, θ0], the gener-
alized Riemann problem (7.4.10) and (7.4.14) admits a unique global piecewise
C1 solution U = U(t, x) on t ≥ 0, which contains two nondegenerate shocks
(corresponding to the first and the third characteristics) and one contact
discontinuity (corresponding to the second characteristic) with small ampli-
tude. This solution possesses a global structure similar to that of the self-
similar solution U = U0(x/t). Moreover, the contact discontinuity degener-
ates into a weak discontinuity if the contact discontinuity disppears in the
self-similar solution U = U0(x/t).

7.4.3 System of Plane Elastic Waves for Hyperelastic
Material

We now consider the time-dependent deformation of an elastic medium from
the natural state, in which the position vector of a particle is denoted by
X = (X1,X2,X3)T . At time t, the same particle has a position vector Y =
Y (t,X) = (Y1, Y2, Y3)T . For homogeneous hyperelastic materials, there
exists a stored energy function W = W (p), where

p = (pik) =
(

∂Yi

∂Xk

)

is the strain tensor.
For Ciarlet–Geymonat material (see [20]), the stored energy function is

given by
W (p) = a‖p‖2 + b‖Cof p‖2 + Γ (det p) + e, (7.4.21)

where a, b are positive constants, e is a real number, and

‖p‖ = (tr(pT p))
1
2 , Cof p = det p · (p−1)T , Γ (δ) = cδ2 − d log δ, ∀δ > 0,

(7.4.22)
in which c and d are two positive constants.
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By [54] or [58] we know that for this kind of material, the system of
plane elastic waves can be written as

∂U

∂t
+

∂f(U)
∂x

= 0, (7.4.23)

where U = (u1, . . . , u6)T and

∇f(U) =
(

0 −I
−V ′′(u) 0

)

, (7.4.24)

where I is the 3 × 3 unit matrix,

V ′′(u) = 2(a + b)I + [2(b + c) + d(1 + ωu)−2]ωT ω, (7.4.25)

in which u = (u1, u2, u3)T , and ω is a three-dimensional constant vector with
|ω| = 1.

It is easy to see that (7.4.23) is a hyperbolic system with the following six
real eigenvalues:

λ1(U) = −λ, λ2(U) ≡ λ3(U) = −λ0, λ4(U) ≡ λ5(U) = λ0, λ6(U) = λ,
(7.4.26)

where

λ =
√

2(a + b) + 2(b + c) + d(1 + ωu)−2, λ0 =
√

2(a + b). (7.4.27)

Moreover, the simple characteristics λ1(U) and λ6(U) are GN, whereas,
λi(U) (i = 2, . . . , 5) are LD characteristics with constant multiplicity 2.

We consider the generalized Riemann problem for system (7.4.23) with the
following initial data:

t = 0 : U =

{
Ul(x), x ≤ 0,

Ur(x), x ≥ 0,
(7.4.28)

where Ul(x) and Ur(x) are two given C1 vector functions satisfying the decay
property as shown in (7.1.12) and

|Ur(0) − Ul(0)| > 0 (7.4.29)

is suitably small.
By Theorem 7.1.1 and Remarks 7.1.3 and 7.1.4, we have

Theorem 7.4.3 Suppose that the corresponding Riemann problem for sys-
tem (7.4.23) with the initial data

t = 0 : U =

{
Ul(0), x ≤ 0,

Ur(0), x ≥ 0,
(7.4.30)
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admits a unique self-similar solution U = U0(x/t) containing two nonde-
generate shocks (corresponding to the leftmost and rightmost characteristics)
and two contact discontinuities [corresponding to the second (or third) char-
acteristic and the fourth (or fifth) characteristic] with small amplitude. Then
there exists θ0 > 0 so small that for any fixed θ ∈ (0, θ0], the generalized
Riemann problem (7.4.23) and (7.4.28) admits a unique global piecewise C1

solution U = U(t, x) on t ≥ 0, which contains two nondegenerate shocks
(corresponding to the leftmost and rightmost characteristics) and two contact
discontinuities [corresponding to the second (or third) characteristic and the
forth (or fifth) characteristic] with small amplitude. This solution possesses
a global structure similar to that of the self-similar solution U = U0(x/t).
Moreover, if a contact discontinuity disappears in the self-similar solution
U = U0(x/t), then the corresponding contact discontinuity degenerates into
a weak discontinuity.



Chapter VIII

Generalized Nonlinear
Initial-Boundary Riemann Problem

8.1 Introduction and Main Results

In hydrodynamics one often meets the mixed initial-boundary value problem
for first-order quasilinear hyperbolic system of conservation laws. In certain
situations, for example, the piston problem, the conditions of C0 compatibil-
ity may fail at the corner where the initial axis meets the boundary (see [22],
[26], [50], and [84]). Moreover, one also uses this kind of problem in numerical
analysis (see [88] and [94]).

The aim of this chapter is to discuss this kind of problem in the general
case with nonlinear boundary conditions.

First, we consider the following nonlinear initial-boundary Riemann
problem with constant initial data:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂u

∂t
+

∂f(u)
∂x

= 0, t > 0, x > 0,

t = 0 : u = u+, x ≥ 0,

x = 0 : vs = Gs(v1, . . . , vm) (s = m + 1, . . . , n), t ≥ 0,

(8.1.1)

where u = (u1, . . . , un)T , f(u) = (f1(u), . . . , fn(u))T is a given C3 vector
function of u, such that ∇f(u) has n real eigenvalues:

λ1(u), . . . , λm(u) < 0 < λm+1(u) < · · · < λn(u) (8.1.2)

and a complete set of left (resp. right) eigenvectors l1(u), . . . , ln(u) [resp.
r1(u), . . . , rn(u)], u+ is a constant vector,

vi = li(u)u (i = 1, . . . , n), (8.1.3)

and Gs(·) ∈ C1 (s = m + 1, . . . , n). However, the conditions of C0 compati-
bility at the point (t, x) = (0, 0),

v+
s = Gs(v+

1 , . . . , v+
m) (s = m + 1, . . . , n), (8.1.4)
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c© Birkhäuser Boston, a part of Springer Science+Business Media, LLC 2009



176 VIII Generalized Nonlinear Initial-Boundary Riemann Problem

fail, in which

v+
i = li(u+)u+ (i = 1, . . . , n). (8.1.5)

All λi(u), li(u), and ri(u) (i = 1, . . . , n) are supposed to have the same
regularity as ∇f(u), and, without loss of generality, we assume that on the
domain under consideration,

li(u)rj(u) ≡ δij (i, j = 1, . . . , n), (8.1.6)

where δij stands for Kronecker’s delta.
Suppose that on the domain under consideration, each positive eigenvalue

λs(u) (s ∈ {m+1, . . . , n}) is either genuinely nonlinear (GN): Without loss of
generality,

∇λs(u)rs(u) ≡ 1, ∀u, (8.1.7)

or linearly degenerate (LD):

∇λs(u)rs(u) ≡ 0, ∀u. (8.1.8)

For the nonlinear initial-boundary Riemann problem (8.1.1), we have

Theorem 8.1.1 Suppose that (8.1.2) holds and each positive eigenvalue is
either GN or LD. If |u+| and |v+

s − Gs(v+
1 , . . . , v+

m)| (s = m + 1, . . . , n) are
suitably small, then the nonlinear initial-boundary Riemann problem (8.1.1)
admits a unique small amplitude self-similar solution u = U(x/t). This so-
lution is composed of n − m + 1 constant states û(i)(i = m, . . . , n), with
û(n) = u+ and n − m elementary waves with small amplitude (shocks or
centered rarefaction waves corresponding to GN characteristics, contact dis-
continuities corresponding to LD characteristics).

Remark 8.1.1 The result of Theorem 8.1.1 can be found in [67].

Remark 8.1.2 If u+ is suitably small and

Gs(0, . . . , 0) = 0 (s = m + 1, . . . , n), (8.1.9)

then |v+
s − Gs(v+

1 , . . . , v+
m)| (s = m + 1, . . . , n) must be suitably small.

Remark 8.1.3 If there are positive characteristics with constant multiplic-
ity p (> 1), a similar result holds as in Theorem 8.1.1.

Remark 8.1.4 Theorem 8.1.1 generalizes Theorem 2.2 with the special
boundary conditions in [26].
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We next investigate the following generalized nonlinear initial-
boundary Riemann problem:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂u

∂t
+

∂f(u)
∂x

= 0, t > 0, x > 0,

t = 0 : u = ur(x), x ≥ 0,

x = 0 : vs = Gs(αs(t), v1, . . . , vm) + hs(t) (s = m + 1, . . . , n), t ≥ 0,

(8.1.10)

where f(·) ∈ C3, ur(·), αs(·), hs(·), and Gs(·) ∈ C1 (s = m + 1, . . . , n).
Moreover, without loss of generality, we assume that

Gs(αs(t), 0, . . . , 0) ≡ 0 (s = m + 1, . . . , n). (8.1.11)

However, we assume that at the point (t, x) = (0, 0), the conditions of C0

compatibility fail.
In order to construct the globally defined piecewise C1 solution to problem

(8.1.10), we give the following hypotheses:
(H1) η

def.= |ur(0)| + |α(0)| + |h(0)| > 0 is suitably small, where

α(t) = (αm+1(t), . . . , αn(t)), h(t) = (hm+1(t), . . . , hn(t)), ∀t ≥ 0.

(H2) There is a constant μ > 0 such that

θ
def.= sup

x≥0
{(1 + x)1+μ(|ur(x) − ur(0)| + |u′

r(x)|)}

+ sup
t≥0

{(1 + t)1+μ(|α(t) − α(0)| + |α′(t)| + |h(t) − h(0)| + |h′(t)|)}

< + ∞. (8.1.12)

(H3) The corresponding nonlinear initial-boundary Riemann problem

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂u

∂t
+

∂f(u)
∂x

= 0, t > 0, x > 0,

t = 0 : u = ur(0), x ≥ 0,

x = 0 : vs = Gs(αs(0), v1, . . . , vm) + hs(0)
def.= Gs(v1, . . . , vm) (s = m + 1, . . . , n), t ≥ 0,

(8.1.13)

admits a unique self-similar solution u = U(x/t) composed of n − m + 1
constant states û(m), . . . , û(n−1), û(n) = u+(0), and n − m small amplitude
elementary waves x = λ̂kt (k = m + 1, . . . , n) (nondegenerate shocks corre-
sponding to GN characteristics and contact discontinuities corresponding to
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LD characteristics):

u = U
(x

t

)
=

⎧
⎪⎪⎨

⎪⎪⎩

û(m), 0 ≤ x ≤ λ̂m+1t,

û(l), λ̂lt ≤ x ≤ λ̂l+1t (l = m + 1, . . . , n − 1),

û(n), x ≥ λ̂nt.

(8.1.14)
For the generalized nonlinear initial-boundary Riemann problem (8.1.10),

our main result is

Theorem 8.1.2 Suppose that (8.1.2) holds and each positive characteristic
is either GN or LD. Under assumptions (H1)–(H3), there exists θ0 > 0 so
small that for any given θ ∈ (0, θ0], the generalized nonlinear initial-boundary
Riemann problem (8.1.10) admits a unique global piecewise C1 solution

u = u(t, x) =

⎧
⎪⎪⎨

⎪⎪⎩

u(m)(t, x), 0 ≤ x ≤ xm+1(t),

u(l)(t, x), xl(t) ≤ x ≤ xl+1(t) (l = m + 1, . . . , n − 1),

u(n)(t, x), x ≥ xn(t),
(8.1.15)

in which, for l = m, . . . , n, u(l)(t, x) ∈ C1 satisfies the system in (8.1.10)
in the classical sense on the corresponding angular domain. Moreover, for
k = m + 1, . . . , n, u(k−1)(t, x) and u(k)(t, x) are connected to each other by
the kth small amplitude wave x = xk(t) with xk(0) = 0 [the kth nondegenerate
shock when λk(u) is GN or the kth contact discontinuity when λk(u) is LD].
This solution possesses a global structure similar to that of the self-similar
solution (8.1.14) to the corresponding nonlinear initial-boundary Riemann
problem (8.1.13), namely,

u(l)(0, 0) = û(l) (l = m, . . . , n), (8.1.16)

x′
k(0) = λ̂k (k = m + 1, . . . , n), (8.1.17)

|u(l)(t, x) − û(l)| ≤ C(θ + η), ∀(t, x) ∈ Rl (l = m, . . . , n), (8.1.18)

and

|x′
k(t) − λ̂k| ≤ Cθ, t ≥ 0 (k = m + 1, . . . , n), (8.1.19)

where C is a positive constant independent of t, x, θ, and η.

Thus, we claim that the corresponding small amplitude self-similar solu-
tion u = U(x/t) to the nonlinear initial-boundary Riemann problem (8.1.13)
has global structural stability.

Remark 8.1.5 The corresponding result and proof in [67] have been
improved in Theorem 8.1.2.



8.2 Preliminaries 179

Remark 8.1.6 Suppose that the system in (8.1.10) has some positive char-
acteristics with constant multiplicity. Then similar results hold as in Theo-
rem 8.1.2.

Remark 8.1.7 In (H3), when some contact discontinuities disappear in
the self-similar solution (8.1.14), we still have Theorem 8.1.2 in which the
corresponding contact discontinuities degenerate to weak discontinuities.

This chapter is organized as follows. In Section 8.2 we give some pre-
liminaries. Then Theorems 8.1.1 and 8.1.2 proved in Sections 8.3 and 8.4,
respectively.

8.2 Preliminaries

Let

v̂
(l)
i = li(u(l))(u(l) − û(l)) (i = 1, . . . , n; l = m, . . . , n) (8.2.1)

and

w
(l)
i = li(u(l))u(l)

x (i = 1, . . . , n; l = m, . . . , n). (8.2.2)

By (8.1.6), we have

u(l) = û(l) +
n∑

k=1

v̂
(l)
k rk(u(l)) (l = m, . . . , n) (8.2.3)

and

u(l)
x =

n∑

k=1

w
(l)
k rk(u(l)) (l = m, . . . , n). (8.2.4)

Let
d

dit
=

∂

∂t
+ λi(u)

∂

∂x
(8.2.5)

denote the directional derivative with respect to t along the ith characteristic.
We have (see Chapter 7)

dv̂
(l)
i

dit
=

n∑

j,k=1

βijk(u(l))v̂(l)
j w

(l)
k (i = 1, . . . , n; l = m, . . . , n), (8.2.6)

where

βijk(u(l)) = (λk(u(l)) − λi(u(l)))li(u(l))∇rj(u(l))rk(u(l)). (8.2.7)
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Hence, we have

βiji(u(l)) ≡ 0, ∀i, j. (8.2.8)

On the other hand, we have (see Chapter 7)

dw
(l)
i

dit
=

n∑

j,k=1

γijk(u(l))w(l)
j w

(l)
k (i = 1, . . . , n; l = m, . . . , n), (8.2.9)

where

γijk(u(l)) =
1
2
{(λj(u(l)) − λk(u(l)))li(u(l))∇rk(u(l))rj(u(l))

−∇λk(u(l))rj(u(l))δik + (j|k)}, (8.2.10)

in which (j|k) stands for all terms obtained by changing j and k in the
previous terms. Hence,

γijj(u(l)) ≡ 0, ∀j 	= i. (8.2.11)

Moreover, if λi(u) is LD, we have

γiii(u(l)) ≡ 0. (8.2.12)

Noting (8.2.4) and (8.2.9), we have (see Chapter 7)

d[w(l)
i (dx−λi(u(l))dt)]=

n∑

j,k=1

Γijk(u(l))w(l)
j w

(l)
k dt∧dx(i=1, . . . , n; l=m, . . . , n),

(8.2.13)
where

Γijk(u(l)) =
1
2
(λj(u(l))−λk(u(l)))li(u(l))[∇rk(u(l))rj(u(l))−∇rj(u(l))rk(u(l))].

(8.2.14)
Obviously,

Γijj(u(l)) ≡ 0, ∀i, j. (8.2.15)

8.3 Proof of Theorem 8.1.1

First, we give the following lemma (see [42], [49] and [72]).

Lemma 8.3.1 For any given GN or LD simple characteristic λk(u) and
any given left (resp. right) state u, the right (resp. left) state u, which can be
connected with u, by a kth elementary wave with small amplitude, forms a
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one-parameter family

u = W (u; ε), −ε0 ≤ ε ≤ ε0 (ε0 > 0 suitably small), (8.3.1)

where W is a C1 function of ε, satisfying

W (u; 0) = u (8.3.2)

and
dW

dε
(u; 0) = rk(u). (8.3.3)

Here, when λk(u) is LD, the kth elementary wave with small amplitude is a
contact discontinuity, whereas, when λk(u) is GN, the kth wave with small
amplitude is a shock or a centered rarefaction wave.

Proof of Theorem 8.1.1. By Lemma 8.3.1, there is a one-parameter fam-
ily of states u(n−1) = u(n−1)(u+; εn) which can be connected with the right
state u+ by an nth elementary wave. Similarly, there is a one-parameter
family of states u(n−2) = ũ(n−2)(u(n−1), εn−1) = u(n−2)(u+; εn, εn−1) which
can be connected with the right state u(n−1) by an (n − 1)st elementary
wave. Repeating this procedure, we obtain a one-parameter family of states
u(m) = ũ(m)(u(m+1), εm+1) = u(m)(u+; εn, εn−1, . . . , εm+1), which can be
connected with the right state u(m+1) by an (m + 1)st elementary wave.
Noting (8.3.2)–(8.3.3), for

u(m) = u(m)(u+; εn, εn−1, . . . , εm+1), (8.3.4)

we have
u(m)(u+; 0, . . . , 0) = u+, (8.3.5)

∂u(m)

∂εi
(u+; 0, . . . , 0) = ri(u+) (i = m + 1, . . . , n). (8.3.6)

On the other hand, u(m) should satisfy the boundary condition in (8.1.1):

v(m)
s = Gs(v

(m)
1 , . . . , v(m)

m ) (s = m + 1, . . . , n), (8.3.7)

where
v
(m)
i = li(u(m))u(m) (i = 1, . . . , n). (8.3.8)

Let

Fs(u+; εm+1, . . . , εn; cs) = v(m)
s −Gs(v

(m)
1 , . . . , v(m)

m )−cs (s = m+1, . . . , n),
(8.3.9)

where cs (s = m + 1, . . . , n) are independent variables. Noting (8.1.6) and
(8.3.5)–(8.3.6), we can easily get

Fs(u+; 0, . . . , 0; v+
s − Gs(v+

1 , . . . , v+
m)) = 0 (s = m + 1, . . . , n), (8.3.10)
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and at (εm+1, . . . , εn) = (0, . . . , 0) and cs = v+
s − Gs(v+

1 , . . . , v+
m) (s = m +

1, . . . , n), where v+
i (i = 1, . . . , n) are given by (8.1.5), we have

∂(Fm+1, . . . , Fn)
∂(εm+1, . . . , εn)

	= 0, (8.3.11)

provided that |u+| is suitably small. Then when |v+
s − Gs(v+

1 , . . . , v+
m)|

(s = m + 1, . . . , n) are suitably small, by the implicit function theorem and
taking cs = 0 (s = m+1, . . . , n), we uniquely get ε̂m+1, . . . , ε̂n in a neighbour-
hood of (εm+1, . . . , εn) = (0, . . . , 0) such that (8.3.4) with (εm+1, . . . , εn) =
(ε̂m+1, . . . , ε̂n) satisfies (8.3.7). Thus, the nonlinear initial-boundary Riemann
problem (8.1.1) admits a unique self-similar solution with small ampli-
tude, composed of the constant states û(m) = u(m)(u+; ε̂n, ε̂n−1, . . . , ε̂m+1),
û(m+1) = u(m+1)(u+; ε̂n, ε̂n−1, . . . , ε̂m+2), . . . , û(n−1) = u(n−1)(u+; ε̂n), and
û(n) = u+. By Lemma 8.3.1, for k = m + 1, . . . , n, if λk(u) is GN, û(k−1)

and û(k) are connected by a shock or a centered rarefaction wave, whereas if
λk(u) is LD, û(k−1) and û(k) are connected by a contact discontinuity.

The proof of Theorem 8.1.1 is finished. �

8.4 Proof of Theorem 8.1.2

First, we show the existence and uniqueness of a local piecewise C1 solu-
tion to the generalized nonlinear initial-boundary Riemann problem (8.1.10).
Let

ṽ
(k)
i = li(û(k))u(k) (i = 1, . . . , n; k = m, . . . , n), (8.4.1)

where û(k) (k = m, . . . , n) stand for the constant states in the self-similar
solution u = U(x/t) to the nonlinear initial-boundary Riemann problem
(8.1.13). It is easy to see that the boundary condition in (8.1.10) can be
equivalently rewritten as

x = 0 : ṽ(m)
s = G̃s(t, ṽ

(m)
1 , . . . , ṽ(m)

m ) (s = m + 1, . . . , n). (8.4.2)

Then, similarly to the proof of the existence and uniqueness of a local
piecewise C1 solution to the generalized Riemann problem (see [72] and
[49]), we obtain that there exists T0 > 0 such that the generalized non-
linear initial-boundary Riemann problem (8.1.10) admits a unique piecewise
C1 solution u = u(t, x) on R(T0) containing n − m small amplitude waves
x = xk(t) with xk(0) = 0 (k = m + 1, . . . , n) (nondegenerate shocks cor-
responding to GN characteristics or contact discontinuities corresponding to
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LD characteristics):

u = u(t, x) =

⎧
⎪⎪⎨

⎪⎪⎩

u(m)(t, x), (t, x) ∈ Rm(T0),

u(l)(t, x), (t, x) ∈ Rl(T0) (l = m + 1, . . . , n − 1),

u(n)(t, x), (t, x) ∈ Rn(T0),
(8.4.3)

where

Rl(T0) =

⎧
⎪⎪⎨

⎪⎪⎩

{(t, x)|0 ≤ t ≤ T0, 0 ≤ x ≤ xm+1(t)} (l = m),

{(t, x)|0 ≤ t ≤ T0, xl(t) ≤ x ≤ xl+1(t)} (l = m + 1, . . . , n − 1),

{(t, x)|0 ≤ t ≤ T0, x ≥ xn(t)} (l = n),
(8.4.4)

and

R(T0) =
n⋃

l=m

Rl(T0). (8.4.5)

Moreover, this solution possesses a structure similar to that of the self-
similar solution u = U(x/t) to the corresponding nonlinear initial-boundary
Riemann problem (8.1.13), namely,

u(l)(0, 0) = û(l) (l = m, . . . , n) (8.4.6)

and
x′

k(0) = λ̂k (k = m + 1, . . . , n). (8.4.7)

In order to obtain the global piecewise C1 solution to the generalized
nonlinear initial-boundary Riemann problem (8.1.10), we need to establish
a uniform a priori estimate on the piecewise C1 norm of the piecewise C1

solution u = u(t, x) on any given existence domain.
By (8.1.2), there exist small positive constants δ0 and δ such that

λi(u) − λj(u′) ≥ 4δ0, ∀|u|, |u′| ≤ δ (i = m + 1, . . . , n,

j = i − 1 or j = 1, . . . ,m), (8.4.8)

|λi(u) − λi(u′)| ≤ δ0

2
, ∀|u|, |u′| ≤ δ (i = 1, . . . , n), (8.4.9)

and
|λi(0)| ≥ 3δ0 (i = 1, . . . , n). (8.4.10)

For the time being, we assume that on any given existence domain R(T ) =
{(t, x)|0 ≤ t ≤ T, x ≥ 0} of the piecewise C1 solution u = u(t, x) to the
generalized nonlinear initial-boundary Riemann problem (8.1.10), we have

|u(l)(t, x)| ≤ δ, ∀(t, x) ∈ Rl(T ) (l = m, . . . , n), (8.4.11)
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where the piecewise C1 solution

u = u(t, x) =

⎧
⎪⎨

⎪⎩

u(m)(t, x), (t, x) ∈ Rm(T ),
u(l)(t, x), (t, x) ∈ Rl(T ) (l = m + 1, . . . , n − 1),
u(n)(t, x), (t, x) ∈ Rn(T ),

(8.4.12)
in which

Rl(T ) =

⎧
⎪⎨

⎪⎩

{(t, x)|0 ≤ t ≤ T, 0 ≤ x ≤ xm+1(t)} (l = m),
{(t, x)|0 ≤ t ≤ T, xl(t) ≤ x ≤ xl+1(t)} (l = m + 1, . . . , n − 1),
{(t, x)|0 ≤ t ≤ T, x ≥ xn(t)} (l = n),

(8.4.13)
where x = xk(t) with xk(0) = 0 is the kth wave (k = m + 1, . . . , n). Later we
will explain that hypothesis (8.4.11) is reasonable.

Let I and J be the sets of indices such that I ∪ J = {m + 1, . . . , n}. Also,
when i ∈ I, λi(u) is LD, whereas when i ∈ J , λi(u) is GN. Let

DT
i = {(t, x)|0 ≤ t ≤ T, x = xi(t)} for i ∈ J, (8.4.14)

and for i ∈ I, let

DT
i =

⎧
⎪⎨

⎪⎩

{(t, x)|0 ≤ t ≤ T, (λi(0) − δ0)t ≤ x ≤(λi(0) + δ0)t} (i 	= m + 1, n),
{(t, x)|0 ≤ t ≤ T, 0 ≤ x ≤ (λm+1(0) + δ0)t} (i = m + 1),
{(t, x)|0 ≤ t ≤ T, (λn(0) − δ0)t ≤ x} (i = n).

(8.4.15)
Obviously,

n⋃

i=m+1

DT
i ⊂ R(T ). (8.4.16)

On any given existence domain R(T ) of the piecewise C1 solution u =
u(t, x) to the generalized nonlinear initial-boundary Riemann problem
(8.1.10), let

v̂(l) = (v̂(l)
1 , . . . , v̂(l)

n ), w(l) = (w(l)
1 , . . . , w(l)

n ) (l = m, . . . , n), (8.4.17)

in which

v̂
(l)
i = li(u(l))(u(l) − û(l)), w

(l)
i = li(u(l))u(l)

x (i = 1, . . . , n), (8.4.18)

W c
∞(T ) = max

i=1,...,n

{

max
l=m,...,n−1

sup
(t,x)∈Rl(T )\DT

i

(1 + t)1+μ|w(l)
i (t, x)|,

sup
(t,x)∈Rn(T )\DT

i

(1 + x)1+μ|w(n)
i (t, x)|

}

, (8.4.19)



8.4 Proof of Theorem 8.1.2 185

in which DT
i = ∅ for i = 1, . . . , m,

W̃1(T ) = max
i∈I

max
j 	=i

sup
cj

{∫

cj

|w(i−1)
i (t, x)|dt +

∫

cj

|w(i)
i (t, x)|dt

}

, (8.4.20)

where cj denotes any given jth characteristic on DT
i ,

W1(T ) = max
i∈I

sup
0≤t≤T

{∫ xi(t)

ai(t)

|w(i−1)
i (t, x)|dx +

∫ bi(t)

xi(t)

|w(i)
i (t, x)|dx

}

,

(8.4.21)
where

ai(t) =

{
0 for i = m + 1,

(λi(0) − δ0)t for i 	= m + 1,
and

bi(t) =

{
+∞ for i = n,

(λi(0) + δ0)t for i 	= n,
(8.4.22)

V∞(T ) =
n∑

l=m

||v̂(l)(t, x)||L∞(Rl(T )), (8.4.23)

and

W∞(T ) =
n∑

l=m

||w(l)(t, x)||L∞(Rl(T )). (8.4.24)

In what follows, we show that there exists θ0 > 0 so small that for
any fixed θ ∈ (0, θ0], on any given existence domain R(T ) of the piece-
wise C1 solution u = u(t, x) [see (8.4.12)] to the generalized nonlinear
initial-boundary Riemann problem (8.1.10), we have the following uniform a
priori estimates:

W c
∞(T ) ≤ κ1θ, (8.4.25)

W̃1(T ), W1(T ) ≤ κ2θ, (8.4.26)
V∞(T ) ≤ κ3(θ + η), (8.4.27)

and

W∞(T ) ≤ κ4θ, (8.4.28)

where κi (i = 1, . . . , 4) are positive constants independent of θ, η, and T .
We first estimate W c

∞(T ).
For r = 1, . . . ,m, passing through any given point (t, x) ∈ R(T ), we

draw the rth characteristic cr: ξ = ξr(τ ; t, x) (0 ≤ τ ≤ t), which, noting
(8.1.2), must intersect the x-axis at a point (0, xr0). If (t, x) ∈ Rl(T ) for
some l ∈ {m, . . . , n − 1}, integrating the rth equation in (8.2.9) along cr
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from 0 to t yields

w(l)
r (t, x)=w(n)

r (0, xr0)−
n∑

k=l+1

[wr]k+
∫ t

tr,l+1

n∑

j,q=1

γrjq(u(l))w(l)
j w(l)

q (τ,ξr(τ; t, x))dτ

+
n∑

k=l+2

∫ tr,k−1

trk

n∑

j,q=1

γrjq(u(k−1))w(k−1)
j w(k−1)

q (τ, ξr(τ ; t, x))dτ

+
∫ trn

0

n∑

j,q=1

γrjq(u(n))w(n)
j w(n)

q (τ, ξr(τ ; t, x))dτ, (8.4.29)

where trk stands for the t-coordinate of the intersection point of cr with the
kth wave x = xk(t) and

[wr]k = w(k)
r (trk, xk(trk)) − w(k−1)

r (trk, xk(trk)). (8.4.30)

Noting (7.1.10)–(7.1.11) and (8.4.8)–(8.4.11), by Lemma 7.3.1, we have

trk ≥ Ct (k = l + 1, . . . , n). (8.4.31)

Here and henceforth, C denotes different positive constants independent
of θ, η, and T . Moreover, noting (8.1.2) and (8.4.9)–(8.4.10), we have

xr0 ≥ Ctrn (8.4.32)

and
ξr(τ ; t, x) ≥ Cxr0, ∀(τ, ξr(τ ; t, x)) ∈ Rn(T ). (8.4.33)

Then, noting (8.4.11), (8.2.11), (8.1.12), and Lemma 7.2.2, it follows from
(8.4.29) that

(1+t)1+μ|w(l)
r (t, x)| ≤ C{θ+(η+V∞(T ))W c

∞(T )+(W c
∞(T ))2+W c

∞(T )W̃1(T )}.
(8.4.34)

If (t, x) ∈ Rn(T ), similarly to (8.4.34), we have

(1 + x)1+μ|w(n)
r (t, x)| ≤ C{θ + (W c

∞(T ))2 + W c
∞(T )W̃1(T )}. (8.4.35)

For s = m + 1, . . . , n and for any fixed point (t, x) ∈ R(T ) \ DT
s , if

(t, x) ∈ Rl(T ) for some l ≥ s, similarly we have (8.4.34)–(8.4.35), in which
the subscript r should be replaced by s. If (t, x) ∈ Rl(T ) for some l < s,
the s-th characteristic cs passing through (t, x): ξ = ξs(τ ; t, x) (0 ≤ τ ≤ t)
intersects the t-axis at a point (ts0, 0). Integrating the sth equation in (8.2.9)
along cs from ts0 to t yields

w(l)
s (t, x)=w(m)

s (ts0, 0) +
l∑

k=m+1

[ws]k+
∫ t

tsl

n∑

j,q=1

γsjq(u(l))w(l)
j w(l)

q (τ, ξs(τ ; t, x))dτ
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+
l−1∑

k=m+1

∫ ts,k+1

tsk

n∑

j,q=1

γsjq(u(k))w(k)
j w(k)

q (τ, ξs(τ ; t, x))dτ

+
∫ ts,m+1

ts0

n∑

j,q=1

γsjq(u(m))w(m)
j w(m)

q (τ, ξs(τ ; t, x))dτ. (8.4.36)

By the boundary condition in (8.1.10), noting (8.1.2) and (8.4.11), it is
easy to get (cf. Chapter 6)

w(m)
s (ts0, 0) =

m∑

r=1

fsr(α(ts0), u(m))w(m)
r (ts0, 0)

+
n∑

s=m+1

fss(α(ts0), u(m))α′
s(ts0)

+
n∑

s=m+1

f̃ss(α(ts0), u(m))h′
s(ts0) (s = m + 1, . . . , n),

(8.4.37)

where fsr(·), fss(·), and f̃ss(·) are continuous functions of α and u. Similarly
to (8.4.31), we have

ts0, tsk ≥ ct (k = m + 1, . . . , l; s = m + 1, . . . , n). (8.4.38)

Thus, noting (8.1.12), (8.4.11), (8.2.11), and Lemma 7.2.2, it follows from
(8.4.36)–(8.4.37) that

(1 + t)1+μ|w(l)
s (t, x)| ≤ C

{

θ + (1 + ts0)(1+μ)
m∑

r=1

|w(m)
r (ts0, 0)|

+ (η +V∞(T ))W c
∞(T ) +(W c

∞(T ))2 +W c
∞(T )W̃1(T )

}

.

Then, by (8.4.34), we get

(1+t)1+μ|w(l)
s (t, x)|≤C{θ+(η+V∞(T ))W c

∞(T )+(W c
∞(T ))2+W c

∞(T )W̃1(T )}.
(8.4.39)

The combination of (8.4.34)–(8.4.35) and (8.4.39) gives

W c
∞(T ) ≤ C{θ + W c

∞(T )(V∞(T ) + W c
∞(T ) + W̃1(T ))}. (8.4.40)

Next we estimate V∞(T ).
When r = 1, . . . ,m, for any given point (t, x) ∈ Rl(T ) with l ∈ {m, . . . ,

n − 1}, similarly to (8.4.29), integrating the rth equation in (8.2.6) along cr
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from 0 to t gives

v̂(l)
r (t, x)= v̂(n)

r (0, xr0)−
n∑

k=l+1

[v̂r]k+
∫ t

tr,l+1

n∑

j,q=1

βrjq(u(l))v̂(l)
j w(l)

q (τ, ξr(τ ; t, x))dτ

+
n∑

k=l+2

∫ tr,k−1

trk

n∑

j,q=1

βrjq(u(k−1))v̂(k−1)
j w(k−1)

q (τ, ξr(τ ; t, x))dτ

+
∫ trn

0

n∑

j,q=1

βrjq(u(n))v̂(n)
j w(n)

q (τ, ξr(τ ; t, x))dτ. (8.4.41)

Then, noting Lemma 7.2.2, (8.1.12), and (8.4.9)–(8.4.11) we get

|v̂(l)
r (t, x)| ≤ C{θ + ηV∞(T ) + (V∞(T ))2 + V∞(T )W c

∞(T ) + V∞(T )W̃1(T )}.
(8.4.42)

Moreover, similarly to (8.4.35), for any given point (t, x) ∈ Rn(T ), we have
|v̂(n)

r (t, x)| ≤ C{θ + V∞(T )W c
∞(T ) + V∞(T )W̃1(T )}. (8.4.43)

When s = m+1, . . . , n, if l ≥ s, for v̂
(l)
s (t, x) we still have (8.4.42)–(8.4.43),

whereas, if l < s, similarly to (8.4.36), we have

v̂(l)
s (t, x)= v̂(m)

s (ts0, 0)+
l∑

k=m+1

[v̂s]k+
∫ t

tsl

n∑

j,q=1

βsjq(u(l))v̂(l)
j w(l)

q (τ, ξs(τ ; t, x))dτ

+
l−1∑

k=m+1

∫ ts,k+1

tsk

n∑

j,q=1

βsjq(u(k))v̂(k)
j w(k)

q (τ, ξs(τ ; t, x))dτ

+
∫ ts,m+1

ts0

n∑

j,q=1

βsjq(u(m))v̂(m)
j w(m)

q (τ, ξs(τ ; t, x))dτ. (8.4.44)

Noting (8.1.11)–(8.1.12) and (8.4.11), by the boundary condition in (8.1.10),
it is easy to get

|v̂(m)
s (ts0, 0)| ≤ C

(

θ + η +
m∑

r=1

|v̂(m)
r (ts0, 0)|

)

. (8.4.45)

Then, noting (8.4.42), it follows from (8.4.44) that

|v̂(l)
s (t, x)| ≤ C{θ+η+ηV∞(T )+(V∞(T ))2 +V∞(T )W c

∞(T )+V∞(T )W̃1(T )}.
(8.4.46)

Thus, finally, we have

V∞(T ) ≤ C{θ + η + V∞(T )(V∞(T ) + W c
∞(T ) + W̃1(T ))}. (8.4.47)

Now we estimate W̃1(T ) and W1(T ).
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We first estimate
∫

cj
|w(i)

i (t, x)|dτ . Suppose that for i ∈ I, cj : ξ = ξj(τ) is
a jth characteristic (j 	= i) on Ri(T )∩DT

i whose ends are denoted by A and
B. Passing through A and B, we draw the ith characteristics, respectively,
which intersect the boundary of DT

i at C and D, respectively, where if i < n,
C and D lie on x = (λi(0)+δ0)t; however, if i = n, C and D lie on the x-axis.
On the domain ACDB, by (8.2.13) and noting (8.4.9), it is easy to get
∫

cj

|w(i)
i (λj(u(i)) − λi(u(i)))(t, x)|dt

≤
∫ D

C

|w(i)
i (t, x)|(dx − λi(u(i))dt) +

∫∫

ACDB

∣
∣
∣
∣
∣

n∑

j,q=1

Γijq(u(i))w(i)
j w(i)

q (t, x)

∣
∣
∣
∣
∣
dtdx.

(8.4.48)

Then, noting (8.1.12), (8.4.8), (8.4.11), and (8.2.15), we have
∫

cj

|w(i)
i (t, x)|dt ≤ C{θ + W c

∞(T ) + (W c
∞(T ))2 + W c

∞(T )W1(T )}. (8.4.49)

For
∫

cj
|w(i−1)

i (t, x)|dt, noting (8.1.12) and (8.4.37) (when m + 1 ∈ I), we
similarly have
∫

cj

|w(i−1)
i (t, x)|dt ≤ C{θ+W c

∞(T )+(W c
∞(T ))2+W c

∞(T )W1(T ))}. (8.4.50)

Thus, we get

W̃1(T ) ≤ C{θ + W c
∞(T )(1 + W c

∞(T ) + W1(T ))}. (8.4.51)

Similarly, we have

W1(T ) ≤ C{θ + W c
∞(T )(1 + W c

∞(T ) + W1(T ))}. (8.4.52)

Then, by the method in Chapter 3 (see the proof of Lemma 3.2.2), the
combination of (8.4.40), (8.4.47), and (8.4.51)–(8.4.52) gives (8.4.25)–(8.4.27).

Noting (8.2.3) and (8.4.27), we easily to see that hypothesis (8.4.11) is
reasonable.

Finally, we estimate W∞(T ).

By the definition of W c
∞(T ), we need only to estimate w

(s)
s (t, x) for s ∈ I

and (t, x) ∈ Rs(T ) ∩ DT
s and to estimate w

(s−1)
s (t, x) for s ∈ I and (t, x) ∈

Rs−1(T )∩DT
s . To this end, passing through any given point (t, x) ∈ Rs(T )∩

DT
s [resp. (t, x) ∈ Rs−1(T ) ∩ DT

s ], we draw the sth characteristic cs : ξ =
ξs(τ ; t, x) (0 ≤ τ ≤ t), which intersects the boundary of DT

s at (t(s)0 , x
(s)
0 )

[resp. (t(s−1)
0 , x

(s−1)
0 )]. Then, integrating the sth equation in (8.2.9) along cs
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from t
(s−1)
0 to t and from t

(s)
0 to t, respectively, we get

w(s−1)
s (t, x) = w(s−1)

s (t(s−1)
0 , x

(s−1)
0 )

+
∫ t

t
(s−1)
0

n∑

j,q=1

γsjq(u(s−1))w(s−1)
j w(s−1)

q (τ, ξs(τ ; t, x))dτ

(8.4.53)

and

w(s)
s (t, x) = w(s)

s (t(s)0 , x
(s)
0 ) +

∫ t

t
(s)
0

n∑

j,q=1

γsjq(u(s))w(s)
j w(s)

q (τ, ξs(τ ; t, x))dτ.

(8.4.54)
In (8.4.53), when s = m + 1, (t(s−1)

0 , x
(s−1)
0 ) lies on the t-axis, whereas in

(8.4.54), when s = n, (t(s)0 , x
(s)
0 ) lies on the x-axis. Then, since λs(u) (s ∈ I)

is LD, noting (8.2.12), (8.1.12), and (8.4.37), we easily get

|w(s−1)
s (t, x)|, |w(s)

s (t, x)| ≤ C{θ + W c
∞(T ) + (W c

∞(T ))2 + W c
∞(T )W∞(T )}.

(8.4.55)
Hence, noting (8.4.25), we have

W∞(T ) ≤ Cθ{1 + W∞(T )}, (8.4.56)

which implies (8.4.28).
Then, noting (8.2.3) and (7.2.18), we finish the proof of Theorem 8.1.2.



Chapter IX

Inverse Generalized Riemann Problem

9.1 Introduction and Main Results

Consider the following hyperbolic system of conservation laws:

∂u

∂t
+

∂f(u)
∂x

= 0, (9.1.1)

where u = (u1, . . . , un)T is the unknown vector function of t and x, and
f(u) = (f1(u), . . . , fn(u))T is a given C2 vector function of u.

Suppose that on the domain under consideration,
(H1) System (9.1.1) is strictly hyperbolic, i.e., the matrix ∇f(u) has n

distinct real eigenvalues

λ1(u) < λ2(u) < · · · < λn(u). (9.1.2)

For i = 1, . . . , n, let li(u) = (li1(u), . . . , lin(u)) and ri(u) = (r1i(u), . . . ,
rni(u))T be the left and right eigenvectors corresponding to λi(u), respec-
tively. Without loss of generality, we assume that on the domain under con-
sideration,

li(u)rj(u) ≡ δij (i, j = 1, . . . , n), (9.1.3)

where δij stands for Kronecker’s delta.
(H2) System (9.1.1) is genuinely nonlinear (GN) in the sense of Lax:

Without loss of generality, for i = 1, . . . , n,

∇λi(u) · ri(u) ≡ 1. (9.1.4)

(H3) For the Riemann problem of system (9.1.1) with the following piece-
wise constant initial data:

t = 0 : u =

{
u−, x ≤ 0,

u+, x ≥ 0
(9.1.5)
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with |u+−u−| small enough, suppose that the self-similar solution u = U(x/t)
is composed of n+1 constants states û(0) = u−, û(1), . . . , û(n−1) and û(n) = u+

and n small amplitude nondegenerate typical shocks x = sit (i = 1, . . . , n)
with

s1 < s2 < · · · < sn, (9.1.6)

on which we have the Rankine–Hugoniot condition

f(û(i)) − f(û(i−1)) = si(û(i) − û(i−1)) (9.1.7)

and the entropy condition

{
λi(û(i)) < si < λi(û(i−1)),

λi−1(û(i−1)) < si < λi+1(û(i)),
(9.1.8)

for i = 1, . . . , n (cf. [42]).
In order to consider the local or global structural stability of the self-

similar solution u = U(x/t) to Riemann problem (9.1.1) and (9.1.5), we
consider the corresponding generalized Riemann problem of system (9.1.1)
with the following piecewise smooth initial data:

t = 0 : u =

{
ul(x), x ≤ 0,

ur(x), x ≥ 0,
(9.1.9)

in which

ul(0) = u−, ur(0) = u+. (9.1.10)

In [72], Li and Yu got the local structural stability. On the other hand,
in [50] and [73], Li and Zhao got the following (also see Theorem 7.1.2 in
Chapter 7).

Proposition 9.1.1 Under assumptions (H1)–(H3), suppose that ul(x) and
ur(x) are C1 functions on x ≤ 0 and x ≥ 0, respectively, and that f(u) is
a C2 vector function. Then there exists a positive constant ε0 > 0 so small
that for any given ε with 0 < ε ≤ ε0, if

|ul(x) − ul(0)|, |u′
l(x)| ≤ ε

1 + |x| , ∀x ≤ 0, (9.1.11)

and

|ur(x) − ur(0)|, |u′
r(x)| ≤ ε

1 + x
, ∀x ≥ 0, (9.1.12)

then the generalized Riemann problem (9.1.1) and (9.1.9) admits a unique
global piecewise C1 solution on t ≥ 0:
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u = u(t, x) =

⎧
⎪⎪⎨

⎪⎪⎩

u(0)(t, x), (t, x) ∈ R0,

u(l)(t, x), (t, x) ∈ Rl (l = 1, . . . , n − 1),

u(n)(t, x), (t, x) ∈ Rn,

(9.1.13)

containing only n small amplitude nondegenerate shocks x = xi(t) (i =
1, . . . , n) passing through the origin, in which u(l)(t, x) ∈ C1 with

u(l)(0, 0) = û(l) (l = 0, 1, . . . , n) (9.1.14)

satisfies system (9.1.1) in the classical sense on the domain Rl(l = 0, 1, . . . , n),
respectively, where

⎧
⎪⎪⎨

⎪⎪⎩

R0 = {(t, x)|t ≥ 0, x ≤ x1(t)},

Rl = {(t, x)|t ≥ 0, xl(t) ≤ x ≤ xl+1(t)} (l = 1, . . . , n − 1),

Rn = {(t, x)|t ≥ 0, x ≥ xn(t)},

(9.1.15)

and xi(t) ∈ C2 on t ≥ 0 with

xi(0) = 0, x′
i(0) = si (i = 1, . . . , n). (9.1.16)

For i = 1, . . . , n, on x = xi(t) we have the Rankine–Hugoniot condition

f(u(i)) − f(u(i−1)) = x′
i(t)(u

(i) − u(i−1)) (9.1.17)

and the entropy condition
{

λi(u(i)) < x′
i(t) < λi(u(i−1)),

λi−1(u(i−1)) < x′
i(t) < λi+1(u(i)),

(9.1.18)

where u(i) = u(i)(t, xi(t)) and u(i−1) = u(i−1)(t, xi(t)). Moreover, we have

|u(l)(t, x) − û(l)| ≤ Kε

1 + t
, ∀(t, x) ∈ Rl (l = 0, 1, . . . , n),

(9.1.19)
∣
∣
∣
∣
∣

∂u(l)(t, x)
∂x

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u(l)(t, x)
∂t

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀(t, x) ∈ Rl (l = 0, 1, . . . , n),

(9.1.20)

and
|x′

i(t) − x′
i(0)| ≤ Kε

1 + t
, ∀t ≥ 0 (i = 1, . . . , n), (9.1.21)

where K is a positive constant independent of ε, t, and x.
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From Proposition 9.1.1, under perturbation (9.1.9) satisfying (9.1.10), we
have the global structural stability of the self-similar solution u = U(x/t) to
Riemann problem (9.1.1) and (9.1.5). Moreover, under the assumptions of
Proposition 9.1.1, noting (9.1.17), we have

x′
i(t) = λi(u(i−1), u(i)), (9.1.22)

where λi(u(i−1), u(i)) is the ith eigenvalue of the matrix

∫ 1

0

∇f(u(i−1) + σ(u(i) − u(i−1)))dσ. (9.1.23)

Differentiating (9.1.22) with respect to t gives

x′′
i (t) =

∂λi

∂u(i−1)
(u(i−1), u(i))

(
∂u(i−1)

∂t
+

∂u(i−1)

∂x
x′

i(t)
)

+
∂λi

∂u(i)
(u(i−1), u(i))

(
∂u(i)

∂t
+

∂u(i)

∂x
x′

i(t)
)

. (9.1.24)

Then, noting (9.1.19)–(9.1.21), we easily to get

|x′′
i (t)| ≤ Kε

1 + t
, ∀t ≥ 0, (9.1.25)

where K is still a positive constant independent of ε and t.

Inversely, under assumptions (H1)–(H3), when the position of n small
amplitude nondegenerate shocks x = xi(t) ∈ C2 (i = 1, . . . , n) satisfying
(9.1.16) is given, to what degree can we determine the initial data (9.1.9)
satisfying (9.1.10), such that the corresponding generalized Riemann prob-
lem (9.1.1) and (9.1.9) admits a unique piecewise C1 solution (9.1.13) in
which n small amplitude nondegenerate shocks passing through the origin
are just x = xi(t) (i = 1, . . . , n)? In [53], Li first considered the inverse
generalized Riemann problem for system (9.1.1) and got a local result as
follows: Suppose that the position of n small amplitude nondegenerate shocks
x = xi(t) ∈ C2 (i = 1, . . . , n) satisfying (9.1.16) is prescribed. For any
given ul(x) ∈ C1 with ul(0) = u−, in a neighbourhood of the origin, one can
uniquely determine ur(x) ∈ C1 with ur(0) = u+ such that the corresponding
generalized Riemann problem (9.1.1) and (9.1.9) admits a unique local piece-
wise C1 solution (9.1.13) in which n small amplitude nondegenerate shocks
passing through the origin are just x = xi(t) (i = 1, . . . , n).

In this chapter we generalize the previous local result to the global case
and get

Theorem 9.1.1 Under assumptions (H1)–(H3), there exists an ε0 > 0 so
small that for any given ε with 0 < ε ≤ ε0, if one knows the position of n
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small amplitude nondegenerate shocks x = xi(t) ∈ C2 (i = 1, . . . , n) satisfying
(9.1.16) and

|x′
i(t) − x′

i(0)|, |x′′
i (t)| ≤ ε

1 + t
, ∀t ≥ 0 (i = 1, . . . , n), (9.1.26)

then for any given ul(x) ∈ C1 (x ≤ 0) satisfying ul(0) = u− and

|ul(x) − ul(0)|, |u′
l(x)| ≤ ε

1 + |x| , ∀x ≤ 0, (9.1.27)

we can uniquely determine ur(x) ∈ C1 (x ≥ 0) satisfying ur(0) = u+ and

|ur(x) − ur(0)|, |u′
r(x)| ≤ Kε

1 + x
, ∀x ≥ 0, (9.1.28)

where K is a positive constant independent of ε and x such that the corre-
sponding generalized Riemann problem (9.1.1) and (9.1.9) admits a unique
global piecewise C1 solution (9.1.13) in which n small amplitude nondegen-
erate shocks passing through the origin are just x = xi(t) (i = 1, . . . , n),
on which we have the Rankine–Hugoniot condition (9.1.17) and the entropy
condition (9.1.18).

Remark 9.1.1 In Theorem 9.1.1, if we arbitrarily give ur(x) ∈ C1 (x ≥ 0)
satisfying ur(0) = u+ and

|ur(x) − ur(0)|, |u′
r(x)| ≤ ε

1 + x
, ∀x ≥ 0, (9.1.29)

we can obtain a similar result.

Remark 9.1.2 The results in this chapter can be found in [68].

This chapter is organized as follows. In Section 9.2 we first discuss the
generalized Cauchy problem; then in Section 9.3 we prove Theorem 9.1.1.

9.2 Generalized Cauchy Problem

In this section we first consider the Cauchy problem for the quasilinear strictly
hyperbolic system of the general form

∂u

∂t
+ A(u)

∂u

∂x
= 0 (9.2.1)

with the initial data on the negative x-axis

t = 0 : u = φ(x), x ≤ 0, (9.2.2)
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where A(u) ∈ C1. Suppose that the distinct real eigenvalues λi(u) and the
corresponding right eigenvectors ri(u) (i = 1, . . . , n) of A(u) have the same
regularity as A(u).

Lemma 9.2.1 There exists a positive constant ε0 so small that for any given
ε with 0 < ε ≤ ε0, if φ(x) ∈ C1 and

|φ(x) − φ(0)|, |φ′(x)| ≤ ε

1 + |x| , ∀x ≤ 0, (9.2.3)

then on the domain

D̂ = {(t, x)|t ≥ 0, x ≤ ξt}, (9.2.4)

where ξ satisfies

ξ < min
i=1,...,n

{λi(φ(0))}, (9.2.5)

the Cauchy problem (9.2.1) and (9.2.2) admits a unique global C1 solution
u = u(t, x) with

|u(t, x) − u(0, 0)| ≤ Kε

1 + t
, ∀(t, x) ∈ D̂, (9.2.6)

∣
∣
∣
∣
∣

∂u

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u

∂t
(t, x)

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀(t, x) ∈ D̂, (9.2.7)

where K is a positive constant independent of ε, t, and x.

Proof. According to the existence and uniqueness of the local C1 solution
to the Cauchy problem (cf. [72]), there exists τ0 > 0 such that on the domain
{(t, x)|0 ≤ t ≤ τ0, x ≤ ξt}, the Cauchy problem (9.2.1)–(9.2.2) has a unique
C1 solution u = u(t, x).

In order to obtain the unique global C1 solution u = u(t, x) on D̂, it is
only necessary to establish a uniform a priori estimate on the C1 norm of the
C1 solution u = u(t, x) to the Cauchy problem (9.2.1)–(9.2.2) on any given
existence domain D̂(T ) = {(t, x)|0 ≤ t ≤ T, x ≤ ξt}.

Let

V (D̂(T )) = max
i=1,...,n

sup
(t,x)∈D̂(T )

{(1 + |x − λi(φ(0))t|)|v̄i(t, x)|}, (9.2.8)

W (D̂(T )) = max
i=1,...,n

sup
(t,x)∈D̂(T )

{(1 + |x − λi(φ(0))t|)|wi(t, x)|}, (9.2.9)

where
v̄i = li(u)(u − φ(0)) (i = 1, . . . , n) (9.2.10)

and
wi = li(u)ux (i = 1, . . . , n). (9.2.11)
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By (9.1.3), we have

u = φ(0) +
n∑

k=1

v̄krk(u) (9.2.12)

and

ux =
n∑

k=1

wkrk(u). (9.2.13)

Similarly to (7.2.6) and (7.2.9) (also see Chapter 2), we have

dv̄i

dit

def.=
∂v̄i

∂t
+ λi(u)

∂v̄i

∂x
=

n∑

j,k=1

βijk(u)v̄jwk (i = 1, . . . , n), (9.2.14)

where
βijk(u) = (λk(u) − λi(u))li(u)∇rj(u)rk(u), (9.2.15)

and

dwi

dit

def.=
∂wi

∂t
+ λi(u)

∂wi

∂x
=

n∑

j,k=1

γijk(u)wjwk (i = 1, . . . , n), (9.2.16)

where

γijk(u) =
1
2
{(λj(u) − λk(u))li(u)∇rk(u)rj(u) −∇λk(u)rj(u)δik + (j|k)},

(9.2.17)
in which (j|k) stands for all terms obtained by changing j and k in the
previous terms.

By continuity, there exist, positive constants δ0 (< min
i=1,...,n

{λi(φ(0))} − ξ)

and δ so small that

|λi(u) − λi(φ(0))| ≤ δ0

2
, ∀ |u − φ(0)| ≤ δ (i = 1, . . . , n). (9.2.18)

For the time being, we assume that on any given existence domain D̂(T )
of the C1 solution u = u(t, x) to the Cauchy problem (9.2.1)–(9.2.2), we have

|u(t, x) − φ(0)| ≤ δ. (9.2.19)

At the end of the proof, we will explain why this hypothesis is reasonable.
For each i = 1, . . . , n and any given point (t, x) ∈ D̂(T ), let ci : ξi =

ξi(τ) (0 ≤ τ ≤ t) be the ith characteristic passing through (t, x), which
intersects the x-axis at (0, xi0). Noting δ0 < min

i=1,...,n
{λi(φ(0))}−ξ and (9.2.18),

it is easy to see that ci : ξi = ξi(τ) (0 ≤ τ ≤ t) always stays in D̂(T ) and

|x − λi(φ(0))t| ≥ δ0t, (9.2.20)
2
3
|xi0| ≤ |ξi(τ) − λi(φ(0))τ | ≤ 2|xi0|. (9.2.21)
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Then, integrating the ith equation in (9.2.14) and (9.2.16) along ci from
0 to t, respectively, we get

v̄i(t, x) = v̄i(0, xi0) +
∫ t

0

n∑

j,k=1

βijk(u)v̄jwk(τ, ξi(τ))dτ (9.2.22)

and

wi(t, x) = wi(0, xi0) +
∫ t

0

n∑

j,k=1

γijk(u)wjwk(τ, ξi(τ))dτ. (9.2.23)

Noting (9.1.27) and (9.2.19)–(9.2.21), we get

(1 + |x − λi(φ(0))t|)|v̄i(t, x)|

≤ C(1+|xi0|){|v̄i(0, xi0)|+V (D̂(T ))W (D̂(T ))
∫ t

0

(1+|ξi(τ)−λi(φ(0))τ |)−2dτ}

≤ C{ε + V (D̂(T ))W (D̂(T ))}. (9.2.24)

Here and henceforth, C denotes different positive constants independent
of ε and T . Hence, we have

V (D̂(T )) ≤ C{ε + V (D̂(T ))W (D̂(T ))}. (9.2.25)

Similarly, we have

W (D̂(T )) ≤ C{ε + (W (D̂(T )))2}. (9.2.26)

Then, similarly to the proof of Lemma 3.2.2, it follows from (9.2.25)–
(9.2.26) that

V (D̂(T )), W (D̂(T )) ≤ Cε. (9.2.27)

Thus, noting (9.2.20) and system (9.2.1), we get (9.2.6)–(9.2.7)
immediately.

Moreover, noting (9.2.12), from (9.2.27) we see that hypothesis (9.2.19) is
reasonable.

Remark 9.2.1 The result of Lemma 9.2.1 can be found in Lemma 3.1 in
Chapter 8 of [50] or Corollary 3.2 in [73]. Here we prove it in a different
way.

From Lemma 9.2.1, we have

Lemma 9.2.2 Under the assumptions of Lemma 9.2.1, on the domain

D = {(t, x)|t ≥ 0, x ≤ g(t)}, (9.2.28)
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where g(t) ∈ C1 satisfies g(0) = 0,

|g′(t) − g′(0)| ≤ ε, ∀t ≥ 0, (9.2.29)

and

g′(0) < min
i=1,...,n

{λi(φ(0))}, (9.2.30)

the Cauchy problem (9.2.1) and (9.2.2) admits a unique global C1 solution
u = u(t, x) with (9.2.6)–(9.2.7) on D.

Proof. Let

ξ =
1
2

min
i=1,...,n

{g′(0) + λi(φ(0))}. (9.2.31)

Using (9.2.29)–(9.2.30) and noting that ε0 > 0 is suitably small, we easily see
that D ⊆ D̂.

Next, we consider the generalized Cauchy problem for system (9.2.1)
with the following generalized initial data:

x = g1(t) : u = ψ(t), t ≥ 0, (9.2.32)

where x = g1(t) is a noncharacteristic curve.
In order to get the global C1 solution to problem (9.2.1) and (9.2.32), we

assume that x = g1(t) ∈ C2 and x = g2(t) ∈ C2 (t ≥ 0) satisfy

g1(0) = g2(0) = 0, (9.2.33)
λr(ψ(0)) < g′1(0) < g′2(0) < λs(ψ(0)) (r = 1, . . . ,m; s = m + 1, . . . , n),

(9.2.34)

|g′i(t) − g′i(0)| ≤ ε

1 + t
, ∀t ≥ 0 (i = 1, 2), (9.2.35)

and

|g′′1 (t)| ≤ ε

1 + t
, ∀t ≥ 0, (9.2.36)

where 0 < ε ≤ ε0 with ε0 suitably small. We have

Theorem 9.2.1 Under assumptions (9.2.33)–(9.2.36), if ψ(t) ∈ C1 and

|ψ(t) − ψ(0)|, |ψ′(t)| ≤ ε

1 + t
, ∀t ≥ 0, (9.2.37)

then on the domain

D̃ = {(t, x)|t ≥ 0, g1(t) ≤ x ≤ g2(t)}, (9.2.38)
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the generalized Cauchy problem (9.2.1) and (9.2.32) admits a unique global
C1 solution u = u(t, x) with

|u(t, x) − u(0, 0)| ≤ Kε

1 + x − g1(t)
, ∀(t, x) ∈ D̃, (9.2.39)

∣
∣
∣
∣
∣

∂u

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u

∂t
(t, x)

∣
∣
∣
∣
∣
≤ Kε

1 + x − g1(t)
, ∀(t, x) ∈ D̃, (9.2.40)

where K is a positive constant independent of ε, t, and x.

Proof. We first suppose that on the domain D̃,

|u(t, x) − ψ(0)| ≤ δ0, (9.2.41)

where δ0 > 0 is a suitably small constant. At the end of the proof, we will
explain why this hypothesis is reasonable.

Taking the transformation of independent variables

x̄ = −t, t̄ = x − g1(t) (9.2.42)

and noting (9.2.33)–(9.2.35) and (9.2.41), we easily see that the original gen-
eralized Cauchy problem on D̃ is reduced to the following Cauchy problem
on D̄ = {(t̄, x̄)|t̄ ≥ 0, x̄ ≤ g(t̄)}:

∂u

∂t̄
− (A(u) − g′1(−x̄)I)−1 ∂u

∂x̄
= 0, (9.2.43)

t̄ = 0 : u = ψ(−x̄), x̄ ≤ 0, (9.2.44)

where x̄ = g(t̄) (≤ 0) ∈ C2 with g(0) = 0 is determined by

t̄ = g2(−x̄) − g1(−x̄). (9.2.45)

Let

un+1 = g′1(−x̄), (9.2.46)

U =
(

u
un+1

)

, (9.2.47)

and

Ψ(x̄) =
(

ψ(−x̄)
g′1(−x̄)

)

. (9.2.48)

On the domain D̄, (9.2.43)–(9.2.44) can be rewritten as

∂U

∂t̄
+ Ā(U)

∂U

∂x̄
= 0, (9.2.49)

t̄ = 0 : U = Ψ(x̄), x̄ ≤ 0, (9.2.50)
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where

Ā(U) =

(
−(A(u) − un+1I)−1 0

0 0

)

. (9.2.51)

The eigenvalues of Ā(U) are given by

λ̄1(U) = (un+1 − λ1(u))−1, . . . , λ̄n(U) = (un+1 − λn(u))−1, λ̄n+1(U) = 0,
(9.2.52)

and, noting (9.2.34)–(9.2.35) and (9.2.41), we see that (9.2.49) is still a strictly
hyperbolic system with

λ̄r(U) > λ̄n+1(U) = 0 > λ̄s(U) (r = 1, . . . ,m; s = m + 1, . . . , n). (9.2.53)

It follows from (9.2.35)–(9.2.37) that

|Ψ(x̄) − Ψ(0)|, |Ψ ′(x̄)| ≤ ε

1 + |x̄| , ∀x̄ ≤ 0. (9.2.54)

From (9.2.45), we have

g′(t̄) =
1

g′1(−g(t̄)) − g′2(−g(t̄))
, ∀t̄ ≥ 0. (9.2.55)

then, noting (9.2.34)–(9.2.35) we easily get

|g′(t̄) − g′(0)| ≤ Kε, ∀t̄ ≥ 0. (9.2.56)

Here and henceforth, K denotes a positive constant independent of ε and
t̄. Moreover, noting (9.2.46), from (9.2.52)–(9.2.53), we have

min
i=1,...,n+1

λ̄i(Ψ(0)) =
1

g′1(0) − min
s=m+1,...,n

λs(ψ(0))
. (9.2.57)

Then, noting (9.2.34) and g′(0) = 1/[g′1(0) − g′2(0)], we get

g′(0) < min
i=1,...,n+1

λ̄i(Ψ(0)). (9.2.58)

Hence, by Lemma 9.2.2, the Cauchy problem (9.2.49)–(9.2.50) admits a
unique global C1 solution U = U(t̄, x̄) on D̄ and

|U(t̄, x̄) − U(0, 0)| ≤ Kε

1 + t̄
, ∀(t̄, x̄) ∈ D̄, (9.2.59)

∣
∣
∣
∣
∣

∂U

∂x̄
(t̄, x̄)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂U

∂t̄
(t̄, x̄)

∣
∣
∣
∣
∣
≤ Kε

1 + t̄
, ∀(t̄, x̄) ∈ D̄. (9.2.60)
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Then the Cauchy problem (9.2.43)–(9.2.44) admits a unique global C1

solution u = ū(t̄, x̄) on D̄ and

|ū(t̄, x̄) − ū(0, 0)| ≤ Kε

1 + t̄
, ∀(t̄, x̄) ∈ D̄, (9.2.61)

∣
∣
∣
∣
∣

∂ū

∂x̄
(t̄, x̄)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂ū

∂t̄
(t̄, x̄)

∣
∣
∣
∣
∣
≤ Kε

1 + t̄
, ∀(t̄, x̄) ∈ D̄. (9.2.62)

As a result, the generalized Cauchy problem (9.2.1) and (9.2.32) admits
a unique global C1 solution u = u(t, x) = ū(x − g1(t),−t) on D̃. Moreover,
since

∂u

∂t
(t, x) = −g′1(t)

∂ū

∂t̄
(x − g1(t),−t) − ∂ū

∂x̄
(x − g1(t),−t) (9.2.63)

and
∂u

∂x
(t, x) =

∂ū

∂t̄
(x − g1(t),−t), (9.2.64)

noting (9.2.33)–(9.2.35) and (9.2.42), we see that (9.2.39)–(9.2.40) follow from
(9.2.61)–(9.2.62).

Then, from (9.2.39), we have

|u(t, x) − u(0, 0)| ≤ Kε ≤ Kε0, ∀(t, x) ∈ D̃, (9.2.65)

which implies the validity of hypothesis (9.2.41), provided that ε0 > 0 is
suitably small.

The proof of Theorem 9.2.1 is finished.

Remark 9.2.2 In Theorem 9.2.1, when x = g2(t) is replaced by the positive
x-axis and (9.2.34) is replaced by

λi(ψ(0)) < g′1(0) (i = 1, . . . , n), (9.2.66)

Theorem 9.2.1 still holds.

9.3 Proof of Theorem 9.1.1

In what follows, we assume that all assumptions of Theorem 9.1.1 hold. First,
we prove

Lemma 9.3.1 For i = 1, . . . , n, suppose that on the left side of the ith shock
x = xi(t) satisfying xi(0) = 0, x′

i(0) = si, and

|x′
i(t) − x′

i(0)|, |x′′
i (t)| ≤ ε

1 + t
, ∀t ≥ 0, (9.3.1)
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the value of the solution u
(i)
− = u

(i)
− (t) ∈ C1 satisfies

u
(i)
− (0) = û(i−1) (9.3.2)

and

|u(i)
− (t) − û(i−1)|,

∣
∣
∣
∣
∣

du
(i)
− (t)
dt

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀t ≥ 0. (9.3.3)

Henceforth, K stands for different positive constants independent of ε, t,
and x. Then, on the right side of x = xi(t), we can uniquely determine the
value of solution u

(i)
+ = u

(i)
+ (t) such that

u
(i)
+ (0) = û(i) (9.3.4)

and

|u(i)
+ (t) − û(i)|, |du

(i)
+ (t)
dt

| ≤ Kε

1 + t
, ∀t ≥ 0. (9.3.5)

Proof. Similarly to [53], let

H(u(i)
+ , u

(i)
− , s(i)) = f(u(i)

+ ) − f(u(i)
− ) − s(i)(u(i)

+ − u
(i)
− ), (9.3.6)

where s(i) = x′
i(t). Noting (9.1.7)–(9.1.8), we have

H(û(i), û(i−1), si) = 0 (9.3.7)

and
∂H

∂u
(i)
+

(u(i)
+ , u

(i)
− , s(i)) = ∇f(u(i)

+ ) − s(i)I (9.3.8)

is nonsingular at (u(i)
+ , u

(i)
− , s(i)) = (û(i), û(i−1), si). Then, in a neighbourhood

of (û(i), û(i−1), si), the Rankine–Hugoniot condition

f(u(i)
+ ) − f(u(i)

− ) = s(i)(u(i)
+ − u

(i)
− ) (9.3.9)

can be rewritten as
u

(i)
+ = G(u(i)

− , s(i)), (9.3.10)

where G(·, ·) ∈ C2 and û(i) = G(û(i−1), si). Hence, as we have (9.3.1)–(9.3.3),
the value of solution on the right side of x = xi(t) can be uniquely determined
as u

(i)
+ = u

(i)
+ (t) = G(u(i)

− (t), x′
i(t)), which satisfies (9.3.4).

From (9.3.10), we have

u
(i)
+ (t) − û(i) = G(u(i)

− (t), s(i)) − G(û(i−1), si)

= G(u(i)
− (t), s(i)) − G(u(i)

− (t), si) + G(u(i)
− (t), si) − G(û(i−1), si)
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=
[∫ 1

0

∂G

∂s(i)
(u(i)

− (t), si + τ(s(i) − si))dτ

]

(s(i) − si)

+

[∫ 1

0

∂G

∂u
(i)
−

(û(i−1) + τ(u(i)
− (t) − û(i−1)), si)dτ

]

(u(i)
− (t) − û(i−1)), (9.3.11)

in which s(i) = x′
i(t). Noting (9.3.1) and (9.3.3), we have the first inequality

of (9.3.5). On the other hand, differentiating u
(i)
+ (t) = G(u(i)

− (t), x′
i(t)) with

respect to t yields

du
(i)
+ (t)
dt

=
∂G

∂u
(i)
−

(u(i)
− (t), x′

i(t))
du

(i)
− (t)
dt

+
∂G

∂s(i)
(u(i)

− (t), x′
i(t))x

′′
i (t). (9.3.12)

Then, noting (9.3.1) and (9.3.3), we get the second inequality of (9.3.5).
The proof of Lemma 9.3.1 is finished.

Proof of Theorem. 9.1.1. First, on the domain R0 [see (9.1.15)], we solve
the Cauchy problem for system (9.1.1) with the initial data

t = 0 : u = ul(x), x ≤ 0. (9.3.13)

By the entropy condition (9.1.8) (in which we take i = 1) and noting (H1),
we have

x′
1(0) < λ1(û(0)) < · · · < λn(û(0)), (9.3.14)

where
û(0) = ul(0). (9.3.15)

Then, noting (9.1.26) (in which we take i = 1), by Lemma 9.2.2, the
Cauchy problem (9.1.1) and (9.3.13) admits a unique global C1 solution u =
u(0)(t, x) on the domain R0, satisfying

u(0)(0, 0) = û(0), (9.3.16)

|u(0)(t, x) − û(0)| ≤ Kε

1 + t
, ∀(t, x) ∈ R0, (9.3.17)

and ∣
∣
∣
∣
∣

∂u(0)(t, x)
∂x

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u(0)(t, x)
∂t

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀(t, x) ∈ R0. (9.3.18)

Since x = x1(t) satisfies (9.1.16) and (9.1.26) and, according to (9.3.16)–
(9.3.18), u

(1)
− (t) = u(0)(t, x1(t)) satisfies (9.3.2)–(9.3.3) (in which i = 1), we

can use Lemma 9.3.1 to uniquely determine the value of the right side of
x = x1(t) as u

(1)
+ = u

(1)
+ (t) with

u
(1)
+ (0) = û(1) (9.3.19)
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and

|u(1)
+ (t) − û(1)|,

∣
∣
∣
∣
∣

du
(1)
+ (t)
dt

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀t ≥ 0. (9.3.20)

Then, on the domain R1 [see (9.1.15)] we solve the generalized Cauchy
problem for system (9.1.1) with the generalized initial data

x = x1(t) : u = u
(1)
+ (t), t ≥ 0. (9.3.21)

Noting (9.1.16), the entropy condition (9.1.8), and (H1), we have

λ1(û(1)) < x′
1(0) < x′

2(0) < λ2(û(1)) < · · · < λn(û(1)). (9.3.22)

Noting (9.1.26) (in which we take i = 1, 2) and (9.3.19), by Theorem 9.2.1,
the generalized Cauchy problem (9.1.1) and (9.3.21) admits a unique global
C1 solution u = u(1)(t, x) on the domain R1, with

|u(1)(t, x) − û(1)| ≤ Kε

1 + x − x1(t)
, ∀(t, x) ∈ R1, (9.3.23)

and
∣
∣
∣
∣
∣

∂u(1)(t, x)
∂x

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u(1)(t, x)
∂t

∣
∣
∣
∣
∣
≤ Kε

1 + x − x1(t)
, ∀(t, x) ∈ R1. (9.3.24)

Noting (9.1.6), (9.1.16), and (9.1.26) (in which we take i = 1, 2), we have

x2(t) − x1(t) ≥ Ct, ∀t ≥ 0,

where C is a positive constant independent of t. Then it follows from (9.3.23)–
(9.3.24) that u

(2)
− (t) = u(1)(t, x2(t)) satisfies (9.3.2)–(9.3.3) (in which i = 2).

Thus, by Lemma 9.3.1, the value of the right side of x = x2(t) can be uniquely
determined as u

(2)
+ = u

(2)
+ (t) with

u
(2)
+ (0) = û(2) (9.3.25)

and

|u(2)
+ (t) − û(2)|,

∣
∣
∣
∣
∣

du
(2)
+ (t)
dt

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀t ≥ 0. (9.3.26)

Repeating the previous procedure, for any given i = 2, . . . , n − 1, we can
uniquely determine the value of the right side of x = xi(t) as u

(i)
+ = u

(i)
+ (t)

with

u
(i)
+ (0) = û(i) (9.3.27)
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and

|u(i)
+ (t) − û(i)|,

∣
∣
∣
∣
∣

du
(i)
+ (t)
dt

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀t ≥ 0. (9.3.28)

Then for any given i = 2, . . . , n− 1, on the domain Ri [see (9.1.15)], we solve
the generalized Cauchy problem for system (9.1.1) with the generalized initial
data

x = xi(t) : u = u
(i)
+ (t), t ≥ 0. (9.3.29)

Noting (9.1.6) and (9.1.16), the entropy condition (9.1.8), and (H1), we have

λ1(û(i)) < · · · < λi(û(i)) < x′
i(0) < x′

i+1(0) < λi+1(û(i)) < · · · < λn(û(i)).
(9.3.30)

Noting (9.1.26) and (9.3.27), by Theorem 9.2.1, the generalized Cauchy prob-
lem (9.1.1) and (9.3.29) admits a unique global C1 solution u = u(i)(t, x) on
the domain Ri, with

|u(i)(t, x) − û(i)| ≤ Kε

1 + x − xi(t)
, ∀(t, x) ∈ Ri, (9.3.31)

and
∣
∣
∣
∣
∣

∂u(i)(t, x)
∂x

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u(i)(t, x)
∂t

∣
∣
∣
∣
∣
≤ Kε

1 + x − xi(t)
, ∀(t, x) ∈ Ri. (9.3.32)

Finally, since x = xn(t) satisfies (9.1.16) and (9.1.26) (in which we take
i = n − 1, n), noting (9.1.6), we have

xn(t) − xn−1(t) ≥ Ct, ∀t ≥ 0,

where C is a positive constant independent of t. Then according to (9.3.31)–
(9.3.32) (in which i = n−1), u

(n)
− (t) = u(n−1)(t, xn(t)) satisfies (9.3.2)–(9.3.3)

(in which i = n). By Lemma 9.3.1, on the right side of x = xn(t), we can
uniquely determine the value of solution u

(n)
+ = u

(n)
+ (t) satisfying

u
(n)
+ (0) = û(n) (9.3.33)

and

|u(n)
+ (t) − û(n)|,

∣
∣
∣
∣
∣

du
(n)
+ (t)
dt

∣
∣
∣
∣
∣
≤ Kε

1 + t
, ∀t ≥ 0. (9.3.34)

Then we solve the generalized Cauchy problem on the domain Rn [see
(9.1.15)] for system (9.1.1) with the generalized initial data

x = xn(t) : u = u
(n)
+ (t), t ≥ 0. (9.3.35)
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Noting (9.1.16), the entropy condition (9.1.8), and, (H1), we have

x′
n(0) > λn(û(n)) > · · · > λ1(û(n)). (9.3.36)

Using (9.1.26) (in which we take i = n) and (9.3.33), by Remark 9.2.2, the
generalized Cauchy problem (9.1.1) and (9.3.35) admits a unique global C1

solution u = u(n)(t, x) on the domain Rn, with

|u(n)(t, x) − û(n)| ≤ Kε

1 + x − xn(t)
, ∀(t, x) ∈ Rn, (9.3.37)

and
∣
∣
∣
∣
∣

∂u(n)(t, x)
∂x

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u(n)(t, x)
∂t

∣
∣
∣
∣
∣
≤ Kε

1 + x − xn(t)
, ∀(t, x) ∈ Rn. (9.3.38)

Thus, noting xn(0) = 0, (9.3.33), and û(n) = u+, on the positive x-axis,
we see that the initial value ur(x) = u(n)(0, x) satisfies

ur(0) = u+ (9.3.39)

and
|ur(x) − ur(0)|, |u′

r(x)| ≤ Kε

1 + x
, ∀x ≥ 0. (9.3.40)

The proof of Theorem 9.1.1 is complete. �
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Chapter X

Inverse Piston Problem

10.1 Inverse Piston Problem for the System of
One-Dimensional Isentropic Flow

10.1.1 Introduction and Main Results

Suppose that a piston originally located at the origin at t = 0 moves with the
speed vp = φ(t) (t ≥ 0) in a tube whose the length is assumed to be infinite
and that the gas on the right side of the piston possesses an isentropic state.
In order to determine the state of the gas on the right side of this piston, in
Lagrangian representation this piston problem reduces to the following
mixed initial-boundary value problem for the system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂τ

∂t
− ∂u

∂x
= 0,

∂u

∂t
+

∂p(τ)
∂x

= 0,

(10.1.1)

with the initial data

t = 0 : τ = τ+
0

(x) (> 0), u = u+
0

(x), x ≥ 0, (10.1.2)

and the boundary condition

x = 0 : u = φ(t), t ≥ 0, (10.1.3)

where τ is the specific volume, u the velocity, and p = p(τ) the pressure. For
polytropic gases,

p = p(τ) = Aτ−γ , ∀τ > 0, (10.1.4)

where γ > 1 is the adiabatic exponent and A is a positive constant.

Li Tatsien, Wang Libin, Global Propagation of Regular Nonlinear 209

Hyperbolic Waves, DOI 10.1007/b78335 10,
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Suppose that

φ(0) > u+
0
(0). (10.1.5)

The motion of the piston produces a forward shock x = x2(t) passing
through the origin at least for a short time T0 > 0 (see [50], [72], [74]) such
that the corresponding piecewise C1 solution on the domain

D(T0) = {(t, x)|0 ≤ t ≤ T0, x ≥ 0} (10.1.6)

is written as

(τ, u) =

{
(τ

0
(t, x), u

0
(t, x)), 0 ≤ x ≤ x2(t),

(τ+(t, x), u+(t, x)), x ≥ x2(t),
(10.1.7)

where (τ
0
(t, x), u

0
(t, x)), (τ+(t, x), u+(t, x)) ∈ C1 satisfy system (10.1.1) in

the classical sense on their domains, respectively, and verify the Rankine–
Hugoniot condition

{
[τ ]x′

2(t) + [u] = 0,

[u]x′
2(t) − [p(τ)] = 0

(10.1.8)

and the entropy condition
{

λ1(τ0
(t, x2(t))) < x′

2(t) < λ2(τ0
(t, x2(t))),

x′
2(t) > λ2(τ+(t, x2(t)))

(10.1.9)

on x = x2(t), in which [τ ] = τ+(t, x2(t)) − τ
0
(t, x2(t)), etc. and

−λ1(τ) = λ2(τ) =
√
−p′(τ). (10.1.10)

Introducing the Riemann invariants
⎧
⎨

⎩

r = 1
2 (u −

∫∞
τ

√
−p′(η)dη) = 1

2u −
√

Aγ
γ−1 τ− γ−1

2 ,

s = 1
2 (u +

∫∞
τ

√
−p′(η)dη) = 1

2u +
√

Aγ
γ−1 τ− γ−1

2

(10.1.11)

as new unknown functions, we can reduce (10.1.1)–(10.1.3) to the following
problem:

⎧
⎪⎨

⎪⎩

∂r

∂t
+ λ(r, s)

∂r

∂x
= 0

∂s

∂t
+ μ(r, s)

∂s

∂x
= 0,

(10.1.12)

t = 0 : (r, s) = (r+
0

(x), s+
0

(x)), x ≥ 0, (10.1.13)
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and

x = 0 : s = −r + φ(t), t ≥ 0, (10.1.14)

where
⎧
⎨

⎩

r+
0

(x) = 1
2u+

0
(x) −

√
Aγ

γ−1 (τ+
0

(x))−
γ−1

2 ,

s+
0
(x) = 1

2u+
0

(x) +
√

Aγ
γ−1 (τ+

0
(x))−

γ−1
2 ,

(10.1.15)

with

s+
0
(x) − r+

0
(x) > 0, ∀x ≥ 0, (10.1.16)

and

−λ(r, s) = μ(r, s) =
√
−p′(τ(s − r)) =

(γ−1
2 )

γ+1
γ−1

(Aγ)
1

γ−1
(s − r)

γ+1
γ−1 . (10.1.17)

In the special case that the piston moves with a constant speed up and the
initial state is a constant state (τ̄+, ū+) (τ̄+ > 0) with

up > ū+, (10.1.18)

(10.1.13) and (10.1.14) become, respectively,

t = 0 : (r, s) = (r̄+, s̄+), x ≥ 0, (10.1.19)

and

x = 0 : s = −r + up, t ≥ 0, (10.1.20)

where
⎧
⎨

⎩

r̄+ = 1
2 ū+ −

√
Aγ

γ−1 (τ̄+)−
γ−1

2 ,

s̄+ = 1
2 ū+ +

√
Aγ

γ−1 (τ̄+)−
γ−1

2 ,
(10.1.21)

with
s̄+ − r̄+ > 0 (10.1.22)

and

up > r̄+ + s̄+. (10.1.23)

The solution to the previous problem is the typical forward shock

(r, s) =

⎧
⎨

⎩

(r
0
, s

0
), 0 ≤ x ≤ V t,

(r̄+, s̄+), x ≥ V t,
(10.1.24)
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where V is the speed of propagation of the typical forward shock:

V = G(r̄+, s̄+, r
0
, s

0
) (10.1.25)

satisfying the entropy condition

⎧
⎨

⎩

λ(r
0
, s

0
) < V < μ(r

0
, s

0
),

V > μ(r̄+, s̄+),
(10.1.26)

in which r
0
, s

0
, and (10.1.25) are uniquely determined by

r
0

+ s
0

= up (10.1.27)

and the Rankine–Hugoniot condition:

(r
0

+ s
0
) − (r̄+ + s̄+)

=
√

−(p(τ(s
0
− r

0
)) − p(τ(s̄+ − r̄+)))(τ(s

0
− r

0
) − τ(s̄+ − r̄+)),

(10.1.28)

V =

√

−
p(τ(s

0
− r

0
)) − p(τ(s̄+ − r̄+))

τ(s
0
− r

0
) − τ(s̄+ − r̄+)

(10.1.29)

(see [22] or [50]).

As a perturbation of the simplest piston problem mentioned above, in [50]
and [74], the piston problem (10.1.1)–(10.1.3) is globally studied and we have
the following:

Proposition 10.1.1 Suppose that τ+
0

(x), u+
0
(x), and φ(t) ∈ C1 and

τ+
0

(0) = τ̄+, u+
0
(0) = ū+, φ(0) = up. (10.1.30)

Suppose furthermore that

|τ+
0

(x) − τ̄+|, |u+
0

(x) − ū+| ≤ ε, ∀x ≥ 0, (10.1.31)

|φ(t) − up| ≤ ε, ∀t ≥ 0, (10.1.32)

|τ+′

0
(x)|, |u+′

0
(x)| ≤ η

1 + x
, ∀x ≥ 0, (10.1.33)

and

|φ′(t)| ≤ η

1 + t
, ∀t ≥ 0, (10.1.34)
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where ε > 0 and η > 0 are suitably small. Then the piston problem
(10.1.1)–(10.1.3) admits a unique global piecewise C1 solution

(τ(t, x), u(t, x)) =

{
(τ

0
(t, x), u

0
(t, x)), 0 ≤ x ≤ x2(t),

(τ+(t, x), u+(t, x)), x ≥ x2(t),
(10.1.35)

on the domain

D = {(t, x)|t ≥ 0, x ≥ 0}. (10.1.36)

This solution, containing only one forward shock x = x2(t) passing through
the origin with x′

2(0) = V, satisfies the following estimates: On the domain

D+ = {(t, x)|t ≥ 0, x ≥ x2(t)}, (10.1.37)

we have

|τ+(t, x) − τ̄+|, |u+(t, x) − ū+| ≤ K1ε, (10.1.38)
∣
∣
∣
∣
∣

∂τ+

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂τ+

∂t
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u+

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u+

∂t
(t, x)

∣
∣
∣
∣
∣
≤ K2η

1 + t
; (10.1.39)

on the domain

D− = {(t, x)|t ≥ 0, 0 ≤ x ≤ x2(t)}, (10.1.40)

we have

|τ
0
(t, x) − τ

0
|, |u

0
(t, x) − up | ≤ K3ε, (10.1.41)

∣
∣
∣
∣
∣

∂τ
0

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂τ
0

∂t
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u
0

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂u
0

∂t
(t, x)

∣
∣
∣
∣
∣
≤ K4η

1 + t
, (10.1.42)

where τ
0

is determined by (10.1.11) (in which r = r0, s = s0, and u = up).
Additionally,

|x′
2(t) − V | ≤ K5ε, ∀t ≥ 0, (10.1.43)

|x′′
2(t)| ≤ K6η

1 + t
, ∀t ≥ 0. (10.1.44)

Here and henceforth, Ki (i = 1, 2, . . .) are positive constants independent
of ε and η.

In this section we consider the corresponding inverse piston problem:
Suppose that we know the original state (τ+

0
(x), u+

0
(x)) of the gas on the

right side of this piston and the position of the forward shock x = x2(t) ∈ C2

with

x2(0) = 0 (10.1.45)
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and

x′
2(0) = V (10.1.46)

Then can we determine the piston velocity vp = φ(t)?
For the supersonic plane flow past a curved wedge, the direct problem

aims to determine the shock from the given curved wedge, while the target in
the inverse problem is to determine the curved wedge from the given shock
(see [47], [48], [72], [86]). The problem under consideration in this section can
be regarded as an analogue in one-dimensional gas dynamics in which the
moving piston corresponds to the curved wedge.

As in [53], this problem can be easily solved in the local sense. In this
section we will give an affirmative answer to this problem in the global sense.
We have

Theorem 10.1.1 Suppose that the position of the forward shock x = x2(t) ∈
C2 (t ≥ 0) with (10.1.45)–(10.1.46) is prescribed and, for suitably small ε > 0
and η > 0, we have

|x′
2(t) − V | ≤ ε, ∀t ≥ 0, (10.1.47)

and

|x′′
2(t)| ≤ η

1 + t
, ∀t ≥ 0, (10.1.48)

where V satisfies (10.1.25)–(10.1.26). Then for any given τ+
0

(x) and u+
0
(x) ∈

C1 (x ≥ 0) satisfying

τ+
0

(0) = τ̄+, u+
0

(0) = ū+, (10.1.49)

|τ+
0

(x) − τ̄+|, |u+
0

(x) − ū+| ≤ ε, ∀x ≥ 0, (10.1.50)

and

|τ+′

0
(x)|, |u+′

0
(x)| ≤ η

1 + x
, ∀x ≥ 0, (10.1.51)

we can uniquely determine the piston velocity vp = φ(t) (t ≥ 0) with

φ(0) = up, (10.1.52)
|φ(t) − up| ≤ K7ε, ∀t ≥ 0, (10.1.53)

and

|φ′(t)| ≤ K8η

1 + t
, ∀t ≥ 0, (10.1.54)
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where up is the same as in (10.1.18), such that by Proposition 10.1.1, the
corresponding direct piston problem (10.1.1)–(10.1.3) admits a unique global
piecewise C1 solution (τ(t, x), u(t, x)) in which the forward shock passing
through the origin is just x = x2(t).

Remark 10.1.1 The inverse piston problem under consideration can be
regarded as a perturbation of the simplest inverse piston problem: to determine
the constant piston velocity under the condition that the constant speed V of
propagation of the forward typical shock and the constant initial state (τ̄+, ū+)
of the gas on the right side of the piston are given.

Remark 10.1.2 The results in this section can be found in [71].

Theorem 10.1.1 is proved in Section 10.1.2. Then the corresponding dis-
cussion in Eulerian representation is given in Section 10.1.3.

10.1.2 Proof of Theorem 10.1.1

By (10.1.15) and (10.1.21), it follows from (10.1.49)–(10.1.51) that

r+
0

(0) = r̄+, s+
0

(0) = s̄+, (10.1.55)

|r+
0

(x) − r̄+|, |s+
0

(x) − s̄+| ≤ C1ε, ∀x ≥ 0, (10.1.56)

and

|r+′

0
(x)|, |s+′

0
(x)| ≤ C2η

1 + x
, ∀x ≥ 0. (10.1.57)

Here and henceforth, Ci (i = 1, 2, . . .) are positive constants independent of
ε and η.

Lemma 10.1.1 Suppose that (10.1.55)–(10.1.57) hold for suitably small ε >
0 and η > 0. Then the Cauchy problem

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂r

∂t
+ λ(r, s)

∂r

∂x
= 0,

∂s

∂t
+ μ(r, s)

∂s

∂x
= 0,

t = 0 : (r, s) = (r+
0

(x), s+
0

(x)), x ≥ 0,

(10.1.58)
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admits a unique global C1 solution (r, s) = (r̃+(t, x), s̃+(t, x)) on the domain

D̂+ = {(t, x)|t ≥ 0, x ≥ ξt}, (10.1.59)

where ξ is a constant satisfying

ξ > μ(r̄+, s̄+). (10.1.60)

Moreover, we have

s̃+(t, x) − r̃+(t, x) > 0, ∀(t, x) ∈ D̂+, (10.1.61)

|r̃+(t, x) − r̄+|, |s̃+(t, x) − s̄+| ≤ K9ε, ∀(t, x) ∈ D̂+, (10.1.62)

and
∣
∣
∣
∣
∣

∂r̃+

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂r̃+

∂t
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂s̃+

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂s̃+

∂t
(t, x)

∣
∣
∣
∣
∣
≤ K10η

1 + t
, ∀(t, x) ∈ D̂+.

(10.1.63)

Proof. Similarly to the proof of Lemma 9.2.1, it is easy to get (10.1.62)–
(10.1.63). Then, noting that s̄+ − r̄+ > 0 and that ε > 0 is suitably small,
we have (10.1.61).

Remark 10.1.3 The result of Lemma 10.1.1 can be found in Chapter 6
of [50].

The proof of Theorem 10.1.1 is as follows.
Step 1. We first solve the Cauchy problem (10.1.58) on the domain D+

defined by (10.1.37).
Let

ξ =
1
2
(V + μ(r̄+, s̄+)). (10.1.64)

Noting (10.1.26), we have

V > ξ > μ(r̄+, s̄+). (10.1.65)

Hence, for suitably small ε > 0, by (10.1.45)–(10.1.47), we have

D+ ⊆ D̂+.

Hence, by Lemma 10.1.1, the Cauchy problem (10.1.58) admits a unique
global C1 solution (r, s) = (r+(t, x), s+(t, x)) on the domain D+ and we have

s+(t, x) − r+(t, x) > 0, ∀(t, x) ∈ D+, (10.1.66)
|r+(t, x) − r̄+|, |s+(t, x) − s̄+| ≤ C3ε, ∀(t, x) ∈ D+, (10.1.67)
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and
∣
∣
∣
∣
∣

∂r+

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂r+

∂t
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂s+

∂x
(t, x)

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

∂s+

∂t
(t, x)

∣
∣
∣
∣
∣
≤ C4η

1 + t
, ∀(t, x) ∈ D+.

(10.1.68)

Then we obtain the value of (r, s) on the right side of x = x2(t):

(r, s) = (r̃+(t), s̃+(t)) = (r+(t, x2(t)), s+(t, x2(t))), ∀t ≥ 0, (10.1.69)

and we have

r̃+(0) = r̄+, s̃+(0) = s̄+, (10.1.70)
s̃+(t) − r̃+(t) > 0, ∀t ≥ 0, (10.1.71)

|r̃+(t)−r̄+|, |s̃+(t) − s̄+| ≤ C3ε, ∀t ≥ 0. (10.1.72)

In additions, noting (10.1.47), we also have
∣
∣
∣
∣
∣

dr̃+(t)
dt

∣
∣
∣
∣
∣
,

∣
∣
∣
∣
∣

ds̃+(t)
dt

∣
∣
∣
∣
∣
≤ C5η

1 + t
, ∀t ≥ 0. (10.1.73)

Step 2. By the Rankine–Hugoniot condition, we now find the value of (r, s)
on the left side of x = x2(t).

On the forward shock x = x2(t), the Rankine–Hugoniot condition is
written as

{
[τ(s − r)]x′

2(t) + [r + s] = 0,

[r + s]x′
2(t) − [p(τ(s − r))] = 0,

(10.1.74)

where [τ ] = τ(t, x2(t) + 0) − τ(t, x2(t) − 0), etc. Denoting the value of (r, s)
on the left side of x = x2(t) as (r, s) = (r̃−(t), s̃−(t)) and x′

2(t) = d, we can
rewrite (10.1.74) as

{
(τ(s̃− − r̃−) − τ(s̃+ − r̃+))d + (r̃− + s̃− − r̃+ − s̃+) = 0,

(r̃− + s̃− − r̃+ − s̃+)d − (p(τ(s̃− − r̃−)) − p(τ(s̃+ − r̃+))) = 0.
(10.1.75)

Similarly to the proof of Lemma 9.3.1 (also see [53] and [68]), in a neigh-
bourhood of (r̄+, s̄+, r

0
, s

0
, V ), (10.1.75) can be rewritten as

{
r̃− = g(r̃+, s̃+, d),

s̃− = h(r̃+, s̃+, d),
(10.1.76)
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where g(·), h(·) ∈ C2 and
{

r
0

= g(r̄+, s̄+, V ),
s
0

= h(r̄+, s̄+, V ).
(10.1.77)

Hence, the value of (r, s) on the left side of x = x2(t) can be uniquely
determined as

{
r = r̃−(t) = g(r̃+(t), s̃+(t), x′

2(t)),
s = s̃−(t) = h(r̃+(t), s̃+(t), x′

2(t)).
(10.1.78)

Moreover, noting (10.1.45)–(10.1.48), (10.1.70), (10.1.72), (10.1.73), and
(10.1.77), we have

r̃−(0) = r
0
, s̃−(0) = s

0
, (10.1.79)

|r̃−(t) − r
0
|, |s̃−(t) − s

0
| ≤ C6ε, ∀t ≥ 0, (10.1.80)

and

|dr̃−(t)
dt

|, |ds̃−(t)
dt

| ≤ C7η

1 + t
, ∀t ≥ 0. (10.1.81)

Also, noting (10.1.26), (10.1.46), and (10.1.47), we have

λ(r̃−(t), s̃−(t)) < x′
2(t) < μ(r̃−(t), s̃−(t)). (10.1.82)

Step 3. We finally solve the generalized Cauchy problem
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂r

∂t
+ λ(r, s)

∂r

∂x
= 0,

∂s

∂t
+ μ(r, s)

∂s

∂x
= 0,

x = x2(t) : (r, s) = (r̃−(t), s̃−(t)), t ≥ 0,

(10.1.83)

on the domain D− defined by (10.1.40).
Noting (10.1.82), we see that the generalized Cauchy problem (10.1.83)

always admits a unique local C1 solution (r, s) = (r−(t, x), s−(t, x)) (see
[72]). For the time being, we assume that on any existence domain of (r, s) =
(r−(t, x), s−(t, x)), we have

|r−(t, x) − r
0
|, |s−(t, x) − s

0
| ≤ δ, (10.1.84)

where δ > 0 is suitably small. At the end of the proof, we will why this
hypothesis is reasonable.
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Let
{

t̄ = x2(t) − x,

x̄ = t.
(10.1.85)

Then, noting (10.1.26), (10.1.45)–(10.1.47), and (10.1.84), we can reduce
the generalized Cauchy problem (10.1.83) on the domain D− to the following
Cauchy problem:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂r̄

∂t̄
+ λ̄(x̄, r̄, s̄)

∂r̄

∂x̄
= 0,

∂s̄

∂t̄
+ μ̄(x̄, r̄, s̄)

∂s̄

∂x̄
= 0,

t̄ = 0 : (r̄, s̄) = (r̃−(x̄), s̃−(x̄)), x̄ ≥ 0,

(10.1.86)

on the domain D− = {(t̄, x̄)|t̄ ≥ 0, x̄ ≥ θ(t̄)}, where

(r̄(t̄, x̄), s̄(t̄, x̄)) = (r−(x̄, x2(x̄) − t̄), s−(x̄, x2(x̄) − t̄)), (10.1.87)

λ̄(x̄, r̄, s̄) =
1

x′
2(x̄) − λ(r̄, s̄)

, (10.1.88)

μ̄(x̄, r̄, s̄) =
1

x′
2(x̄) − μ(r̄, s̄)

, (10.1.89)

and x̄ = θ(t̄) ∈ C2 with θ(0) = 0 is determined by

x2(x̄) = t̄. (10.1.90)

Additionally, by (10.1.26), (10.1.46), (10.1.47), and (10.1.84), we have

1
x′

2(x̄)
> λ̄(x̄, r̄, s̄) > μ̄(x̄, r̄, s̄), (10.1.91)

and it follows from (10.1.80)–(10.1.81) that

|r̃−(x̄) − r
0
|, |s̃−(x̄) − s

0
| ≤ C8ε, ∀x̄ ≥ 0, (10.1.92)

and

|r̃′−(x̄)|, |s̃′−(x̄)| ≤ C9η

1 + x̄
, ∀x̄ ≥ 0. (10.1.93)

Obviously, problem (10.1.86) admits a unique local C1 solution
(r̄, s̄) = (r̄(t̄, x̄), s̄(t̄, x̄)) = (r−(x̄, x2(x̄) − t̄), s−(x̄, x2(x̄) − t̄)) on the domain
D−(δ0) = {(t̄, x̄)|0 ≤ t̄ ≤ δ0, x̄ ≥ θ(t̄)}, where δ0 > 0 is a small number (see
[72]). In order to get the global existence of the C1 solution on D−, we need a
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uniform a priori estimate on the C1 norm of the C1 solution (r̄(t̄, x̄), s̄(t̄, x̄))
on any existence domain D−(T ).

Noting (10.1.80), we have

|r̄(t̄, x̄) − r
0
|, |s̄(t̄, x̄) − s

0
| ≤ C6ε, ∀(t̄, x̄) ∈ D−(T ). (10.1.94)

In what follows, we want to get a uniform a priori estimate on the C0

norm of ∂r̄/∂x̄, ∂r̄/∂t̄, ∂s̄/∂x̄ and ∂s̄/∂t̄ on D−(T ). For this purpose, since
the system in (10.1.86) depends explicitly on x̄, differently from the usual
Lax transformation, we introduce

w = eq(r̄,s̄) ∂r̄

∂t̄
, (10.1.95)

where q(r̄, s̄) ∈ C1 satisfies

∂q

∂s̄
=

1
λ(r̄, s̄) − μ(r̄, s̄)

∂λ

∂s̄
. (10.1.96)

By (10.1.86)–(10.1.89), it is easy to get
⎧
⎨

⎩

∂w

∂t̄
+ λ̄(x̄, r̄, s̄)

∂w

∂x̄
=

∂λ(r̄, s̄)
∂r̄

λ̄(x̄, r̄, s̄)e−q(r̄,s̄)w2,

t̄ = 0 : w = −eq(r̃−(x̄),s̃−(x̄))λ̄(x̄, r̃−(x̄), s̃−(x̄))r̃′−(x̄), x̄ ≥ 0.

(10.1.97)

By (10.1.91), each characteristic passing through any given point (t̄, x̄) =
(0, β)(β ≥ 0) intersects the boundary x̄ = θ(t̄) (t̄ ≥ 0) of D− in a finite time.
Let x̄ = x̄1(t̄, β) be the forward characteristic passing through a point (0, β)
and let (T̄ , x̄1(T̄ , β)) be the intersection point of x̄ = x̄1(t̄, β) with x̄ = θ(t̄).

Noting (10.1.45), (10.1.47), (10.1.84), and (10.1.87), for suitably small ε >
0 and δ > 0, we have

T̄

V − 1
4λ(r

0
, s

0
)
≤ x̄1(T̄ , β) = β +

∫ T̄

0

λ̄(x̄, r̄, s̄)(τ, x̄1(τ, β)) dτ ≤ β

+
T̄

V − 1
2λ(r

0
, s

0
)
. (10.1.98)

Hence,

T̄ ≤ M0β, (10.1.99)

where

M0 =
(4V − λ(r

0
, s

0
))(2V − λ(r

0
, s

0
))

−2λ(r
0
, s

0
)

> 0. (10.1.100)
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Noting (10.1.86), on x̄ = x̄1(t̄, β) we have

r̄(t̄, x̄) = r̄(t̄, x̄1(t̄, β)) = r̃−(β) (10.1.101)

and

s̄(t̄, x̄) = s̄(t̄, x̄1(t̄, β)) = s̃−(α(t̄, β)), (10.1.102)

where α(t̄, β) is the x̄-coordinate of the intersection point of the backward
characteristic passing through (t̄, x̄1(t̄, β)) with the x̄-axis. Then it follows
from (10.1.97) that on x̄ = x̄1(t̄, β) we have

w(t̄, x̄) = w(t̄, x̄1(t̄, β)) =
−eq(r̃−(β),s̃−(β))λ̄(β, r̃−(β), s̃−(β))r̃′−(β)

1 + B
,

(10.1.103)

where

B =
∫ t̄

0

∂λ

∂r̄
(r̃−(β), s̄(τ, x̄1(τ, β)))λ̄(β, r̃−(β), s̃−(β))λ̄(x̄1(τ, β), r̃−(β),

s̄(τ, x̄1(τ, β))) · r̃′−(β)eq(r̃−(β),s̃−(β))−q(r̃−(β),s̄(τ,x̄1(τ,β))) dτ. (10.1.104)

Hence, by (10.1.95), we get

∂r̄

∂t̄
(t̄, x̄1(t̄, β)) =

−eq(r̃−(β),s̃−(β))−q(r̃−(β),s̄(t̄,x̄1(t̄,β)))λ̄(β, r̃−(β), s̃−(β))r̃′−(β)
1 + B

.

(10.1.105)

By (10.1.47), (10.1.92), (10.1.101), and (10.1.102) and noting (10.1.26), on
x̄ = x̄1(t̄, β) we have

1
2
(V − λ(r

0
, s

0
)) < x′

2(x̄) − λ(r̄, s̄) < 2(V − λ(r
0
, s

0
)). (10.1.106)

Then, noting (10.1.92), (10.1.101), and (10.1.102), we get

e2|q||λ̄| ≤ M1,

∣
∣
∣
∣
∂λ

∂r̄

∣
∣
∣
∣ λ̄

2e2|q| ≤ M2, (10.1.107)

where M1 and M2 are two positive constants independent of ε and η.
We choose η > 0 so small that

C9M0M2η <
1
2
. (10.1.108)

Then it follows from (10.1.105) that

∣
∣
∣
∣
∂r̄

∂t̄
(t̄, x̄1(t̄, β))

∣
∣
∣
∣ ≤ M1

C9η

1 + β

(

1 − M2
C9η

1 + β
T̄

)−1

. (10.1.109)
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Thus, noting (10.1.99) and (10.1.108), we get
∣
∣
∣
∣
∂r̄

∂t̄
(t̄, x̄1(t̄, β))

∣
∣
∣
∣ ≤ C9M1

η

1 + β
(1 − C9M0M2η)−1

≤ 2C9M1
η

1 + β

≤ C10η

1 + t̄
, 0 ≤ t̄ ≤ T. (10.1.110)

Hence, noting (10.1.88) and (10.1.106), we get
∣
∣
∣
∣
∂r̄

∂x̄
(t̄, x̄1(t̄, β))

∣
∣
∣
∣ ≤

C11η

1 + t̄
, 0 ≤ t̄ ≤ T. (10.1.111)

Finally, we obtain
∣
∣
∣
∣
∂r̄

∂t̄
(t̄, x̄)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂r̄

∂x̄
(t̄, x̄)

∣
∣
∣
∣ ≤

C12η

1 + t̄
, ∀(t̄, x̄) ∈ D−(T ). (10.1.112)

Similarly, we have
∣
∣
∣
∣
∂s̄

∂t̄
(t̄, x̄)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂s̄

∂x̄
(t̄, x̄)

∣
∣
∣
∣ ≤

C13η

1 + t̄
, ∀(t̄, x̄) ∈ D−(T ). (10.1.113)

Thus, we get a unique global C1 solution (r̄, s̄) = (r̄(t̄, x̄), s̄(t̄, x̄)) to
(10.1.86) on D−. Noting (10.1.85), for the generalized Cauchy problem
(10.1.83), we obtain the unique global C1 solution

(r, s) = (r−(t, x), s−(t, x)) = (r̄(x2(t) − x, t), s̄(x2(t) − x, t)) (10.1.114)

on the domain D−. Noting (10.1.94) and (10.1.114), we immediately obtain

|r−(t, x) − r
0
|, |s−(t, x) − s

0
| ≤ C14ε, ∀(t, x) ∈ D−, (10.1.115)

which also implies that hypothesis (10.1.84) is reasonable. In addition, noting
(10.1.47), it follows from (10.1.112)–(10.1.113) that
∣
∣
∣
∣
∂r−
∂t

(t, x)
∣
∣
∣
∣ ,

∣
∣
∣
∣
∂r−
∂x

(t, x)
∣
∣
∣
∣ ,

∣
∣
∣
∣
∂s−
∂t

(t, x)
∣
∣
∣
∣ ,

∣
∣
∣
∣
∂s−
∂x

(t, x)
∣
∣
∣
∣ ≤

C15η

1 + t
, ∀(t, x) ∈ D−.

(10.1.116)

Hence, we get the piston velocity

φ(t) = r−(t, 0) + s−(t, 0), t ≥ 0. (10.1.117)

Moreover, noting (10.1.79) and (10.1.27), we see that (10.1.52)–(10.1.54)
hold.

Theorem 10.1.1 is then proved.
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10.1.3 Related Problem in Eulerian Representation

In Eulerian representation, the system of one-dimensional isentropic flow
is written as

⎧
⎪⎪⎨

⎪⎪⎩

∂ρ

∂t
+

∂(ρu)
∂x

= 0,

∂(ρu)
∂t

+
∂(ρu2 + p(ρ))

∂x
= 0,

(10.1.118)

where ρ is the density, u the velocity, and p = p(ρ) the pressure. For polytropic
gases,

p = p(ρ) = Aργ , ∀ρ > 0, (10.1.119)

where γ > 1 is the adiabatic exponent and A is a positive constant. In this
situation the corresponding piston problem asks us to solve the following
mixed initial-boundary value problem for system (10.1.118) with the initial
data

t = 0 : ρ = ρ+
0

(x) (> 0), u = u+
0
(x), x ≥ 0, (10.1.120)

and the boundary condition

x = f(t) : u = ϕ(t), t ≥ 0, (10.1.121)

with

f(t) =
∫ t

0

ϕ(ξ)dξ. (10.1.122)

Suppose that

ϕ(0) > u+
0

(0). (10.1.123)

Then the motion of the piston produces a forward shock x = xf (t) pass-
ing through the origin at least for a short time T1 (see [72]) such that the
corresponding piecewise C1 solution on the domain

Ω(T1) = {(t, x)|0 ≤ t ≤ T1, x ≥ f(t)} (10.1.124)

is written as

(ρ, u) =

{
(ρ

0
(t, x), u

0
(t, x)), f(t) ≤ x ≤ xf (t),

(ρ+(t, x), u+(t, x)), x ≥ xf (t),
(10.1.125)

where (ρ
0
(t, x), u

0
(t, x)), (ρ+(t, x), u+(t, x)) ∈ C1 satisfy system (10.1.118)

in the classical sense on their domains, respectively, and verify the
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Rankine–Hugoniot condition
⎧
⎨

⎩

[ρ]x′
f (t) − [ρu] = 0,

[ρu]x′
f (t) − [ρu2 + p(ρ)] = 0

(10.1.126)

and the entropy condition
⎧
⎨

⎩

λ1(ρ0
(t, xf (t))) < x′

f (t) < λ2(ρ0
(t, xf (t))),

x′
f (t) > λ2(ρ+(t, xf (t)))

(10.1.127)

on x = xf (t), in which [ρ] = ρ+(t, xf (t)) − ρ
0
(t, xf (t)), etc. and

−λ1(ρ) = λ2(ρ) =
√

p′(ρ). (10.1.128)

In the special case that the piston moves with a constant speed up and the
initial state is a constant state (ρ̄+, ū+) (ρ̄+ > 0) with up > ū+, the solution
to the previous problem is the typical forward shock (see [22])

(ρ, u) =

⎧
⎨

⎩

(ρ
0
, up), upt ≤ x ≤ Ut,

(ρ̄+, ū+), x ≥ Ut,
(10.1.129)

where U , the speed of propagation of the typical forward shock, and ρ
0

are
determined by the Rankine–Hugoniot condition:

⎧
⎪⎨

⎪⎩

(ρ
0
up − ρ̄+ū+)2 = (ρ

0
− ρ̄+)(ρ

0
u2

p + p(ρ
0
) − ρ̄+ū2

+ − p(ρ̄+)),

U =
ρ
0
up − ρ̄+ū+

ρ
0
− ρ̄+

.

(10.1.130)

As a global perturbation of the simplest piston problem mentioned above,
for the piston problem (10.1.118) and (10.1.120)–(10.1.121), we have the
following:

Theorem 10.1.2 Suppose that ρ+
0

(x), u+
0

(x) ∈ C1, and f(t) ∈ C2 with

ρ+
0

(0) = ρ̄+, u+
0
(0) = ū+, ϕ(0) = up. (10.1.131)

Suppose furthermore that

|ρ+
0

(x) − ρ̄+|, |u+
0
(x) − ū+| ≤ ε, ∀x ≥ 0, (10.1.132)

|ϕ(t) − up| ≤ ε, ∀t ≥ 0, (10.1.133)

|ρ+′

0
(x)|, |u+′

0
(x)| ≤ η

1 + x
, ∀x ≥ 0, (10.1.134)
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and

|ϕ′(t)| ≤ η

1 + t
, ∀t ≥ 0, (10.1.135)

where ε > 0 and η > 0 are suitably small. Then the piston problem (10.1.118)
and (10.1.120)–(10.1.121) admits a unique global piecewise C1 solution

(ρ(t, x), u(t, x)) =

{
(ρ

0
(t, x), u

0
(t, x)), f(t) ≤ x ≤ xf (t),

(ρ+(t, x), u+(t, x)), x ≥ xf (t),
(10.1.136)

on the domain

Ω = {(t, x)|t ≥ 0, x ≥ f(t)}. (10.1.137)

This solution, containing only one forward shock x = xf (t) passing through
the origin with x′

f (0) = U , satisfies the following estimates: On the domain

Ω+ = {(t, x)|t ≥ 0, x ≥ xf (t)}, (10.1.138)

we have

|ρ+(t, x) − ρ̄+|, |u+(t, x) − ū+| ≤ K11ε, (10.1.139)
∣
∣
∣
∣
∂ρ+

∂x
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂ρ+

∂t
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u+

∂x
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u+

∂t
(t, x)

∣
∣
∣
∣ ≤

K12η

1 + t
; (10.1.140)

on the domain

Ω− = {(t, x)|t ≥ 0, f(t) ≤ x ≤ xf (t)}, (10.1.141)

we have

|ρ
0
(t, x) − ρ

0
|, |u

0
(t, x) − up | ≤ K13ε, (10.1.142)

∣
∣
∣
∣
∂ρ

0

∂x
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂ρ

0

∂t
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u

0

∂x
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u

0

∂t
(t, x)

∣
∣
∣
∣ ≤

K14η

1 + t
. (10.1.143)

Moreover,

|x′
f (t) − U | ≤ K15ε, ∀t ≥ 0, (10.1.144)

|x′′
f (t)| ≤ K16η

1 + t
, ∀t ≥ 0. (10.1.145)

Proof. Taking the Lagrange coordinates (t̃, m):
⎧
⎪⎨

⎪⎩

m =
∫ (t,x)

(0,0)

ρdx − ρudt,

t̃ = t

(10.1.146)
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as new variables, problem (10.1.118) and (10.1.120)–(10.1.121) reduces to
(10.1.1)–(10.1.3) in which (t, x) is replaced by (t̃, m) and

τ+
0

(m) =
1

ρ+
0

(x(m))
, u+

0
(m) = u+

0
(x(m)), (10.1.147)

φ(t̃) = ϕ(t̃), (10.1.148)

where x = x(m) is determined by

m =
∫ x

0

ρ+
0

(ξ) dξ. (10.1.149)

By (10.1.131)–(10.1.135), it is easy to see that

τ+
0

(0) =
1

ρ̄+
= τ̄+, u+

0
(0) = ū+, φ(0) = up,

(10.1.150)

|τ+
0

(m) − τ̄+|, |u+
0
(m) − ū+| ≤ C16ε, ∀m ≥ 0, (10.1.151)

|φ(t̃) − φ(0)| ≤ ε, ∀t̃ ≥ 0, (10.1.152)

|τ+′

0
(m)|, |u+′

0
(m)| ≤ C17η

1 + m
, ∀m ≥ 0, (10.1.153)

and

|φ′(t̃)| ≤ η

1 + t̃
, ∀t̃ ≥ 0. (10.1.154)

By Proposition 10.1.1, we obtain that problem (10.1.1)–(10.1.3) corre-
sponding to problem (10.1.118) and (10.1.120)–(10.1.121) admits a unique
global piecewise C1 solution

(τ(t̃, m), u(t̃,m)) =

{
(τ

0
(t̃, m), u

0
(t̃, m)), 0 ≤ m ≤ m2(t̃),

(τ+(t̃, m), u+(t̃, m)), m ≥ m2(t̃),
(10.1.155)

on the domain

{(t̃, m)|t̃ ≥ 0, m ≥ 0}. (10.1.156)

This solution, containing only one forward shock m = m2(t̃) passing
through the origin with m′

2(0) = V , where

V = ρ̄+(U − ū+), (10.1.157)

satisfies the following estimates: On the domain

{(t̃, m)|t̃ ≥ 0, m ≥ m2(t̃)}, (10.1.158)
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we have

|τ+(t̃, m) − τ̄+|, |u+(t̃, m) − ū+| ≤ C18ε, (10.1.159)
∣
∣
∣
∣
∂τ+

∂m
(t̃, m)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂τ+

∂t̃
(t̃, m)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u+

∂m
(t̃, m)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u+

∂t̃
(t̃, m)

∣
∣
∣
∣ ≤

C19η

1 + t̃
; (10.1.160)

on the domain

{(t̃, m)|t̃ ≥ 0, 0 ≤ m ≤ m2(t̃)}, (10.1.161)

we have

|τ
0
(t̃, m) − τ

0
|, |u

0
(t̃, m) − u

0
| ≤ C20ε, (10.1.162)

∣
∣
∣
∣
∂τ

0

∂m
(t̃, m)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂τ

0

∂t̃
(t̃, m)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u

0

∂m
(t̃, m)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u

0

∂t̃
(t̃, m)

∣
∣
∣
∣ ≤

C21η

1 + t̃
. (10.1.163)

Moreover,

|m′
2(t̃) − V | ≤ C22ε, ∀t̃ ≥ 0, (10.1.164)

|m′′
2(t̃)| ≤ C23η

1 + t̃
, ∀t̃ ≥ 0. (10.1.165)

Using the inverse transformation of (10.1.146):
⎧
⎪⎨

⎪⎩

x =
∫ (t̃,m)

(0,0)

τdm + udt̃,

t = t̃,

(10.1.166)

we get

m = m(t, x). (10.1.167)

Then, by (ρ(t, x), u(t, x)) = (1/τ(t,m(t, x)), u(t,m(t, x))), it is easy to see
that the original piston problem (10.1.118) and (10.1.120)–(10.1.121) admits
a unique global piecewise C1 solution

(ρ(t, x), u(t, x)) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(ρ
0
(t, x), u

0
(t, x)) =

(
1

τ
0
(t,m(t, x))

, u
0
(t,m(t, x))

)

,

f(t) ≤ x ≤ xf (t),

(ρ+(t, x), u+(t, x)) =
(

1
τ+(t,m(t, x))

, u+(t,m(t, x))
)

,

x ≥ xf (t),
(10.1.168)
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on the domain (10.1.137), where

xf (t) =
∫ t

0

(τ(σ,m2(σ))m′
2(σ) + u(σ,m2(σ)))dσ; (10.1.169)

moreover, (10.1.138)–(10.1.145) hold.
This proves Theorem 10.1.2.

For the global inverse piston problem, we have

Theorem 10.1.3 Suppose that the position of the forward shock x = xf (t) ∈
C2 (t ≥ 0) with

xf (0) = 0 (10.1.170)

and

x′
f (0) = U (10.1.171)

is prescribed and for suitably small ε > 0 and η > 0, we have

|x′
f (t) − U | ≤ ε, ∀t ≥ 0, (10.1.172)

and

|x′′
f (t)| ≤ η

1 + t
, ∀t ≥ 0. (10.1.173)

Then for any given ρ+
0
(x) and u+

0
(x) ∈ C1 (x ≥ 0) satisfying

ρ+
0

(0) = ρ̄+, u+
0

(0) = ū+, (10.1.174)

|ρ+
0

(x) − ρ̄+|, |u+
0

(x) − ū+| ≤ ε, ∀x ≥ 0, (10.1.175)

and

|ρ+′

0
(x)|, |u+′

0
(x)| ≤ η

1 + x
, ∀x ≥ 0, (10.1.176)

we can uniquely determine the piston velocity vp = ϕ(t) (t ≥ 0) with

ϕ(0) = up, (10.1.177)
|ϕ(t) − up| ≤ K17ε, ∀t ≥ 0, (10.1.178)

and

|ϕ′(t)| ≤ K18η

1 + t
, ∀t ≥ 0, (10.1.179)

where up is the same as in (10.1.129), such that by Theorem 10.1.2, the cor-
responding direct piston problem (10.1.118) and (10.1.120)–(10.1.121) admits
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a unique global piecewise C1 solution (ρ(t, x), u(t, x)) [see (10.1.136)] in which
the forward shock passing through the origin is just x = xf (t).

Proof. First, we solve the Cauchy problem (10.1.118) and (10.1.120) on
the domain Ω+ defined by (10.1.138). Noting (10.1.174)–(10.1.176), just as
we did in Lagrangian representation (see Lemma 10.1.1), the Cauchy prob-
lem (10.1.118) and (10.1.120) admits a unique global C1 solution (ρ, u) =
(ρ+(t, x), u+(t, x)) on the domain Ω+ and we have

|ρ+(t, x) − ρ̄+|, |u+(t, x) − ū+| ≤ C24ε, ∀(t, x) ∈ Ω+, (10.1.180)

and
∣
∣
∣
∣
∂ρ+

∂x
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂ρ+

∂t
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u+

∂x
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u+

∂t
(t, x)

∣
∣
∣
∣ ≤

C25η

1 + t
, ∀(t, x) ∈ Ω+.

(10.1.181)

Using the Lagrange transformation (10.1.146), the forward shock in
Eulerian representation x = xf (t) reduces to the forward shock m = m2(t̃)
in Lagrangian representation with

m2(t̃) =
∫ t̃

0

ρ+(σ, xf (σ))(x′
f (σ) − u+(σ, xf (σ))) dσ. (10.1.182)

Noting (10.1.170)–(10.1.173) and (10.1.180)–(10.1.181), we have

m2(0) = 0, (10.1.183)
m′

2(0) = V, (10.1.184)

|m′
2(t̃) − V | ≤ C26ε, ∀t̃ ≥ 0, (10.1.185)

|m′′
2(t̃)| ≤ C27η

1 + t̃
, ∀t̃ ≥ 0, (10.1.186)

where V is given by (10.1.157). Furthermore, τ+
0

(m) and u+
0

(m) defined by
(10.1.147) satisfy

τ+
0

(0) = τ̄+, u+
0
(0) = ū+, (10.1.187)

|τ+
0

(m) − τ̄+|, |u+
0
(m) − ū+| ≤ C28ε, ∀m ≥ 0, (10.1.188)

and

|τ+′

0
(m)|, |u+′

0
(m)| ≤ C29η

1 + m
, ∀m ≥ 0. (10.1.189)

Thus, the inverse piston problem in Eulerian representation reduces to
the corresponding one in Lagrangian representation. By Theorem 10.1.1, in
Lagrangian representation we can uniquely determine the piston velocity vp =
φ(t̃) (t̃ ≥ 0) with (10.1.52)–(10.1.54), such that the corresponding direct
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piston problem (10.1.1)–(10.1.3), where (t, x) is replaced by (t̃, m), admits a
unique global piecewise C1 solution (τ(t̃, m), u(t̃,m)) [see (10.1.155)] in which
the forward shock passing through the origin is just m = m2(t̃).

Using the inverse transformation (10.1.166), in Eulerian representation we
get the piston path

x = f(t) =
∫ t

0

φ(ξ)dξ. (10.1.190)

Then, noting (10.1.52)–(10.1.54), the piston velocity ϕ(t), which is nothing
but φ(t), satisfies (10.1.177)–(10.1.179). Thus, by Theorem 10.1.2, the corre-
sponding direct piston problem (10.1.118) and (10.1.120)–(10.1.121) admits a
unique global piecewise C1 solution (ρ(t, x), u(t, x)) [see (10.1.136)] in which
the forward shock passing through the origin is just x = xf (t).

Theorem 10.1.3 is then proved.

10.2 Generalized Cauchy Problem with Cauchy Data
Given on a Semibounded Noncharacteristic Curve

Consider the following first-order quasilinear hyperbolic system:

∂u

∂t
+ A(u)

∂u

∂x
= 0, (10.2.1)

where u = (u1, . . . , un)T is the unknown vector function of (t, x) and A(u) is
an n × n matrix with suitably smooth elements aij(u) (i, j = 1, . . . , n).

By hyperbolicity, for any given u on the domain under consideration,
A(u) has n real eigenvalues λ1(u), . . . , λn(u) and a complete set of left (resp.
right) eigenvectors. For i = 1, . . . , n, let li(u) = (li1(u), . . . , lin(u)) [resp.
ri(u) = (r1i(u), . . . , rni(u))T ] be a left (resp. right) eigenvector correspond-
ing to λi(u):

li(u)A(u) = λi(u)li(u) (10.2.2)

and
A(u)ri(u) = λi(u)ri(u). (10.2.3)

Then we have

det |lij(u)| 	= 0 [resp. det |rij(u)| 	= 0]. (10.2.4)

Without loss of generality, we assume that on the domain under
consideration,

li(u)rj(u) ≡ δij (i, j = 1, . . . , n), (10.2.5)

where δij stands for Kronecker’s delta.
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We suppose that all λi(u), lij(u), and rij(u) (i, j = 1, . . . , n) have the same
regularity as aij(u) (i, j = 1, . . . , n).

In Chapter 5 we showed that for the Cauchy problem of system (10.2.1)
with small and decaying initial data given on a semibounded initial axis

t = 0 : u = φ(x), x ≥ 0, (10.2.6)

there exists a unique global C1 solution on the corresponding maximum
determinate domain if and only if the rightmost characteristic λn(u)
satisfying

λ1(u), . . . , λn−1(u) < λn(u) (10.2.7)

is weakly linearly degenerate (WLD). Precisely speaking, we have the
following:

Lemma 10.2.1 Suppose that in a neighbourhood of u = 0, A(u) ∈ C2,
system (10.2.1) is hyperbolic and (10.2.7) holds. Suppose furthermore that
λn(u) is WLD. Suppose finally that

θ
def.= sup

x≥0
{(1 + x)1+μ(|φ(x)| + |φ′(x)|)} < +∞,

where μ > 0 is a constant. Then there exists θ0 > 0 so small that for any
given θ ∈ [0, θ0], the Cauchy problem (10.2.1) and (10.2.6) admits a unique
global C1 solution u = u(t, x) with

|u(t, x)|,
∣
∣
∣
∣
∂u

∂t
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u

∂x
(t, x)

∣
∣
∣
∣ ≤ κθ

on the domain D = {(t, x)| t ≥ 0, x ≥ xn(t)}, where κ is a positive constant
independent of θ and x = xn(t) is the nth characteristic passing through the
origin O(0, 0).

Recall that the ith characteristic λi(u) is said to be WLD (see Chapter 2)
if, along the ith characteristic trajectory u = u(i)(s) passing through u = u0,
defined by

⎧
⎨

⎩

du

ds
= ri(u),

s = 0 : u = 0,

(10.2.8)

we have

∇λi(u)ri(u) ≡ 0, ∀|u| small, (10.2.9)

i.e.,

λi(u(i)(s)) ≡ λi(0), ∀|s| small. (10.2.10)
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Obviously, if a characteristic λi(u) is linearly degenerate (LD) in the sense
of Lax:

∇λi(u)ri(u) ≡ 0, (10.2.11)

then it is WLD.
In order to solve the inverse piston problem for the system of one-

dimensional adiabatic flow, we should generalize the previous result to the
generalized Cauchy problem with Cauchy data given on a semibounded non-
characteristic curve. For this purpose, we consider the generalized Cauchy
problem for system (10.2.1) with the following generalized Cauchy data:

x = g2(t) : u = ψ(t), t ≥ 0, (10.2.12)

where the curve x = g2(t) is noncharacteristic everywhere.

Theorem 10.2.1 Suppose that for any given u on the domain under con-
sideration, the eigenvalues of A(u) satisfy

λ1(u), . . . , λm−1(u) < λm(u) < λm+1(u), . . . , λn(u). (10.2.13)

Suppose furthermore that x = g2(t) ∈ C2 with g2(0) = 0 and ψ(t) ∈ C1.
Suppose finally that

λm(ψ(0)) < g′2(0) < λs(ψ(0)) (s = m + 1, . . . , n), (10.2.14)

|g′2(t) − g′2(0)| ≤ ε

(1 + t)1+μ
, ∀t ≥ 0, (10.2.15)

|g′′2 (t)| ≤ ε

(1 + t)1+μ
, ∀t ≥ 0, (10.2.16)

and

|ψ(t) − ψ(0)|, |ψ′(t)| ≤ ε

(1 + t)1+μ
, ∀t ≥ 0, (10.2.17)

where 0 ≤ ε ≤ ε0 with ε0 suitably small and μ > 0 is a constant. If λm(u) is
WLD, then the generalized Cauchy problem (10.2.1) and (10.2.12) admits a
unique global C1 solution u = u(t, x) on the maximum determinate domain
D = {(t, x)|t ≥ 0, g1(t) ≤ x ≤ g2(t)}, where x = g1(t) (t ≥ 0) is the mth
characteristic passing through the origin O(0, 0):

⎧
⎨

⎩

dg1(t)
dt

= λm(u(t, g1(t))),

g1(0) = 0.
(10.2.18)

Moreover,

|u(t, x) − u(0, 0)| ≤ Kε, ∀(t, x) ∈ D, (10.2.19)
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and ∣
∣
∣
∣
∂u

∂x
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂u

∂t
(t, x)

∣
∣
∣
∣ ≤ Kε, ∀(t, x) ∈ D, (10.2.20)

where K is a positive constant independent of ε, t, and x.

Remark 10.2.1 If x = g1(t) and x = g2(t) are all noncharacteristic curves,
the corresponding generalized Cauchy problem is as discussed in Chapter 9.

Remark 10.2.2 Suppose that on the domain under consideration,

λ1(u), . . . , λm−1(u) < λm(u) ≡ · · · ≡ λm+p(u) < λm+p+1(u), . . . , λn(u),
(10.2.21)

where λ(u) def.= λm(u) ≡ · · · ≡ λm+p(u) is a characteristic with con-
stant multiplicity p + 1, where 0 ≤ p ≤ n − m. Suppose furthermore that
λm(u), . . . , λm+p(u) are WLD (see Chapter 2 ). Then the conclusion of The-
orem 10.2.1 is still valid.

Remark 10.2.3 The result in this section can be found in [70].

Proof of Theorem 10.2.1. It is well known that the generalized Cauchy
problem (10.2.1) and (10.2.12) always admits a local C1 solution u = u(t, x)
(see [72]). For the time being, we assume that on any existence domain of
u = u(t, x), we have

|u(t, x) − ψ(0)| ≤ δ0, (10.2.22)

where δ0 > 0 is a suitably small constant. At the end of the proof, we will,
explain why this hypothesis is reasonable.

Taking the transformation of independent variables
{

x̄ = t,

t̄ = g2(t) − x
(10.2.23)

and noting g1(0) = g2(0) = 0, (10.2.14)–(10.2.15), (10.2.18), and (10.2.22),
we can rewrite the original generalized Cauchy problem (10.2.1) and (10.2.12)
on D as the following Cauchy problem on D̄ = {(t̄, x̄)|t̄ ≥ 0, x̄ ≥ ρ(t̄)}:

∂ū

∂t̄
+ (g′2(x̄)I − A(ū))−1 ∂ū

∂x̄
= 0 (10.2.24)

and
t̄ = 0 : ū = ψ(x̄), x̄ ≥ 0, (10.2.25)

where
ū(t̄, x̄) = u(x̄, g2(x̄) − t̄), (10.2.26)

and x̄ = ρ(t̄)(≥ 0) ∈ C2 with ρ(0) = 0 is determined by

t̄ = g2(x̄) − g1(x̄). (10.2.27)
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Let
ūn+1 = g′2(x̄) (10.2.28)

and

Ū =
(

ū
ūn+1

)

. (10.2.29)

The Cauchy problem (10.2.24)–(10.2.25) on the domain D̄ can be rewritten
as

∂Ū

∂t̄
+ B(Ū)

∂Ū

∂x̄
= 0 (10.2.30)

and
t̄ = 0 : Ū = Ψ(x̄), x̄ ≥ 0, (10.2.31)

where

B(Ū) =
(

(ūn+1I − A(ū))−1 0
0 0

)

(10.2.32)

and

Ψ(x̄) =
(

ψ(x̄)
g′2(x̄)

)

. (10.2.33)

The eigenvalues of B(Ū) are

λ̄i(Ū) = (ūn+1 − λi(ū))−1 (i = 1, . . . , n), λ̄n+1(Ū) = 0. (10.2.34)

Noting (10.2.13)–(10.2.15) and (10.2.22), it is easy to see that

λ̄1(Ū), . . . , λ̄m−1(Ū), λ̄m+1(Ū), . . . , λ̄n+1(Ū) < λ̄m(Ū). (10.2.35)

Moreover, the right eigenvectors corresponding to λ̄i(Ū) (i = 1, . . . , n + 1)
can be taken as

r̄i(Ū) =
(

ri(ū)
0

)

(i = 1, . . . , n) (10.2.36)

and

r̄n+1(Ū) =
(

0
1

)

. (10.2.37)

Then the weak linear degeneracy of λm(u) implies the weak linear
degeneracy of λ̄m(Ū).

For the initial data Ψ(x̄), noting (10.2.15)–(10.2.17), we have

|Ψ(x̄) − Ψ(0)|, |Ψ ′(x̄)| ≤ ε

(1 + x̄)1+μ
, ∀x̄ ≥ 0. (10.2.38)

Besides, noting (10.2.18), by (10.2.27), we have

ρ′(t̄) =
1

g′2(ρ(t̄)) − g′1(ρ(t̄))
=

1
(ūn+1 − λm(ū))(t̄, ρ(t̄))

= λ̄m(Ū(t̄, ρ(t̄))), ∀t̄ ≥ 0. (10.2.39)
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Hence, x̄ = ρ(t̄) is the mth characteristic and the rightmost characteristic
for system (10.2.30) passing through the origin (t̄, x̄) = (0, 0).

By Lemma 10.2.1, it is easy to see that the Cauchy problem (10.2.30)–
(10.2.31) admits a unique global C1 solution Ū = Ū(t̄, x̄) on D̄ and

|Ū(t̄, x̄) − Ψ(0)| ≤ Kε, ∀(t̄, x̄) ∈ D̄, (10.2.40)
∣
∣
∣
∣
∂Ū

∂x̄
(t̄, x̄)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂Ū

∂t̄
(t̄, x̄)

∣
∣
∣
∣ ≤ Kε, ∀(t̄, x̄) ∈ D̄, (10.2.41)

where K is a positive constant independent of ε. As a result, the generalized
Cauchy problem (10.2.1) and (10.2.12) admits a unique global C1 solution
u = u(t, x) = ū(g2(t) − x, t) on D and (10.2.19)–(10.2.20) hold.

Finally, by (10.2.19), we have

|u(t, x) − ψ(0)| ≤ Kε ≤ Kε0, ∀(t, x) ∈ D, (10.2.42)

which implies the validity of hypothesis (10.2.22), provided that ε0 > 0 is
suitably small.

The proof of Theorem 10.2.1 is finished.

10.3 Inverse Piston Problem for the System of
One-Dimensional Adiabatic Flow

10.3.1 Introduction

Suppose that a piston originally located at the origin at t = 0 moves with the
speed vp = φ(t) in a straight tube, whose length is assumed to be infinite. In
order to determine the state of the ideal gas on the right side of this piston, in
Lagrangian representation this piston problem asks us to solve the following
mixed initial-boundary value problem:

⎧
⎪⎪⎨

⎪⎪⎩

∂tτ − ∂xu = 0,

∂tu + ∂xp = 0, t, x ≥ 0,

∂t(e + 1
2u2) + ∂x(pu) = 0,

(10.3.1)

t = 0 : (τ, u, e) = (τ0 + τ+(x), u0 + u+(x), e0 + e+(x)), x ≥ 0, (10.3.2)

and
x = 0 : u = φ(t), t ≥ 0, (10.3.3)

where τ is the specific volume, u the velocity, p the pressure, e the internal
energy, and

p = p(τ, S), (10.3.4)
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with
pτ (τ, S) < 0, ∀τ > 0, (10.3.5)

in which S is the entropy:
S = S(τ, e). (10.3.6)

Moreover, τ0 > 0, e0 > 0, and u0 are constants, and τ+(x), u+(x), e+(x),
and φ(t) ∈ C1.

Let
U = (τ, u, e)T . (10.3.7)

It is easy to see that under hypothesis (10.3.5), (10.3.1) is a strictly hy-
perbolic system with three distinct real eigenvalues:

λ1(U) = −
√
−pτ < λ2(U) = 0 < λ3(U) =

√
−pτ (10.3.8)

Moreover, λ2(U) is linearly degenerate (LD), and if

pττ (τ0, S0) 	= 0, (10.3.9)

where
S0 = S(τ0, e0), (10.3.10)

then λ1(U) and λ3(U) are genuinely nonlinear (GN) in a neighbourhood of
U = U0

def.= (τ0, u0, e0).

If
τ+(x) = u+(x) = e+(x) = 0, ∀x ≥ 0, (10.3.11)

and
φ(t) = a, ∀t ≥ 0, (10.3.12)

with
a > u0, (10.3.13)

then the solution to the piston problem is given by

(τ, u, e) =

⎧
⎨

⎩

(τ−, a, e−) def.= Û−, 0 ≤ x ≤ V t,

(τ0, u0, e0)
def.= Û+, x ≥ V t,

(10.3.14)

where V is the speed of propagation of the forward typical shock, satisfying

V = G(Û+, Û−) (10.3.15)

and the entropy condition
{

λ3(Û−) > V > λ2(Û−),

V > λ3(Û+),
(10.3.16)
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in which τ−, e−, and (10.3.15) are uniquely determined by the Rankine–
Hugoniot condition ⎧

⎪⎪⎨

⎪⎪⎩

[τ ]V + [u] = 0,

[u]V − [p] = 0,

[e + 1
2u2]V − [pu] = 0,

(10.3.17)

where [τ ] = τ(t, V t + 0) − τ(t, V t − 0) = τ0 − τ−, etc. (see [22]).
As a perturbation of the simplest piston problem mentioned above, for the

piston problem (10.3.1)–(10.3.3), suppose that

τ+(0) = u+(0) = e+(0) = 0 (10.3.18)

and
φ(0) = a (10.3.19)

with (10.3.13). Then the motion of the piston should produce a forward
shock x = x3(t) passing through the origin at least for a short time T0. More
precisely, the corresponding piecewise C1 solution is written as (see [72])

U(t, x) =

⎧
⎨

⎩

(τ−(t, x), u−(t, x), e−(t, x)) def.= U−(t, x), 0 ≤ x ≤ x3(t),

(τ+(t, x), u+(t, x), e+(t, x)) def.= U+(t, x), x ≥ x3(t),
(10.3.20)

where U = U−(t, x) and U = U+(t, x) satisfy system (10.3.1) in the classical
sense on the domain {(t, x)|0 ≤ x ≤ x3(t)} and {(t, x)|x ≥ x3(t)}, respec-
tively, and verify the Rankine–Hugoniot condition

⎧
⎪⎪⎨

⎪⎪⎩

[τ ]x′
3(t) + [u] = 0,

[u]x′
3(t) − [p] = 0,

[e + 1
2u2]x′

3(t) − [pu] = 0

(10.3.21)

and the entropy condition
{

λ3(U−) > x′
3(t) > λ3(U+),

x′
3(t) > λ2(U−)

(10.3.22)

on x = x3(t), where U± = U(t, x3(t) ± 0) and [τ ] = τ+(t, x3(t) + 0) −
τ−(t, x3(t) − 0), etc. Moreover, we have

U+(0, 0) = Û+, U−(0, 0) = Û−, (10.3.23)

and
x′

3(0) = V. (10.3.24)

In this section we consider the corresponding inverse piston problem:
Under the hypotheses that we know the original state (10.3.2) of the gas on
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the right side of the piston and the position of the forward shock x = x3(t),
is it possible to determine the speed vp = φ(t) of the piston?

In the case of one-dimensional isentropic flow, since the system consists of
two equations and both the boundary x = 0 and the forward shock x = x3(t)
are noncharacteristic, the inverse piston problem can be solved not only
locally but also globally by means of the method given in Chapter 9 (see
Section 9.1). In the case of the one-dimensional adiabatic flow considered
in this section, the corresponding inverse piston problem is more difficult
because the system consists of three equations and x = 0 is a characteris-
tic curve. Even though this inverse piston problem can also be easily solved
locally via the method in [53], however, to get a unique global solution to the
inverse piston problem, we need a generalization of the global existence on
the maximum determinate domain for the Cauchy problem with Cauchy data
on a semibounded initial axis—this has been done in Section 10.2. Thus, in
Sections 10.3.2 and 10.3.3 the inverse piston problem for one-dimensional
adiabatic gas dynamics is discussed in Lagrangian representation and in
Eulerian representation, respectively.

Remark 10.3.1 The result in this section can be found in [70].

10.3.2 Inverse Piston Problem in Lagrangian
Representation

As mentioned in Section 10.3.1, the inverse problem can be easily solved in
the local sense. We now discuss this inverse problem globally. We have

Theorem 10.3.1 Suppose that the position of the forward shock x = x3(t) ∈
C2 is given and

x3(0) = 0, x′
3(0) = V, (10.3.25)

|x′
3(t) − V |, |x′′

3(t)| ≤ ε

(1 + t)1+μ
, ∀t ≥ 0, (10.3.26)

where ε > 0 is suitably small and μ > 0 is a constant. Then for any given
(τ+(x), u+(x), e+(x)) ∈ C1 satisfying

τ+(0) = u+(0) = e+(0) = 0, (10.3.27)

|τ+(x)|, |u+(x)|, |e+(x)| ≤ ε

(1 + x)1+μ
, ∀x ≥ 0, (10.3.28)

and

|τ ′
+(x)|, |u′

+(x)|, |e′+(x)| ≤ ε

(1 + x)1+μ
, ∀x ≥ 0, (10.3.29)
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there exists a unique speed vp = φ(t) (t ≥ 0) of the piston such that

φ(0) = a, (10.3.30)
|φ(t) − a| ≤ κε, ∀t ≥ 0, (10.3.31)

and
|φ′(t)| ≤ κε, ∀t ≥ 0, (10.3.32)

where κ is a positive constant independent of ε.

Proof. Since x = x3(t) is a given forward shock, noting (10.3.27)–(10.3.29)
and the entropy condition

{
λ3(U−) > x′

3(t) > λ2(U−),

x′
3(t) > λ3(U+),

(10.3.33)

where U± denote the value of U on the right and left sides of x = x3(t),
respectively, similarly to Lemma 9.2.2 (also see [50], [73] and [76]), we easily
show that on the domain D+ = {(t, x)|x ≥ x3(t), t ≥ 0}, the Cauchy problem
(10.3.1) and (10.3.2) admits a unique C1 solution U = U+(t, x) satisfying

U+(0, 0) = Û+, (10.3.34)

|U+(t, x) − Û+|,
∣
∣
∣
∣
∂U+

∂t
(t, x)

∣
∣
∣
∣ ,

∣
∣
∣
∣
∂U+

∂x
(t, x)

∣
∣
∣
∣ ≤

Kε

(1 + t)1+μ
, ∀(t, x) ∈ D+.

(10.3.35)

Here and henceforth, K denotes a positive constant independent of ε.
Hence, the value of U on the right side of x = x3(t) is given by

U+(t) = U+(t, x3(t)) (10.3.36)

with U+(0) = Û+. Then, by Lemma 9.3.1 in Chapter 9 (also see [53]), via the
Rankine–Hugoniot condition, we can uniquely determine the value U−(t) of
U on the left side of x = x3(t) such that

U−(0) = Û− (10.3.37)

and

|U−(t) − Û−|,
∣
∣
∣
∣
dU−(t)

dt

∣
∣
∣
∣ ≤

Kε

(1 + t)1+μ
, ∀t ≥ 0. (10.3.38)

Noting (10.3.16), (10.3.25)–(10.3.26), and that λ2(U) is LD, by Theorem
10.2.1, we get that on the domain D− = {(t, x)|0 ≤ x ≤ x3(t), t ≥ 0}, the
generalized Cauchy problem (10.3.1) with the Cauchy data

x = x3(t) : U = U−(t), t ≥ 0, (10.3.39)
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admits a unique C1 solution U = U−(t, x) = (τ−(t, x), u−(t, x), e−(t, x)) with

U−(0, 0) = Û−, (10.3.40)

and

|U−(t, x) − Û−|,
∣
∣
∣
∣
∂U−
∂t

(t, x)
∣
∣
∣
∣ ,

∣
∣
∣
∣
∂U−
∂x

(t, x)
∣
∣
∣
∣ ≤ Kε, ∀(t, x) ∈ D−. (10.3.41)

Thus, we obtain the speed of the piston:

φ(t) = u−(t, 0). (10.3.42)

Moreover, noting (10.3.40)–(10.3.41), we see that (10.3.30)–(10.3.32)
hold.

10.3.3 Inverse Piston Problem in Eulerian
Representation

Let us consider the system of one-dimensional gas dynamics in Eulerian rep-
resentation

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂ρ

∂t
+

∂(ρu)
∂x

= 0,

∂(ρu)
∂t

+
∂(ρu2 + p)

∂x
= 0,

∂(ρe + 1
2ρu2)

∂t
+

∂((ρe + 1
2ρu2 + p)u)
∂x

= 0,

(10.3.43)

where ρ is the density, u the velocity, p the pressure, e the internal energy,
and

p = p(ρ, S) (10.3.44)

with
pρ(ρ, S) > 0, ∀ρ > 0, (10.3.45)

in which S is the entropy:
S = S(ρ, e). (10.3.46)

The corresponding piston problem asks us to solve the mixed initial-
boundary value problem for system (10.3.43) with the initial data

t = 0 : (ρ, v, e) = (ρ0 + ρ+(x), u0 + u+(x), e0 + e+(x)), x ≥ 0, (10.3.47)
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and the boundary condition

x = f(t) : u = ϕ(t), t ≥ 0, (10.3.48)

where ρ0 > 0, e0 > 0, and u0 are constants, and ρ+(x), u+(x), e+(x), and
ϕ(t) ∈ C1 with

ρ+(0) = u+(0) = e+(0) = 0, (10.3.49)
ϕ(0) = a, (10.3.50)

and

f(t) =
∫ t

0

ϕ(ξ)dξ. (10.3.51)

Let
W = (ρ, u, e)T . (10.3.52)

It is easy to see that under hypothesis (10.3.45), (10.3.43) is a strictly hyper-
bolic system with the three distinct real eigenvalues

λ1(W ) = u − c, λ2(W ) = u, λ3(W ) = u + c, (10.3.53)

where
c2 =

∂p

∂ρ
. (10.3.54)

Moreover, λ2(W ) is LD, and if

ρ0

2
∂2p

∂ρ2
(ρ0, S0) + c2(ρ0, S0) 	= 0, (10.3.55)

where
S0 = S(ρ0, e0), (10.3.56)

then λ1(W ) and λ3(W ) are GN in a neighbourhood of W = W0
def.=

(ρ0, u0, e0)T .
Suppose that

a > u0. (10.3.57)

Then the motion of the piston produces a forward shock x = xf (t) passing
through the origin at least for a short time T1 (see [72]). Furthermore, the
corresponding piecewise C1 solution is written as

W (t, x) =

{
(ρ−(t, x), u−(t, x), e−(t, x)) def.= W−(t, x), f(t) ≤ x ≤ xf (t),

(ρ+(t, x), u+(t, x), e+(t, x)) def.= W+(t, x), x ≥ xf (t),
(10.3.58)

where W = W−(t, x) and W = W+(t, x) satisfy system (10.3.43) in the
classical sense on the domain {(t, x)|f(t) ≤ x ≤ xf (t)} and {(t, x)|x ≥ xf (t)},
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respectively, and verify the Rankine–Hugoniot condition
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[ρ]x′
f (t) − [ρu] = 0,

[ρu]x′
f (t) − [ρu2 + p] = 0,

[ρe + 1
2ρu2]x′

f (t) − [(ρe + 1
2ρu2 + p)u] = 0

(10.3.59)

and the entropy condition
⎧
⎨

⎩

λ3(W−) > x′
f (t) > λ3(W+),

x′
f (t) > λ2(W−)

(10.3.60)

on x = xf (t), where W± = W (t, xf (t) ± 0) and [ρ] = ρ+(t, xf (t) + 0) −
ρ−(t, xf (t) − 0) etc. Moreover,

ρ−(0, 0) = ρ−, u−(0, 0) = a, e−(0, 0) = e−, (10.3.61)

ρ+(0, 0) = ρ0, u+(0, 0) = u0, e+(0, 0) = e0, (10.3.62)

and
xf (0) = 0, x′

f (0) = Ṽ . (10.3.63)

Here, ρ−, e−, and Ṽ are uniquely determined by the solution

(ρ, u, e) =

⎧
⎨

⎩

(ρ−, a, e−) def.= Ŵ−, at ≤ x ≤ Ṽ t,

(ρ0, u0, e0)
def.= Ŵ+, x ≥ Ṽ t,

(10.3.64)

to the previous piston problem in the special case that the piston moves with
a constant speed a and the initial state is a constant state (ρ0, u0, e0) with
a > u0 (see [22]).

For the corresponding inverse piston problem, using Theorem 10.2.1 as in
the proof of Theorem 10.3.1 or using the Lagrange transformation as in the
proof of Theorem 10.1.3, we get

Theorem 10.3.2 Suppose that the position of the forward shock
x = xf (t) ∈ C2 with (10.3.63) is given and

|x′
f (t) − Ṽ |, |x′′

f (t)| ≤ ε

(1 + t)1+μ
, ∀t ≥ 0, (10.3.65)

where ε > 0 is suitably small and μ > 0 is a constant. Then for any given
(ρ+(x), u+(x), e+(x)) ∈ C1 with (10.3.49) satisfying

|ρ+(x)|, |u+(x)|, |e+(x)| ≤ ε

(1 + x)1+μ
, ∀x ≥ 0, (10.3.66)
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and
|ρ′+(x)|, |u′

+(x)|, |e′+(x)| ≤ ε

(1 + x)1+μ
, ∀x ≥ 0, (10.3.67)

we can uniquely determine the speed vp = ϕ(t) (t ≥ 0) of the piston with
(10.3.50) and

|ϕ(t) − a| ≤ κ̄ε, ∀t ≥ 0, (10.3.68)

and
|ϕ′(t)| ≤ κ̄ε, ∀t ≥ 0, (10.3.69)

where κ̄ is a positive constant independent of ε.
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Theory, Numerics, Applications, Vol II, Zürich, 1998, 515–524., Internat. Ser. Numer.
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