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Preface

In July 2009, Imperial College London hosted the 7th Congress of the Interna-
tional Society for Analysis, its Applications and Computations. One of the invited
sections of the Congress was devoted to Stochastic Analysis and Applications. It
proved to be one of the most popular sections with talks covering a variety of topics
within Stochastic Analysis. Spearheaded by the success of the meeting, the partic-
ipants agreed to contribute to a special volume dedicated to the subject. The book
“Stochastic Analysis 2010” is the result of their joint efforts.

Springer Verlag has kindly agreed to publish the collected works of the partici-
pants and we owe a special thanks to the publisher and, in particular, to Dr Catriona
Byrne, Springer’s Editorial Director for Mathematics. I would also like to acknowl-
edge the Mathematics editorial team, in particular, Dr Marina Reizakis Associate
Editor for Mathematics and Annika Elting Editorial Assistant for Mathematics for
the smooth and efficient handling of the book project.

London Dan Crisan
July 2010
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Lajos Gergely Gyurkó and Terry J. Lyons

Equivalence of Stochastic Equations and Martingale Problems . . . . . . . . . . . . . .113
Thomas G. Kurtz

Accelerated Numerical Schemes for PDEs and SPDEs . . . . . . . . . . . . . . . . . . . . . . . .131
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Introduction

Dan Crisan

Stochastic Analysis has emerged as one of the main branches of the latter half of
twentieth century mathematics. Situated at the confluence between Analysis and
Probability Theory, Stochastic Analysis impresses through its wide range of topics
and applications. It aims to provide mathematical tools to describe and model ran-
dom dynamical systems. Such tools arise in the study of stochastic differential equa-
tions and stochastic partial differential equations, infinite dimensional stochastic
geometry, random media and interacting particle systems, super-processes, stochas-
tic filtering, mathematical finance, etc. Its roots can be traced back to the work
of Kiyosi Itô who has laid the foundations of the theory of stochastic differential
equations and of stochastic integration in the 1940s.

Since the early 1950s, Stochastic Analysis has developed at an accelerated rate,
gaining new perspectives through interactions with various branches of mathemat-
ics, including partial differential equations, potential theory, Lie groups and Lie
algebras, differential geometry, and harmonic analysis. Stochastic Analysis embod-
ies the main characteristics of twentieth century mathematical sciences – having
elegance, mathematical depth and strong interactions with a wide range of areas.
Its influence has gone far beyond the confines of mathematics by providing tools
for analyzing random phenomena in fields as diverse as physics, biology, eco-
nomics, and engineering. For example, the research on filtering theory with its many
engineering applications could not have developed to its current stage without the
use of stochastic analysis tools, including martingale theory, stochastic differential
equations and stochastic partial differential equations. Similarly, in mathematical
finance, stochastic differential equations and Itô calculus play crucial roles in pric-
ing financial derivatives such as options (as embodied in the famous results of Black
and Scholes), futures, interest rate derivatives, etc.

It is difficult, if not impossible, to summarize a subject that has experienced such
rapid fundamental developments both in the vertical and in the horizontal direction.

D. Crisan
Department of Mathematics, Imperial College London, 180 Queen’s Gate, London SW7 2AZ,
United Kingdom
e-mail: d.crisan@imperial.ac.uk

D. Crisan (ed.), Stochastic Analysis 2010, DOI 10.1007/978-3-642-15358-7 1,
c� Springer-Verlag Berlin Heidelberg 2011

1

d.crisan@imperial.ac.uk


2 D. Crisan

The special volume “Stochastic Analysis 2010” aims to provide only a sample of
the current research in the different branches of the subject. It includes the collected
works of the participants at the Stochastic Analysis section of the 7th Congress
of the International Society for Analysis, its Applications and Computations orga-
nized at Imperial College London in July 2009. In the following, we give a brief
description of the contributions comprising the volume:

The contribution of Bally and Clément considers a class of stochastic differen-
tial equations (SDEs) driven by Poisson point measures and aims to give sufficient
conditions for proving the absolute continuity with respect to the Lebesgue measure
of the law of their solution and for the smoothness of the corresponding density.
The authors prove that, under certain non-degeneracy assumptions, the solution Xt
of the stochastic differential equation will have a smooth density for sufficiently
large t (explicit bounds are given). The results do not apply for small t : one has
to wait for a while until the regularization effect takes place. The main tool of the
analysis is a Malliavin type integration by parts formula for stochastic differential
equations with the basic noise given by the jump times.

Ortiz–López and Sanz–Solé analyse in their contribution a family of stochastic
wave equations in spatial dimension three, driven by a Gaussian noise, white in time
and with a stationary spatial covariance. The family is constructed by perturbing the
driving noise with a multiplicative parameter "2 �0; 1�. They show that this family
satisfies a Laplace principle (as " tends to 0) in the Hölder norm and identify the
corresponding large deviation rate function. In the proof of main result, they use
the weak convergence approach to large deviations developed by Dupuis and Ellis.
An essential ingredient of this method is a variational representation for a reference
Gaussian process, e.g., Brownian motion when studying diffusion processes, or var-
ious generalizations of the infinite-dimensional Wiener process when dealing with
stochastic partial differential equations.

The paper of Li lies within the area of stochastic geometry. Let p be a dif-
ferentiable map from a manifold N to another manifold M which intertwines a
diffusion operator B onN with another (elliptic) diffusion operator A onM , that is
.Af /ıp D B.f ıp/ for a given smooth function f fromM to R. The paper stud-
ies the geometry induced by the pair of diffusion operators .A;B/. The geometry
leads to an intrinsic point of view on the filtering framework. This is explained by
examples, in local coordinates and in the metric setting. The article draws largely on
recent work of Elworthy, LeJan and Li and aims to have a comprehensive account
of the topic for a general audience.

The contribution of Gyurkó and Lyons explores high order numerical schemes
for integrating linear parabolic partial differential equations with piece-wise smooth
boundary data. The high order Monte-Carlo methods presented give accurate app-
roximations with computation times comparable with much less accurate finite
difference and basic Monte-Carlo schemes. A key feature of these algorithms is that
the order of the approximation is tuned to the accuracy one requires. A considerable
improvement in efficiency can be attained by using ultra high order cubature for-
mulae. The methods presented belong to the Kusuoka–Lyons–Victoir (KLV) family
of numerical methods for integrating solutions to partial differential equations that
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occur in mathematical finance and many other fields. Sofar, Lyons and Victoir have
given a degree 5 approximation. Gyurkó and Lyons present here the cubature of
degrees 9 and 11 in one-dimensional space-time and describe the advantages of
using these new methods.

The paper of Kurtz studies the equivalence between stochastic equations and
martingale problems. Stroock and Varadhan proved that the solution of a martin-
gale problem for a diffusion process gives a weak solution of the corresponding Itô
equation. The result is obtained by constructing the driving Brownian motion from
the solution of the martingale problem. This constructive approach is much more
challenging for more general Markov processes. A “soft” approach to this equiva-
lence is presented here which begins with a joint martingale problem for the solution
of the desired stochastic equation and the driving processes and applies a Markov
mapping theorem to show that any solution of the original martingale problem cor-
responds to a solution of the joint martingale problem. These results coupled with
earlier results on the equivalence of forward equations and martingale problems
show that the three standard approaches to specifying Markov processes (stochas-
tic equations, martingale problems, and forward equations) are, under very general
conditions, equivalent in the sense that existence and/or uniqueness of one implies
existence and/or uniqueness of the other two.

Gyöngy and Krylov present in their contribution a survey of numerical meth-
ods for some classes of deterministic and stochastic PDEs. The methods presented
are distinguished from other methods as they all include Richardson’s extrapo-
lation method as an acceleration step. The first class of methods considered are
monotone finite difference schemes for parabolic PDEs. The authors present the-
orems on power series expansions of finite difference approximations in terms of
the mesh-size of the grid. These theorems imply that one can accelerate the conver-
gence of finite difference approximations to any order by taking suitable mixtures of
approximations corresponding to different mesh-sizes. The results are extended to
degenerate elliptic equations in spaces with supremum norm. Similar methods and
results are also presented for finite difference approximations of linear stochastic
PDEs. Finally, the authors present results on power series expansion in the parame-
ters of the approximations and introduce theorems on their acceleration for a large
class of equations and various types of time discretizations.

The contribution of Papavasiliou studies the problem of estimating the parame-
ters of the limiting equation of a multiscale diffusion in the case of averaging and
homogenization. The parameters are estimated given data from the corresponding
multiscale system. The author reviews recent results that make use of the maximum
likelihood of the limiting equation. The results show that, in the averaging case,
the maximum likelihood estimator will be asymptotically consistent in the limit.
However, in the homogenization case, the maximum likelihood estimator will be
asymptotically consistent only if one subsamples the data. The paper also contains a
study of the problem of estimating the diffusion coefficient. Here, a novel approach
is presented that makes use of the total p-variation. The author shows that in order to
compute the diffusion coefficient, one should not use the quadratic variation com-
monly defined as a limit where the size of a partition goes to zero but rather as a
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supremum over all partitions. This definition is at the core of the theory of rough
paths as it gives rise to a topology with respect to which the Itô map is continuous.
The advantage of this approach is that it avoids the subsampling step. The method
is applied to a multiscale Ornstein–Uhlenbeck process.

Stanciulescu and Tretyakov present in their contribution a class of numerical
methods for solving the Dirichlet problem of linear parabolic stochastic partial dif-
ferential equations. The methods are based on a probabilistic representation of the
solution of the corresponding SPDE which involves averaging characteristics over
an auxiliary Wiener process w independent of the Wiener process W that drives
the SPDE. The numerical methods are constructed by approximating the stochas-
tic characteristics for a fixed trajectory of W . The authors introduce first-order and
order 1=2 (in the mean-square sense) numerical methods. To make them fully imple-
mentable, the methods require an additional Monte-Carlo step. The corresponding
convergence theorems, both in the mean-square sense and in the sense of almost
sure convergence, are given. All results are proved under rather strong assumptions,
in particular that the SPDE has a sufficiently smooth classical solution. This allows
the authors to obtain convergence of the proposed methods in a strong norm and
with optimal orders. However, the numerical algorithms of this paper can be used
under broader conditions. The paper is concluded with results of some numerical
experiments.

The contribution of Davie analyses the problem of uniqueness of solutions of
stochastic differential equations. Consider the equation

dx.t/ D f .t; x.t//dt C b.t; x.t//dW.t/; x.0/ D x0; (1)

where W is a standard Brownian motion. Then, under suitable assumptions on the
coefficients f and b, (1) has a unique strong solution. That is, there is a unique
process x, adapted to the filtration of the Brownian motion, satisfying (1). Here,
the author gives an answer to a different uniqueness problem: Given a particular
Brownian pathW , does (1) have a unique solution for that particular path? The first
problem with this question is to interpret it, since the stochastic integral implied by
the equation is not well-defined for individual paths. The author uses methods of
rough path theory to give an interpretation of (1), under slightly stronger regularity
conditions on b. The main result states that for almost all Brownian pathsW there is
a unique solution in this sense. The proof requires estimates for solutions of related
equations which are given in the paper.

The paper by Kolokoltsov develops the theory of stochastic differential equa-
tions driven by nonlinear Lévy noise, aiming at applications to Markov processes.
It is shown that a conditionally positive integro-differential operator (of the Lévy-
Khintchine type) with variable coefficients (diffusion, drift and Lévy measure)
depending Lipschitz continuously on its parameters generates a Markov semigroup.
The analysis of SDEs driven by nonlinear Lévy noise was initiated by the author in
previous publications. Here, the author suggests an alternative, more straightforward
approach based on the path-wise interpretation of these integrals as nonhomoge-
neous Lévy processes. The paper uses a general result on the duality for propagators
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and develops stochastic integration with respect to a nonlinear Lévy noise. The
well-posedness of SDEs driven by nonlinear Lévy noises is reformulated in terms of
the uniqueness of an invariant measure for a certain probability kernel on the Sko-
rohod space of cadlag paths. Uniqueness results are obtained for the case of Levy
measures depending Lipschitz continuously on the position x in the Wasserstein–
Kantorovich metric Wp. The paper is concluded with some basic coupling results
of Lévy processes that form the cornerstone of the requiredWp-estimates.

The contribution of Tunaru lies in the area of mathematical finance. Financial
calculus is dominated by numerical approximations of integrals related to various
moments of probability distributions used for modeling financial products. Here,
the author develops a general technique that facilitates the numerical calculations
of option prices for the difficult case of multi-assets, for the majority of European
payoff contracts. The algorithms proposed here rely on known weak convergence
results, making use of the gaussian probability kernel even when modeling with
non-gaussian distributions. Even though the underpinning theory behind the approx-
imations is probabilistic in nature, the methods described here are deterministic, thus
they avoid common pitfalls related to Monte-Carlo simulation techniques. In addi-
tion, they can be adapted to a wide range of modeling situations. The techniques can
also be employed for calculating greek parameters. The paper contains results that
prove that the weak convergence characterizing condition can still be applied under
some mild assumption on the payoff function of financial options.

Similar to the previous paper, Brody, Hughston and Macrina contribute with a
paper in mathematical finance. The authors propose a model for the credit markets
in which the random default times of bonds are assumed to be given as functions
of one or more independent “market factors”. Market participants are assumed to
have partial information about each of the market factors, represented by the val-
ues of a set of market factor information processes. The market filtration is taken
to be generated jointly by various information processes and by the default indi-
cator processes of the various bonds. The value of a discount bond is obtained by
taking the discounted expectation of the value of the default indicator function at
the maturity of the bond, conditional on the information provided by the market
filtration. Explicit expressions are derived for the bond price processes and the asso-
ciated default hazard rates. The latter are not given a priori as part of the model
but rather are deduced and shown to be functions of the values of the information
processes. Thus, the “perceived” hazard rates, based on the available information,
determine bond prices, and as perceptions change so do the prices. In conclusion,
explicit expressions are derived for options on discount bonds, the values of which
also fluctuate in line with the vicissitudes of market sentiment.

The contribution of Kelbert and Suhov addresses the continuity properties of
mutual and conditional entropies between the input and output of a channel with
additive noise. The authors study mainly a non-Gaussian situation for both large
and small signal-to-noise ratio. This nontrivial aspect has not been discussed before
at the level of generality adopted in this paper. The complex character of the con-
tinuity properties of various entropies was acknowledged as early as in the 1950s.
An example can be found in Dobrushin’s work where a number of important (and
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elegant) results about limiting behavior of various entropies have been proven. The
paper studies the entropy power inequality (EPI), an important tool in the analysis of
Gaussian channels of information transmission, proposed by Shannon. The authors
analyse the continuity properties of the mutual entropy of the input and output sig-
nals in an additive memoryless channel and discuss assumptions under which the
entropy-power inequality holds true.



Integration by Parts Formula with Respect
to Jump Times for Stochastic Differential
Equations

Vlad Bally and Emmanuelle Clément

Abstract We establish an integration by parts formula based on jump times in an
abstract framework in order to study the regularity of the law for processes solution
of stochastic differential equations with jumps.

Keywords Integration by parts formula � Poisson Point Measures � Stochastic
Equations

MSC (2010): Primary: 60H07, Secondary: 60G55, 60G57

1 Introduction

We consider the one-dimensional equation

Xt D x C
Z t

0

Z
E

c.u; a; Xu�/dN.u; a/C
Z t

0

g.u; Xu/du (1)

where N is a Poisson point measure of intensity measure � on some abstract mea-
surable space E. We assume that c and g are infinitely differentiable with respect to
t and x, have bounded derivatives of any order, and have linear growth with respect
to x. Moreover we assume that the derivatives of c are bounded by a function c
such that

R
E
c.a/d�.a/ < 1. Under these hypotheses, the equation has a unique

solution and the stochastic integral with respect to the Poisson point measure is a
Stieltjes integral.

Our aim is to give sufficient conditions in order to prove that the law of Xt
is absolutely continuous with respect to the Lebesgue measure and has a smooth
density. If E D Rm and if the measure � admits a smooth density h, then one
may develop a Malliavin calculus based on the amplitudes of the jumps in order

V. Bally and E. Clément (B)
Laboratoire d’Analyse et de Mathématiques Appliquées, UMR 8050, Université Paris-Est, 5 Bld
Descartes, Champs-sur-Marne, 77454 Marne-la-Vallée Cedex 2, France
e-mail: vlad.bally@univ-mlv.fr, emmanuelle.clement@univ-mlv.fr

D. Crisan (ed.), Stochastic Analysis 2010, DOI 10.1007/978-3-642-15358-7 2,
c� Springer-Verlag Berlin Heidelberg 2011

7

vlad.bally@univ-mlv.fr
emmanuelle.clement@univ-mlv.fr
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to solve this problem. This has been done first in Bismut [4] and then in Bichteler,
Gravereaux, and Jacod [3]. But if� is a singular measure, this approach fails and one
has to use the noise given by the jump times of the Poisson point measure in order
to settle a differential calculus analogous to the Malliavin calculus. This is a much
more delicate problem and several approaches have been proposed. A first step is to
prove that the law of Xt is absolutely continuous with respect to the Lebesgue mea-
sure, without taking care of the regularity. A first result in this sense was obtained by
Carlen and Pardoux [5] and was followed by a lot of other papers (see [1,7,11,13]).
The second step is to obtain the regularity of the density. Recently two results of
this type have been obtained by Ishikawa and Kunita [10] and by Kulik [12]. In both
cases, one deals with an equation of the form

dXt D g.t; Xt /dt C f .t; Xt�/dUt (2)

where U is a Lévy process. The above equation is multi-dimensional (let us men-
tion that the method presented in our paper may be used in the multi-dimensional
case as well, but then some technical problems related to the control of the Malli-
avin covariance matrix have to be solved – and for simplicity we preferred to leave
out this kind of difficulties in this paper). Ishikawa and Kunita [10] used the finite
difference approach given by Picard [14] in order to obtain sufficient conditions for
the regularity of the density of the solution of an equation of type (1) (in a somehow
more particular form, close to linear equations). The result in that paper produces a
large class of examples in which we get a smooth density even for an intensity mea-
sure which is singular with respect to the Lebesgue measure. The second approach
is due to Kulik [12]. He settled a Malliavin type calculus based on perturbations of
the time structure in order to give sufficient conditions for the smoothness of the
density. In his paper, the coefficient f is equal to one so the non-degeneracy comes
from the drift term g only. As before, he obtains the regularity of the density even
if the intensity measure � is singular. He also proves that under some appropriate
conditions, the density is not smooth for a small t so that one has to wait before the
regularization effect of the noise produces a regular density.

The result proved in our paper is the following. We consider the function

˛.t; a; x/ D g.x/ � g.x C c.t; a; x//C .g@xc C @tc/.t; a; x/:

Except the regularity and boundedness conditions on g and c we consider the fol-
lowing non-degeneracy assumption. There exists a measurable function ˛ such that
j˛.t; a; x/j � ˛.a/ > 0 for every .t; a; x/ 2 RC � E � R: We assume that there
exists a sequence of subsets En " E such that �.En/ < 1 and

limn!1
1

�.En/
ln

�Z
En

1

˛.a/
d�.a/

�
D � < 1:

We need this hypothesis in order to control the error due to the fact that we localize
our differential calculus on a non-degeneracy set. If � D 0, then for every t > 0; the
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law of Xt has a C1 density with respect to the Lebesgue measure. Suppose now
that � > 0 and let q 2 N: Then, for t > 16�.q C 2/.q C 1/2 the law of Xt has a
density of class Cq: Notice that for small t we are not able to prove that a density
exists and we have to wait for a sufficiently large t in order to obtain a regularization
effect.

In the paper of Kulik [12], one takes c.t; a; x/ D a so ˛.t; a; x/ D g.x/�g.xC
c.t; a; x//: Then the non-degeneracy condition concerns just the drift coefficient g:
And in the paper of Ishikawa and Kunita, the basic example (which corresponds
to the geometric Lévy process) is c.t; a; x/ D xa.ea � 1/ and g constant. So
˛.t; a; x/ D a.ea � 1/ � a2 as a ! 0: The drift coefficient does not contribute
to the non-degeneracy condition (which is analogous to the uniform ellipticity
condition).

The paper is organized as follows. In Sect. 2, we give an integration by parts
formula of Malliavin type. This is analogous to the integration by parts formulas
given in [2] and [1]. But there are two specific points: first of all the integration by
parts formula take into account the border terms (in the above-mentioned papers the
border terms cancel because one makes use of some weights which are null on the
border; but in the paper of Kulik [12] such border terms appear as well). The second
point is that we use here a “one shot” integration by parts formula: in the classical
gaussian Malliavin calculus, one employs all the noise which is available – so one
derives an infinite dimensional differential calculus based on “all the increments” of
the Brownian motion. The analogous approach in the case of Poisson point measures
is to use all the noise which comes from the random structure (jumps). And this is
the point of view of almost all the papers on this topic. But in our paper, we use just
“one jump time” which is chosen in a cleaver way (according to the non-degeneracy
condition). In Sect. 3, we apply the general integration by parts formula to stochastic
equations with jumps. The basic noise is given by the jump times.

2 Integration by Parts Formula

2.1 Notations-Derivative Operators

The abstract framework is quite similar to the one developed in Bally and Clément
[2], but we introduce here some modifications in order to take into account the
border terms appearing in the integration by parts formula. We consider a sequence
of random variables .Vi /i2N� on a probability space .˝;F ; P /, a sub �-algebra
G � F and a random variable J , G measurable, with values in N . Our aim is to
establish a differential calculus based on the variables .Vi /, conditionally on G. In
order to derive an integration by parts formula, we need some assumptions on the
random variables .Vi /. The main hypothesis is that conditionally on G; the law of Vi
admits a locally smooth density with respect to the Lebesgue measure.
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H0. (a) Conditionally on G, the random variables .Vi /1�i�J are independent and
for each i 2 f1; : : : ; J g the law of Vi is absolutely continuous with respect to the
Lebesgue measure. We note pi the conditional density.

(b) For all i 2 f1; : : : ; J g, there exist some G measurable random variables ai
and bi such that �1 < ai < bi < C1, .ai ; bi / � fpi > 0g. We also assume that
pi admits a continuous bounded derivative on .ai ; bi / and that lnpi is bounded on
.ai ; bi /.

We define now the class of functions on which this differential calculus will
apply. We consider in this paper functions f W ˝ � RN� ! R which can be
written as

f .!; v/ D
1X
mD1

f m.!; v1; : : : ; vm/1fJ.!/Dmg (3)

where f m W ˝ � Rm ! R are G � B.Rm/�measurable functions.
In the following, we fix L 2 N and we will perform integration by partsL times.

But we will use another set of variables for each integration by parts. So for 1 	
l 	 L, we fix a set of indices Il � f1; : : : ; J g such that if l ¤ l 0, Il \ Il 0 D ;. In
order to do l integration by parts, we will use successively the variables Vi ; i 2 Il ,
then the variables Vi ; i 2 Il�1 and end with Vi ; i 2 I1. Moreover, given l we fix a
partition .�l;i /i2Il

of˝ such that the sets�l;i 2 G; i 2 Il . If ! 2 �l;i , we will use
only the variable Vi in our integration by parts.

With these notations, we define our basic spaces. We consider in this paper
random variables F D f .!; V / where V D .Vi /i and f is given by (3). To sim-
plify the notation we write F D f J .!; V1; : : : ; VJ / so that conditionally on G
we have J D m and F D f m.!; V1; : : : ; Vm/. We denote by S0 the space of
random variables F D f J .!; V1; : : : ; VJ / where f J is a continuous function
on OJ D QJ

iD1.ai ; bi / such that there exists a G measurable random variable C
satisfying

sup
v2OJ

jf J .!; v/j 	 C.!/ < C1 a.e. (4)

We also assume that f J has left limits (respectively right limits) in ai (respectively
in bi ). Let us be more precise.

With the notations

V.i/ D .V1; : : : ; Vi�1; ViC1; : : : ; VJ /; .V.i/; vi / D .V1; : : : ; Vi�1; vi ; ViC1; : : : ; VJ /;

for vi 2 .ai ; bi / our assumption is that the following limits exist and are finite:

lim
"!0 f

J .!; V.i/; ai C "/ WD F.aCi /; lim
"!0f

J .!; V.i/; bi � "/ WD F.b�i /: (5)

Now for k � 1, Sk.Il/ denotes the space of random variablesFDf J .!; V1; : : :,
VJ / 2 S0, such that f J admits partial derivatives up to order k with respect to the
variables vi ; i 2 Il and these partial derivatives belong to S0.
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We are now able to define our differential operators.

� The derivative operators. We define Dl W S1.Il/ ! S0.Il / W by

DlF WD 1OJ
.V /

X
i2Il

1�l;i
.!/@vi

f .!; V /;

whereOJ D QJ
iD1.ai ; bi /.

� The divergence operators. We note

p.l/ D
X
i2Il

1�l;i
pi ; (6)

and we define ıl W S1.Il/ ! S0.Il/ by

ıl.F / D DlF C FDl lnp.l/ D 1OJ
.V /

X
i2Il

1�l;i
.@vi

F C F @vi
lnpi /

We can easily see that if F;U 2 S1.Il / we have

ıl.F U / D F ıl.U /C UDlF: (7)

� The border terms. Let U 2 S0.Il/. We define (using the notation (5))

ŒU �l D
X
i2Il

1�l;i
1OJ;i

.V.i//..Upi /.b
�
i /� .Upi /.a

C
i //

with OJ;i D Q
1�j�J;j¤i.aj ; bj /

2.2 Duality and Basic Integration by Parts Formula

In our framework, the duality between ıl andDl is given by the following proposi-
tion. In the sequel, we denote by EG the conditional expectation with respect to the
sigma-algebra G.

Proposition 1. Assuming H0 then 8F;U 2 S1.Il / we have

EG.UDlF / D �EG.F ıl.U //C EGŒF U �l : (8)

For simplicity, we assume in this proposition that the random variablesF andU take
values in R but such a result can easily be extended to Rd value random variables.
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Proof. We have EG.UDlF / D P
i2Il

1�l;i
EG1OJ

.V /.@vi
f J .!; V /uJ .!; V //.

From H0 we obtain

EG1OJ
.V /.@vi

f J .!; V /uJ .!; V // D EG1OJ;i
.V.i//

Z bi

ai

@vi
.f J /uJpi .vi /dvi :

By using the classical integration by parts formula, we have

Z bi

ai

@vi
.f J /uJpi .vi /dvi D Œf J uJpi �

bi
ai

�
Z bi

ai

f J @vi
.uJpi /dvi :

Observing that @vi
.uJpi / D .@vi

.uJ /C uJ @vi
.lnpi //pi , we have

EG.1OJ
.V /@vi

f J uJ / D EG1OJ;i
Œ.V.i//f

J uJpi �
bi
ai

�EG1OJ
.V /F.@vi

.U /C U@vi
.lnpi //

and the proposition is proved. ut
We can now state a first integration by parts formula.

Proposition 2. Let H0 hold true and let F 2 S2.Il/, G 2 S1.Il/ and ˚ W R ! R
be a bounded function with bounded derivative. We assume that F D f J .!; V /

satisfies the condition

min
i2Il

inf
v2OJ

j@vi
f J .!; v/j � �.!/; (9)

where � is G measurable and we define on f� > 0g

.DlF /
�1 D 1OJ

.V /
X
i2Il

1�l;i

1

@vi
f .!; V /

;

then

1f�>0gEG.˚
.1/.F /G/ D �1f�>0gEG .˚.F /Hl .F;G//

C1f�>0gEGŒ˚.F /G.DlF /
�1�l (10)

with

Hl .F;G/ D ıl.G.DlF /
�1/ D Gıl..DlF /

�1/CDlG.DlF /
�1: (11)

Proof. We observe that

Dl˚.F / D 1OJ
.V /

X
i2Il

1�l;i
@vi
˚.F / D 1OJ

.V /˚ .1/.F /
X
i2Il

1�l;i
@vi
F;
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so that

Dl˚.F /:DlF D ˚ .1/.F /.DlF /
2;

and then 1f�>0g˚ .1/.F / D 1f�>0gDl˚.F /:.DlF /�1. Now since F 2 S2.Il/, we
deduce that .DlF /�1 2 S1.Il/ on f� > 0g and applying Proposition 1 with U D
G.DlF /

�1 we obtain the result. ut

2.3 Iterations of the Integration by Parts Formula

We will iterate the integration by parts formula given in Proposition 2. We recall that
if we iterate l times the integration by parts formula, we will integrate by parts suc-
cessively with respect to the variables .Vi /i2Ik

for 1 	 k 	 l . In order to give some
estimates of the weights appearing in these formulas, we introduce the following
norm on Sl .[l

kD1Ik/, for 1 	 l 	 L.

jF jl D jF j1 C
lX

kD1

X
1�l1<:::<lk�l

jDl1 : : : DlkF j1; (12)

where j:j1 is defined on S0 by

jF j1 D sup
v2OJ

jf J .!; v/j:

For l D 0, we set jF j0 D jF j1. We remark that we have for 1 	 l1 < : : : < lk 	 l

jDl1 : : : DlkF j1 D
X

i12Il1
;:::;ik2Ilk

 
kY
jD1

1�lj ;ij

!
j@vi1

: : : @vik
F j1;

and since for each l .�l;i /i2Il
is a partition of ˝ , for ! fixed, the preceding

sum has only one term not equal to zero. This family of norms satisfies for
F 2 SlC1.[lC1

kD1Ik/:

jF jlC1 D jDlC1F jl C jF jl so jDlC1F jl 	 jF jlC1: (13)

Moreover, it is easy to check that if F;G 2 Sl .[l
kD1Ik/

jFGjl 	 Cl jF jl jGjl ; (14)

where Cl is a constant depending on l . Finally for any function � 2 Cl.R;R/ we
have
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j�.F /jl 	 Cl

lX
kD0

j�.k/.F /j1jF jkl 	 Cl max
0�k�l

j�.k/.F /j1.1C jF jll/: (15)

With these notations, we can iterate the integration by parts formula.

Theorem 1. Let H0 hold true and let ˚ W R 7! R be a bounded function with
bounded derivatives up to order L. Let F D f J .w; V / 2 S1.[L

lD1Il/ such that

inf
i2f1;:::;J g

inf
v2OJ

j@vi
f J .!; v/j � �.!/; � 2 Œ0; 1� G measurable (16)

then we have for l 2 f1; : : : ; Lg, G 2 Sl .[l
kD1Ik/ and F 2 SlC1.[l

kD1Ik/

1f�>0gjEG˚
.l/.F /Gj 	 Cl jj˚ jj11f�>0gEG

�
jGjl.1C jpj0/l˘l .F /

�
(17)

where jj˚ jj1 D supx j˚.x/j, jpj0 D maxlD1;:::;L jp.l/j1, Cl is a constant
depending on l and ˘l.F / is defined on f� > 0g by

˘l.F / D
lY

kD1
.1C j.DkF /�1jk�1/.1C jık..DkF /�1/jk�1/: (18)

Moreover, we have the bound

˘l .F / 	 Cl
.1C j lnpj1/l

� l.lC2/
lY

kD1
.1C jF jk�1k C jDkF jk�1k /2; (19)

where j lnpj1 D maxiD1;:::;J j.lnpi /0j1.

Proof. We proceed by induction. For l D 1, we have from Proposition 2 since
G 2 S1.I1/ and F 2 S2.I1/

1f�>0gEG.˚
.1/.F /G/ D �1f�>0gEG .˚.F /H1.F;G//

C1f�>0gEGŒ˚.F /G.D1F /
�1�1: (20)

We have on f� > 0g

jH1.F;G/j 	 jGjjı1..D1F /�1/j C jD1Gjj.D1F /�1j;
	 .jGj1 C jD1Gj1/.1C j.D1F /�1j1/.1C jı1..D1F /�1/j1/;
D jGj1.1C j.D1F /�1j0/.1C jı1..D1F /�1/j0/:

Turning to the border term Œ˚.F /G.D1F /
�1�1, we check that
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jŒ˚.F /G.D1F /�1�1j 	 2jj˚ jj1jGj1
X
i2I1

1�1;i
j 1

@vi
F

j1
X
i2I1

1�1;i
jpi j1;

	 2jj˚ jj1jGj0j.D1F /�1j0jpj0:

This proves the result for l D 1.
Now assume that Theorem 1 is true for l � 1 and let us prove it for l C 1. By

assumption, we have G 2 SlC1.[lC1
kD1Ik/ � S1.IlC1/ and F 2 SlC2.[lC1

kD1Ik/ �
S2.IlC1/. Consequently, we can apply Proposition 2 on IlC1. This gives

1f�>0gEG.˚
.lC1/.F /G/ D �1f�>0gEG

�
˚ .l/.F /HlC1.F;G/

�

C1f�>0gEG Œ˚
.l/.F /G.DlC1F /�1�lC1; (21)

with
HlC1.F;G/ D GılC1..DlC1F /�1/CDlC1G.DlC1F /�1;

Œ˚ .l/.F /G.DlC1F /�1�lC1 D
X
i2IlC1

1�lC1;i
1OJ;i

.V.i//

��
˚ .l/.F /G

1

@vi
F
pi

�
.b�i /

�
�
˚ .l/.F /G

1

@vi
F
pi

�
.aCi /

�
:

We easily see that HlC1.F;G/ 2 Sl .[l
kD1Ik/, and so using the induction hypoth-

esis we obtain

1f�>0gjEG˚
.l/.F /HlC1.F;G/j

	 Cl jj˚ jj11f�>0gEGjHlC1.F;G/jl.1C jpj0/l˘l.F /;

and we just have to bound jHlC1.F;G/jl on f� > 0g. But using successively (14)
and (13)

jHlC1.F;G/jl 	 Cl.jGjl jılC1..DlC1F /�1/jl C jDlC1Gjl j.DlC1F /�1/jl ;
	 Cl jGjlC1.1C j.DlC1F /�1/jl/.1C jılC1..DlC1F /�1/jl/:

This finally gives

jEG˚
.l/.F /HlC1.F;G/j 	 Cl jj˚ jj1EGjGjlC1.1C jpj0/l˘lC1.F /: (22)

So we just have to prove a similar inequality for EGŒ˚
.l/.F /G.DlC1F /�1�lC1.

This reduces to consider

X
i2IlC1

1�lC1;i
pi .b

�
i /EG1OJ;i

.V.i//

�
˚ .l/.F /G

1

@vi
F

�
.b�i / (23)
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since the other term can be treated similarly. Consequently, we just have to bound

jEG1OJ;i
.V.i//

�
˚ .l/.F /G

1

@vi
F

�
.b�i /j:

Since all variables satisfy (4), we obtain from Lebesgue Theorem, using the nota-
tion (5)

EG1OJ;i
.V.i//

�
˚ .l/.F /G

1

@vi
F

�
.b�i /

D lim
"!0EG1OJ;i

.V.i//˚
.l/.f J .V.i/; bi � "//

�
gJ

1

@vi
f J

�
.V.i/; bi � "/:

To shorten the notation, we write simply F.bi � "/ D f J .V.i/; bi � "/.
Now one can prove that if U 2 Sl 0.[lC1

kD1Ik/ for 1 	 l 0 	 l then 8i 2 IlC1,
U.bi �"/ 2 Sl 0.[l

kD1Ik/ and jU.bi �"/jl 0 	 jU jl 0 . We deduce then that 8i 2 IlC1
F.bi � "/ 2 SlC1.[l

kD1Ik/ and that .G 1
@vi

F
/.bi � "/ 2 Sl .[l

kD1Ik/ and from

induction hypothesis

jEG˚
.l/.F.bi � "//1OJ;i

.G
1

@vi
F
/.bi � "/j

	 Cl jj˚ jj1EGfjG.bi � "/jl j 1

@vi
F.bi � "/

jl.1C jpj0/l˘l.F.bi � "//g;

	 Cl jj˚ jj1EG jGjl j 1

@vi
F

jl.1C jpj0/l˘l.F /:

Putting this in (23) we obtain

ˇ̌
ˇ̌
ˇ̌EG

X
i2IlC1

1�lC1;i
1OJ;i

�
˚ .l/.F /G

1

@vi
F
pi

�
.b�i /

ˇ̌
ˇ̌
ˇ̌

	 Cl jj˚ jj1EG

8<
:jGjl.1C jpj0/l˘l .F /

X
i2IlC1

1�lC1;i
jpi j1j 1

@vi
F

jl
9=
; ;

	 Cl jj˚ jj1EGfjGjl.1C jpj0/lC1˘l .F /j.DlC1F /�1jlg: (24)

Finally plugging (22) and (24) in (21)

jEG.˚
.lC1/.F /G/j 	 Cl jj˚ jj1

�
EGjGjlC1.1C jpj0/l˘lC1.F /

CEG jGjl.1C jpj0/lC1˘l .F /j.DlC1F /�1jl
�
;

	 Cl jj˚ jj1EGjGjlC1.1C jpj0/lC1˘lC1.F /;
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and inequality (17) is proved for l C 1. This achieves the first part of the proof of
Theorem 1.

It remains to prove (19). We assume that ! 2 f� > 0g.
Let 1 	 k 	 l . We first notice that combining (13) and (14), we obtain

jık.F /jk�1 	 jF jk .1C ˇ̌
Dk lnp.k/

ˇ̌
1/;

since p.k/ only depends on the variables Vi ; i 2 Ik . So we deduce the bound

ˇ̌
ık..DkF /

�1/
ˇ̌
k�1 	 ˇ̌

.DkF /
�1 ˇ̌

k
.1C jlnpj1/: (25)

Now we have

j.DkF /�1jk�1 D
X
i2Ik

1�k;i

ˇ̌
ˇ̌ 1

@vi
F

ˇ̌
ˇ̌
k�1

From (15) with �.x/ D 1=x

ˇ̌
ˇ̌ 1

@vi
F

ˇ̌
ˇ̌
k�1

	 Ck
.1C jF jk�1

k
/

�k
;

and consequently

j.DkF /�1jk�1 	 Ck
.1C jF jk�1

k
/

�k
: (26)

Moreover, we have, using successively (13) and (26),

j.DkF /�1jk D j.DkF /�1jk�1 C jDk.DkF /�1jk�1;

	 Ck

�
.1CjF jk�1

k
/

�k C .1CjDkF jk�1
k

/

�kC1

�
;

	 Ck
.1CjF jk�1

k
CjDkF jk�1

k
/

�kC1 :

Putting this in (25)

ˇ̌
ık..DkF /

�1/
ˇ̌
k�1 	 Ck

.1C jF jk�1
k

C jDkF jk�1
k

/

�kC1
.1C jlnpj1/: (27)

Finally from (26) and (27), we deduce

˘l .F / 	 Cl
.1C jlnpj1/l
� l.lC2/

lY
kD1

.1C jF jk�1k C jDkF jk�1k /2;

and Theorem 1 is proved. ut
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3 Stochastic Equations with Jumps

3.1 Notations and Hypotheses

We consider a Poisson point process p with measurable state space .E;B.E//. We
refer to Ikeda and Watanabe [9] for the notation. We denote by N the counting
measure associated to p so Nt .A/ WD N..0; t/ � A/ D #fs < t Ips 2 Ag. The
intensity measure is dt � d�.a/ where � is a sigma-finite measure on .E;B.E//
and we fix a non-decreasing sequence .En/ of subsets of E such that E D [nEn,
�.En/ < 1 and �.EnC1/ 	 �.En/CK for all n and for a constant K > 0.

We consider the one-dimensional stochastic equation

Xt D x C
Z t

0

Z
E

c.s; a;Xs�/dN.s; a/C
Z t

0

g.s;Xs/ds: (28)

Our aim is to give sufficient conditions on the coefficients c and g in order to prove
that the law of Xt is absolutely continuous with respect to the Lebesgue measure
and has a smooth density. We make the following assumptions on the coefficients c
and g.

H1. We assume that the functions c and g are infinitely differentiable with respect
to the variables .t; x/ and that there exist a bounded function c and a constant g, such
that

8.t; a; x/ jc.t; a; x/j 	 c.a/.1C jxj/; sup
lCl 0�1

j@l 0t @lxc.t; a; x/j 	 c.a/I
8.t; x/ jg.t; x/j 	 g.1C jxj/; sup

lCl 0�1
j@l 0t @lxg.t; x/j 	 gI

We assume moreover that
R
E c.a/d�.a/ < 1.

Under H1, (28) admits a unique solution.
H2. We assume that there exists a measurable function Oc W E 7! RC such thatR

E Oc.a/d�.a/ < 1 and

8.t; a; x/ j@xc.t; a; x/.1C @xc.t; a; x//
�1j 	 Oc.a/:

To simplify the notation, we take Oc D c. Under H2, the tangent flow associated to
(28) is invertible. At last we give a non-degeneracy condition which will imply (16).
We denote by ˛ the function

˛.t; a; x/ D g.t; x/ � g.t; x C c.t; a; x//C .g@xc C @tc/.t; a; x/: (29)

H3. We assume that there exists a measurable function ˛ W E 7! RC such that

8.t; a; x/ j˛.t; a; x/j � ˛.a/ > 0;
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8n
Z
En

1

˛.a/
d�.a/ < 1 and lim inf

n

1

�.En/
ln

�Z
En

1

˛.a/
d�.a/

�
D � < 1:

We give in the following some examples where E D .0; 1� and ˛.a/ D a.

3.2 Main Results and Examples

Following the methodology introduced in Bally and Clément [2], our aim is to
bound the Fourier transform of Xt , OpXt

.	/, in terms of 1=j	j, recalling that ifR
R j	jqj OpXt

.	/jd	 < 1, for q > 0, then the law of Xt is absolutely continuous and
its density is CŒq�. This is done in the next proposition. The proof of this proposition
relies on an approximation of Xt which will be given in the next section.

Proposition 3. Assuming H1, H2 and H3 we have for all n;L 2 N�

j OpXt
.	/j 	 Ct;L

�
e��.En/t=.2L/ C 1

j	jLAn;L
�
;

with An;L D �.En/
L.
R
En

1
˛.a/

d�.a//L.LC2/.

From this proposition, we deduce our main result.

Theorem 2. We assume that H1, H2 and H3 hold. Let q 2 N , then for t>16�.qC2/
.qC1/2, the law ofXt is absolutely continuous with respect to the Lebesgue measure
and its density is of class Cq . In particular if � D 0, the law of Xt is absolutely
continuous with respect to the Lebesgue measure and its density is of class C1 for
every t > 0.

Proof. From Proposition 3, we have

j OpXt
.	/j 	 Ct;L

�
e��.En/t=2L C 1

j	jLAn;L
�
:

Now 8k; k0 > 0, if t=2L > k� , we deduce from H3 that for n � nL

t=2L >
k

�.En/
ln

�Z
En

1

˛.a/
d�.a/

�
C k ln�.En/

k0�.En/

since the second term on the right-hand side tends to zero. This implies

e�.En/t=2L >

�Z
En

1

˛.a/
d�.a/

�k
�.En/

k=k0 :

Choosing k D L.L C 2/ and k=k0 D L, we obtain that for n � nL and t=2L >

L.LC 2/�
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e�.En/t=2L > An;L:

and then

j OpXt
.	/j 	 Ct;L

�
e��.En/t=2L C 1

j	jL e�.En/t=2L

�
;

	 Ct;L

�
1

Bn.t/
C Bn.t/

j	jL
�
;

with Bn.t/ D e�.En/t=2L. Now recalling that �.En/ < �.EnC1/ 	 K C �.En/,
we have Bn.t/ < BnC1.t/ 	 KtBn.t/. Moreover, since Bn.t/ goes to infinity with
n we have

1fj�jL=2�BnL
.t/g D

X
n�nL

1fBn.t/�j�jL=2<BnC1.t/g:

But if Bn.t/ 	 j	jL=2 < BnC1.t/, j OpXt
.	/j 	 Ct;L=j	jL=2 and so

Z
j	jqj OpXt

.	/jd	 D
Z
j�jL=2<BnL.t/

j	jqj OpXt
.	/jd	 C

Z
j�jL=2�BnL

.t/

j	jqj OpXt
.	/jd	;

	 Ct;L;nL
C
Z
j�jL=2�BnL

.t/

j	jq�L=2d	:

For q 2 N , choosing L such that L=2 � q > 1, we obtain
R j	jq j OpXt

.	/jd	 < 1
for t=2L > L.L C 2/� and consequently the law of Xt admits a density Cq for
t > 2L2.LC2/� and L > 2.qC1/, that is t > 16�.qC1/2.qC2/ and Theorem 2
is proved. ut

We end this section with two examples

Example 1. We take E D .0; 1�, �� D P
k�1 1

k� ı1=k with 0 < 
 < 1 and En D
Œ1=n; 1�. We have [nEn D E, �.En/ D Pn

kD1 1
k� and ��.EnC1/ 	 ��.En/C 1.

We consider the process .Xt / solution of (28) with c.t; a; x/ D a and g.t; x/ D
g.x/ assuming that the derivatives of g are bounded and that jg0.x/j � g > 0. We

have
R
E
ad��.a/ D P

k�1 1
k�C1 < 1 so H1 and H2 hold. Moreover, ˛.t; a; x/ D

g.x/ � g.x C a/ so ˛.a/ D ga. Now
R
En

1
a

d��.a/ D Pn
kD1 k1��, which is

equivalent as n, go to infinity to n2��=.2� 
/. Now we have

1

��.En/
ln

�Z
En

1

˛.a/
d��.a/

�
D ln.g

Pn
kD1 k1��/Pn
kD1 1

k�

Ïn!1 C
ln.n2��/
n1��

! 0;

and then H3 is satisfied with � D 0. We conclude from Theorem 2 that 8t > 0, Xt
admits a density C1.
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In the case 
 D 1, we have �1.En/ D Pn
kD1 1k Ïn!1 ln n then

1

�1.En/
ln

�Z
En

1

˛.a/
d�1.a/

�
D ln.g

Pn
kD1 1/Pn

kD1 1k
Ïn!1 1;

and this gives H3 with � D 1. So the density of Xt is regular as soon as t is large
enough. In fact it is proved in Kulik [12] that under some appropriate conditions the
density of Xt is not continuous for small t .

Example 2. We take the intensity measure �� as in the previous example and we
consider the process .Xt / solution of (28) with g D 1 and c.t; a; x/ D ax. This
gives c.a/ D a and ˛.a/ D a. So the conclusions are similar to example 1 in both
cases 0 < 
 < 1 and 
 D 1. But in this example we can compare our result to the
one given by Ichikawa and Kunita [10]. They assume the condition

lim inf
u!0

1

uh

Z
jaj�u

a2d�.a/ > 0; .?/

for some h 2 .0; 2/. Here we have

Z
jaj�u

a2d�.a/ D
X
k�1=u

1

k2C�
Ïu!0

u1C�

1C 

:

So if 0 < 
 < 1, .?/ holds and their results apply. In the case 
 D 1, .?/ fails and
they do not conclude. However, in our approach we conclude that the density of Xt
is Cq for t > 16.q C 2/.q C 1/2.

The next section is devoted to the proof of Proposition 3.

3.3 Approximation of Xt and Integration by Parts Formula

In order to bound the Fourier transform of the process Xt solution of (28), we will
apply the differential calculus developed in Sect. 2. The first step consists in an
approximation of Xt by a random variable XNt which can be viewed as an element
of our basic space S0. We assume that the process .XNt / is solution of the discrete
version of (28)

XNt D x C
Z t

0

Z
EN

c.s; a;XNs�/dN.s; a/C
Z t

0

g.s;XNs /ds: (30)

Since �.EN / < 1, the number of jumps of the process XN on the interval .0; t/
is finite and consequently we may consider the random variable XNt as a function
of these jump times and apply the methodology proposed in Sect. 2. We denote by
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.JNt / the Poisson process defined by JNt D N..0; t/; EN / D #fs < t Ips 2 EN g
and we note .T N

k
/k�1 its jump times. We also introduce the notation �N

k
D pTN

k
.

With these notations, the process solution of (30) can be written

XNt D x C
JN

tX
kD1

c.T Nk ; �
N
k ; X

N

TN
k
�/C

Z t

0

g.s;XNs /ds: (31)

We will not work with all the variables .T N
k
/k but only with the jump times .T n

k
/

of the Poisson process J nt , where n < N . In the following we will keep n fixed
and we will make N go to infinity. We note .T N;n

k
/k the jump times of the Poisson

process JN;nt D N..0; t/; ENnEn/ and �n;N
k

D p
T

n;N
k

. Now we fix L 2 N�, the

number of integration by parts and we note tl D t l=L, 0 	 l 	 L. Assuming that
J ntl � J ntl�1

D ml for 1 	 l 	 L, we denote by .T n
l;i
/1�i�ml

the jump times of J nt
belonging to the time interval .tl�1; tl /. In the following we assume that ml � 1,
8l . For i D 0 we set T n

l;0
D tl�1 and for i D ml C 1, T n

l;mlC1 D tl . With these
definitions we choose our basic variables .Vi ; i 2 Il/ as

.Vi ; i 2 Il/ D .T nl;2iC1; 0 	 i 	 Œ.ml � 1/=2�/: (32)

The �-algebra which contains the noise which is not involved in our differential
calculus is

G D �f.J ntl /1�l�LI .T nl;2i /1�2i�ml ;1�l�LI .T N;n
k

/kI .�Nk /kg: (33)

Using some well-known results on Poisson processes, we easily see that condi-
tionally on G the variables .Vi / are independent and for i 2 Il the law of Vi
conditionally on G is uniform on .T n

l;2i
; T n
l;2iC2/ and we have

pi .v/ D 1

T n
l;2iC2 � T n

l;2i

1.Tn
l;2i

;T n
l;2iC2

/.v/; i 2 Il ; (34)

Consequently, taking ai D T n
l;2i

and bi D T n
l;2iC2 we check that hypothesis H0

holds. It remains to define the localizing sets .�l;i /i2Il
.

We denote
hnl D tl � tl�1

2ml
D t

2Lml

and nl D Œ.ml � 1/=2�:We will work on the G measurable set

�nl D [nl

iD0fT nl;2iC2 � T nl;2i � hnl g; (35)

and we consider the following partition of this set:
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�l;0 D fT nl;2 � T nl;0 � hnl g;
�l;i D \ikD1fT nl;2k � T nl;2k�2 < h

n
l g \ fT nl;2iC2 � T nl;2i � hnl g; i D 1; : : : ; nl :

After L � l iterations of the integration by parts we will work with the variables
Vi ; i 2 Il so the corresponding derivative is

DlF D
X
i2Il

1�l;i
@Vi
F D

X
i2Il

1�l;i
@T n

l;2iC1
F:

If we are on �n
l

then we have at least one i such that tl�1 	 T n
l;2i

< T n
l;2iC1 <

T n
l;2iC2 	 tl and T n

l;2iC2�T n
l;2i

� hn
l
:Notice that in this case 1�l;i

jpi j1 	 .hn
l
/�1

and roughly speaking this means that the variable Vi D T n
l;2iC1 gives a sufficiently

large quantity of noise. Moreover, in order to perform L integrations by parts we
will work on

� nL D \LlD1�nl (36)

and we will leave out the complementary of � nL : The following lemma says that on
the set � nL we have enough noise and that the complementary of this set may be
ignored.

Lemma 1. Using the notation given in Theorem 1 one has

(i) jpj0 WD max1�l�L
P
i2Il

1�l;i
jpi j1 	 2L

t
J nt ,

(ii) P..� nL /
c/ 	 L exp.��.En/t=2L/.

Proof. As mentioned before 1�l;i
jpi j1 	 .hn

l
/�1 D 2Lml=t 	 2L

t
J nt and so we

have (i). In order to prove (ii) we have to estimate P..�n
l
/c/ for 1 	 l 	 L: We

denote sl D 1
2
.tl C tl�1/ and we will prove that fJ ntl � J nsl � 1g � �n

l
: Suppose

first that ml D J ntl � J ntl�1
is even. Then 2nl C 2 D ml : If T n

l;2iC2 � T n
l;2i

< hn
l

for
every i D 0; : : : ; nl then

T nl;ml
� tl�1 D

nlX
iD0
.T nl;2iC2 � T nl;2i / 	 .nl C 1/ � t

2Lml
	 t

4L
	 sl � tl�1

so there are no jumps in .sl ; tl /: Suppose now that ml is odd so 2nl C 2 D ml C 1

and T n
l;2nlC2 D tl : If we have T n

l;2iC2 � T n
l;2i

< hn
l

for every i D 0; : : : ; nl ; then
we deduce

nlX
iD0
.T nl;2iC2 � T nl;2i / < .nl C 1/ � t

2Lml
<
ml C 1

ml

t

4L
	 t

2L
;

and there are no jumps in .sl ; tl/: So we have proved that fJ ntl �J nsl � 1g � �n
l

and
since P.J ntl � J nsl D 0/ D exp.��.En/t=2L/ the inequality (ii) follows. ut

Now we will apply Theorem 1, with FN D XNt , G D 1 and ˚�.x/ D ei�x.
So we have to check that FN 2 SLC1.[L

lD1Il/ and that condition (16) holds.
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Moreover, we have to bound jFN jl�1
l

and jDlFN jl�1
l

, for 1 	 l 	 L. This needs
some preliminary lemma.

Lemma 2. Let v D .vi /i�0 be a positive non-increasing sequence with v0 D 0 and
.ai /i�1 a sequence of E. We define Jt .v/ by Jt .v/ D vi if vi 	 t < viC1 and we
consider the process solution of

Xt D x C
JtX
kD1

c.vk ; ak ; Xvk�/C
Z t

0

g.s;Xs/ds: (37)

We assume that H1 holds. Then Xt admits some derivatives with respect to vi and
if we note Ui .t/ D @vi

Xt and Wi .t/ D @2vi
Xt , the processes .Ui .t//t�vi

and
.Wi .t//t�vi

solve, respectively,

Ui .t/D ˛.vi ; ai ; Xvi�/C
JtX

kDiC1

@xc.vk; ak;Xvk�/Ui .vk�/C
Z t

vi

@xg.s;Xs/Ui .s/ds;

(38)

Wi .t/ D ˇi .t/C
JtX

kDiC1
@xc.vk ; ak ; Xvk�/Wi .vk�/C

Z t

vi

@xg.s;Xs/Wi .s/ds;

(39)
with

˛.t; a; x/ D g.t; x/ � g.t; x C c.t; a; x//C g.t; x/@xc.t; a; x/C @t c.t; a; x/;

ˇi .t/ D @t˛.vi ; ai ; Xvi�/C @x˛.vi ; ai ; Xvi�/g.vi ; Xvi�/�@xg.vi ; Xvi /Ui .vi /

C
JtX

kDiC1

@2xc.vk; ak;Xvk�/.Ui .vk�//2 C
Z t

vi

@2xg.s;Xs/.Ui .s//
2ds:

Proof. If s < vi , we have @vi
Xs D 0. Now we have

Xvi� D x C
vi�1X
kD1

c.vk ; ak; Xvk�/C
Z vi

0

g.s;Xs/ds;

and consequently
@vi
Xvi� D g.vi ; Xvi�/:

For t > vi , we observe that

Xt D Xvi� C
JtX
kDvi

c.vk ; ak ; Xvk�/C
Z t

vi

g.s;Xs/ds;

this gives
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@vi
Xt D g.vi ; Xvi�/C g.vi ; Xvi�/@xc.vi ; ai ; Xvi�/C @tc.vi ; ai ; Xvi�/

� g.vi ; Xvi
/C

JtX
kDiC1

@xc.vk ; ak ; Xvk�/@vi
Xvk�

C
Z t

vi

@xg.s;Xs/@vi
Xsds:

Remarking that Xvi
D Xvi�C c.vi ; ai ; Xvi�/, we obtain (38). The proof of (39) is

similar and we omit it. ut
We give next a bound forXt and its derivatives with respect to the variables .vi /.

Lemma 3. Let .Xt / be the process solution of (37). We assume that H1 holds and
we note

nt .c/ D
JtX
kD1

c.ak/:

Then we have:
sup
s�t

jXt j 	 Ct .1C nt .c//ent .c/:

Moreover 8l � 1, there exist some constants Ct;l and Cl such that 8.vki
/iD1;:::;l

with t > vkl
, we have

sup
vkl
�s�t

j@vk1
: : : @vkl�1

Ukl
.s/j C sup

vkl
�s�t

j@vk1
: : : @vkl�1

Wkl
.s/j

	 Ct;l.1C nt .c//
Cl eClnt .c/:

We observe that the previous bound does not depend on the variables .vi /.

Proof. We just give a sketch of the proof. We first remark that the process .et /
solution of

et D 1C
JtX
kD1

c.ak/evk� C g

Z t

0

esds;

is given by et D QJt

kD1.1C c.ak//egt . Now from H1, we deduce for s 	 t

jXsj 	 jxj C
JsX
kD1

c.ak/.1C jXvk�j/C
Z s

0

g.1C jXuj/du;

	 jxj C
JtX
kD1

c.ak/C gt C
JsX
kD1

c.ak/jXvk�j C
Z s

0

gjXujdu;

	
 

jxj C
JtX
kD1

c.ak/C gt

!
es



26 V. Bally and E. Clément

where the last inequality follows from Gronwall lemma. Then using the previous
remark

sup
s�t

jXsj 	 Ct .1C nt .c//

JtY
kD1

.1C c.ak// 	 Ct .1C nt .c//e
nt .c/: (40)

We check easily that j˛.t; a; x/j 	 C.1 C jxj/c.a/, and we get successively from
(38) and (40)

sup
vkl
�s�t

jUkl
.s/j 	 Ct .1CjXvkl

�j/c.akl
/.1Cnt .c//ent .c/ 	 Ct .1Cnt .c//2e2nt .c/:

Putting this in (39), we obtain a similar bound for supvkl
�s�t jWkl

.s/j and we end
the proof of Lemma 3 by induction since we can derive equations for the higher
order derivatives of Ukl

.s/ and Wkl
.s/ analogous to (39). ut

We come back to the process .XNt / solution of (30). We recall that FN D XNt
and we will check that FN satisfies the hypotheses of Theorem 1.

Lemma 4. (i) We assume that H1 holds. Then 8l � 1, 9Ct;l ; Cl independent of N
such that

jFN jl C jDlFN jl 	 Ct;l

�
.1CNt .c//eNt .c/

�Cl

;

with Nt .c/ D R t
0

R
E
c.a/dN.s; a/.

(ii) Moreover, if we assume in addition that H2 and H3 hold and that ml D J ntl �
J ntl�1

� 1, 8l 2 f1; : : : ; Lg, then we have 81 	 l 	 L, 8i 2 Il

j@Vi
FN j �

�
e2Nt .c/Nt .1En

1=˛/
��1 WD �n

and (16) holds.

We remark that on the non-degeneracy set � nL given by (36) we have at least one
jump on .tl�1; tl /, that isml�1, 8l2f1; : : : ; Lg. Moreover, we have � nL �f�n>0g.

Proof. The proof of (i) is a straightforward consequence of Lemma 3, replacing

nt .c/ by
PJN

t

pD1 c.�Np / and observing that

JN
tX

pD1
c.�Np / D

Z t

0

Z
EN

c.a/dN.s; a/ 	
Z t

0

Z
E

c.a/dN.s; a/ D Nt .c/:

Turning to (ii) we have from Lemma 2
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@TN
k
XNt D ˛.T Nk ; �

N
k ; X

N

TN
k
�/C

JN
tX

pDkC1
@xc.T

N
p ; �

N
p ; X

N

TN
p �/@TN

k
XN
TN

p �

C
Z t

TN
k

@xg.s;X
N
s /@TN

k
Xsds:

Assuming H2, we define .Y Nt /t and .ZNt /t as the solutions of the equations

Y Nt D 1C
JN

tX
pD1

@xc.T
N
p ; �

N
p ; X

N

TN
p �/YTN

k
� C

Z t

0

@xg.s;X
N
s /Y

N
s ds;

ZNt D 1 �
JN

tX
pD1

@xc.T
N
p ; �

N
p ; X

N

TN
p �/

1C @xc.T Np ; �
N
p ; X

N

TN
p �/

ZTN
k
� �

Z t

0

@xg.s;X
N
s /Z

N
s ds:

We have Y Nt �ZNt D 1, 8t � 0 and

jY Nt j 	 etgeNt .1EN
c/ 	 eNt .c/; jZNt j D

ˇ̌
ˇ̌ 1
Y Nt

ˇ̌
ˇ̌ 	 eNt .c/:

Now one can easily check that

@TN
k
XNt D ˛.T Nk ; �

N
k ; X

N

TN
k
�/Y

N
t Z

N

TN
k

;

and using H3 and the preceding bound it yields

j@TN
k
XNt j � e�2Nt .c/˛.�Nk /:

Recalling that we do not consider the derivatives with respect to all the variables
.T N
k
/ but only with respect to .Vi / D .T n

l;2iC1/l;i with n < N fixed, we have
81 	 l 	 L and 8i 2 Il

j@Vi
XNt j � e�2Nt .c/

0
@
Jn

tX
pD1

1

˛.�np/

1
A
�1

D
�

e2Nt .c/Nt .1En
1=˛/

��1
;

and Lemma 4 is proved. ut
With this lemma we are at last able to prove Proposition 3.

Proof. From Theorem 1 we have since � nL � f�n > 0g

1� n
L

jEG˚
.L/.FN /j 	 CLjj˚ jj11� n

L
EG.1C jp0j/L˘L.FN /:
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Now from Lemma 1 (i) we have

jp0j 	 2LJ nt =t

and moreover we can check that j lnpj1 D 0. So we deduce from Lemma 4

˘L.F
N / 	 Ct;L

�
L.LC2/
n

�
.1CNt .c//e

Nt .c/
�CL

	 Ct;LNt .1En
1=˛/L.LC2/

�
.1CNt .c//eNt .c/

�CL

:

This finally gives

jE1� n
L
˚ .L/.FN /j

	 jj˚ jj1Ct;LE
�
.JNt /

LNt .1En
1=˛/L.LC2/

�
.1CNt .c//eNt .c/

�CL

�
: (41)

Now we know from a classical computation (see e.g., [2]) that the Laplace transform
of Nt .f / satisfies

Ee�sNt .f / D e�t˛f .s/; ˛f .s/ D
Z
E

.1 � e�sf .a//d�.a/: (42)

From H1, we have
R
E
c.a/d�.a/ < 1, so we deduce using (42) with f D c that,

8q > 0
E
�
.1CNt .c//eNt .c/

�q 	 Ct;q < 1:

Since J nt is a Poisson process with intensity t�.En/, we have 8q > 0

E.J nt /
q 	 Ct;q�.En/

q:

Finally, using once again (42) with f D 1En
1=˛, we see easily that 8q > 0

ENt .1En
1=˛/q 	 Ct;q

�Z
En

1

˛.a/
d�.a/

�q
:

Turning back to (41) and combining Cauchy–Schwarz inequality and the previous
bounds, we deduce

jE1� n
L
˚ .L/.FN /j 	 jj˚ jj1Ct;L�.En/L

�Z
En

1

˛.a/
d�.a/

�L.LC2/

D jj˚ jj1Ct;LAn;L: (43)
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We are now ready to give a bound for OpXN
t
.	/. We have OpXN

t
.	/ D E˚�.F

N /,

with ˚�.x/ D ei�x . Since ˚ .L/
�
.x/ D .i	/L˚�.x/, we can write j OpXN

t
.	/j D

jE˚ .L/
�
.FN /j=j	jL and consequently we deduce from (43)

j OpXN
t
.	/j 	 P..� nL /

c/C Ct;LAn;L=j	jL:

But from Lemma 1 (ii) we have

P..� nL /
c/ 	 Le��.En/t=.2L/

and finally

j OpXN
t
.	/j 	 CL;t

�
e��.En/t=.2L/ C An;L=j	jL

�
:

We achieve the proof of Proposition 3 by letting N go to infinity, keeping n fixed.
ut
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A Laplace Principle for a Stochastic Wave
Equation in Spatial Dimension Three

Vı́ctor Ortiz-López and Marta Sanz-Solé

Abstract We consider a stochastic wave equation in spatial dimension three, driven
by a Gaussian noise, white in time and with a stationary spatial covariance. The
free terms are non-linear with Lipschitz continuous coefficients. Under suitable
conditions on the covariance measure, Dalang and Sanz-Solé [7] have proved the
existence of a random field solution with Hölder continuous sample paths, jointly in
both arguments, time and space. By perturbing the driving noise with a multiplica-
tive parameter "2 �0; 1�, a family of probability laws corresponding to the respective
solutions to the equation is obtained. Using the weak convergence approach to large
deviations developed in (A weak convergence approach to the theory of large devi-
ations [10]), we prove that this family satisfies a Laplace principle in the Hölder
norm.

Keywords Large deviation principle � Stochastic partial differential equations �
Wave equation

MSC (2010): 60H15, 60F10

1 Introduction

We consider the stochastic wave equation in spatial dimension d D 3

8̂
<̂
ˆ̂:

�
@2

@t2
�

�
u.t; x/ D �

�
u.t; x/

� PF .t; x/C b
�
u.t; x/

�
; t 2�0; T �;

u.0; x/ D v0.x/;
@
@t

u.0; x/ D Qv0.x/; x 2 R3;
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Facultat de Matemàtiques, Universitat de Barcelona, Gran Via de les Cortes Catalanes 585, 08007,
Spain
e-mail: vortize@ub.edu, marta.sanz@ub.edu

D. Crisan (ed.), Stochastic Analysis 2010, DOI 10.1007/978-3-642-15358-7 3,
c� Springer-Verlag Berlin Heidelberg 2011

31

vortize@ub.edu
marta.sanz@ub.edu
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where  denotes the Laplacian on R3. The coefficients � and b are Lipschitz con-
tinuous functions and the process PF is the formal derivative of a Gaussian random
field, white in time and correlated in space. More precisely, for any d � 1, let
D.RdC1/ be the space of Schwartz test functions and let � be a non-negative and
non-negative definite tempered measure on Rd . Then, on some probability space,
there exists a Gaussian process F D �

F.'/; ' 2 D.RdC1/
�

with mean zero and
covariance functional

E
�
F.'/F. /

� D
Z

RC

ds
Z

Rd

�.dx/.'.s/ 
 Q .s//.x/; (2)

where Q .s/.x/ D  .s/.�x/ and the notation “
” means the convolution operator.
As has been proved in [5], the process F can be extended to a martingale mea-
sureM D �

Mt .A/; t � 0;A 2 Bb.Rd /
�
, where Bb.Rd / denotes the set of bounded

Borel sets of Rd .
For any '; 2 D.Rn/, define the inner product

h'; iH D
Z

Rn

�.dx/.' 
 Q /.x/

and denote by H the Hilbert space obtained by the completion of D.Rn/ with
the inner product h�; �iH. Using the theory of stochastic integration with respect
to martingale measures (see for instance [16]), the stochastic integral Bt .h/ WDR t
0

ds
R

Rd h.y/M.ds; dy/ is well defined, and for any h 2 H with khkH D 1,
the process .Bt .h/; t 2 Œ0; T �/ is a standard Wiener process. In addition, for
any fixed t 2 Œ0; T �, the mapping h ! Bt .h/ is linear. Thus, the process
.Bt ; t 2 Œ0; T �/ is a cylindrical Wiener process on H (see [9] for a definition of
this notion). Let .ek; k � 1/ be a complete orthonormal system of H. Clearly,
Bk.t/ WD R t

0
ds
R

Rd ek.y/M.ds; dy/, k � 1, defines a sequence of independent,
standard Wiener processes, and we have the representation

Bt D
X
k�1

Bk.t/ek: (3)

Let Ft , t 2 Œ0; T �, be the �-field generated by the random variables .Bk.s/; s 2
Œ0; t �; k � 1/. .Ft /-predictable processes ˚ 2 L2.˝ � Œ0; T �IH/ can be integrated
with respect to the cylindrical Wiener process .Bt ; t 2 Œ0; T �/, and the stochastic
integral

R t
0 ˚.s/dBt coincides with the Itô stochastic integral with respect to the

infinite dimensional Brownian motion .Bk.t/; t 2 Œ0; T �; k � 1/,
P
k�1

R t
0
h˚.s/;

ekiHdBk.t/.
We shall consider the mild formulation of (1),

u.t; x/ D w.t; x/C
X
k�1

Z t

0

hG.t � s; x � �/�.u.s; �//; ek.�/iHdBk.s/

C
Z t

0

ŒG.t � s/ 
 b.u.s; �//�.x/ds; (4)
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t 2 Œ0; T �, x 2 R3. Here

w.t; x/ D
�

d

dt
G.t/ 
 v0

�
.x/C .G.t/ 
 Qv0/.x/;

and G.t/ D 1
4	t
�t , where �t denotes the uniform surface measure (with total mass

4�t2) on the sphere of radius t .

Throughout the paper, we consider the following set of assumptions.

(H)

1. The coefficients � , b are real Lipschitz continuous functions.
2. The spatial covariance measure � is absolutely continuous with respect to

Lebesgue measure, and the density is f .x/ D '.x/jxj�ˇ , x 2 R3nf0g. The
function ' is bounded and positive, ' 2 C1.R3/, r' 2 Cı

b
.R3/ (the space of

bounded and Hölder continuous functions with exponent ı 2�0; 1�) and ˇ 2�0; 2Œ.
3. The initial values v0, Qv0 are bounded and such that v0 2 C2.R3/, rv0 is bounded

andv0 and Qv0 are Hölder continuous with degrees �1; �2 2�0; 1�, respectively.

We remark that the assumptions on � imply

sup
t2Œ0;T �

Z
R3

jF.G.t//.	/j2�.d	/ < 1; (5)

where F denotes the Fourier transform operator and � D F�1� . This is a relevant
condition in connection with the definition of the stochastic integral with respect to
the martingale measureM ([4]).

The set of hypotheses (H) are used in Chap. 4 of [7] to prove a theorem on exis-
tence and uniqueness of solution to (4) and the properties of the sample paths.
More precisely, under a slightly weaker set of assumptions than (H) (not requir-
ing boundedness of the functions v0, Qv0, rv0), Theorem 4.11 in [7] states that for
any q 2 Œ2;1Œ, ˛ 2�0; �1 ^ �2 ^ 2�ˇ

2
^ 1Cı

2
Œ, there exists C > 0 such that for

.t; x/; .Nt ; y/ 2 Œ0; T � �D,

E.ju.t; x/ � u.Nt ; y/jq/ 	 C.jt � Nt j C jx � yj/˛q; (6)

whereD is a fixed bounded domain of R3. Consequently, a.s., the stochastic process
.u.t; x/; .t; x/ 2 Œ0; T � �D/ solution of (4) has ˛-Hölder continuous sample paths,
jointly in .t; x/.

The reason for strengthening the assumptions of [7] is to ensure that

sup
.t;x/2Œ0;T ��R3

jw.t; x/j < 1 (7)

(see Hypothesis 4.1 and Lemma 4.2 in [8]), a condition that is needed in the proof of
Theorem 2.3 below. This is in addition to (4.19) in [7], which provides an estimate
of a fractional Sobolev norm of the function w.
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We notice that in [7], the mild formulation of (1) is stated using the stochastic
integral developed in [6]. Recent results by Dalang and Quer-Sardanyons (see [8],
Proposition 2.11 and Proposition 2.6 (b)) show that this formulation is equivalent
to (4).

In this paper, we consider the family of stochastic wave equations

u".t; x/ D w.t; x/C p
"
X
k�1

Z t

0

hG.t � s; x � �/�.u.s; �//; ek.�/iHdBk.s/

C
Z t

0

ŒG.t � s/ 
 b.u".s; �//�.x/ds; (8)

"2 �0; 1�, and we establish a large deviation principle for the family .u"; "2 �0; 1�/
in a Polish space closely related to C˛.Œ0; T ��D/, the space of functions defined on
Œ0; T � �D, Hölder continuous jointly in its two arguments, of degree ˛ 2 I, where

I WD
�
0; �1 ^ �2 ^ 2 � ˇ

2
^ 1C ı

2

	
:

To formulate the large deviation principle, we should consider a Polish space
carrying the probability laws of the family .u"; " > 0/. This cannot be C˛.Œ0; T � �
D/, since this space is not separable. Instead, we consider the space C˛0;0.Œ0; T ��D/
of Hölder continuous functions g of degree ˛0 < ˛, with modulus of continuity

Og.ı/ WD sup
jt�sjCjx�yj<ı

jg.t; s/ � g.s; y/j
.jt � sj C jx � yj/˛0

satisfying limı!0C Og.ı/ D 0. This is a Banach space and C˛.Œ0; T � � D/ �
C˛0;0.Œ0; T � �D/.

In the sequel, we shall denote by .E˛; k � k˛/ the Banach space C˛;0.Œ0; T � �D/
endowed with the Hölder norm of degree ˛, and consider values of ˛ 2 I.

Let HT D L2.Œ0; T �IH/. For any h 2 HT , we consider the deterministic
evolution equation

V h.t; x/ D w.t; x/C
Z t

0

hG.t � s; x � �/�.V h.s; �//; h.s; �/iHds

C
Z t

0

h
G.t � s/ 
 b.V h.s/

i
.x/ ds: (9)

The second term on the right-hand side of this equation can be written as

X
k�1

Z t

0

hG.t � s; x � �/�.V h.s; �//; ek.�/iHhk.s/ ds;

with hk.t/ D hh.t/; ekiH, t 2 Œ0; T �, k � 1.
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Existence and uniqueness of solution of (9) can be proved in a similar (but easier)
way than for (4). This will be obtained in the next section as a by-product of Theo-
rem 2.3, where it is also proved that V h 2 E˛. We will denote by G0 W HT �! E˛
the mapping defined by G0.h/ D V h.

For any f 2 E˛, define

I.f / D inf
h2HT WG0.h/Df



1

2
khk2HT

�
(10)

and for any A � E˛, I.A/ D inffI.f /; f 2 Ag.

The main result of this paper is the following theorem.

Theorem 1.1. Assume that the set of hypotheses (H) are satisfied. Then, the family
fu"; "2 �0; 1�g given by (8) satisfies a large deviation principle on E˛ with rate func-
tion I given by (10). That means, for any closed subset F 2 E˛ and any open subset
G 2 E˛,

lim sup
"!0C

" logP.u" 2 F / 	 �I.F /;

lim inf
"!0C

" logP.u" 2 G/ � �I.G/:

In the proof of this theorem, we will use the weak convergence approach to large
deviations developed in [10]. An essential ingredient of this method is a variational
representation for a reference Gaussian process (Brownian motion when studying
diffusion processes, or different generalizations of infinite-dimensional Wiener pro-
cess when dealing with stochastic partial differential equations). As it is shown in
[2], a variational representation for an infinite-dimensional Brownian motion along
with a transfer principle based on compactness and weak convergence allows to
derive a large deviation principle for some functionals of this process. This method
has been applied in [3] to establish a large deviation principle to reaction-diffusion
systems considered in [12] and also in several subsequent papers, for instance in
[11,15,17]. We next give the ingredients for the proof of Theorem 1.1 based on this
method.

Variational Representation of Infinite Dimensional Brownian Motion

Let B D .Bk.t/; t 2 Œ0; T �; k � 1/ be a sequence of independent standard
Brownian motions. Denote by P.l2/ the set of predictable processes belonging to
L2.˝ � Œ0; T �/I l2/ and let g be a real-valued, bounded, Borel measurable function
defined on C.Œ0; T �I R1/. Then,

� logE.expŒ�g.B/�/ D inf
u2P.l2/

E

�
1

2
kuk2

L2.Œ0;T �Il2/ C g

�
B C

Z 	
0

u

��
(11)

(see Theorem 2 in [3]).
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Weak Regularity

Denote by PH the set of predictable processes belonging to L2.˝� Œ0; T �/IH/. For
any N > 0, we define

HN
T D fh 2 HT W khkHT

	 N g;
PNH D fv 2 PH W v 2 HN

T ; a:s:g;

and we consider HN
T endowed with the weak topology of HT .

For any v 2 PNH , "2 �0; 1�, let u";v be the solution to

u";v.t; x/ D w.t; x/C p
"
X
k�1

Z t

0

hG.t � s; x � �/�.u";v.s; �//; ek.�/iHdBk.s/

C
Z t

0

hG.t � s; x � �/�.u";v.s; �//; v.s; �/iH ds

C
Z t

0

ŒG.t � s/ 
 b.u";v.s; �//�.x/ds: (12)

We will prove in Theorem 2.3 that this equation has a unique solution and that
u";v 2 E˛ with ˛ 2 I.

Consider the following conditions:

(a) The set fV h; h 2 HN
T g is a compact subset of E˛, where V h is the solution of

(9).
(b) For any family .v"; " > 0/ � PNH that converges in distribution as " ! 0 to

v 2 PNH , as HN
T -valued random variables, we have

lim
"!0 u";v

" D V v;

in distribution, as E˛-valued random variables.

Here V v stands for the solution of (9) corresponding to a HN
T -valued random vari-

able v (instead of a deterministic function h). The solution is a stochastic process
fV h.t; x/; .t; x/ 2 Œ0; T � � R3g defined path-wise by (9).

According to [3], Theorem 6 applied to the functional G W C.Œ0; T �I R1/ ! E˛,
G.

p
"B/ WD u" (the solution of (8)), and G0 W HT ! E˛ , G0.h/ WD V h (the solution

of (9)), conditions (a) and (b) above imply the validity of Theorem 1.1.

2 Laplace Principle for the Wave Equation

Following the discussion of the preceding section, the proof of Theorem 1.1 will
consist of checking that conditions (a) and (b) above hold true. As we next show,
both conditions will follow from a single continuity result. Indeed, the set HN

T is a
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compact subset of HT endowed with the weak topology (see [13], Chap. 12, Theo-
rem 4). Thus, (a) can be obtained by proving that the mapping h 2 HN

T 7! V h 2 E˛
is continuous with respect to the weak topology. For this, we consider a sequence
.hn; n � 1/ � HN

T and h 2 HN
T satisfying limn!1 khn � hkw D 0, which means

that for any g 2 HT , limn!1hhn � h; giHT
D 0, and we will prove that

lim
n!1 kV hn � V hk˛ D 0: (13)

As for (b), we invoke Skorohod Representation Theorem and rephrase this con-
dition as follows. On some probability space . N̋ ; NF ; NP/, consider a sequence of
independent Brownian motions NB D f NBk; k � 1g along with the corresponding
filtration . NFt ; t 2 Œ0; T �/, where NFt is the �-field generated by the random vari-
ables . NBk.s/; s 2 Œ0; t �; k � 1/. Furthermore, consider a family of . NFt /-predictable
processes . Nv"; " > 0; Nv/ belonging to L2. N̋ � Œ0; T �IH/ taking values on HN

T , NP
a.s., such that the joint law of .v"; v; B/ (under P ) coincides with that of . Nv"; Nv; NB/
(under NP ) and such that,

lim
"!0 k Nv" � Nvkw D 0; NP � a:s:

as HN
T -valued random variables. Let Nu"; Nv"

be the solution to a similar equation as
(12) obtained by changing v into Nv" and Bk into NBk . Then, we will prove that for
any q 2 Œ0;1Œ,

lim
"!0

NE
����Nu"; Nv" � V Nv

���q
˛

�
D 0; (14)

where NE denotes the expectation operator on . N̋ ; NF ; NP /. Notice that if in (12) we
consider " D 0 and v WD h 2 PNH deterministic, we obtain the equation satisfied by
V h. Consequently, the convergence (13) can be obtained as a particular case of (14).

Therefore, we will focus our efforts on the proof of (14). In the sequel, we shall
omit any reference to the bars in the notation, for the sake of simplicity.

According to Lemma A1 in [1], the proof of (14) can be carried out into two
steps:

1. Estimates on increments

sup
"�1

E
�ˇ̌
ˇ
h
u";v

"

.t; x/ � V v.t; x/
i

�
h
u";v

"

.r; z/ � V v.r; z/
iˇ̌
ˇq
�

	 C Œjt � r j C jx � zj�˛q : (15)

2. Pointwise convergence

lim
"!0E

�
ju";v"

.t; x/ � V v.t; x/jq
�

D 0: (16)

Here, q 2 Œ1;1Œ, .t; x/; .r; z/ 2 Œ0; T � �D and ˛ 2 I.
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Before proving these facts, we will address the problem of giving a rigorous
formulation of (12). As we have already mentioned, the stochastic integral with
respect to .Bk; k � 1/ in (12) is equivalent to the stochastic integral

R t
0

R
R3 G.t � s;

x � y/�.u";v
"
.s; y//M.ds; dy/ considered in the sense of [6]. We recall that such

an integral is defined for stochastic processes Z D .Z.s; �/; s 2 Œ0; T �/ with values
in L2.R3/ a.s., adapted and mean-square continuous, and the integral

vtG;Z.?/ WD
X
k�1

Z t

0

hG.t � s; ? � �/Z.s; �/; ek.�/iHdBk.s/ (17)

satisfies

E
�
kvtG;Zk2

L2.R3/

�
D
Z t

0

ds
Z

R3

d	E.jFZ.s/.	/j2/
Z

R3

�.d�/jFG.t�s/.	��/j2:
(18)

(see [6], Theorem 6).
As a function of the argument x, for any v 2 PNH , the path-wise integral

Z t

0

hG.t � s; x � �/�.u";v.s; �//; v.s; �/iH ds;

is also a well-defined L2.R3/-valued random variable. Indeed, let Z be a stochastic
process satisfying the hypotheses described before. Set

�tG;Z.?/ WD
Z t

0

hG.t � s; ? � �/Z.s; �/; v.s; �/iH ds: (19)

By Cauchy-Schwarz’ inequality applied to the inner product on HT , we have

k�tG;Zk2
L2.R3/

	 N 2

Z
R3

dx
Z t

0

dskG.t � s; x � �/Z.s; �/k2H

D N 2

Z t

0

ds
Z

R3

d	jFZ.s/.	/j2
Z

R3

�.d�/jFG.t � s/.	 � �/j2;

where the last equality is derived following the arguments for the proof of The-
orem 6 in [6]. We recall that this formula is firstly established for Z sufficiently
smooth and by smoothing G by convolution with an approximation of the iden-
tity. The extension of the formula to the standing assumptions is done by a limit
procedure.

From this, we clearly have

E
�
k�tG;Zk2

L2.R3/

�

	 N 2

Z t

0

ds
Z

R3

d	E.jFZ.s/.	/j2/
Z

R3

�.d�/jFG.t � s/.	 � �/j2: (20)
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Remark 2.1. Up to a positive constant, the L2.˝IL2.R3//-norm of the stochastic
integral vtG;Z and the path-wise integral �tG;Z are bounded by the same expression.

Let O be a bounded or unbounded open subset of R3, q 2 Œ1;1Œ, � 2�0; 1Œ. We
denote by W �;q.O/ the fractional Sobolev Banach space consisting of functions
' W R3 ! R such that

k'kW �;q.O/ WD
�
k'kq

Lq.O/ C k'kq�;q;O
� 1

q

< 1;

where

k'k�;q;O D
�Z

O
dx
Z
O

dy
j'.x/� '.y/jq

jx � yj3C�q
� 1

q

:

For any " > 0, we denote by O" the "-enlargement of O, that is,

O" D fx 2 R3 W d.x;O/ < "g:

In the proof of Theorem 2.3 below, we will use a smoothed version of the funda-
mental solution G defined as follows. Consider a function  2 C1.R3I RC/ with
support included in the unit ball, such that

R
R3  .x/dx D 1. For any t 2�0; 1� and

n � 1, set

 n.t; x/ D
�n
t

�3
 
�n
t
x
�
;

and
Gn.t; x/ D . n.t; �/ 
G.t// .x/: (21)

Notice that for any t 2 Œ0; T �, supp Gn.t; �/ � Bt.1C 1
n
/.0/.

Remark 2.2. Since Gn.t/ is smooth and has compact support, vtGn;z
.x/ is well-

defined as a Walsh stochastic integral, and this integral defines a random field
indexed by .t; x/. By Burkholder’s inequality, for any q 2 Œ2;1Œ,

E
�jvtGn;z

.x/jq� 	 CE

�Z t

0

kG.t � s; x � �/Z.s; �/k2H ds

� q
2

:

As for the path-wise integral �tGn;z
.x/, by applying Cauchy-Schwarz’ inequality to

the inner product on HT , we have

E
�j�tGn;z

.x/jq� 	 N qE

�Z t

0

kG.t � s; x � �/Z.s; �/k2H ds

� q
2

:

Hence, as in Remark 2.1, up to a constant, Lq.˝/-estimates for both type of
integrals at fixed .t; x/ 2 Œ0; T � � R3 coincide.

The following proposition is the analogue of Theorem 3.1 in [7] for the path-wise
integral �tG;Z .
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Proposition 2.1. Fix q 2 �3;1Œ and a bounded domain O � R3. Suppose that

�q.ˇ; ı/ WD
�
2 � ˇ

2
^ 1C ı

2

�
� 3

q
> 0

and fix � 2�0; 1Œ, � 2�0; �q.ˇ; ı/ ^ �Œ. Let fZt ; t 2 Œ0; T �g be a L2.R3/-valued,
.Ft /-adapted, mean-square continuous stochastic process. Assume that for some
fixed t 2 Œ0; T �, Z t

0

E
�
kZ.s/kq

W �;q.Ot�s/

�
ds < 1:

We have the following estimates:

E
�
k�tG;Zkq

Lq.O/

�
	 C

Z t

0

E
�
kZ.s/kq

Lq .Ot�s/

�
ds; (22)

E
�
k�tGn;Z

kq
;q;O
�

	 C

Z t

0

E

�
kZ.s/kq

W �;q.O.t�s/.1C
1
n //

�
ds; (23)

E
�
k�tG;Zkq
;q;O

�
	 C

Z t

0

E
�
kZ.s/kq

W �;q.O.t�s//

�
ds: (24)

Consequently,

E
�
k�tG;Zkq

W �;q.O/

�
	 C

Z t

0

E
�
kZ.s/kq

W �;q.O.t�s//

�
ds: (25)

Proof. By virtue of Remark 2.2, we see that the estimate (22) follows from the same
arguments used in [7], Proposition 3.4. We recall that this proposition is devoted
to prove an analogue property for the stochastic integral vtG;Z . In the very same
way, (23) is established using the arguments of the proof of Proposition 3.5 in [7].
Then, as in [7], (24) is obtained from (23) by applying Fatou’s lemma. Finally, (25)
is a consequence of (22), (24) and the definition of the fractional Sobolev norm
k � kW �;q.O/. ut

Next, we present an analogue of Theorem 3.8 [7] for the path-wise integral �tG;Z ,
which gives the sample path properties in the argument t for this integral. As in
Proposition 2.1, O is a bounded domain in R3.

Proposition 2.2. Consider a stochastic process fZt ; t 2 Œ0; T �g, .Ft /-adapted,
with values in L2.R3/, mean-square continuous. Assume that for some fixed q 2
�3;1Œ and � 2� 3

q
; 1Œ,

sup
t2Œ0;T �

E
�
kZ.t/kq

W �;q.OT �t /

�
< 1:

Then, the stochastic process f�tG;Z.x/; t 2 Œ0; T �g, x 2 O, satisfies

sup
x2O

E
�
j�tG;Z.x/ � �

Nt
G;Z.x/j Nq

�
	 C jt � Nt j
 Nq; (26)

for each t; Nt 2 Œ0; T �, any Nq 2�2; qŒ, � 2�0; .� � 3
q
/ ^ .2�ˇ

2
/ ^ .1Cı

2
/Œ.
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Proof. We follow the same scheme as in the proof of [7], Theorem 3.8. To start
with, we should prove an analogue of (3.26) in [7], with v NtGn;Z

, vtGn;Z
replaced

by � NtGn;Z
, �tGn;Z

, respectively. Once again, we apply Remark 2.2, obtaining similar

upper bounds for the L Nq.˝/-moments (up to a positive constant) as for the stochas-
tic integrals considered in the above mentioned reference. More precisely, assume
0 	 t < Nt 	 T ; by applying Cauchy-Schwarz’ inequality to the inner product on
HT , we obtain

E

0
@
ˇ̌
ˇ̌
ˇ
Z Nt
t

hGn.Nt � s; x � �/Z.s; �/; v.s; �/iH ds

ˇ̌
ˇ̌
ˇ
Nq1
A

	 N NqE
 Z Nt�t

0

kGn.s; x � �/Z.Nt � s; �/k2H ds

! Nq
2

;

E

 ˇ̌
ˇ̌Z t

0

h.Gn.Nt � s; x � �/�Gn.t � s; x � �/Z.s; �/; v.s; �/iH ds

ˇ̌
ˇ̌ Nq
!

	 N NqE
�Z t

0

k.Gn.Nt � s; x � �/�Gn.t � s; x � �/Z.s; �/k2H ds

� Nq
2

:

These are, up to a positive constant, the same upper bounds obtained in [7] for the
expressions termed T n1 .t; Nt ; x/ and T n2 .t; Nt ; x/, respectively. After this remark, the
proof follows the same arguments as in [7]. ut

For any t 2 Œ0; T �, a � 1, let KD
a .t/ D fy 2 R3 W d.y;D/ 	 a.T � t/g. For

a D 1, we shall simply write KD.t/; this is the light cone of fT g �D.

In the next theorem, the statement on existence and uniqueness of solution, as
well as (27), extend Theorem 4.3 in [8], while (28) and (29) are extensions of the
inequality (4.24) of Theorem 4.6 and (4.41) of Theorem 4.11 in [7], respectively.
Indeed in the cited references, the results apply to (4), while in the next theorem,
they apply to (12).

Theorem 2.3. Assuming (H), the following statements hold true:
There exists a unique random field solution to (12), fu";v.t; x/; .t; x/ 2 Œ0; T � �

R3g, and this solution satisfies

sup
"2 �0;1�;v2PN

H

sup
.t;x/2Œ0;T ��R3

E .ju";v.t; x/jq/ < 1; (27)

sup
"2 �0;1�;v2PN

H

sup
t2Œ0;T �

E
�
ku";v.t/kq

W ˛;q.KD.t//

�
< 1; (28)

for any q 2 Œ2;1Œ, ˛ 2 I.
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Moreover, for any q 2 Œ2;1Œ and ˛ 2 I, there exists C > 0 such that for
.t; x/; .Nt ; y/ 2 Œ0; T � �D,

sup
"2 �0;1�;v2PN

H

E.ju";v.t; x/ � u";v.Nt ; y/jq/ 	 C.jt � Nt j C jx � yj/˛q: (29)

Thus, a.s., fu";v.t; x/; .t; x/ 2 Œ0; T � � Dg has Hölder continuous sample paths
of degree ˛ 2 I, jointly in .t; x/.

Proof. For the sake of simplicity, we shall consider " D 1 and write uv instead of
u";v.

We start by proving existence and uniqueness along with (27). For this, we will
follow the method of the proof of [8], Theorem 4.3 (borrowed from [14], Theorem
1.2 and [4], Theorem 13). It is based on the Picard iteration scheme:

uv;.0/.t; x/ D w.t; x/;

uv;.nC1/.t; x/ D w.t; x/C
X
k�1

Z t

0

hG.t � s; x � �/�.uv;.n/.s; �//; ek.�/iHdBk.s/

C
Z t

0

hG.t � s; x � �/�.uv;.n/.s; �//; v.s; �/iH ds

C
Z t

0

ŒG.t � s/ 
 b.uv;.n/.s; �//�.x/ ds; n � 0: (30)

The steps of the proof are as follows. Firstly, we check that

sup
v2PN

H

sup
.t;x/2Œ0;T ��R3

E
�
juv;.n/.t; x/jq

�
< 1; (31)

and then
sup
n�0

sup
v2PN

H

sup
.t;x/2Œ0;T ��R3

E
�
juv;.n/.t; x/jq

�
< 1: (32)

Secondly, by setting

Mn.t/ WD sup
.s;x/2Œ0;t ��R3

E
�
juv;.nC1/.s; x/ � uv;.n/.s; x/jq

�
; n � 0;

we prove

Mn.t/ 	 C

Z t

0

Mn�1.s/
�
1C

Z
R3

�.d	/jFG.t � s/.	/j2
�

ds: (33)

With these facts, we conclude that .uv;.n/.t; x/; n � 0/ converges uniformly in .t; x/
in Lq.˝/ to a limit uv.t; x/, which satisfies (12) with " D 1.



A Laplace Principle for a Stochastic Wave Equation in Spatial Dimension Three 43

In comparison with the proof of Theorem 4.3 in [8], establishing (31)–(33)
requires additionally the analysis of the term given by the path-wise integral

Iv;.nC1/ WD
Z t

0

hG.t � s; x � �/�.uv;.n/.s; �//; v.s; �/iH ds; n � 0: (34)

This is done as follows. We assume that (31) holds true for some n � 0. This is
definitely the case for n D 0 (see (7)). By applying Cauchy-Schwarz inequality on
the Hilbert space HT , and since kvkHT

	 N a.s., we have

E

 ˇ̌
ˇ̌Z t

0

hG.t � s; x � �/�.uv;.n/.s; �//; v.s; �/iH ds

ˇ̌
ˇ̌q
!

	 N qE

�Z t

0

���G.t � s; x � �/�.uv;.n/.s; �//
���2
H

ds

� q
2

:

Notice that, by applying Burkholder’s inequality to the stochastic integral term
in (30), we obtain

E

0
@
ˇ̌
ˇ̌
ˇ̌
X
k�1

Z t

0

hG.t � s; x � �/�.uv;.n/.s; �//; ek.�/iHdBk.s/

ˇ̌
ˇ̌
ˇ̌
q1
A

	 CE

�Z t

0

���G.t � s; x � �/�.uv;.n/.s; �//
���2
H

ds

� q
2

:

Thus, as has already been mentioned in Remark 2.2, up to a positive constant,
Lq.˝/ estimates of the stochastic integral and of the path-wise integral Iv;.nC1/
lead to the same upper bounds.

This simple but important remark yields the extension of properties (31)–(33),
which are valid for (4), as is proved in Theorem 4.3 in [8], to (12) with " D 1 and
actually, for any "2 �0; 1�. In fact, those properties can be proved to hold uniformly
in "2 �0; 1�.

Let us now argue on the validity of (28). We will follow the programme of
Sect. 4.2 in [7], taking into account the new term

Z t

0

hG.t � s; x � �/�.uv.s; �//; v.s; �/iH ds

of (12) (with " D 1) that did not appear in [7]. This consists of the following steps.
Firstly, we need an extension of Proposition 4.3 in [7]. This refers to an approx-

imation of the localized version of (12) on a light cone. In the approximating
sequence, the fundamental solution G of the wave equation is replaced by a
smoothed version Gn defined in (21). Going through the proof of that Proposition,
we see that for the required extension, the term
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Mn.t/ WD E
�
kvtGn;Z

� vtG;Zkq
Lq.KD

a .t//

�
;

with Z.s; y/ D �.uv.s; y//1KD
a .s/

.y/, should be replaced by

QMn.t/ WD E
�
kvtGn;Z

� vtG;Zkq
Lq.KD

a .t//

�
C E

�
k�tGn;Z

� �tG;Zkq
Lq.KD

a .t//

�
;

where we have used the notation introduced in (17), (19). Then, we should prove
that limn!1 QMn.t/ D 0. This is carried out by considering first the case q D 2.
By Remark 2.1, it suffices to have limn!1Mn.t/ D 0 for q D 2, and this fact is
proved in [7], Proposition 4.3.

To extend the convergence to any q 2�2;1Œ, we must establish that for some
fixed n0 > 0,

sup
n�n0

E
����tGn;Z

��q
Lq.KD

a .t//

�
< 1 (35)

a result that holds true for vtGn;Z
. Once more, the first step in the proof of (35)

consists in obtaining the upper bound

E
����tGn;Z

��q
Lq.KD

a .t//

�
	 CE

Z t

0

ds
Z
KD

a .t//

dxE
�kGn.t � s; x � �/Z.s; �/kqH

�
:

(36)
This follows easily by applying first Cauchy-Schwarz’ inequality to the inner prod-
uct on HT and then Hölder’s inequality. Once we have (36), we can obtain (35) by
following the steps of the proof of Proposition 3.4 in [7].

The last ingredient for the proof of (28) consist of the extension of Theorem 4.6 in
[7]. This requires the following additional arguments. Firstly, using similar notations
as in that reference, we set

Rm;�;Dn .t/ D E
�
kuv;.m/n .t/kq

W �;q.KD
a .t//

�
;

where uv;.m/n .t; x/ stands for the mth Picard iteration of a similar equation as (12)
with G replaced by the smoothed version Gn. In comparison with [7], in order to
check that supn;m�1R

m;�;D
n < 1, we have to study the additional term

Tm;�;D;3n .t/ WD E

�
k�t
Gn;�.u

v;.m/
n /1

KD
a

kq
W �;q.KD

a .t//

�

and more specifically to check that

Tm;�;D;3n .t/ 	 C1 C C2

Z t

0

ds Rm�1;�;Dn .s/; (37)

for some positive constants C1, C2.
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This property holds true when Tm;�;D;3n .t/ is replaced by

E

�
kvt
Gn;�.u

v;.m/
n /1

KD
a

kq
W �;q.KD

a .t//

�

(see the arguments on page 42 of [7] based upon Proposition 3.5 of this reference).
In a similar way, (37) follows from Proposition 2.1 and more precisely from (23).

This completes the proof of (28).

An important consequence of (28) is the following. For any t > 0, a.s., the
sample paths of .u";v.t:x/1KD .t/.x/; x 2 R3/ are ˛-Hölder continuous with ˛ 2 I.
In addition, for any q 2 Œ2;1Œ,

sup
"2 �0;1�;v2PN

H

sup
t2Œ0;T �

E .ju";v.t; x/ � u";v.t; y/jq/ 	 C jx � yj˛q ; (38)

for any x; y 2 KD.t/, ˛ 2 I. Hence, in order to prove (29), it remains to establish
that for any q 2 Œ2;1Œ and ˛ 2 I, there exists C > 0 such that for every t; Nt 2
Œ0; T �,

sup
"2 �0;1�;v2PN

H

sup
x2D

E .ju";v.t; x/ � u";v.Nt ; x/jq/ 	 C jt � Nt j˛q; (39)

For this, we will follow the steps of Sect. 4.3 in [7] devoted to the analysis of the
time regularity of the solution to (4) and get an extension of Theorem 4.10.

As in the first part of the proof, we consider the case " D 1. The additional
required ingredient consists of showing that

E

�ˇ̌
ˇ̌Z t

0

hG.t � s; x � �/�.uv.s; �//1KD.s/.�/; v.s; �/iH ds

�
Z Nt
0

hG.Nt � s; x � �/�.uv.s; �//1KD.s/.�/; v.s; �/iH ds

ˇ̌
ˇ̌
ˇ
q!

	 C jt � Nt j˛q ; (40)

uniformly in x 2 D.
Remark that the stochastic process

fZ.s; y/ WD �.uv.s; y//1KD.s/.y/; .s; y/ 2 Œ0; T � � R3g;

satisfies the assumptions of Proposition 2.2 with O D D and arbitrarily large q.
This fact is proved in Theorem 4.10 in [7]. Thus, (40) follows from that Proposition.

Going through the arguments, it is easy to realize that for uv;", we can get uniform
estimates in "2 �0; 1� and v 2 PNH , and therefore (39) holds true. This ends the proof
of (29) and of the Theorem. ut
Remark 2.3. In connection with conclusion (4.8) of Theorem 4.1 in [7], we notice
that property (27) implies
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sup
"2 �0;1�;v2PN

H

sup
t2Œ0;T �

E
�
ku";v.t/kq

Lq.KD.t//

�
< 1:

The estimates on increments described in (15) are a consequence of (29). Indeed,
as has been already mentioned, for any v 2 PNH , the stochastic process V v is the
solution to the particular (12) obtained by setting " D 0.

Proposition 2.4. Assume (H). Consider a family .v"; " > 0/ � PNH and v 2 PNH
such that a.s.,

lim
"!0 kv" � vkw D 0:

Then, for any .t; x/ 2 Œ0; T � �D and any q 2 Œ2;1Œ,

lim
"!0E

�
ju";v"

.t; x/ � V v.t; x/jq
�

D 0: (41)

Proof. We write

u";v
"

.t; x/ � V v.t; x/ D
4X
iD1

T "i .t; x/;

with

T "1 .t; x/ D
Z t

0

h
G.t � s/ 


�
b.u";v

"

.s; �// � b.V v.s; �//
�i
.x/ ds;

T "2 .t; x/ D
Z t

0

D
G.t � s; x � �/

h
�.u";v

"

.s; �// � �.V v.s; �//
i
; v".s; �/

E
H

ds;

T "3 .t; x/ D
Z t

0

hG.t � s; x � �/�.V v.s; �//; v".s; �/ � v.s; �/iH ds;

T "4 .t; x/ D p
"
X
k�1

Z t

0

hG.t � s; x � �/�.u";v"

.s; �//; ek.�/iHdBk.s/:

Fix q 2 Œ2;1Œ. Hölder’s inequality with respect to the measure on Œ0; t �� R3 given
by G.t � s; dy/ds, along with the Lipschitz continuity of b yield

E
�jT "1 .t; x/jq� 	

�Z t

0

ds
Z

R3

G.s; dy/

�q�1

�
Z t

0

sup
.r;z/2Œ0;s��R3

E
�
ju";v"

.r; z/ � V v.r; z/jq
��Z

R3

G.s; dy/

�
ds

	 C

Z t

0

sup
.r;z/2Œ0;s��R3

E
�
ju";v"

.r; z/� V v.r; z/jq
�

ds
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To study T "2 .t; x/, we apply Cauchy-Schwarz’ inequality to the inner product on
H and then Hölder’s inequality with respect to the measure on Œ0; t � � R3 given
by jFG.s/.	/j2ds �.d	/. Notice that this measure can also be written as ŒG.s/ 

QG.s/�.x/�.dx/ds. The Lipschitz continuity of � along with (5) and the property

sup" kv"kHT
	 N imply

E
�jT "2 .t; x/jq� 	 E

�Z t

0

���G.t � s; x � �/
h
�.u";v

"

.s; �// � �.V v.s; �//
i���2

H
ds

�q
2

�
�Z t

0

kv".s; �/k2Hds

� q
2

	 CE

�Z t

0

���G.t � s; x � �/
h
�.u";v

"

.s; �// � �.V v.s; �//
i���2

H
ds

� q
2

	 C

�Z t

0

ds
Z

R3

�.d	/jFG.t � s/.	/j2
� q

2�1

�
Z t

0

sup
.r;z/2Œ0;s��R3

E
�
ju";v"

.r; z/� V v.r; z/jq
�

�
�Z

R3

�.d	/jFG.s/.	/j2
�

ds

	 C

Z t

0

sup
.r;z/2Œ0;s��R3

E
�
ju";v"

.r; z/� V v.r; z/jq
�

ds:

For any .t; x/ 2 Œ0; T � � R3, the stochastic process

fG.t � s; x � y/�.V v.s; y//; .s; y/ 2 Œ0; T � � R3g

satisfies the property

sup
v2PN

H

sup
s2Œ0;T �

E
�kG.t � s; x � �/�.V v.s; �//kqH

�
< 1: (42)

Indeed, by applying (27) to the particular case " D 0, we get

sup
v2PN

H

sup
.t;x/2Œ0;T ��R3

E .jV v.t; x/jq/ < 1: (43)

Then, we apply Hölder’s inequality with respect to the measure on R3 given by
jFG.t � s/.	/j2�.d	/, along with the linear growth property of � , and we obtain
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E
�kG.t � s; x � �/�.V v.s; �//kqH

� 	 C

�Z
R3

jFG.t � s/.	/j2�.d	/
� q

2

�
 
1C sup

.s;y/2Œ0;T ��R3

E
�jV v.s; y/jq�

!
:

With (5) and (43), we have (42).
From (42), it follows that fG.t�s; x�y/�.V v.s; y/; .s; y/ 2 Œ0; T ��R3g takes

its values in HT , a.s. Since lim"!0 kv" � vkw D 0, a.s.,

lim
"!0

ˇ̌
ˇ̌Z t

0

hG.t � s; x � �/�.V v.s; �//; v".s; �/ � v.s; �/iH ds

ˇ̌
ˇ̌ D 0:

Applying (42) and bounded convergence, we see that the above convergence takes
place in Lq.˝/ as well. Thus,

lim
"!0E

�jT "3 .t; x/jq� D 0:

By the Lq estimates of the stochastic integral and (27), we have

E

0
@
ˇ̌
ˇ̌
ˇ̌
X
k�1

Z t

0

hG.t � s; x � �/�.u";v"

.s; �//; ek.�/iHdBk.s/

ˇ̌
ˇ̌
ˇ̌
q1
A

D E

�Z t

0

kG.t � s; x � �/�.u";v"

.s; �//k2HT
ds

� q
2

	
�Z t

0

ds
Z

R3

�.d	/jFG.t � s/.	/j2
� q

2
�1

�
Z t

0

 
1C sup

.r;z/2Œ0;s��R3

E
�
ju";v"

.r; z/jq
�!�Z

R3

�.d	/jFG.s/.	/j2
�

ds

	 C

Z t

0

 
1C sup

.r;z/2Œ0;s��R3

E
�
ju";v"

.r; z/jq
�!

ds

	 C:

This yields
lim
"!0 E

�jT "4 .t; x/jq� D 0:

We end the proof of the Proposition by applying the usual version of Gronwall’s
lemma.
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Notice that we have actually proved the stronger statement

lim
"!0 sup

.t;x/2Œ0;T ��R3

E
�
ju";v"

.t; x/ � V v.t; x/jp
�

D 0: (44)

ut
Proof of Theorem 1.1. As has been argued, it suffices to check the validity of (15) and
(16). These statements follow from Theorem 2.3 and Proposition 2.4, respectively.

ut
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Intertwinned Diffusions by Examples

Xue-Mei Li

Abstract We discuss the geometry induced by pairs of diffusion operators on two
states spaces related by a map from one space to the other. This geometry led us to
an intrinsic point of view on filtering. This will be explained plainly by examples, in
local coordinates and in the metric setting. This article draws largely from the books
On the geometry of diffusion operators and stochastic flows [11] and The Geometry
of Filtering [13], and aims to have a comprehensive account of the geometry for a
general audience.

Keywords Linear and equi-variant connections � stochastic differential equations �
geometry of diffusion operators

MSC (2010): 60Hxx, 60Dxx

1 Introduction

Let p be a differentiable map from a manifold N to M which intertwines a diffu-
sion operator B on N with another diffusion operator, A on M , that is .Af / ı p D
B.f ı p/ for a given function f from M to R. Suppose that A is elliptic and f
is smooth. It is stated in [11] that this intertwining pair of operators determines a
unique horizontal lifting map h from TM to TN which is induced by the symbols
of A and B and the image of the lifting map determines a subspace of the tan-
gent space to N and is called the associated horizontal tangent space and denoted
by H . The condition that A is elliptic can be replaced by cohesiveness, that is,
the symbol �A W T �xM ! TxM has constant non-zero rank and A is along the
image of �A. If A is of the form, A D 1

2

Pm
iD1LXiLXi C LX0 , it is cohesive if

spanfX1.x/; : : : ; Xm.x/g is of constant rank and contains X0.x/. Throughout this
paper, we assume that A is cohesive.
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For simplicity, we assume that the B-diffusion does not explode. The pair of
intertwining operators induces the splitting of TN in the case that B is elliptic or
the splitting of Tp�1ŒIm.�A/� D ker.Tup/˚Hu. Hence, a diffusion operator A in
Hörmander form has a horizontal lift AH , operator onN , through the horizontal lift
of the defining corresponding vector fields. For operators not in Hörmander form,
an intrinsic definition of horizontal lift can also be defined by the lift of its symbols
and another associated operator ıA from the space of differential forms to the space
of functions and such that ıA.df / D Af . In this case, the diffusion operator B
splits and B D AH C BV where BV acts only on the vertical bundle, which leads
to computation of the conditional distribution of the B diffusion given A diffusion.
We describe this in a number of special cases.

This work was inspired by an observation for gradient stochastic flows. Let

dxt D X.xt / ı dBt CX0.xt /dt

be a gradient stochastic differential equations (SDEs). As usual, .Bt / is an Rm val-
ued Brownian motion. The bundle map X W Rm � M ! TM is induced by an
isometric embedding map f W M ! Rm. Define Y.x/ WD df .x/ W TxM ! Rm

and
hX.x/e; vi WD he; Y.x/.v/i:

Then, kerX.x/ is the normal bundle �M and ŒkerX.x/�? corresponds to the tan-
gential bundle. It was observed by Itô that the solution is a Brownian motion, that
is the infinitesimal generator of the solutions is 1

2
�. It was further developed in

[6] that if we choose an orthonormal basis feig of Rm and define the vector fields
Xi .x/ D X.x/.e/, then the SDE now written as

dxt D
mX
iD1

Xi .xt / ı dB it CX0.xt /dt (1)

and the Itô correction term
PrX i .X i / vanishes. In [16], this observation is used

to prove a Bismut type formula for differential forms related to gradient Brownian
flow, in [18] to obtain an effective criterion for strong 1-completeness, and in [17] to
obtain moment estimates for the derivative flow T 	t of the gradient SDEs. The key
observation was that for each i either rXi or Xi vanishes, and if T 	t .v/ is the
derivative flow for the SDE, T 	t .v/ is in fact the derivative in probability of the
solution 	t .x/ at x in the direction v satisfying

==td.==
�1
t vt / D

mX
iD1

rXi .vt / ı dB it C rX0.vt /dt:

where ==t .�/ W T�0
M ! T�t

M denotes the stochastic parallel translation corre-
sponding to the Levi-Civita connection along a path � which is defined almost surely
for almost all continuous paths. Consider the Girsanov transform

Bt ! Bt C
Z t

0

X
i

hrvs
Xi ; vsixs

jvs j2xs

eids
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and
R t
0

P
i

hrvsXi ;vsixs

jvs j2xs

eids D R t
0

.rvsX/
�.vs/

jvs j2xs

ds. Let Qxt and Qvt be the correspond-

ing solutions to the above two SDEs. Then Ejvt jpxt
D Ej Qvt jpQxt

Gt where Gt is the
Girsanov density. It transpires that the transformation does not change (1). Since
jvt jp D jv0jpGteap

t .xt /, where at is a term only depending on xt not on vt , see (18)
in [18] Ejvt jp D Eea

p
t . Qxt / D Eea

p
t .xt /. In summary, the exponential martingale

term in the formula for jvt jp can be considered as the Radon–Nikodym derivative
of a new measure given by a Cameron–Martin transformation on the path space and
this Cameron–Martin transformation has no effect on the x-process.

Letting Fxs D �f	s.x/ W 0 	 s 	 tg, Ef==�1t vt jFxt g satisfies [7],

d

dt
==�1t Wt D �1

2
==�1t .�/Ric#.Wt /dt

where Ricx W TxM ! TxM is the linear map induced by the Ricci tensor. The
process Wt is called damped stochastic parallel translation, and this observation
allows us to give pointwise bounds on the conditional expectation of the derivative
flow. Together with an intertwining formula

dPt .v/ D Edf .T 	t .v//;

this gives an intrinsic probabilistic representation for dPtf D Edf .Wt / and leads
to

jrPtf j.x/ 	 jPt .rf /jLp .x/.EjWt jq/ 1
q .x/

and rjPtf j.x/ 	 jdf jL1EjWt j.x/, which in the case of the Ricci curvature is
bounded below by a positive constant that leads to:

jrPt j.x/ 	 e�Ct jPt .rf /jLp .x/

and
rjPtf j.x/ 	 jdf jL1e�Ct ;

respectively.
If the Ricci curvature is bounded below by a function �, one has the following

pointwise bound on the derivative of the heat semigroup:

jrPt j.x/ 	 jPt .rf /jLp .x/
�
Ee�q=2

R t
0 
.xs/ds

� 1
q :

See [19] for an application, and [4, 5, 20, 22] for interesting work associated with
differentiation of heat semi-groups.

It turns out that the discussion for the gradient SDE is not particular to the gradi-
ent system. Given a cohesive operator, the same consideration works provided that
the linear connection, equivalently stochastic parallel transport or horizontal lifting
map, we use is the correct one.

To put the gradient SDE into context we introduce a diffusion generator on GLM,
the general linear frame bundle of M . Let �it be the partial flow of Xi and let XGi
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be the vector field corresponding to the flow fT �it .u/ W u 2 GLMg. Let

B D 1

2

X
LXG

i
LXG

i
C LXG

0
:

Then B is over A, the generator of SDE (1). The symbol of A is X�.x/X.x/ and
likewise there is a similar formulation for �B and hu D XGL.u/Y.�.u// where
Y.x/ is the partial inverse of X.x/ and XG.e/ D P

XGi he; eii.
Open Question. Let Wd be the Wasserstein distance on the space of probability

measures onM associated to the Riemannian distance function, show that if

Wd .P
�
t �;P

�
t �/ 	 ectWd .�; �/;

the same inequality holds true for the Riemannian covering space of M . Note that
if this inequality is obtained by an estimate through lower bound on the Ricci
curvature, the same inequality holds on the universal covering space. It would be
interesting to see a direct transfer of the inequality from one space to the other. On
the other hand, if ecT is replaced by C ect , we do not expect the same conclusion.

2 Horizontal Lift of Vectors and Operators

Let p W N ! M be a smooth map and B, A intertwining diffusions, that is

B.f ı p/ D Af ı p

for all smooth function f W M ! R, with semi-groups Qt and Pt , respectively.
Instead of intertwining, we also say that B is over A.

Note that for some authors intertwining may refer to a more general concept for
operators: AD D D.B C k/, where k is a constant and D an oprator. For example,
if �q is the Laplace–Beltrami operator on differential q-forms over a Riemannian
manifold d� D �1d . The usefulness of such relation comes largely from the rela-
tion between their respective eigenfunctions. For h a smooth positive function, the
following relation .�� 2Lrh/.eh/ D eh.�CV / relates to h-transform and links a
diffusion operator��2Lrh with LCV for a suitable potential function V . See [1]
for further discussion.

It follows that

@

@t
.Ptf ı p/ D @

@t
.Ptf / ı p D A.Ptf / ı p D B.Ptf ı p/:

SincePtf ıp D f ıp at t D 0 andPtf ıp solves @
@t

D B, we have the intertwining
relation of semi-groups:

Ptf ı p D Qt .f ı p/: (2)
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The B diffusion ut is seen to satisfy Dynkin’s criterion for p.ut / to be a Markov
process. This intertwining of semi-groups has come up in other context. The relation
VPt D QtV , where V is a Markov kernel fromN toM , is relates to this one when a
choice of an inverse to p is made. For example, take M to be a smooth Riemannian
manifold andN the orthonormal frame bundle. One would fix a frame for each point
in M . Note that the law of the Horizontal Brownian motion has been shown to be
the law of the Brownian motion and independent of the initial frame [6].

The symbol of an operatorL on a manifoldM is a map from T �M �T �M ! R
such that for f; g W M ! R,

�L.df; dg/ D 1

2
ŒL.fg/ � f Lg � gLf � :

If L D 1
2
aij

@2

@xj @xj
C bk

@
@xk

is an elliptic operator on Rn, its symbol is .aij / which

induces a Riemannian metric .gij / D .aij /
�1 on Rn.

For the intertwining diffusions: p��B D �A, or

Tup ı �B
u ..Tup/

�/ D �A
p.u/;

if the symbols are considered as linear maps from the cotangent to the tangent
spaces. We stress again that throughout this article we assume that A is cohesive,
i.e. �A has constant rank and A is along the distribution E D ImŒ�A�.

There is a unique horizontal lifting map [11] such that now with the symbols
considered as linear maps from the cotangent space to the tangent spaces

hu ı �A
p.u/ D �B

u .Tup/
�:

Let Hu to be the image of hu, called the horizontal distribution. They consists of
image of differential forms of the form �.Tp�/ for � 2 T �M by �B . Note that this
cannot be reduced to the case of A being elliptic because Ex may not give rise to a
submanifold of M .

If an operator L has the Hörmander form representation

L D 1

2

mX
jD1

LXjLXj C LX0 (3)
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Define X.x/ W Rm ! TxM by X.x/ D P
X i .x/ei for feig an orthonormal basis

of Rm. Then

�L
x D 1

2
X.x/X.x/� W T �xM ! TxM:

In the elliptic case, �L induces a Riemannian metric and X�.x/� D Y.x/�#.
An operator L is along a distribution S WD fSx W x 2 M g, where each Sx is

a subspace of TxM , if L D 0 whenever  x.Sx/ D f0g. The horizontal lifts of
tangent vectors induce a horizontal lift of the operator which is denoted as AH .
To define a horizontal lift of a diffusion operator intrinsically, we introduced an
operator ıL. IfM is endowed with a Riemannian metric let L D � be the Laplace–
Beltrami operator, this is d�, the L2 adjoint of d the differential operator d . Then,
d�.f �/ D fd�� C �rf .�/ for � a differential 1-form and f a function, using the
Riemannian metric to define the gradient operator, and� D d�d .

For a general diffusion operator, it was shown in [11] that there is a unique linear
operator ıL W C rC1T �M ! C r.M/ determined by ıL.df / D Lf and ıL.f �/ D
f ıL.�/C df�L.�/. If L has the representation (3),

ıL D 1

2

mX
jD1

LXj �Xj C �X0 :

Here � is the interior product, �v� WD �.v/. The symbol of the operator now plays
the role of the Riemannian metric. For B over A,

ıB.p�.df // D p�.ıAdf /:

There are many operators over A and only one of which, AH , is horizontal. An
operator L is horizontal (respectively vertical) if it is along the horizontal or the
vertical distribution. An operator B is vertical if and only if B.f ı p/ D 0 for all f
and B � AH is a vertical operator.

The foundation of the noise decomposition theorem in [11] depends on the
following decomposition of operator B, when A is cohesive,

B D AH C .B � AH / (4)

and it can be proven that B � AH is a vertical operator.

2.1 In Metric Form

Note that �A gives rise to a positive definite bilinear form on T �M :

h�; ix D �.x/.�A
x . .x///
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and this induces an inner product on Ex :

hu; vix D .�A
x /
�1.u/.v/:

For an orthonormal basis feig of Ex , let e�i D .�A
x /
�1.ei /. Then, e�j �A.e�i / D

.�A
x /
�1.ej /.ei / D hej ; eii and hence

h�; ix D
X
i

hej ; eii�.ei/ .ej / D
X
i

�.ei / .ei /:

Likewise the symbol �AH

induces an inner product on T �N with the property
that h� ı Tp; ı Tpi D h�; i and a metric on H � TN which is the same as
that induced by h from TM. Note that �B D �AH C �BV

, where BV is the vertical
part of B, and ImŒ�BV

� \ H D f0g. Let � be an invariant measure for AH and
�M D p�.�/ the pushed forward measure which is an invariant measure for A.

If A is symmetric,

Z
M

hdf; dgi �M .dx/ D
Z
�A.df; dg/ �M .dx/

D 1

2

Z
ŒA.fg/ � f .Ag/ � g.Af /� �M .dx/

D �
Z
M

fAg d�M .x/:

Hence, A D �d�d and
ıA D �d�

for d� the L2 adjoint. Similarly, we have an L2 adjoint on N and AH D �d�d .
For a 1-form � on M ,

Z
N

h� ı Tp; d.g ı p/id�N D
Z

hd�.� ı Tp/; g ı pid�N

D
Z

hEfd�.� ı Tp/jpg; g ı pid�N

Hence, Efd�.� ı Tp/jpg D .d��/ ı p. Since for u C v 2 H ˚ kerŒTp�, h ı
Tp.u Cv/ D u, every differential form onN induces a form � D  ı h such that
 D �.T�/ when restricted to H , hence Efd� /jpg D .d�. ı h// ı p.

2.2 On the Heisenberg Group

A Lie group is a group G with a manifold structure such that the group multiplica-
tion G � G ! G and taking inverse are smooth. Its tangent space at the identity



58 X.-M. Li

g can be identified with left invariant vector fields on G, X.a/ D TLaX.e/ and we
denote A� the left invariant vector field with value A at the identity. The tangent
space TaG at a can be identified with g by the derivative TLa of the left translation
map. Let ˛t D exp.tA/ be the solution flow to the left invariant vector field TLaA
whose value at 0 is the identity then it is also the flow for the corresponding right
invariant vector field: P̨s D d

dt jtDs exp.t�s/A expsA D TR˛s
A. Then ut D a exp.tA/

is the solution flow through a.
Consider the Heisenberg group G whose elements are .x; y; z/ 2 R3 with group

product

.x1; y1; z1/.x2; y2; z2/ D .x1 C x2; y1 C y2; z1 C z2 C 1

2
.x1y2 � x2y1//:

The Lie bracket operation is Œ.a; b; c/; .a0; b0; c0/� D .0; 0; ab0 � a0b/. Note that for
X; Y 2 g, eXeY D eXCYC 1

2 ŒX;Y �. If A D .a; b; c/, then A� D .a; b; c C 1
2
.xb �

ya//. Consider the projection � W G ! R2 where �.x; y; z/ D .x; y/. Let

X1.x; y; z/ D
�
1; 0;�1

2
y

�
; X2.x; y; z/ D

�
0; 1;

1

2
x

�
;

X3.x; y; z/ D .0; 0;�1/

be the left invariant vector fields corresponding to the standard basis of g. The vector
spacesH.x;y;z/ D spanfX1; X2g D f.a; b; 1

2
.xb �ya//g are of rank 2. They are the

horizontal tangent spaces associated to the Laplacian A D 1
2
. @

2

@x2 C @2

@y2 / on R2 and

the left invariant Laplacian B WD 1
2

P3
iD1LXi

LXi
on G. The vertical tangent space

is f.0; 0; c/g, and there is a a horizontal lifting map from T.x;y/R2:

h.x;y;z/.a; b/ D
�
a; b;

1

2
.xb � ya/

�
:

The horizontal lift of A is the hypo-elliptic diffusion operator AH D 1
2

P2
iD1LXi

LXi
and the horizontal lift of a 2-dimensional Brownian motion, the horizontal

Brownian motion, has its third component the Levy area. In fact for almost surely
all continuous path � W Œ0; T � ! M with �.0/ D 0, we have the horizontal lift
curve:

Q�.t/ D
�
�1.t/; �2.t/;

1

2

Z t

0

�
�1.t/ ı d�2.t/ � �2.t/ ı d�1.t/

��
:

The hypoelliptic semi-groupQt in R3 and the heat semigroup Pt satisfyQt .f ı
�/ D e

1
2 t�f ı � and d.e

1
2 t�f / D Qt .df ı �/ ı h.
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2.3 The Local Coordinate Formulation

Let M be a smooth Riemannian manifold and � W P ! M a principal bundle with
group G acting on the right, of which we are mainly interested in the case when P
is the general linear frame bundle ofM or the orthonormal frame bundle with G the
special general linear group or the special orthogonal group of Rn. For A 2 g,
the Lie algebra of G, the action of the one parameter group exp.tA/ on P induces
the fundamental vector field A� on P . Let VTP be the vertical tangent bundle con-
sisting of tangent vectors in the kernel of the projection T� so the fundamental
vector fields are tangent to the fibres and A 7! A�.u/ is a linear isomorphism from
g to V TuP . At each point, a complementary space, called the horizontal space, can
be assigned in a right invariant way: HTuaP D .Ra/�HTuP .

For the general linear group GL.n/, its Lie algebra is the vector space of all n
by n matrices and the value at a of the left invariant vector field A� is aA. The
Lie bracket is just the matrix commutator, ŒA; B� D AB � BA. Every finite dimen-
sional Lie group is homomorphic to a matrix Lie group by the adjoint map. For
a 2 G, the tangent map to the conjugation � W g 2 G 7! aga�1 2 G induces
the adjoint representation ad.a/ W G ! GL.gI g/. For X 2 g, ��X�.g/ D
TLaTRa�1.X.a�1ga// D TRa�1X.ga/ D .Ra�1/�X.g/ and is left invariant so
ad.a/.A/ D TRa�1X�.a/. The Lie bracket of two left invariant vector fields
ŒX�; Y �� D limt!0 1t .exp.tY /�X��X�/ D limt!0 1t .RetY //�X��X�/ is again a
left invariant vector field and this defines a Lie bracket on g by ŒX; Y �� D ŒX�; Y ��.
The Lie algebra homomorphism induced by a 7! ad.a/ is denoted by Ad W g !
gl.n;R/ is given by AdX .Y / D ŒX; Y �. A tangent vector at a 2 G can be repre-
sented in a number of different ways, notably by the curves of the form a exp.tA/,
exp.tB/a. The Lie algebra elements are related by B D aAa�1 D ad.a/A and
d
dt jtD0A exp.TB/A�1 D ad.A/B so A exp.tB/A�1 D exp.tad.A/B/. The left
invariant vector fields provide a parallelism of TG, and there is a canonical left
invariant 1-form on G, !g.TLg.v// D Ge.v/, determined by �.A�/ D A.

The collection of left invariant vector fields on TP forms also an algebra and
the map A ! A� is a Lie-algebra isomorphism. A horizontal subspace of the tan-
gent space to the principal bundle TP is determined by the kernel of a connection
1-form !, which is a g-value differential 1-form on P such that (i) !.A�/ D A,
for all A 2 g, and (2) .Ra/�! D ad.a�1/!.�/. Here, A� refers to the TP val-
ued left invariant vector field. The first condition means that the connection 1-form
restricts to an isomorphism from V TP to g and the second is a compatibility con-
dition following from that the fundamental vector field corresponding to ad.a�1/A
is .Ra/�A�. The kernel of ! is right invariant since !ua.TRaV / D .Ra/

�!.V / D
ad.a/ !u.V / for any V 2 TuP .

In a local chart ��1.U / with U an open set of M and u 2 ��1.U / !
.�.u/; �.u// the chart map where �.ua/ D �.u/a, the connection map satisfies
!.x;a/.0; B

�/ D B for B� the left invariant vector field of G corresponding to
B 2 g and

!.x;a/.v; B
�.a// D ad.a�1/.Mxv/C B
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whereMx W TxM ! g is a linear map varying smoothly with x. The trivial connec-
tion for a product manifold M � G would correspond to a choice of Mx with Mx

identically zero and so the horizontal vectors are of the form .v; 0/. The horizontal
tangent space at .x; a/ is the linear space generated by

H.x;a/TP D f.v;�TRa.Mxv//; v 2 TxU; a 2 Gg:

Given a connection on P , for every differentiable path �t on M , through each
frame u0 over �0, there is a unique ut which projects down to �t on M given by
!.Put / D 0. In local coordinates ut D .�t ; gt /, !.Put / D ad.g�1t /!.�t ;e/. P�t ;TR�1gt

Pgt /
and gt�1 PgtCad.g�1t /M�t

P�t D 0. If ut is a lift of xt , then ut ıg is the horizontal lift
of xt through u0g so ut W ��1.�0/ ! ��1.�t / is an isomorphism. This formulation
works for continuous paths. Consider the path of continuous paths over M and a
Brownian motion measure. For almost surely all continuous paths �t , a horizontal
curve exists, as solution to the stochastic differential equation in Stratnovitch form:

dgt D �M�t
.ei /.gt / ı d� it :

Here, .ei / is an orthonormal basis of Rn, and the M	.ei /s are matrices in g and the
solution ut induces a transformation from the fibre at �0 to the fibre at �t .

2.4 The Orthonormal Frame Bundle

Let N D OM be the orthonormal frame bundle with � the natural projection to a
Riemannian manifold M and a right invariant Riemannian metric. Let A D � be
the Laplacian on M and B the Laplacian on N . We may choose the Laplacian B
to be of the form 1

2
LA�

i
LA�

i
C 1

2
LHi

LHi
where Ai are fundamental vector fields

and fHig the standard horizontal vector fields. The horizontal lifting map hu is: v 2
TM 7! .v; 0/. We mention two Hörmander form representation for the horizontal
lift. The first one consists of horizontal lifts of vector fields that defines A. The
second one is more canonical. Let fB.e/; e 2 Rng be the standard horizontal vector
fields on OM determined by �.B.e// D e where � is the canonical form of OM,
that is T�ŒB.e/.u/� D u.e/. Take an orthonormal basis of Rn and obtaining never
vanishing vector fields Hi DW B.ei /, then AH D P

LHi
LHi

and AH is called
the horizontal Laplacian. The two heat semigroupsQt , upstairs, and Pt intertwine:
Qt .f ı �/ D Ptf ı � . Let us observe that if QH

t is the semigroup corresponding
to horizontal Laplacian AH , since dQtf ı T� annihilates the vertical bundle,QH

t

.f ı �/ D Qt .f ı �/ and QH
t restricts to a semigroup on the set of bounded

measurable functions of the form f ı � .
Denote by the semi-group corresponding to the Laplace–Beltrami operators by

the same letters with the supscript one indicates the semi-group on 1-forms, then
dPtfDP 1t d and dQtDQ1

t d , which follows from that the exterior differentiation d
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and the Laplace–Beltrami operator commute. Now

d.Ptf ı �/ D d.Ptf / ı T� D P 1t .df / ı T�:

Similarly, d.Qt .f ı �// D Q1
t .df ı T�/. Now, we represent Qt by the hori-

zontal diffusion which does not satisfy the commutation relation: dAH 6D AHd
in general. Let NWt be the solution to a differential equation involving the Weitzen-
bock curvature operator, see Proposition 3.4.5 in [11], NWt==t D Wt where d

dt
NWt D

�1
2

u�1t Ric#.ut NWt /.

d.QH
t f ı �/.hv/ D d.Ptf /.v/ D Edf . NWtut ı u�10 .v//;

the formula as we explained in the introduction, after conditioning the derivative
flow. Note also that d.QH

t .f ı �// D d.Ptf ı �/ D dPtf ı T� and

d.Ptf /.�/ D Qt .df ı T�/.h�/:

3 Examples

3.1 Diffusions on the Euclidean Space

Take the example that N D R2 and M D R. Any elliptic diffusion operators
on M is of the form a.x/ d2

dx2 and a diffusion operator on N is of the form B D
a.x; y/ d2

dx2 C d.x; y/ d2

dy2 C c.x; y/ d2

dxdy with 4ad > c2 and a > 0. Now, B is over
A implies that a.x; y/ D a.x/ for all y. If a; b; c are constants, a change of variable
of the form x D u and y D .c=2

p
a/uCv transforms B to a2 @

2

@u2 C.d�c2=4a/ @2

@v2 .
In this local coordinates, B and A have a trivial projective relation. In general, we
may seek a diffeomorphism ˚ W .x; y/ 7! .u; v/ so that ˚ intertwines B and QB
where QB is the sum of a2 @

2

@u2 and an operator of the form @2

@v2 . This calculation is
quite messy. However, according to the theory in [11], the horizontal lifting map

v 7! �B.Tp/�.�A/�1.v/ D �B
�v
a
; 0
�T D

�
a c
2

c
2
d

��
v
a

0

�
D
�
v;

c

2a
v
�
:

where p W .x; y/ ! x and Tp is the derivative map and .Tp/� is the correspond-
ing adjoint map. Hence, the lifting of A, as the square of the lifting

p
a d

dx givesp
a
�

d
dx C c

2a
d

dy

�
and resulting the completion of the square procedure and the

splitting of B:

B D a

�
d

dx
C c

2a

d

dy

�2
C
�
d � c2

4a

�
d2

dy2
:
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This procedure trivially generalises to multidimensional case p W RnCp ! Rn with
p.x; y/ D x. If � W RN ! Rm is a surjective smooth map not necessarily of the
form p.x; y/ D x, we may try to find two diffeomorphisms  on RN and � on
Rm and so that p D � ı � �1 if of simple form. The diffusion operators B and A
induce two operators QB and QA. If B and A are intertwining, then so are QB and QA.
Indeed from

QB.gp/.y// D B.gp ı  /. �1.y// D B.g ı ��/. �1.y//
D A.g ı �/.� �1.y// D A.g ı �/.��1p.y// D QAg.p.y//:

This transformation is again not necessary because of the for-mentioned theorem.
In general, [11], if p W Rn � R ! Rn is the trivial projection and B is defined by

Bg.x; y/ D � ij .x/
@2g

@xi@xj
C
X

bk.x; y/
@2g

@y@xk
C c.x; y/

@2g

@y2

with a D .aij / symmetric positive definite and of constant rank, Œb.x; y/�T b.x; y/

	 c.x; y/a.x/, there is a horizontal lift induced by B and � ij .x/ @2g
@xi@xj

given by

h.x;y/.v/ D .v; ha.x/�1b; vi/:

Or even more generally, if p W RmCpCq ! RmCp with A a .m C p/ � .m C p/

matrix andB a .mCp/�q matrix andC a q�q matrix with each column ofB.x; y/
in the image of A, the horizontal lift map is h.x;y/.v/ D .v; BT .x; y/A�1v/.

3.2 The SDE Example and the Associated Connection

Consider SDE (1). For each y 2 M , define the linear map X.y/.e/ W Rm ! TyM

by X.y/.e/ D Pm
iD1Xi .y/he; eii. Let Y.y/ W TyM ! ŒkerX.y/�? be the

right inverse to X.y/. The symbol of the generator A is �A
y D 1

2
X.y/X.y/�,

which induces a Riemannian metric on the manifold in the elliptic case, and a
sub-Riemannian metric in the case of �A being of constant rank .

This map X also induces an affine connection Mr, which we called the LW con-
nection, on the tangent bundle which is compatible with the Riemannian metric it
induced as below. If v 2 Ty0

M is a tangent vector and U 2 � TM a vector field,

. MrvU /.y0/ D X.y0/D.Y.y/U.y//.v/:

At each point y 2 M , the linear map

X.y/ W Rm D kerX.y/˚ ŒkerX.y/�? ! TyM
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induces a direct sum decomposition of Rm. The connection defined above is a metric
connection with the property that

MrvX.e/ � 0; 8e 2 ŒkerX.y0/�?; v 2 Ty0
M:

This connection is the adjoint connection by the induced diffusion pair on the gen-
eral linear frame bundle mentioned earlier. See [9] where it is stated any metric
connection onM can be defined through an SDE, using Narasimhan and Ramanan’s
universal connection.

3.3 The Sphere Example

Consider the inclusion i W Sn ! RnC1. The tangent space to TxSn for x 2 Sn is of
the form:

TxS
n D fv W hx; vi D 0g; hu; vix D hu; viRnC1 :

Let Px be the orthogonal projection of Rn to TxSn:

Px W e 2 RnC1 7! e � he; xi x

jxj2 :

This induces the vector fields Xi .x/ D Px.ei / and the gradient SDE

dxt D
mX
iD1

Pxt
.ei / ı dB it :

For a vector field U 2 � TSn on Sn and a tangent vector v 2 TxS
n, define the

Levi–Civita connection as following:

rvU WD Px..DU /x.v//

D .DU /x.v/� h.DU /x.v/; xi x

jxj2 :

The term
h.DU /x.v/; xi x

jxj2
is actually tensorial since h.DU /x.v/; xi D hU; vi and hence defines the Christoffel
symbols � kij , where

rei
ej D � kij ; .rvU /k D DvU

 C � kij viuj :

Solution to gradient SDE are BMs since rXi
Xi D 0 as observed by Itô. From

tensorial property, get Gauss and Weingarten’s formula,
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.DU /x.v/ D rvU C ˛x.Z.x/; v/; v 2 TxM;U 2 � TM

.D	/x.v/ �A.	.x/; v/C Œ.D	/x.v/�
 ; 	 2 �M

For e 2 Rm, write e D Px.e/C e.x/ and obtain

DvŒPx.e/�CDvŒe � D 0:

Take the tangential part of all terms in the above equation to see that

if e 2 ŒkerX.x0/�?, rvŒPx.e/� D A.v; e.x0// D 0:

3.4 The Pairs of SDEs Example and Decomposition of Noise

In general, if we have p W N ! M and the bundle maps QX W N � Rm ! TN and
X W M � Rm ! TM are p-related: Tp QX.u/ D X.p.u//, let yt D p.ut / for ut the
solution to

dut D QX.ut / ı dBt C QX0.ut /dt:
Then, yt satisfies

dyt D X.yt / ı dBt CX0.yt /dt:

Consider the orthogonal projections at each y 2 M ,

K?.y/ W Rm ! ŒkerX.y/�?; K?.y/ WD Y.y/X.y/

K.y/ W Rm ! kerŒX.y/�; K.y/ WD I � Y.y/X.y/:

Then
dyt D X.yt /K

?.yt / ı dBt CX0.yt /dt (5)

where the term K?.yt / ı dBt captures the noise in yt .
To find the conditional law of yt , we express the SDE for ut use the term

K?.yt / ı dBt . For a suitable stochastic parallel translation [11] that preserves the
splitting of Rm as the kernel and orthogonal kernel ofX.y/, define two independent
Brownian motions

B?t WD
Z s

0

==�1t K?.p.ut //dBt

ˇs WD
Z s

0

==�1t K.p.ut // ı dBt :

See also [10,12]. Assume now the parallel translation on ŒkerX.x/�? is that given
in Sect. 3.2. Since dxt D X.xt /K

?.xt / ı dBt CX0.xt /dt , the following filtrations
are equal:

�fxu W 0 	 u 	 sg D �fB?u W 0 	 u 	 sg:
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The horizontal lifting map induced by the pair .A;B/ is given as following:

hu.v/ D QX.u/Y.�.u/v/; u 2 Tp.u/M:

From which we obtain the horizontal lift XH .u/ of the bundle map X :

XH .u/ D QX.u/K?.p.u//

and it follows that

dut D QX.ut /K?.p.ut // ı dBt C QX.ut /K.p.ut // ı dBt C QX0.ut /dt
D XH .ut / ı dBt C QX.ut /K.p.ut // ı dBt C QX0.ut /dt
D hut

ı dxt C QX.ut /K.p.ut // ı dBt C . QX0 � XH0 /.ut /dt

If this equation is linear in ut , it is possible to compute the conditional expectation
of ut with respect to �fxu W 0 	 u 	 sg as in the derivative flow case (Sect. 2.8
below). This discussion is continued at the end of the article.

3.5 The Diffeomorphism Group Example

If M is a compact smooth manifold and X is smooth we may consider an equation
on the space of smooth diffeomorphisms Diff.M/. Define QX.f /.x/ D X.f .x//

and QX0.f /.x/ D X0.f .x// and consider the SDE on Diff.M/:

dft D QX.ft / ı dBt C QX0.ft /dt

with f0.x/ D x. Then, ft .x/ is solution to dxt D X.xt / ı dBt with initial point x.
Fix x0 2 M , we have a map � W Diff.M/ ! M given by �.f / D f .x0/. Let

B D 1
2
L QXi

L QXi
and A D 1

2
LXi

LXi
. Then,

hf .v/.x/ D QX.f / .Y.f .x0//v/ .x/ D X.f .x//.Y.f .x0//v/:

3.6 The Twist Effect

Consider the polar coordinates in Rn, with the origin removed. Consider the con-
ditional expectation of a Brownian motion Wt on Rn on jWt j where jWt j, and
n-dimensional Bessel Process, n > 1, lives in RC. For n D 2, we are in the sit-
uation that p W R2 ! R given by p W .r; �/ 7! r . The B and A diffusion are
the Laplacians, AH D @2

@r2 . The map p.r; �/ D r2 would result the lifting map

v @
@x

7! . v
2r
; 0/ D v

2r
@
@r

.
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At this stage, we note that if Bt is a one dimensional Brownian motion, lt the
local time at 0 of Bt and Yt D jBt j C `t , a 3-dimensional Bessel process starting
from 0. There is the following beautiful result of Pitman:

Eff .jBt j/j�.Ys W s 	 t/g D
Z 1

0

f .xYt /dx D Vf .Yt /

where V is the Markov kernel: V.x; dz/ D 10�z�x

x
dz [2, 21].

A second example, [11], which demonstrates the twist effect is on the product
space of the circle. Let p W S1 � S1 ! S1 be the projection on the first factor. For
0 < ˛ < 	

4
, define the diffusion operator on S1 � S1:

B D 1

2

�
@2

@x2
C @2

@y2

�
C tan˛

@2

@x@y
:

and the diffusion operator A D 1
2
@2

@x2 on S1. Then,

BV D 1

2
.1 � .tan˛/2/

@2

@y2

AH D 1

2

�
@2

@x2
C .tan ˛/2

@2

@y2

�
C tan ˛

@2

@x@y
:

4 Applications

4.1 Parallel Translation

Let P D GLM, the space of linear frames on M with an assignment of metrics on
the fibres. The connection on P is said to be metric if the parallel translation pre-
serves the metric on the fibres. A connection on P reduces to a connection on the
sub-bundle of oriented orthonormal frame bundles OM, i.e. the horizontal lifting
belongs to OM if and only if it is metric. Let F D P � Rn= � be the associ-
ated vector bundle determined by the equivalent relation Œu; e� � Œug; g�1e� hence
the vector bundle is fueg where e 2 Rn; u 2 P . A section of F corresponds to a
vector field overM . A parallel translation is induced on TM in the obvious way and
given a connection on P let H.e/ be the standard horizontal vector field such that
H.e/u is the horizontal lift through u of the vector u.e/. If e 6D 0, H.e/ are never
vanishing vector fields such that TRa.H.e// D H.a�1e/. The fundamental vector
fields generated by a basis of gl.n;R/ and H.ei / for ei a basis of Rn forms a basis
of TP at any point and gives a global parallelism on TP.

If we have a curve �t with �0 D x and P�0 D v,

rvY D lim
"!0

1

"
Œ==�1" Y.�"/� Y.x/�:



Intertwinned Diffusions by Examples 67

Alternatively, rXY.x/ D u0. QXf / where QX is a horizontal lift of X , f W P ! Rn

is defined by f .u/ D u�1ŒY.�.u//� and

QXf.u0/ D lim
h!0

1

h
.u�1h Y.�h/ � u�10 Y.x//

for uh a horizontal lift of xt starting from u0. Note that the linear mapsMx.e/which
define the connection form on TP are skew symmetric in the case of P D OM and
determine the Christoffel symbols. A vector field Y is horizontal along a curve �t
if r P�.t/Y D limh!0 1h Œ==

�1
h
Y.�h/ � Y.x/� D 0. Define the curvature form to be

the 2-form˝.�;�/ WD d!.Ph�; Ph�/ where Ph is the projection to the horizontal
space. Then, the horizontal part of the Lie bracket of two horizontal vector fields
X; Y is the horizontal lift of Œ�.X/; �.Y /� and its vertical part is determined by
!.ŒX; Y �/ D �2˝.X; Y /.

The horizontal lift map ut can also be thought of solutions to:

dut D
X

H.ei /.ut / ı d�t :

In fact, if Pvt is the horizontal lift of P�t , Pvt D Pn
iD1 h P�t ; eiiH.ei /. Q�t /. Note that,

==t .�/ is not a solution to a Markovian equation, the pair .==t .�/; ut / is. In local
coordinates for vit the ith component of ==t .�/.v/, v 2 T�0

M ,

dvkt D �� ki;j .�t /vjt ı d� it : (6)

If �t is the solution of the SDE dxkt D Xki .xt / ı dB it CXk0 .xt /dt , then

dvkt D �� ki;j .xt /vjt Xki .xt / ı dB it � � ki;j .xt /v
j
t X

k
0 .xt /dt:

4.2 How Does the Choice of Connection Help in the Case
of the Derivative Flow?

One may wonder why a choice of a linear connection removes a martingale term
in a SDE? The answer is that it does not and what it does is the careful choice of
a matrix which transforms the original objects of interest. Recall the differentiation
formula:

d.Ptf /.v/ D Edf .Xvt /

where for each t , Xvt is a vector field with X.x/ D v. The choice of Xvt is by
no means unique. Both the derivative flows and the damped parallel translations are
valid choices and the linear connection which is intrinsic to the SDE leads to the cor-
rect choice. To make this plain, let us now consider Rn as a trivial manifold with the
non-trivial Riemannian metric and affine connection induced by X . In components,
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let Ui be functions on Rn and U D .U1; : : : ; Un/ and x0; v 2 Rn,

. MrvU /k.x0/ D .DUk/x0
.v/C

X
j

hX.x0/D.Y.x/.ej /; eki.v/Uj ek:

The last term determines the Christoffel symbols, c.f. [13].
Given a vector field along a continuous curve, there is the stochastic covariant

differentiation defined for almost surely all paths, given by ODVt D O==t d
dt .

O==t /�1Vt
where O==t is the stochastic parallel translation using the connection Or, the adjoint
connection to Mr to take into account of the torsion effect. Alternatively,

. ODVt /k D d

dt
V kt C � kji .�t /V

j
t ı d� it :

The derivative flow Vt D T 	t .v0/ satisfies the SDE:

ODVt D MrXj .Vt / ı dBjt C MrX0.Vt /dt:

Let NVt D EfVt j xs W 0 	 s 	 T g. Then,

OD NVt D �1
2
. MRic/#. NVt /dt C rX0. NVt /dt:

In the setting of the Wiener space ˝ and I D 		.x0/ the Itô map, let Vt D T It .h/
for h a Cameron Martin vector then

ODVt D MrXj .Vt / ı dBjt C MrX0.Vt /dt CX.xt /. Pht /dt

and the corresponding conditional expectation of the vector field Vt satisfies

OD NVt D �1
2
. MRic/#. NVt /dt C MrX0. NVt /dt CX.xt /. Pht /dt:

This means, O==�1t NVt is differentiable in t and hence a Cameron–Martin vector and
NVt is the induced Bismut-tangent vector by parallel translation.

4.3 A Word About the Stochastic Filtering Problem

Consider the filtering problem for a one dimensional signal process x.t/ transmitted
through a noise channel

dxt D ˛.xt /dt C � dWt
dyt D ˇ.xt /dt C p

adBt
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where Bt and Wt are independent Brownian motions. The problem is to find the
probability density of x.t/ conditioned on the observation process y.t/ which is
closely associated to the following horizontal lifting problem.

Let B and A be intertwined diffusion operators. Consider the martingale prob-
lems on the path spaces, Cu0

N and Cy0
M , on N and M , respectively. Let ut and

yt be the canonical process on N and on M , assumed to exist for all time, so that
for f 2 C1c .M/ and g 2 C1c .N /

M
df;A
t WD f .yt /� f .y0/�

Z t

0

Af .ys/ds

M
dg;B
t WD g.ut /� g.u0/ �

Z t

0

Bg.us/ds

are martingales. For a �fys W 0 	 s 	 tg-predictable T �M -valued process �t which
is along, yt we could also define a local martingaleM �;A

t by

hM �;A
t ;M

df;A
t i D 2

Z t

0

df .�A.�//.ys/ds:

It is also denoted by

M
�;A
t �

Z t

0

�sd fysg:

The conditional law of ut given yt is given by integration against function f
from N to R, define

�tf .u0/.�/ D E
n
f .ut /jp.u	/ D �

o
: (7)

This conditional expectation is defined for PA
p.u0/

, the A diffusion measures, almost
surely all � and extends to �t ıhut

for �t as before and h the horizontal lifting map.
The following is from Theorem 4.5.1 in [11].

Theorem 1. If f is C 2 with Bf and �B.df; df / ı h bounded, then

�tf .u0/ D f .u0/C
Z t

0

�s.Bf /.u0/ds C
Z t

0

�s.df ı hu�
/.u0/d fysg: (8)

To see this holds, taking conditional expectation of the following equation:

f .ut / D f .u0/C
Z t

0

Bf .us/ds CM
df;B
t

and use the following theorem, Proposition 4.3.5 in [11],

EfM df;B
t jp.u	/ D x	g D M

Efdf ıhus jp.u�/Dx�g;A
t :
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In the case that p W M�M0 ! M is the trivial projection of the product manifold
to M , let A be a cohesive diffusion operator on M , Ł the diffusion generator on
M0, and ut D .yt ; xt / a B diffusion. If xt is a Markov process with generator L
and B a coupling of L and A, by which we mean that B is intertwined with L and
A by the projections pi to the first or the second coordinates, there is a bilinear
� B W T �M � T �M0 ! R such that

B.g1˝g2/.x; y/ D .Lg1/.x/g2.y/Cg1.x/.Ag2/.y/C� B..dg1/x; .dg2/y/ (9)

where g1 ˝ g2 W M �M0 ! R denotes the map .x; y/ 7! g1.x/g2.y/ and g1; g2
are C 2. In fact, � B..dg1/x; .dg2/y/ D �B

.x;y/
.d Qg1; d Qg2/ where Qgi D g.pi /. Then,

�B W T �M1 � T �M2 ! TM1 � TM2 is of the following form. For `1 2 T �xM1,
`2 2 T �yM2

�B.x;y/.`1; `2/ D
 
�Lx �

1;2
.x;y/

�
2;1
.x;y/

�A
x

!�
`1
`2

�
:

The horizontal lifting map is given by

v 7! .v; ˛ ı .�A/�1.v//

where ˛ W TxM � ! TyM0 are defined by

`2.˛.`1// D 1

2
� B.`1; `2/:

In the theorem above, take 1 ˝ f to see that �sB.1 ˝ f / reduces to Lf and the
filtering equation is:

�tf .x0/ D f .x0/C
Z t

0

�s.Lf /.x0/ds C
Z t

0

�s.df .˛ ı .�A/�1//.x0/d fysg:

The case of non-Markovian observation when the non-Makovian factor is intro-
duced through the drift equation for the noise process yt can be dealt with through
a Girsanov transformation. See [11] for detail. Finally, we note that the field of
stochastic filtering is vast and deep, and we did not and would not attempt to give
historical references as they deserve. However, we would like to mention a recent
development [3] which explore the geometry of the signal-observation system. See
also [12, 14, 15] and recent work of T. Kurtz.

Acknowledgements This article is based on the books [9,11] and could and should be considered
as joint work with K.D. Elworthy and Y. LeJan and I would like to thank them for helpful discus-
sions. However, any short comings and errors are my sole responsibility. This research is supported
by an EPSRC grant (EP/E058124/1).



Intertwinned Diffusions by Examples 71

References

1. Anderson, A., Camporesi, R.: Intertwining operators for solving differential equations, with
applications to symmetric spaces. Commun. Math. Phys. 130, 61–82 (1990)

2. Carmona, P., Petit, F., Yor, M.: Beta-gamma random variables and intertwining relations
between certain Markov processes. Revista Matematica Iberoamericana 14(2) (1998)

3. Crisan, D., Kouritzin, M., Xiong, J.: Nonlinear filtering with signal dependent observation
noise. Electron. J. Probab. 14(63), 1863–1883 (2009)

4. Driver, B.K., Thalmaier, A.: Heat equation derivative formulas for vector bundles. J. Funct.
Anal. 183(1), 42–108 (2001)

5. Driver, B.K., Melcher, T.: Hypoelliptic heat kernel inequalities on the Heisenberg group. J.
Funct. Anal. 221(2), 340–365 (2005)

6. Elworthy, K.D.: Geometric aspects of diffusions on manifolds. In: Hennequin, P.L. (ed.) Ecole
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Efficient and Practical Implementations
of Cubature on Wiener Space

Lajos Gergely Gyurkó and Terry J. Lyons

Abstract This paper explores and implements high-order numerical schemes for
integrating linear parabolic partial differential equations with piece-wise smooth
boundary data. The high-order Monte-Carlo methods we present give extremely
accurate approximations in computation times that we believe are comparable with
much less accurate finite difference and basic Monte-Carlo schemes.

A key step in these algorithms seems to be that the order of the approximation is
tuned to the accuracy one requires. A considerable improvement in efficiency can be
attained by using ultra high-order cubature formulae. Lyons and Victoir (Cubature
on Wiener Space [19]) give a degree 5 approximation of Brownian motion. We
extend this cubature to degrees 9 and 11 in 1-dimensional space-time. The benefits
are immediately apparent.

Keywords Stochastic differential equation � Numerical solution � Weak approxi-
mation � Cubature � Wiener space � Expected signature � High order

MSC (2010): 65C05, 65C30, 65M75, 91G60

1 Introduction

In this paper, we provide practical tools based on the Kusuoka–Lyons–Victoir
(KLV) family of numerical methods for integrating solutions to partial differen-
tial equations that occur in mathematical finance and many other fields. These
KLV methods, with the refinements of recombination, offer considerable poten-
tial for numerically solving partial differential equations. However, until now, these
methods have only been implemented using at most a seventh order cubature for-
mula, and more generally a fifth order cubature. A more detailed analysis shows that
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the maximum benefit of the method will only be achieved if one adapts genuinely
high-order approximations and uses the expensive process of high-order recombina-
tion [13, 14] to keep the “Monte-Carlo” sample population size under control. This
paper explores these numerical methods in the 1-dimensional space-time case and
gives cubature formulae of order up to 11 for this setting.

The paper is structured as follows. In Sect. 2, a brief introduction to the KLV
method is given with special focus on the Cubature on Wiener space framework
that interprets the method as a quadrature-type numerical integration technique on
the infinite dimensional Wiener space.

Section 3 focuses on the abstract algebraic background required for the construc-
tion of cubature formulae. The algebraic background consists of the representation
of continuous paths in terms of elements in a certain Lie algebra and the derivation
of the moment matching conditions in terms of simplified polynomial equations.
The particular polynomial systems corresponding to degree 3 in high dimensions,
degree 5 in dimensions 1 and 2, degree 7 in 1-dimension, degree 9 in 1-dimension
and degree 11 cubature formula in 1-dimension are derived and solved in the
appendix.

In Sect. 4, we consider piece-wise smooth terminal conditions allowing discon-
tinuities. We combine high-order cubature formulae and iterative strategies and
introduce a new extension that leads to efficient and highly accurate approxima-
tions. The new variant is referred to as repeated cubature. Furthermore, we outline
a scheme that is expected to perform well if used for the approximation of solutions
to Dirichlet boundary problems.

Some numerical results are presented in Sect. 5. We test different versions and
extensions on parabolic partial differential equations with globally smooth and with
piece-wise smooth terminal conditions.

2 Cubature on Wiener Space

The approximation of expectations of diffusion processes is required in many prac-
tical applications. Kusuoka [9, 10] constructed a high-order numerical method for
this purpose, which we regard as the first version of (or Kusuoka’s approach to)
the KLV methods. Lyons and Victoir [18] described a framework that interprets the
method as a generalisation of quadrature formulae on finite dimensional spaces to
the infinite dimensional Wiener space. We refer to this latter approach as Cubature
on Wiener space.

2.1 Background

Let the RN -valued process Y yt be the solution of the following Stratonovich
stochastic differential equation

dY yt D V0.Y
y
t /dt C

dX
iD1

Vi .Y
y
t / ı dB it ; Y

y
0 D y (1)
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where V0; : : : ; Vd are elements of the space C1
b
.RN ;RN / of RN -valued smooth

functions defined in RN with bounded derivatives of any order,1 and B D .B1; : : : ;

Bd / is a Brownian motion in Rd . The underlying probability space is the Wiener
space .˝T ;F ;P /, where ˝T WD C 00 .Œ0; T �;R

d / denotes the space of Rd -valued
continuous functions defined in Œ0; T �; which start at zero. For ! 2 ˝; we make the
convention !0.t/ WD t and B0t .!/ WD t .

In this section, we focus on the numerical approximation of the expectation

EP

f .Y

y
T /
� D

Z
˝T

f .Y
y
T .!//P .d!/

where f is a smooth or Lipschitz continuous real valued function defined in RN .
In numerical analysis, integrals with respect to some measure � on Rd are often

approximated by integrals with respect to a finitely supported measure �

Z
Rd

P.x/�.dx/ �
Z

Rd

P.x/�.dx/ WD
nX
iD1

�iP.xi / (2)

where � D Pn
iD1 �iıxi

and the points x1; : : : ; xn are in the support of �. By
Tchakaloff’s theorem [23], for any positive integer m, there exists a finitely sup-
ported measure � D �m, such that the approximation (2) is exact for polynomials
P 2 RmŒX1; : : : ; Xd �; furthermore, n 	 dim RmŒX1; : : : ; Xd �. For d > 1; the
finitely supported approximating measure � is referred to as cubature formulae, and
for d D 1 we talk about quadrature formulae.

The approach by Lyons and Victoir generalises and adapts this idea to the infi-
nite dimensional Wiener space by constructing a finitely supported measure Q
determined by weights 
1; : : : ; 
n and paths !1; : : : ; !n 2 ˝T :

Q D
nX
iD1


iı!i
;

such that Z
˝T

f .Y
y
T .!//P .d!/ �

nX
iD1


if .Y
y
T .!i //; (3)

where

dY yt .!i / D V0.Y
y
t .!i //dt C

dX
iD1

Vi .Y
y
t .!i // ı d!it ; Y

y
0 .!i / D y: (4)

The nature of the approximation (3) is specified in Sect. 2.2.

1 The condition can be relaxed; the boundedness of the derivatives is required up to certain order,
which we will specify later.
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The interpretation of (4) is not obvious; one might consider interpreting the
Y
y
T .!i / as a solution to a differential equation driven by the rough path !i [16, 17];

however, the existence of Q supported by piece-wise linear paths is proven in
[18], in which case, (4) is an ordinary differential equation. A general approach
to constructing the measure Q supported by piece-wise linear paths is described in
Sect. 3.

Finally, we recall the fact [6] that the function u defined by u.t; x/ D
EP

f .Y xT�t /

�
satisfies the partial differential equation (PDE)

@

@t
u.t; x/CW0u.t; x/C 1

2

dX
iD1

W 2
i u.t; x/ D 0; u.T; x/ D f .x/ (5)

where the operatorsW0; : : : ;Wd are defined by

Wi .x/ WD
NX
jD1

V
j
i .x/

@

@xj
:

Therefore, the KLV family is also useful for the approximation of certain PDEs.

2.2 The Scheme and Its Convergence

In this section, we specify the approximation (3). The cubature (quadrature) formula
(2) on the finite dimensional space is chosen to be exact for polynomials up to cer-
tain degree. The cubature on Wiener space is constructed to be exact for Brownian
iterated integrals up to certain degree. This idea is induced by the stochastic Taylor
expansion.

For smooth functions f W RN ! R, the stochastic Taylor expansion represents
f .Y

y
T / in terms of objects indexed by multi-indices of the form

I D .i1; : : : ; ik/ 2 f0; 1; : : : ; d gk; k D 0; 1; 2; : : :

Definition 1. The set of all finite multi-indices is denoted by A. The empty multi-
index is denoted by ;. Given a multi-index I D .i1; : : : ; ik/, we define

(a) The length jI j of the multi-index I by jI j D j.i1; : : : ; ik/j WD k.
(b) The function k � k W A ! N – referred to as the degree of a multi-index – as

kIk D k.i1; : : : ; ik/k WD jI j C cardfij D 0 j1 	 j 	 kg

(c) The left decrement as

�I D �.i1; : : : ; ik/ WD .i2; : : : ; ik/
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Finally, for the multi-index I D .i1; : : : ; ik/, we introduce the notation

WIf .x/ D Wi1 � � �Wikf .x/:

We define the norm k � kW1 by

kf kW1 D max fkf k1; kW1f k1; : : : ; kWdf k1g :

Lemma 1 (Stochastic Taylor expansion). Let f be a real-valued smooth function
defined in RN . Then,

f .Y
y
t / D f .y/C

X
kIk�m

WIf .y/

Z
0<u1<			<uk<t

ıdB i1u1
� � � ı dB ikuk

CRmt : (6)

Furthermore, the following inequality holds

q
EP Œ.R

m
t /
2� 	C

X
k�Ik�m
kIkDmC1

kWIf kW1t .mC1/=2 C C
X
k�Ik�m
kIkDmC2

kWIf k1t .mC2/=2

(7)

where C only depends onm and d .

The expansion (6) is based on the repeated use of Itô’s lemma written in Stratonovich
form:

f .Y
y
t / D f .y/C

dX
iD0

Z t

0

Wif .Y
y
s / ı dB is :

The bound (7) on the remainder term is derived in [7] and also in [4].

Definition 2 (Cubature formula). Let m be a positive integer. A measure QT DPn
iD1 
iı!i

supported by finitely many RdC1-valued paths !1; : : : ; !n defined in
Œ0; T � satisfying !0i .t/ D t is called a degreem cubature formula on Œ0; T � if for all
multi-indeces I D .i1; : : : ; ik/, k � 1, kIk 	 m the following inequality holds

EP

	Z
0<u1<			<uk<T

ıdB i1u1
� � � ı dB ikuk

�
D EQT

	Z
0<u1<			<uk<T

ıdB i1u1
� � � ı dB ikuk

�
:

(8)

Note, that by the rescaling property of Brownian motion

Z
0<u1<			<uk<t

ıdB i1u1
� � � ı dB ikuk

DL tk.i1;:::;ik/k=2
Z
0<u1<			<uk<1

ıdB i1u1
� � � ı dB ikuk

:

Therefore, the paths !1; : : : ; !n in the support of a cubature formula Q1 DPn
iD1 
iı!i

on Œ0; 1� can be rescaled to a cubature formula Qt D Pn
iD1 
iıht;!ii

on Œ0; t � by
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ht; !iji .s/ WD
(

t!
j
i .s=t/ if j D 0

p
t!
j
i .s=t/ if 1 	 j 	 d

(9)

for s 2 Œ0; t � and i D 1; : : : ; n.
In the rest of this section, we assume the existence of a degreem cubature formula

Q1 D Pn
iD1 
iı!i

on Œ0; 1� supported by piece-wise linear paths of finite length,
and we assume that the cubature formula Qt D Pn

iD1 
iıht;!ii is constructed by
rescaling (9) from Q1. This rescaling property implies the following bound on the
local cubature error.

Lemma 2. There exists a positive constant C depending on d and m and on the
length of the paths in the support of the measure Q1, such that

ˇ̌
.EP �EQt

/Œf .Y
y
t /�
ˇ̌	C X

k�Ik�m
kIkDmC1

kWIf kW1t .mC1/=2 CC
X

k�Ik�m
kIkDmC2

kWIf k1t .mC2/=2:

The proof is based on the stochastic Taylor expansion of the SDE (1) and on the
Taylor expansion of the ODE (4).

The lemma describes a high-order approximation on Œ0; t � for small enough t .
For a longer time interval Œ0; T �, we introduce the global cubature measure.

Definition 3. Let measure Q1 D Pn
iD1 
iı!i

define a Cubature formula on Œ0; 1�
and D D f0 D t0 < � � � < tk D T g be a partition of Œ0; T �. The global cubature
measure QD is defined by

QD D
X

.i1;:::;ik/2f1;:::;ngk

i1 � � �
ikıht1�t0;!ii1ı			ıhtk�tk�1;!iik

where ! ı O! denotes the concatenation of the paths ! and O!.

First, we establish a bound on the global error when the terminal condition
function f is smooth with bounded derivatives up to orderm.

Proposition 1. Let D D f0 D t0 < � � � < tk D T g be a partition of Œ0; T � and f
a real-valued smooth function with bounded derivatives up to order m. Then, there
exists a constant C depending only on d , m and on the length of the paths in the
support of Q1, such that

sup
y2RN

ˇ̌
.EP �EQD /Œf .Y

y
T /�
ˇ̌ 	 C

kX
iD2

� X
k�Ik�m
kIkDmC1

kWIP.T�ti�1/f kW1.ti�ti�1/.mC1/=2

C
X
k�Ik�m
kIkDmC2

kWIP.T�ti�1/f k1.ti � ti�1/.mC2/=2
�
;

(10)

where Ptf .x/ WD EP

f .Y xt /

�
.
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Sketch of the proof :We introduce the operator Qt by Qtf .x/ WD EQt


f .Y xt /

�
.

Exploiting the semi-group property PtPs D PtCs of the operatorPt , we rewrite the
left hand side of the inequality (10) in terms of the following sum.

�
PT �Q.t1�t0/ � � � Q.T�tk�1/

�
f .x/

D
kX
iD1

Q.t1�t0/ � � �Q.ti�1�ti�2/

�
P.ti�ti�1/ �Q.ti�ti�1/

�
P.T�ti /f .x/: (11)

Then, the inequality (10) is implied by lemma 2 and by the fact that Qt is a
probability measure for each t > 0. �

In order to give a bound on the global error when the terminal condition f is not
smooth but Lipschitz continuous, some stronger condition is required on the vector
fields W0; : : : ;Wd .

Definition 4 (UFG condition). The set of vector fields fW0; : : : ;Wd g satisfies the
UFG condition, if there exists a positive integer l , such that for each multi-index
J D .j1; : : : ; jk/ ¤ .0/, k � 1,

ŒWj1
; ŒWj2

; Œ� � � ;Wjk
� � � � � D

X
ID.i1;:::;ir /¤.0/jI j�1;kIk�l

�I;J ŒWi1 ; ŒWi2 ; Œ� � � ;Wir � � � � �

for some smooth functions �I;J W RN ! R with bounded derivatives, where ŒW; V �
denotes the Lie-bracket of the vector fields V and W .

Proposition 2. Let D D f0 D t0 < � � � < tk D T g be a partition of Œ0; T � and
f a real-valued Lipschitz continuous function defined in RN . Then, there exists a
constant C depending only on d , m and on the length of the paths in the support of
Q1, such that

sup
y2RN

ˇ̌
.EP � EQD /Œf .Y

y
T /�
ˇ̌ 	 Ckrf k1

�
.T � tk�1/1=2

C
k�1X
iD1

.ti � ti�1/.mC1/=2

.T � ti /m=2

!
: (12)

Sketch of the proof : The decomposition (11) is used again. Since f is not smooth,
the last term in the telescopic sum (11) is estimated as follows.

ˇ̌
.P.T�tk�1/ �Q.T�tk�1//f .x/

ˇ̌ 	 ˇ̌
.P.T�tk�1/f .x/ � f .x/

ˇ̌
C ˇ̌
.Q.T�tk�1/f .x/ � f .x/ˇ̌ 	 K1.T � tk�1/1=2krf k1

for some constantK1 depending on the vector fields W0; : : : ;Wd .
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Exploiting the fact that Ptf is smooth for t > 0, the bound on the rest of the
terms is derived from a result by Kusuoka and Stroock [8,11] proving that under the
UFG condition 4, for any multi-index I :

kWIPtf k1 	 K2s
1=2

skIk=2
krf k1

for some constant K2 depending on the vector fields W0; : : : ;Wd . For detailed
proof, the reader is referred to Kusuoka [10] and Litterer [13]. �

Remark 1. Note that the bound (12) is not optimal for partitions D of even steps.
Kusuoka constructed the partition f0 D t0 < t1 < � � � < tk D T g

ti D T

�
1 �

�
1 � i

k

���

and proved that

sup
y2RN

ˇ̌
.EP � EQD /Œf .Y

y
T /�

ˇ̌ 	 Ckrf k1k��=2

if 0 < � < m � 1,

sup
y2RN

ˇ̌
.EP � EQD /Œf .Y

y
T /�
ˇ̌ 	 Ckrf k1k�.m�1/=2 log.k C 1/

if � D m � 1 and

sup
y2RN

ˇ̌
.EP � EQD /Œf .Y

y
T /�
ˇ̌ 	 Ckrf k1k�.m�1/=2

if � > m � 1.

On Fig. 1, the structure of an equal step-size Cubature tree is demonstrated. On
Fig. 2, a Cubature formula corresponding to Kusuoka’s uneven partition is sketched.
On both figures, the piece-wise linear paths are replace with straight arrows.

2.3 A Note on the Support Size of the Cubature Measure

The support of QD grows exponentially with the number of time-steps in D. If
the support of Q1 is big and/or many time-steps are required to attain the desired
accuracy, the method loses its tractability. This problem has been addressed in the
literature.

Ninomiya and Kusuoka considered Monte-Carlo sampling from the global mea-
sure QD as well as random re-sampling [12, 19]. They implemented the tree-based
branching algorithm [3] and observed lower variance compared to the Monte-Carlo
estimates. The variance reduction feature of the tree-based branching algorithm
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Yt0

t0

t1

t2

T

Fig. 1 Equal step-size cubature tree

Yt0

t0

t1

t2

T

Fig. 2 Cubature tree with Kusuoka’s partition

applied to the global cubature measure was further analysed by Gyurkó [5]. The
drawback of these versions is that they introduce randomness and an approximation
error component due to the sampling variance.

Litterer and Lyons [13, 14] considered the recombination of the global cubature
measure. By recombination, they refer to an algorithm that constructs a measure OQ
from a finitely supported measure Q, such that the support of OQ is a subset of the
support of Q; furthermore, the expectations of certain test functions are the same
under the two measures. Litterer and Lyons [13, 14] proved that the growth of the
cubature measure can be reduced to a polynomial function of the number of time-
steps using recombination. The cost of reducing a cloud of N points to a cloud
of d C 1 points preserving d -moments is C13Nd C C2 log2.N=d/d

4 for some
constants C1 and C2. In a typical implementation, the cloud of points reached by
the cubature method at level k is split up into smaller subsets, such that the diameter
of each subset is sufficiently small. The recombination is applied to each subset
separately.
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The recombination tool has proven to be essential for the extensions introduced
in Sect. 4.

3 Cubature Formulae

This section is focused on the construction of cubature formulae satisfying the
equality (8).

3.1 Signature of Paths

The Sect. 2.2 demonstrates the importance of the iterated integral

BIs;t WD
Z
s<u1<			<uk<t

ı dB i1u1
� � � ı dB ikuk

where I D .i1; : : : ; ik/ is a multi-index. Following some of the most crucial ideas
in Rough Paths Theory [15–17], we introduce the following algebraic structure for
handling a collection of iterated integrals simultaneously and for exploiting some
algebraic properties of continuous paths.

Definition 5. Let T denote the associative and non-commutative tensor algebra
with unit 1 generated by the letters e0; : : : ; ed .

(a) For a multi-index I D .i1; : : : ; ik/, we will use the notation

eI WD ei1 ˝ � � � ˝ eik :

(b) The exponential and logarithm functions on T are defined by power series:

exp.a/ WD 1 C
1X
iD1

a˝i

i Š

log.a/ WD log.a;/C
1X
iD1

.�1/i�1
i

�
a
a;

� 1
�˝i

; assuming a; ¤ 0

where a D P
I2A aI eI

(c) The m-truncated tensor algebra T .m/ is spanned by the set feI j kIk 	 mg.
(d) The projection to T .m/ is denoted by �m.
(e) The free Lie-algebra generated by the letters e0; : : : ; ed , and the Lie-bracket

Œa;b� WD a ˝ b � b ˝ a is denoted by L.
(f) The m-truncated Lie-algebra L.m/ WD �mL.

The key algebraic objects are the signature and log-signature of paths.
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Definition 6. For 0 	 s 	 t 	 T , the signature of a continuous path ! W Œ0; T � !
Rd of finite length is defined as

Ss;t.!/ WD
X
I2A

eI

Z
s<u1<			<uk<t

d!i1u1
� � � d!ikuk

:

The log-signature of ! is defined by log.Ss;t .!//.
The Brownian signature Ss;t .B/ is defined as

Ss;t.B/ WD
X
I2A

BI eI :

The Brownian log-signature is defined by log.Ss;t.B//.

The (realization of) signatures of paths lie in T ; however, not all elements in T
represent a signature. The following theorem by Chen has a crucial importance for
the construction of cubature formulae.

Theorem 1 (Chen’s theorem). (a) The signature is multiplicative, that is for a con-
tinuous path ! W Œ0; T � ! Rd of finite length and for 0 	 s < t < u 	 T , we
have

Ss;t.!/˝ St;u.!/ D Ss;u.!/:

(b) The log-signature log.Ss;t .!// of a continuous path ! W Œ0; T � ! Rd of finite
length lies in L for any 0 	 s 	 t 	 T .

(c) The Brownian log-signature log.Ss;t.B// a.s. lies in L for any 0 	 s 	 t .
(d) Given an element L in L.m/, there exists a (not necessarily unique) continuous

path ! W Œs; t � ! Rd , such that �m log.Ss;t.!// D L.

The reader is referred to [2, 15] for proof.

3.2 Construction of Cubature Measures in L.m/

The definition 2 can be rephrased in terms of the Brownian signature: a measure Q1

on ˝ defines a degreem cubature formula if

EP Œ�mS0;1.B/� D EQ1
Œ�mS0;1.B/�:

Assume that the Lie-elements L1; : : : ; Ln in L.m/ and the positive weights

1; : : : ; 
n satisfy

EP Œ�mS0;1.B/� D
nX
iD1


i�m exp.Li /: (13)
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Then by part iv) of Chen’s theorem, there exist paths !1; : : : ; !n, such that �mS0;1
.!i / D �m exp.Li / and Q1 WD Pn

iD1 
iı!i
defines a degree m cubature formula.

In this section, the focus is on the solution of (13).

Lemma 3. The expected value of the Brownian signature is

EP ŒS0;1.B/� D exp

 
e0 C 1

2

dX
iD1

ei ˝ ei

!
: (14)

The lemma is proven in [18].
We have no general algorithm to construct the solution to (13); however, the

equation can be simplified since the expected Brownian signature (14) is a sparse
and symmetric element in T . The following theorem has crucial importance.

Theorem 2 (Poincaré-Birkhoff-Witt). Let BL D f`1; `2; : : : g be a basis of L
equipped with a total order . The set

[
k�0

f`i1 ˝ � � � ˝ `ik j `i1  � � �  `ik g

forms a basis of T .

If l1; : : : ; lk are elements in T , we introduce their symmetrized product by

.l1; : : : ; lk/ WD 1

kŠ

X
�2Sk

l�.1/ ˝ � � � ˝ l�.k/;

where Sk denotes the set of all permutations of k elements.
Theorem 2 implies the following corollary.

Corollary 1. Let BL D f`1; `2; : : : g be a basis of L equipped with a total order .
The set [

k�0
f.`i1 ; � � � ; `ik /j `i1  � � �  `ik g

forms a basis of T .

An approach to solving (13) could consist of exponentiating the Lie-elements
Li D P

k`j k�m ˛i;j `j parametrized with some real valued coefficients ˛i;j , i D
1; : : : ; n and j D 1; : : : ; jBLj and solving

nX
iD1


i�m exp.Li / D �m exp

 
e0 C 1

2

dX
iD1

ei ˝ ei

!
(15)

for 
i and ˛i;j .
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We propose two improvements to this strategy. First, we note that it is possible
to narrow down the number of parameters. In this paper, we take the Philip Hall
basis for BL. Given the basis BL of L, we construct the basis of the tensor alge-
bra T determined by Corollary 1. We use the notation BT for this tensor basis. We
denote by ST ;m the smallest subset of BT spanning the truncated expected signature
�m exp.e0C 1

2

Pd
iD1 ei ˝ei /. Let SL;m denote the smallest subset of BL that gener-

ates the set ST ;m via symmetrized products. In general, the set SL;m is significantly
smaller than the set f` 2 BL; k`k 	 mg. This way we can reduce the number of
parameters, and it is sufficient to look for Li of the following form

Li D
X

`j2SL;m

˛i;j `j :

The next step is to solve (15). Note the following lemma.

Lemma 4. �m exp.Li / is a linear combination of symmetrized products of the Lie
basis elements:

�m exp.Li / D
X

ID.i1;:::;ik/2A
`ij
2SL;m;jD1;:::;k

k�0

mI .˛i;i1 ; : : : ; ˛i;ik/.`i1 ; : : : ; `ik / (16)

where eachmI is a monomial of its arguments.

Sketch of the proof : The proof is based on the following two facts. On the one hand,
by the definition of the exponential function, the product of the Lie basis elements
`i1 ; : : : ; `ik 2 SL;m, k > 0 will appear in all possible order in exp.Li /. Again by
definition, the coefficient of the product `i1 ˝� � �˝`ik in exp.Li / is 1

kŠ
˛i;i1 � � �˛i;ik ,

hence a monomial. The coefficient of the symmetrized product .`i1 ; : : : ; `ik / is a
scalar multiple of this monomial.

On the other hand, due to the construction of the Philip Hall basis, each Lie basis
element ` is a (possibly compound) bracket of the letters e0; : : : ; ed , and hence it
is a sum of tensor monomials of the same degree when expressed in the tensor
basis feI ; I 2 Ag. Hence any product of Lie basis elements is a sum of tensor
monomials of the same degree. Therefore, when applying �m to a symmetrised
product .`i1 ; : : : ; `ik /, we either get 0 or .`i1 ; : : : ; `ik / itself. �

Equation (16) represents �m exp.Li / in the basis BT . If we express the �m-
truncated expected signature in the basis BT , then (15) specifies the values of the
weighted monomials:

nX
iD1


imI .˛i;i1 ; : : : ; ˛i;ik/ D cI ; I 2 f.i1; : : : ; ik/j`ij 2SL;m; j D 1; : : : ; k; k � 0g
(17)
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where cI is the coefficient of .`i1 ; : : : ; `ik / in the expected signature. Thus, the sec-
ond improvement we propose is to derive the polynomial equations (17), resulting
in a relatively simple system equivalent to (15).

We derived the set SL;m and solved the corresponding simplified system of poly-
nomial equations (17) for the following pairs of m and d : .3; 1/, .5; 1/, .5; 2/,
.7; 1/, .7; 2/, .9; 1/ and .11; 1/. We also derived general solutions to the degree 3
and degree 5 cases. See the appendix for details.

Remark 2 (Construction of Cubature measures on the Wiener space). Given the
weights 
1; : : : ; 
n and Lie elements L1; : : : ; Ln satisfying (15), we need to con-
struct the piece-wise linear paths !i on Œ0; 1� satisfying S0;1.!/ D �m exp.Li /.
Chen’s theorem guarantees the existence of such paths; however, it does not give
a construction. We recall that the signature of a piece-wise linear path of l-many
pieces is of the form

exp

0
@�0;1e0 C

dX
jD1

�j;1ej

1
A˝ � � � ˝ exp

0
@�0;le0 C

dX
jD1

�j;lej

1
A

where we make the additional assumptions
Pn
iD1 �0;i D 1 and �0;i > 0 for

i D 1 : : : n. The log-signature of the �m-truncation of the above product can be
worked out using the Campbell–Baker–Hausdorff formula. This determines a sys-
tem of polynomial equations on the coefficients �j;k for k D 1 : : : l j D 0 : : : d

for each Li . The paths corresponding to the general degree 3 and degree 5 cubature
formulae are derived in [18].

3.3 Solving the ODEs

Once the cubature measure Q1 D Pn
iD1 
iı!i

has been constructed, the method
requires the solution of the ODE

dY ys . O!i / D V0.Y
y
s . O!i //ds C

dX
iD1

Vi .Y
y
s . O!i //d O!is ; Y y0 . O!i / D y: (18)

where O!i D ht; !i i for some t 2 Œ0; T �. In general, the exact solution might not be
known and numerical techniques are required. We note that the convergence results
(propositions 1 and 2) are based on the inequality

ˇ̌
.Pt�Qt /f .y/

ˇ̌ 	 C
X
k�Ik�m
kIkDmC1

kWIf kW1t .mC1/=2CC
X
k�Ik�m
kIkDmC2

kWIf k1t .mC2/=2:
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The operatorQtf .y/ D Pn
iD1 
if .Y

y
t .ht; !ii// can be replaced with any operator

QQt satisfying

ˇ̌
. QQt�Qt /f .y/

ˇ̌ 	 QC
X
k�Ik�m
kIkDmC1

kWIf kW1t .mC1/=2C QC
X
k�Ik�m
kIkDmC2

kWIf k1t .mC2/=2:

for some constant QC not depending on t , and the order of the global convergence
determined by propositions 1 and 2 remains the same. The choice of QQt considered
in the literature [9, 10, 18, 20] etc. can be described by

QQtf .y/ D
nX
iD1


if . QY yt .ht; !i i//;

where QY yt .ht; !i i/ is some numerical approximation of Y yt .ht; !ii/.
The numerical approximations in the literature can be split into two main cate-

gories. The first approach approximates the solution to the non-autonomous ODE
(18) directly using high-order numerical ODE schemes. The reader is referred to [1]
for particular high-order numerical ODE schemes.

The second approach is based on the results by [22] deriving an autonomous
ODE approximating the solution of (18) on short time intervals. The solution of this
autonomous ODE is then approximated by high-order ODE schemes. Let � denote
the algebra homomorphism generated by � .ei / WD Wi , i D 0 : : : d . Note that �
assigns vector fields to the elements of L.m/. We introduce the rescaling operator
ht; �i on T by *

t;
X
I2A

aI eI

+
WD

X
I2A

tkIk=2aI eI :

Then, the autonomous ODE derived in [22] can be represented as

dZys .ht; Li i/ D � .ht; Lii/.Zys /ds; Zys .ht; Lii/ D y: (19)

Proposition 3. There exists a constant C1 depending onm, d , the length of !i and
on Li , such that

jP.T��/f .Y yt .ht; !ii/�P.T��/f .Zy1 .ht; Lii//j	C1
X

m<kIk�2m
kWIPT��f k1tkIk=2

Furthermore, ifW0; : : : ;Wd satisfy the UFG condition 4 and T �� � t , there exists
a constant C2 depending onm, d , the length of !i and on Li , such that

jP.T��/f .Y yt .ht; !ii/� P.T��/f .Zy1 .ht; Lii//j 	 C2
t .mC1/=2

.T � �/m
krf k1

for any Lipschitz continuous function f .
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The proof is based on the termwise Taylor expansion of the ODEs (18) and (19).
We refer the reader to [4, 9] and [10] for details.

Propositions 1 and 2 combined with 3 imply the following.

Corollary 2. Let us define the operator OQtf .y/ D Pn
iD1 
if .Z

y
1 .ht; Lii// and

let 0 D t0 < � � � < tk D T . For a smooth function f with bounded derivatives up to
order 2m, we have

sup
y

j.PT� OQ.t1�t0/ � � � OQ.T�tk�1//f .y/j	C1
� kX
iD1

X
m<kIk�2m

kWIP.T�ti�1/fk1tkIk=2

C
X
k�Ik�m
kIkDmC1

kWIP.T�ti�1/f kW1.ti � ti�1/.mC1/=2

C
X
k�Ik�m
kIkDmC2

kWIP.T�ti�1/f k1.ti � ti�1/.mC2/=2
�
:

Furthermore, for Lipschitz continuous f

sup
y

j.PT � OQ.t1�t0/ � � � OQ.T�tk�1//f .y/j

	 C2krf k1
 
.T � tk�1/1=2 C

k�1X
iD1

.ti � ti�1/.mC1/=2

.T � ti /m=2

!
:

4 Extensions

In this section, we outline the extension of the cubature on Wiener space method
to problems with piece-wise smooth terminal conditions that are not required to be
continuous and to certain problems with path dependent terminal conditions.

4.1 Piece-Wise Smooth Terminal Conditions

So far, the terminal condition f has been assumed to be smooth or Lipschitz con-
tinuous. In this section, we relax the conditions on the terminal condition function
f and construct a strategy resulting in an accurate approximation of the expectation
of f . We investigate the case when f is piece-wise smooth. The method sketched
here works under two conditions. First, we require that Ptf is smooth with bounded
derivatives up to certain order. If this condition is satisfied, we can apply the cubature
on Wiener space method on an accurate enough estimate of Ptf as it is described
in the previous section. The second condition guarantees the existence of accurate



Efficient and Practical Implementations of Cubature on Wiener Space 89

estimates of Ptf for small enough t . In particular, we will assume that if the dis-
continuities are far enough from YT�t , then Ptf .YT�t / � Pt Of .YT�t / where Of is
a smooth function equal to f around YT�t .

In this section, we fix the initial value Y0 D y�. For a positive integer K , we
define krKf k1 WD EŒrKf .YT /jY0 D y��, where r is understood in the weak
sense. If krKf k1 < 1, the boundedness of the derivatives of Pt is guaranteed
under the following conditions.

Assumption 1 (.K;m/-assumption). For positive integers K and m and multi-
indices I : mC 1 	 kIk 	 mC 2, the semi-group Pt satisfies

kWIPtf k1 	 CI t
�.kIkCd�K/=2krKf k1:

Lemma 5. Let K be a positive integer and � 2 .0; 1/. Let us assume that krKf k1
is finite. Furthermore, let us assume that the semi-group Pt satisfies the .K;m/-
assumption. Let the partition f0 D t0 < t1 < � � � < tk D T g be defined by
tj D T .1 � .1 � �/j / for j D 1; : : : ; k � 1. Then, there exists a positive constant
C depending on CI , mC 1 	 kIk 	 mC 2 and possibly on T , such that

ˇ̌�
Ptk�1

�Q.t1�t0/ � � �Q.tk�1�tk�2/

�
P.T�tk�1/f .y

�/
ˇ̌

	 CkrKf k1
�

�

1� �
�mC1

2
k�1X
iD1
.T .1� �//i.K�d/=2

Proof. By definition, T � ti D T .1 � �/i and ti � ti�1 D T .1 � �/i�1� for
i D 1; : : : ; k � 1. Then, Lemma 2 and the assumptions imply

ˇ̌�
Ptk�1

� Q.t1�t0/ � � �Q.tk�1�tk�2/

�
P.T�tk�1/f .y

�/
ˇ̌

	
k�1X
iD2

ˇ̌
Q.t1�t0/ � � �Q.ti�1�ti�2/

�
P.ti�ti�1/ �Q.ti�ti�1/

�
P.T�ti /f .y

�/
ˇ̌

	 C2krKf k1
�

�

1 � �
�mC1

2
k�1X
iD1
.T .1 � �//i.K�d/=2

Remark 3. There is a trade-off when constructing numerical methods based on
lemma 5. The closer � is to 0, the higher the convergence order becomes. How-
ever, since T � tk�1 D T .1 � �/k�1, when � is close to 0, more steps are required
to get close enough to the boundary. There is another trade-off; the high value of
m, that is a high-degree cubature measure improves the convergence; however, it
increases the support of the global measure. In the remainder of this section, we
highlight the importance of high-degree cubature measures.

To describe the accuracy of the global measure QD , we must combine the esti-
mate of lemma 5 with an estimate on j.Pt � Qt /f .YT�t /j. For this purpose, we
make the following assumption.
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Assumption 2. RN can be partitioned into finitely many disjoint connected
domains RN D Sh

iD1Di , such that f D Ph
iD1 fi1Di

where fi W Di ! R is
bounded and smooth with bounded derivatives for i D 1 : : : h. Furthermore, each fi
can be extended to Ofi W RN ! R, such that Ofi is smooth satisfying k Ofik1 	 kf k1
and kWI Ofik1 	 kWIfik1 for I : mC 1 	 kIk 	 mC 2.

Condition 1. Given y 2 RN and " > 0, there exist an index i : 1 	 i 	 h such that
P ŒYT … Di jYT�t D y� 	 " and y 2 Di , Y yt .ht; !j i/ 2 Di for j D 1 : : : k.

Under assumption 2, we cannot give a uniform bound on j.Pt �Qt /f .YT�t /j; how-
ever, we can make local estimates. We consider two cases. First, if condition 1 holds,
then

j.Pt �Qt /f .y/j 	 jPtf .y/ � Pt Of .y/jCj.Pt �Qt / Of .y/jCjQtf .y/ �Qt
Of .y/j

	 2"kf k1 C C t .mC1/=2: (20)

Second, if Y yt .ht; !j i/ 2 Di does not hold for all j D 1 : : : n, then

j.Pt �Qt /f .y/j 	 2kf k1: (21)

If f is globally Lipschitz, the inequality (21) can be replaced with

j.Pt �Qt /f .y/j 	 p
tkrf k1: (22)

The Repeated Cubature Scheme

The inequality (20) makes the reduction of the computational cost possible. Let
" and � be positive numbers chosen in advance. At a starting point y with time t
to maturity, the repeated cubature estimate denoted by Q";�

t f .y/ is computed as
follows.

(a) At y, we check the condition 1.
(b) If the condition is met with a pre-defined ", we jump straight to the boundary

(type-(b) step), that is we estimate Ptf .y/ with Qtf .y/.
(c) If the condition is not met, but t 	 � , we jump straight to the boundary (type-(c)

step). We estimate Ptf .y/ by Qtf .y/.
(d) If the condition is not met and t > � , we solve the ODE along each rescaled

cubature path h� t; !i i for i D 1 : : : k generating the points y1; : : : ; yk with time
t.1 � �/ to maturity (type-(d) step).

(e) We recursively repeat the algorithm starting at the points y1; : : : ; yk generated
by type-(c) steps resulting in an estimate denoted by Q";�

t.1��/f .yi /. Then, we

estimate Ptf .y/ by
Pk
iD1 
iQ

";�

t.1��/f .yi /.
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Corollary 3. Let " and � be positive real numbers. Let N�;" denote the set of start-
ing points of the type-(c) steps using the algorithm above. Suppose that N�;" is
non-empty and � < T . For Y 2 N�;", 
Y denotes the measure of the set of cubature
paths along which we solved ODEs during the method and reached Y at time t 	 �

to maturity. Under assumptions 1 and 2, the error of the repeated cubature scheme
is bounded by

ˇ̌
.PT �Q";�

T /f .y�/
ˇ̌ 	 C1

0
@"C .T .1 � �//.mC1/=2 C

X
Y2N�;"


Y

1
A

C C2krKf k1
�

�

1 � �
�mC1

2
k�1X
iD1
.T .1� �//i.K�d/=2

(23)

where k satisfies � � T .1��/k�1, the constantsC1 andC2 depend onm, d , kf k1,
and on kWIfik1 for i D 1; : : : ; h and I : mC 1 	 kIk 	 mC 2.

Sketch of the proof : The second term on the right-hand-side of the inequality (23)
is the estimate of Lemma 5 on the difference

ˇ̌�
Ptk�1

�Q.t1�t0/ � � �Q.tk�1�tk�2/

�
P.T�tk�1/f .y

�/
ˇ̌

describing the approximation error when we approximate Ptk�1
P.T�tk�1/f .y

�/
byQ.t1�t0/ � � �Q.tk�1�tk�2/P.T�tk�1/f .y

�/. When applying the repeated cubature,
we work out a slightly different measure, because a few sub-trees are replaced with
type-(b) steps (see Fig. 3). By the inequality (20), the total additional error due to
type-(b) steps can be bounded by

C
�
"C .T .1� �//.mC1/=2

�
;

Yt0

t0

t1

t2

t3

t4
t5

t6 t7
T

Fig. 3 Tree produced by the repeated cubature algorithm
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where the constant C depends on m, d , kf k1, and on kWIfik1 for i D 1; : : : ; h

and I : mC 1 	 kIk 	 mC 2.
There is another source of additional error due to type-(c) steps, which can be

bounded by 2kf k1PY2N�;"

Y (see inequality (21)). �

Remark 4. The method requires the estimation of the probability

P ŒYT … Di jYT�t D y�:

If the expectation of some positive functional of YT �YT�t (e.g. Laplace-transform)
is known or can be estimated, one can use Chebyshev-type inequalities. If this is not
the case, we suggest the comparison of Qtf .y/ and Q� tQ.1��/tf .y/. If the dif-
ference is of order t .mC1/=2, then the condition 1 is likely to be met. Otherwise, the
condition is unlikely to be satisfied. This latter decision rule works well, if the inner-
diameter of the domainsD1; : : : ;Dh is big enough and the operatorQ� tQ.1��/t is
able to detect the non-smoothness of f .

4.2 Path Dependent Functions

In this section, we outline potential extensions to PDEs with Dirichlet boundary
condition. Although no theoretical or empirical justification has been given yet, we
believe these extensions should perform reasonably well.

In many applications, the focus is on the expectations of path dependent function-
als. We consider path dependent functionals that can be approximated by functions
of the signature of the underlying process. A particular example is the Asian option
with payoff depending on

R T
0 Ytdt , which is one component in the signature of the

process t 7! .t; Yt /. Ninomiya [19] tested Kusuoka’s version on Asian options.
As a second example, we consider adapting the cubature on Wiener space method

to estimating solutions to boundary value problems. In particular, we aim to estimate
the following expectation:

EP

g.Y

y
T /1f�>T g C c1f��T g

�
(24)

whereD is a domain in RN , � is the stopping time defined as � D minft jYt 2 @Dg
and c is some constant. We note that the expectation (24) is equal to the solution
u.y; 0/ of the PDE (5) defined on D with boundary condition u.x; t/ D c for
x 2 @D.

To adapt the method, we extend the process Yt as follows

dY yt D V0.Y
y
t /dt C

dX
iD1

Vi .Y
y
t / ı dB it ; Y

y
0 D y;

dAt D �.Yt /dt; A0 D 0
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where � is zero in D and positive in RN nD. Then, the terminal condition in the
expectation (24) can be rewritten as a non-path dependent function

g.Y
y
T /1f�>T g C c1f��T g D g.Y

y
T /1fAT�0g C c1fAT>0g: (25)

In the general case, the solution to the ODE (18) is numerically approximated,
typically on a discrete time-scale. This approximation rarely gives us accurate
information on the crossing of the boundary of the domain D. The role of the
process At is to detect the boundary crossing of the process Yt with high accuracy.

We claim that the repeated cubature algorithm can be adapted to approximate the
expectation of (25).

One possible extension is based on the fact that a Wong-Zakai type strong
approximation can be constructed from cubature paths on fine time-partitions;2 that
is cubature paths on very fine time scales are approaching Brownian paths. This
application of the cubature paths leads to a low order approximation of the bound-
ary value problems that we focus on. The fine scale global cubature measure is
supported by a huge set of paths; however, fine scale paths are only required close
to the boundary. The purpose of the repeated cubature is to detect a point far enough
away from the boundary of the domain D so that a longer time-step can be taken.

The following second extension leads to a proper high-order scheme. We suggest
refining the steps when the boundary of D is approached as follows. Let us assume
that an accurate approximation Ou.y; t/ of the solution u.y; t/ of the PDE is given
exogenously in a neighbourhood of the boundary of D with radius ı.

(a) In order to compute an approximation of the solution to the PDE at a point Yt1
with time T � t1 to maturity, we attempt to take a step of length T � t1. If the
solution of an ODE (18) along one of the paths in the cubature formula started
at Yt1 with step length T � t1 leaves the domain, we take a shorter step of length
�.T � t1/ from Yt1 for some � 2 .0; 1/.

(b) We keep refining this step until the paths of each of the solved ODEs stay inside
D resulting in nodes Y 1t2 ; : : : ; Y

k
t2

for t2 D t1 C � l .T � t1/ for some positive
integer l .

(c) If any of these nodes, for example Y it2 , are in the ı-radius neighbourhood of the
boundary of D, we define the approximation to our PDE problem to be equal
to the exogenously given approximation at the point Y it2 and time T � t2 to
maturity.

(d) From all other nodes, we repeat this procedure from point (a).

To ensure tractability, we put a lower bound " on the length of the time-steps. If at
any time ti and point Yti , the next step of length at least " results in an ODE solution
trajectory leaving the domain D, we use the exogenously given approximation at
Yti and time T � ti from maturity. Fig. 4 outlines the algorithm.

2 We acknowledge Peter Friz who brought the Wong-Zakai approximation property of the cubature
paths to our attention.
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Yt0 KK− d
t0

T

Fig. 4 Detection of boundary crossing

If the boundary condition is not constant, for example when one would like to
approximate the expectation

EP

g.Y

y
T /1f�>T g C h.Y y� /1f��T g

�
(26)

for some function h, the following extension of the state space might be useful:

dY yt D V0.Y
y
t /dt C

dX
iD1

Vi .Y
y
t / ı dB it ; Y

y
0 D y;

dAt D �.Yt /dt; A0 D 0

dXt D �.At /dY
y
t ; X0 D y

where � is a smooth approximation of the Dirac delta function assigned to 0.
The process Xt approximates the stopped process Yt^� , and the payoff can be
approximated by

g.Y
y
T /1f�>T g C h.Y y� /1f��T g � g.Y

y
T /1fAT�0g C h.XT /1fAT>T g:

The accuracy of this method depends on the choice of �.

5 Numerical Results

In this section, we present some numerical results. We tested the classical version
of the cubature on Wiener space method on PDEs with smooth terminal condi-
tions; furthermore, we tested Kusuoka’s uneven partition and the repeated cubature
method on PDEs with piece-wise continuous terminal condition. The algorithm was



Efficient and Practical Implementations of Cubature on Wiener Space 95

implemented in CCC using double precision floating point numbers. We remark
that the accuracy of high-order cubature formulae combined with the repeated cuba-
ture algorithm can be better exploited using higher precision numbers. Packages
with high precision number are available for CCC.

In all the test runs, we worked with autonomous ODEs defined by (19). One
should use high-order numerical solvers to approximate the solution to these ODEs.
However, we have chosen our test cases such that the exact solution to the arising
ODEs is known, and there is no need for the numerical approximation of these
ODEs. The impact of the high and the low accuracy numerical ODE solvers was
numerically analysed in [5] and in [20].

5.1 Smooth Terminal Condition

The following SDE was chosen for the first set of test runs.

dYt D aYtdt C bYtdBt
dAt D Ytdt;

that is V0.x; y/ D .ax; x/ and V1.x; y/ D .bx; 0/. This choice was motivated
by the following two facts. Firstly, the solution to the above SDE and the explicit
expectation of any polynomial of YT and AT is known; the approximation error can
directly be measured. Secondly, the Lie-bracket of the corresponding vector fields
W0 andW1 is of the form

ŒW0;W1�.x; y/ D �bx @
@y
:

This implies that for any Lie polynomial L 2 L.m/, the vector field � .ht; Li/ has
the following form

� .ht; Li/ D c1x
@

@x
C c2x

@

@y

where c1 and c2 are some constants depending on L. Therefore, the solution to the
autonomous ODE driven by the vector field � .ht; Li/ is explicitly known, and there
is no need for any numerical approximation. This also implies that the set fW0;W1g
satisfies the UFG condition 4.

Furthermore, note that the system fW0;W1g is not nilpotent, that is the algebra
homomorphism � does not map any of the Lie-brackets appearing in the cubature
formulae (written in terms of Lie polynomials, see the appendix) to the constant
zero function. Therefore, the above SDE is also useful for testing the newly derived
cubature formulae for typos and mistakes.

We implemented the degree 3, 5, 7, 9 and 11 cubature formulae corresponding
to the 1-dimensional driving noise with respectively 2, 3, 6, 12 and 30 Lie elements
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Fig. 5 Estimating EŒA3T �
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in their support (see the appendix for details). The method was applied to the esti-
mation of the expectation of certain polynomials of YT and AT with parameters
T D 0:25, a D 0:1 and b D 0:2. Figures 5 and 6 show the results corresponding
to EŒA3T � and EŒA2T ST �, respectively. On the left-hand side chart of each figure the
approximation error is plotted against the number of steps in the cubature tree. On
the right-hand side graphs in each figure, we plotted the approximation error against
the number of ODEs solved for the approximation. Since we were working with the
exact solution of the arising ODEs and the evaluation of this solution had roughly
equal computational expense for each of the different degree cubature formulae, the
number of ODEs solved in each run results in a reasonable accurate measure of the
computational expense.

We can observe that the empirical rate of convergence (also plotted) is very close
to the theoretical one. The efficiency of high-degree cubature formulae in terms of
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accuracy at a given computational expense is conspicuous. We ran each formula
up to a level with at most 109 ODEs. When estimating EŒA3T �, the degree 11 for-
mula after 3 steps (corresponding to 27; 930ODEs) outperformed each of the lower
degree formulae.

The performance of the degree 11 formula becomes even more remarkable if
we estimate the sample size required by a pure Monte-Carlo method (based on
independent sampling without any variance reduction technique) to attain similar
accuracy. The standard deviation of A3T is approximately 0:00287597203, and the
standard deviation of A2T ST is approximately 0:01407034093. Recalling that the
standard deviation of the Monte-Carlo estimate scales with the square root of the
sample size, a sample of size at least 1020 is required of both A3T and A2TST to
result in an estimate with standard deviation of order of magnitude 10�12. With the
4-step degree 11 formula (with less than 106 ODEs), we attained an error smaller
than 10�12.

Admittedly, in 1-dimension, the Monte-Carlo method is outperformed by finite
difference and finite element methods. However, we believe that high-degree cuba-
ture methods (especially when combined with recombination) are significantly more
efficient compared to finite difference or finite element methods on problems with
smooth terminal conditions.

5.2 Piece-Wise Smooth Terminal Condition

In this section, we consider two piece-wise smooth terminal condition functions:
f .x/ D .xK/

C and g.x/ D 1fx>Kg. The underlying SDE is dYt D dBt , that is
V0.x/ D 0, V1.x/ D 1. The parameters used are T D 0:25, K D 0:6. The function
f is Lipschitz continuous; hence, Kusuoka’s estimate based on uneven partitions
applies. The function g is discontinuous and Kusuoka’s results do not apply. Never-
theless, we experimented with Kusuoka’s uneven partition. Partitions corresponding
to different � parameters were tested. Figure 7 illustrates the results corresponding
to the least absolute error. We attained an error of order of magnitude 10�7 on the
Lipschitz continuous terminal condition and 10�4 accuracy on the discontinuous
terminal condition. Empirically, we observed convergence in both cases, although
the order of convergence is not clear.

Since this system satisfies Assumption 1, we also applied the repeated cubature
algorithm to the same SDE and terminal conditions. We used cubature formulae of
degree3 9, 11 and 23, � parameters between 0:2 and 0:4. Condition 1 was checked
by comparing Qt to Q� tQ.1�t/� as described in Remark 4. Furthermore, the algo-
rithm was using the recombination algorithm of Litterer and Lyons [13,14]. Figure 8
shows the error of different approximations of EŒ.BT � K/C� and EŒ1fBT<Kg�
respectively. Given a cubature formula of degree m and a � 2 .0; 1/, the estimate

3 This test case falls under the scope of the nilpotent problem; therefore, cubature formulae of
degree greater than 11 are available. See Sect. A.11 for details.
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Fig. 8 Estimating EŒ.BT �K/C� (left-hand side graph) and EŒ1fBT <Kg� (right-hand side graph)
with the repeated cubature algorithm

is not expected to be better than the accuracy of the degree m formula on a time
step of length �T . Each curve on the graphs of Fig. 8 corresponds to a cubature for-
mula and a fixed � . In general, on each curve, we observe a downward trend up to
certain number of levels (depending on the degree and �), then the curve flattens.
Corollary 3 implies this behaviour.

Running the repeated cubature method with many different sets of parameters,
we observe that the smaller � is, the higher accuracy is achievable, however the
more levels we need to work out. The empirical results suggest that the repeated
cubature is efficient with a combination of � close to 1=2 and a very high degree
cubature formula. Furthermore, recombination is a crucial ingredient.
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Appendix: Polynomial Equations and Solutions

The construction of the cubature formulae consists of two steps. First, the sys-
tem (17) corresponding to the pair m and d is derived. We adapted and used the
libalgebra4 package for this purpose. This package contains an implementation
of polynomial, lie algebra and tensor algebra objects and operations. This phase is
completely done by software.

The second phase is to derive a solution to the system (17). We have no general
algorithm solving the system; in each case, we have an ad-hoc approach. Typically,
we use a degreem (or higher) Gaussian cubature formula in d -dimensions to deter-
mine the random coefficients of e1; : : : ; ed . Then, we split some cases into further
sub-cases satisfying the rest of the conditions.

Note that in some special nilpotent cases, the elements in the cubature formu-
lae introduced below can be simplified and the number of elements in the support
of the formula can be reduced. For example, in the 3-nilpotent case (i.e. when all
Lie-brackets formed by more than two vector fields in the set fW0; : : : ;Wd g van-
ish), the degree 3 cubature formula corresponding to the 1-dimensional case also
satisfies the moment conditions of the degree 5 cubature formula. Coincidentally, in
the 3-nilpotent case in 1-dimension, the degree 9 cubature formula also satisfies the
moment conditions of the degree 11 cubature formula.

A.1 Degree 3, Dimension 1

For the degree 3 case in one dimension, (15) has a solution of the form

Li D e0 C ˛i;1e1

where the corresponding system (17) is

nX
iD1


i D 1

nX
iD1


i˛i;1 D 0

nX
iD1


i˛
2
i;1 D 1

nX
iD1


i˛
3
i;1 D 0

The vectors .
1; 
2/ D .1
2
; 1
2
/, .˛1;1; ˛2;1/ D .�1; 1/ solve the above system of

polynomial equations.

4 Implemented by the CoRoPa project, http://coropa.sourceforge.net/

http://coropa.sourceforge.net/
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A.2 Degree 3 in General

In general, for d > 1 and m D 3, (15) has a solution of the form

Li D e0 C
dX
jD1

˛i;j ej

where the corresponding system (17) is

nX
iD1


i D 1

nX
iD1


i˛
2
i;j D 1; j D 1 : : : d

and all coefficients of terms in
Pn
iD1 �m exp.Li / (when expressed in the basis given

by the symmetrized products of Lie-basis elements described in Corollary 1) differ-
ent from the ones above are all zero. There is a solution with n D 2d derived in
[18]. Here we present a solution with n D 2d .

˛i;j D

8̂
<̂
ˆ̂:

1p
2�i

if i D 2j � 1
� 1p

2�i

if i D 2j

0 otherwise

where 
2k D 
2k�1 > 0 for k D 1 : : : d such that
Pn
iD1 
i D 1.

A.3 Degree 5, Dimension 1

Equation (15) has a solution of the form

Li D e0 C ˛i;1e1 C ˛i;2Œe1; Œe0; e1��

where the corresponding system (17) is

nX
iD1


i D 1

nX
iD1


i˛
2
i;1 D 1

nX
iD1


i˛
4
i;1 D 3

nX
iD1


i˛i;1˛i;2 D 0

nX
iD1


i˛i;1 D 0

nX
iD1


i˛
3
i;1 D 0

nX
iD1


i˛
5
i;1 D 0

nX
iD1


i˛i;2 D � 1

12

The vectors .
1; 
2; 
3/ D .1
6
; 2
3
; 1
6
/, .˛1;1; ˛2;1; ˛3;1/ D .�p

3; 0;
p
3/ and
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.˛1;2; ˛2;2; ˛3;2/ D
�

� 1

12
;� 1

12
;� 1

12

�

solve the above system of polynomial equations.

A.4 Degree 5, Dimension 2

The degree 5 cubature formula in 2 dimensions satisfies the following conditions.

Li D e0 C ˛i;1e1 C ˛i;2e2 C ˛i;3Œe1; e2�C ˛i;4Œe1; Œe0; e1��

C ˛i;5Œe1; Œe1; e2��C ˛i;6Œe2; Œe0; e2��C ˛i;7Œe2; Œe1; e2��

where the corresponding system (17) is

nX
iD1


i D 1

nX
iD1


i˛
2
i;2 D 1

nX
iD1


i˛i;4 D � 1

12

nX
iD1


i˛i;2˛i;5 D 1

12

nX
iD1


i˛
2
i;1 D 1

nX
iD1


i˛
4
i;2 D 3

nX
iD1


i˛i;6 D � 1

12

nX
iD1


i˛
2
i;1˛

2
i;2 D 1

nX
iD1


i˛
4
i;1 D 3

nX
iD1


i˛
2
i;3 D 1

4

nX
iD1


i˛i;1˛i;7 D � 1

12

and all coefficients of terms in
Pn
iD1 
i�m exp.Li / (when expressed in the basis

given by the symmetrized products of Lie-basis elements described in Corollary 1)
different from the ones above are all zero. A solution to this system is derived in
[18] with n D 18. Here we present an alternative solution with n D 10:

i 
i ˛i;1 ˛i;2 ˛i;3

1 �1
p
3

p
3 0

2 �2
p
3 0 0

3 �1
p
3 �p

3 0

4 �2 0
p
3 0

5 �3 0 0 1=.2
p
2�3/

6 �3 0 0 �1=.2p2�3/
7 �2 0 �p

3 0

8 �1 �p
3

p
3 0

9 �2 �p
3 0 0

10 �1 �p
3 �p

3 0

furthermore, ˛i;4 D �1=12, ˛i;5 D ˛i;2=12, ˛i;6 D �1=12 and ˛i;7 D ˛i;1=12 for
i D 1 : : : 10 with �1 D 1=36, �2 D 1=9 and �3 D 2=9.
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Another solution, that is not permutation-invariant with n D 8:

i 
i ˛i;1 ˛i;2 ˛i;3

1 �1
p
3 1 0

2 �1
p
3 �1 0

3 �1 0 2 0

4 �2 0 0 1=.2
p
2�2/

5 �2 0 0 �1=.2p2�2/
6 �1 0 �2 0

7 �1 �p
3 1 0

8 �1 �p
3 �1 0

furthermore, ˛i;4 D �1=12, ˛i;5 D ˛i;2=12, ˛i;6 D �1=12 and ˛i;7 D ˛i;1=12 for
i D 1 : : : 8 with �1 D 1=12, �2 D 1=4.

A.5 Degree 5 in General

In [18], a general construction of degree 5 cubature formulae in d dimensions
is derived that is based on the d -dimensional Gaussian cubature formula. If the
underlying Gaussian cubature measure has k points in its support, the construction
generates a cubature formula on the Wiener space with 2k points.

Using the key idea in Sect. A.2, it’s possible to generate a cubature formula with
k C 2d � 1 points.

A.6 Degree 7, Dimension 1

The degree 7 cubature formula in 1 dimension satisfies the following conditions.

Li D e0 C ˛i;1e1 C ˛i;2Œe0; e1�C ˛i;3Œe1; Œe0; e1��C ˛i;4Œe1; Œe1; Œe1; Œe0; e1����

where the corresponding system (17) is

nX
iD1


i D 1

nX
iD1


i˛
4
i;1 D 3

nX
iD1


i˛
2
i;2 D 1

12

nX
iD1


i˛i;4 D � 1

360

nX
iD1


i˛
2
i;1 D 1

nX
iD1


i˛
6
i;1 D 15

nX
iD1


i˛i;3 D � 1

12

nX
iD1


i˛
2
i;1˛i;3 D � 1

12

and all coefficients of terms in
Pn
iD1 
i�m exp.Li / (when expressed in the basis

given by the symmetrized products of Lie-basis elements described in Corollary 1)
different from the ones above are all zero.
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A solution is derived in [13] with n D 8. Here we present a solution with n D 6.
Let the weights 
1; : : : ; 
5 and points z1; : : : ; z5 define a degree 5 Gaussian

cubature formula, such that z3 D 0. The solution is specified in the table below:

i 
i ˛i;1 ˛i;2

1 �1 z1 0

2 �2 z2 0

3 �3=2 0 1=
p
12�3

4 �3=2 0 �1=p12�3
5 �4 z4 0

6 �5 z5 0

furthermore, ˛i;3 D �1=12 and ˛i;4 D �1=360 for i D 1 : : : 6.

A.7 Degree 7, Dimension 2

The degree 7 cubature formula in 2 dimensions satisfies the following conditions.
The parametrized lie element is

Li D e0 C ˛i;1e1 C ˛i;2e2 C ˛i;3Œe0; e1�C ˛i;4Œe0; e2�C ˛i;5Œe1; e2�C ˛i;6Œe1; Œe0; e1��

C ˛i;7Œe1; Œe1; e2��C ˛i;8Œe2; Œe0; e2��C ˛i;9Œe2; Œe1; e2��C ˛i;10Œe1; Œe1; Œe1; e2���

C ˛i;11Œe2; Œe2; Œe1; e2���C ˛i;12Œe1; Œe1; Œe1; Œe0; e1����C ˛i;13Œe1; Œe1; Œe1; Œe1; e2����

C ˛i;14Œe2; Œe1; Œe1; Œe0; e2����C ˛i;15Œe2; Œe1; Œe1; Œe1; e2����

C ˛i;16Œe2; Œe2; Œe1; Œe0; e1����C ˛i;17Œe2; Œe2; Œe1; Œe1; e2����

C ˛i;18Œe2; Œe2; Œe2; Œe0; e2����C ˛i;19Œe2; Œe2; Œe2; Œe1; e2����

C ˛i;20ŒŒe0; e1�; Œe2; Œe1; e2���C ˛i;21ŒŒe0; e2�; Œe1; Œe1; e2���

C ˛i;22ŒŒe1; e2�; Œe1; Œe0; e2���C ˛i;23ŒŒe1; e2�; Œe1; Œe1; e2���

C ˛i;24ŒŒe1; e2�; Œe2; Œe0; e1���C ˛i;25ŒŒe1; e2�; Œe2; Œe1; e2���

where the corresponding system (17) is

nX
iD1


i D 1

nX
iD1


i˛i;16 D � 1

360

nX
iD1


i˛
4
i;1˛

2
i;2 D 3

nX
iD1


i˛
2
i;1 D 1

nX
iD1


i˛i;18 D � 1

360

nX
iD1


i˛i;2˛i;7 D 1

12

nX
iD1


i˛
4
i;1 D 3

nX
iD1


i˛i;20 D � 1

360

nX
iD1


i˛i;2˛i;13 D 1

360
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nX
iD1


i˛
6
i;1 D 15

nX
iD1


i˛i;21 D 1

180

nX
iD1


i˛i;2˛i;17 D 1

360

nX
iD1


i˛
2
i;2 D 1

nX
iD1


i˛i;22 D � 1

60

nX
iD1


i˛i;2˛i;25 D � 1

120

nX
iD1


i˛
4
i;2 D 3

nX
iD1


i˛i;24 D 1

90

nX
iD1


i˛
2
i;2˛

2
i;5 D 5

12

nX
iD1


i˛
6
i;2 D 15

nX
iD1


i˛i;1˛i;9 D � 1

12

nX
iD1


i˛
2
i;2˛i;6 D � 1

12

nX
iD1


i˛
2
i;3 D 1

12

nX
iD1


i˛i;1˛i;15 D � 1

360

nX
iD1


i˛
2
i;2˛i;8 D � 1

12

nX
iD1


i˛
2
i;4 D 1

12

nX
iD1


i˛i;1˛i;19 D � 1

360

nX
iD1


i˛
3
i;2˛i;7 D 1

4

nX
iD1


i˛
2
i;5 D 1

4

nX
iD1


i˛i;1˛i;23 D � 1

90

nX
iD1


i˛i;5˛i;10 D 1

72

nX
iD1


i˛i;6 D � 1

12

nX
iD1


i˛
2
i;1˛

2
i;2 D 1

nX
iD1


i˛i;5˛i;11 D 1

72

nX
iD1


i˛
2
i;7 D 5

144

nX
iD1


i˛
2
i;1˛

4
i;2 D 3

nX
iD1


i˛i;1˛
2
i;2˛i;9 D � 1

12

nX
iD1


i˛i;8 D � 1

12

nX
iD1


i˛
2
i;1˛

2
i;5 D 5

12

nX
iD1


i˛i;1˛i;4˛i;5 D 1

12

nX
iD1


i˛
2
i;9 D 5

144

nX
iD1


i˛
2
i;1˛i;6 D � 1

12

nX
iD1


i˛
2
i;1˛i;2˛i;7 D 1

12

nX
iD1


i˛i;12 D � 1

360

nX
iD1


i˛
2
i;1˛i;8 D � 1

12

nX
iD1


i˛i;2˛i;3˛i;5 D � 1

12

nX
iD1


i˛i;14 D � 1

360

nX
iD1


i˛
3
i;1˛i;9 D �1

4

and all coefficients of terms in
Pn
iD1 
i�m exp.Li / (when expressed in the basis

given by the symmetrized products of Lie-basis elements described in Corollary 1)
different from the ones above are all zero. A solution to this system is derived in
[13] with n D 50.



Efficient and Practical Implementations of Cubature on Wiener Space 105

A.8 Degree 7, Dimension 3

The Lie-elements in the support of the 3-dimensional degree 7 cubature formula
are spanned by 91 Lie-basis elements. There are over 150 conditions in the form of
inhomogeneous polynomial equations satisfied by the parameters and a couple of
more homogeneous polynomial equations.

A.9 Degree 9, Dimension 1

The degree 9 cubature formula in 1 dimension satisfies the following conditions.

Li D e0 C ˛i;1e1 C ˛i;2Œe0; e1�C ˛i;3Œe1; Œe0; e1��C ˛i;4Œe1; Œe1; Œe0; e1���
C ˛i;5Œe1; Œe0; Œe0; Œe0; e1����C ˛i;6Œe1; Œe1; Œe0; Œe0; e1����C ˛i;7Œe1; Œe1; Œe1; Œe0; e1����
C ˛i;8ŒŒe0; e1�; Œe0; Œe0; e1���C ˛i;9ŒŒe0; e1�; Œe1; Œe0; e1���
C ˛i;10Œe1; Œe1; Œe1; Œe1; Œe1; Œe0; e1������

where the corresponding system (17) is

nX
iD1


i D 1

nX
iD1


i˛
8
i;1 D 105

nX
iD1


i˛i;7 D � 1

360

nX
iD1


i˛
2
i;1˛

2
i;2 D 1

12

nX
iD1


i˛
2
i;1 D 1

nX
iD1


i˛
2
i;2 D 1

12

nX
iD1


i˛i;8 D � 1

720

nX
iD1


i˛
2
i;1˛i;3 D � 1

12

nX
iD1


i˛
4
i;1 D 3

nX
iD1


i˛i;3 D � 1

12

nX
iD1


i˛i;10 D � 1

6720

nX
iD1


i˛
4
i;1; ˛i;3 D �14

nX
iD1


i˛
6
i;1 D 15

nX
iD1


i˛
2
i;3 D 1

72

nX
iD1


i˛i;1˛i;6 D 1

360

nX
iD1


i˛i;2˛i;4 D 1

144

nX
iD1


i˛i;5 D 1

720

nX
iD1


i˛i;1˛i;9 D � 1

720

and all coefficients of terms in
Pn
iD1 
i�m exp.Li / (when expressed in the basis

given by the symmetrized products of Lie-basis elements described in Corollary 1)
different from the ones above are all zero.

A solution to this system with n D 12 is constructed as follows. Let the weights
�1; : : : ; �5 and points z1, z2, 0, �z2 and �z1 define a degree 9 Gaussian quadrature
formula in 1 dimension. The solution is specified in the table below:
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i 
i ˛i;1 ˛i;2 ˛i;3 ˛i;7

1 �1=2 z1 1=
p
12 �1=12 0

2 �1=2 z1 �1=p12 �1=12 0

3 �2=2 z2 1=
p
12 �1=12 0

4 �2=2 z2 �1=p12 �1=12 0

5 �3=4 0 1=
p
12 c1 � c2 �1=.360�3/

6 �3=4 0 �1=p12 c1 � c2 �1=.360�3/
7 �3=4 0 1=

p
12 c1 C c2 �1=.360�3/

8 �3=4 0 �1=p12 c1 C c2 �1=.360�3/
9 �4=2 �z2 1=

p
12 �1=12 0

10 �4=2 �z2 �1=p12 �1=12 0

11 �5=2 �z1 1=
p
12 �1=12 0

12 �5=2 �z1 -1=
p
12 �1=12 0

furthermore, ˛i;4 D ˛i;2=12, ˛i;5 D 1=720, ˛i;6 D ˛i;1=360, ˛i;8 D �1=720,
˛i;9 D �˛i;1=720 and ˛i;10 D �1=6720 for i D 1 : : : 12, where

c1 D
�
1 � �3
12

� 1

12

�
1

�3

c2 D
s�

1

72
� 1 � �3

144
� c21�3

�
1

�3

A.10 Degree 11, Dimension 1

The degree 11 cubature formula in 1 dimensions satisfies the following conditions.

Li D e0 C ˛i;1e1 C ˛i;2Œe0; e1�C ˛i;3Œe0; Œe0; e1��C ˛i;4Œe1; Œe0; e1��

C ˛i;5Œe0; Œe0; Œe0; e1���C ˛i;6Œe1; Œe0; Œe0; e1���C ˛i;7Œe1; Œe1; Œe0; e1���

C ˛i;8Œe1; Œe0; Œe0; Œe0; e1���� C ˛i;9Œe1; Œe1; Œe0; Œe0; e1����

C ˛i;10Œe1; Œe1; Œe1; Œe0; e1���� C ˛i;11ŒŒe0; e1�; Œe0; Œe0; e1���

C ˛i;12ŒŒe0; e1�; Œe1; Œe0; e1���C ˛i;13Œe1; Œe1; Œe1; Œe1; Œe0; e1�����

C ˛i;14Œe1; Œe1; Œe1; Œe0; Œe0; Œe0; e1������C˛i;15Œe1; Œe1; Œe1; Œe1; Œe0; Œe0; e1������
C ˛i;16Œe1; Œe1; Œe1; Œe1; Œe1; Œe0; e1������C˛i;17ŒŒe0; e1�; Œe1; Œe1; Œe0; Œe0; e1�����
C ˛i;18ŒŒe0; e1�; Œe1; Œe1; Œe1; Œe0; e1�����C˛i;19ŒŒe0; e1�; ŒŒe0; e1�; Œe1; Œe0; e1����
C ˛i;20ŒŒe0; Œe0; e1��; Œe1; Œe1; Œe0; e1����C˛i;21ŒŒe1; Œe0; e1��; Œe1; Œe0; Œe0; e1����
C ˛i;22ŒŒe1; Œe0; e1��; Œe1; Œe1; Œe0; e1����

C ˛i;23Œe1; Œe1; Œe1; Œe1; Œe1; Œe1; Œe1; Œe0; e1��������

where the corresponding system (17) is
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nX
iD1


i D 1

nX
iD1


i˛i;16 D � 1

6720

nX
iD1


i˛
2
i;1˛i;16 D � 1

2880

nX
iD1


i˛
2
i;1 D 1

nX
iD1


i˛i;17 D � 1

10080

nX
iD1


i˛
3
i;1˛i;9 D 1

120

nX
iD1


i˛
4
i;1 D 3

nX
iD1


i˛i;19 D � 1

10080

nX
iD1


i˛
3
i;1˛i;12 D � 1

240

nX
iD1


i˛
6
i;1 D 15

nX
iD1


i˛i;20 D 1

2520

nX
iD1


i˛
4
i;1˛

2
i;2 D 1

4

nX
iD1


i˛
8
i;1 D 105

nX
iD1


i˛i;21 D � 1

1680

nX
iD1


i˛
4
i;1˛i;4 D �1

4

nX
iD1


i˛
10
i;1 D 945

nX
iD1


i˛i;23 D 1

201600

nX
iD1


i˛
4
i;1˛i;10 D 1

120

nX
iD1


i˛
2
i;2 D 1

12

nX
iD1


i˛i;1˛i;9 D 1

360

nX
iD1


i˛
6
i;1˛i;4 D �5

4

nX
iD1


i˛
2
i;3 D 1

720

nX
iD1


i˛i;1˛i;12 D � 1

720

nX
iD1


i˛i;2˛i;5 D � 1

720

nX
iD1


i˛i;4 D � 1

12

nX
iD1


i˛i;1˛i;15 D � 1

5040

nX
iD1


i˛i;2˛i;7 D 1

144

nX
iD1


i˛
2
i;4 D 1

72

nX
iD1


i˛i;1˛i;18 D � 1

10080

nX
iD1


i˛i;2˛i;13 D 1

2880

nX
iD1


i˛
2
i;7 D 1

960

nX
iD1


i˛i;1˛i;22 D � 1

5040

nX
iD1


i˛
2
i;2˛i;4 D � 11

720

nX
iD1


i˛i;8 D 1

720

nX
iD1


i˛
2
i;1˛

2
i;2 D 1

12

nX
iD1


i˛i;4˛i;10 D 1

1440

nX
iD1


i˛i;10D � 1

360

nX
iD1


i˛
2
i;1˛i;4 D � 1

12

nX
iD1


i˛i;1˛i;2˛i;6D � 1

360

nX
iD1


i˛i;11 D � 1

720

nX
iD1


i˛
2
i;1˛

2
i;4 D 1

60

nX
iD1


i˛i;1˛i;3˛i;4 D 1

720

nX
iD1


i˛i;14 D � 1

10080

nX
iD1


i˛
2
i;1˛i;8 D 1

720

nX
iD1


i˛
2
i;1˛i;2˛i;7 D 1

240

nX
iD1


i˛
2
i;1˛i;11 D � 1

720
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and all coefficients of terms in
Pn
iD1 
i�m exp.Li / (when expressed in the basis

given by the symmetrized products of Lie-basis elements described in Corollary 1)
different from the ones above are all zero.

Here we present a solution to this system with n D 30. Let the weights
�1; : : : ; �7 and the roots of the roots z1; : : : ; z7 of the 7th Hermite polynomial
define a degree 13 Gaussian cubature formula, such that �i D �8�i , zi D �z8�i
for i D 1; 2; 3 and z4 D 0, �4 > 0. The solution is specified in the table below:

i 
i ˛i;1 ˛i;2 ˛i;3 ˛i;4 ˛i;6 ˛i;7 ˛i;10

1 �1=4 z1 c1 c3˛1;1 c5˛1;1 C c6 c10 ˛1;2=20 c13˛
2
1;1 C c14

2 �1=4 z1 �c1 �c3˛2;1 �c5˛2;1 C c6 �c10
3 �1=4 z1 c1 �c3˛3;1 �c5˛3;1 C c6 c10
4 �1=4 z1 �c1 c3˛4;1 c5˛4;1 C c6 �c10
5 �2=4 z2 c1 c3˛5;1 c5˛5;1 C c6 c10 � �
6 �2=4 z2 �c1 �c3˛6;1 �c5˛6;1 C c6 �c10 � �
7 �2=4 z2 c1 �c3˛7;1 �c5˛7;1 C c6 c10 � �
8 �2=4 z2 �c1 c3˛8;1 c5˛8;1 C c6 �c10
9 �3=4 z3 c1 c3˛9;1 c5˛9;1 C c6 c10
10 �3=4 z3 �c1 �c3˛10;1 �c5˛10;1 C c6 �c10
11 �3=4 z3 c1 �c3˛11;1 �c5˛11;1 C c6 c10
12 �3=4 z3 �c1 c3˛12;1 c5˛12;1 C c6 �c10 ˛12;2=20 c13˛

2
12;1 C c14

13 �47=32 0 0 c4 c8 � c9 0 c12 c16
14 �47=32 0 0 �c4 c8 C c9 0 c12 c16
15 �4=16 0 c2 0 c7 0 c11 c15
16 �4=16 0 �c2 0 c7 0 �c11 c15
17 �47=32 0 0 c4 c8 C c9 0 �c12 c16
18 �47=32 0 0 �c4 c8 � c9 0 �c12 c16
19 �5=4 z5 c1 �c3˛19;1 c5˛19;1 C c6 �c10 ˛19;2=20 c13˛

2
19;1 C c14

20 �5=4 z5 �c1 c3˛20;1 �c5˛20;1 C c6 c10
21 �5=4 z5 c1 c3˛21;1 �c5˛21;1 C c6 �c10
22 �5=4 z5 �c1 �c3˛22;1 c5˛22;1 C c6 c10
23 �6=4 z6 c1 �c3˛23;1 c5˛23;1 C c6 �c10
24 �6=4 z6 �c1 c3˛24;1 �c5˛24;1 C c6 c10 � �
25 �6=4 z6 c1 c3˛25;1 �c5˛25;1 C c6 �c10 � �
26 �6=4 z6 �c1 �c3˛26;1 c5˛26;1 C c6 c10 � �
27 �7=4 z7 c1 �c3˛27;1 c5˛27;1 C c6 �c10
28 �7=4 z7 �c1 c3˛28;1 �c5˛28;1 C c6 c10
29 �7=4 z7 c1 c3˛29;1 �c5˛29;1 C c6 �c10
30 �7=4 z7 �c1 �c3˛30;1 c5˛30;1 C c6 c10 ˛30;2=20 c13˛

2
30;1 C c14
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furthermore,

˛i;5 D �˛i;2
60

˛i;8 D 1

720
; ˛i;9 D ˛i;1

360
; ˛i;11 D � 1

720
;

˛i;12 D �˛i;1
720

; ˛i;13 D 12˛i;2

2880
˛i;14 D � 1

10080
; ˛i;15 D � ˛i;1

5040
;

˛i;16 D c17˛
2
i;1 � c18; ˛i;17 D � 1

10080
; ˛i;18 D � 1

10080
; ˛i;19 D � 1

10080
;

˛i;20 D 1

2520
; ˛i;21 D � 1

1680
; ˛i;22 D � ˛i;1

5040
; ˛i;23 D 1

201600

for i D 1 : : : 30, and

c1 D 1p
12
; c2 D

r
2

3
; c3 D 1

720c5
Pn
iD1 
i j˛3i;1j

;

c4 D
s
1=720� c23
.1 � 1=8/�4 ; c5 D

s
1=60� c26

3
; c6 D � 1

12
;

c7 D 8
�11=720� c21c6.1 � �4/

�4c
2
2

; c8 D �1=12� .1 � �4/c6 � c7�4=8

.1 � 1=8/�4
;

c9 D
s
1=72� c25 � .1� �4/c

2
6 � c27�4=8� .1 � 1=8/�4c28

.1 � 1=8/�4 ;

c10 D �1=360
c1
Pn
iD1 
i j˛i;1j

; c11 D 8
1=144� .1 � �4/c

2
1=20

�4c2
;

c12 D
s
1=960� .1 � �4/c21=400� �4c

2
11=8

.1 � 1=8/�4 ; c13 D 1

720
; c14 D �3c13;
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�
c15
c16

�
D
� �4

8

�
1 � 1

8

�
�4

c7�4

8

�
1 � 1

8

�
�4c8

��1 � � 1
360

� c13 � .1� �4/c14
1

1440
� c6c13 � .1� �4/c6c14

�

c17 D 1

2

�
1

6720
� 1

2880

�
; c18 D �1

6720
� c17:

A.11 The 2-Nilpotent Case

Let the weights 
1; : : : ; 
k and points z1, . . . , zk in Rd form a degree m Gaussian
cubature formula in d -dimensions. Then, in the special case when ŒWi ;Wj � D 0 for
all 0 	 i; j 	 d the weights 
1; : : : ; 
k and Lie elementsL1; : : : ; Lk form a degree
m cubature formula on the Wiener space, where

Li D e0 C
dX
jD1

zji ej :

For example, when N D 1, that is when the functions V0; : : : ; Vd are R ! R
functions and Vi .x/ D ˛ix

ˇ for any real ˇ and ˛i , i D 0; : : : ; d , the above nilpotent
condition is satisfied. Furthermore, the path t 7! .t; z1i t; : : : ; z

d
i t/ has log-signature

Li on Œ0; 1�.
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Abstract The fact that the solution of a martingale problem for a diffusion process
gives a weak solution of the corresponding Itô equation is well-known since the
original work of Stroock and Varadhan. The result is typically proved by construct-
ing the driving Brownian motion from the solution of the martingale problem and
perhaps an auxiliary Brownian motion. This constructive approach is much more
challenging for more general Markov processes where one would be required to
construct a Poisson random measure from the sample paths of the solution of the
martingale problem. A “soft” approach to this equivalence is presented here, which
begins with a joint martingale problem for the solution of the desired stochastic
equation and the driving processes and applies a Markov mapping theorem to show
that any solution of the original martingale problem corresponds to a solution of the
joint martingale problem. These results coupled with earlier results on the equiva-
lence of forward equations and martingale problems show that the three standard
approaches to specifying Markov processes (stochastic equations, martingale prob-
lems, and forward equations) are, under very general conditions, equivalent in the
sense that existence and/or uniqueness of one implies existence and/or uniqueness
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1 Introduction

Let X be a solution of an Itô equation

X.t/ D X.0/C
Z t

0

�.X.s//dW.s/C
Z t

0

b.X.s//ds; (1)

where X has values in Rd , W is standard, m-dimensional Brownian motion, � is
a locally bounded d � m-matrix-valued function, and b is a locally bounded Rd -
valued function. Let L be the corresponding differential generator

Lf .x/ D 1

2

X
i;j

aij .x/
@2

@xi@xj
f .x/C

X
i

bi .x/
@

@xi
f .x/:

If we define Af D Lf for f 2 D.A/ � C 2c .R
d /, the twice continuously differen-

tiable functions with compact support in Rd , then it follows from Itô’s formula and
the properties of the Itô integral that

f .X.t// � f .X.0//�
Z t

0

Af .X.s//ds D
Z t

0

rf .X.s//T �.X.s//dW.s/ (2)

is a martingale and hence that X is a solution of the martingale problem for A
(or more precisely, the CRd Œ0;1/-martingale problem for A). That the converse to
this observation is, in a useful sense, true is an important fact observed early in the
study of martingale problems for diffusion processes (Stroock and Varachan [1]).
To state precisely the sense in which the assertion is true, we say that a process
X with sample paths in CRd Œ0;1/ is a weak solution of (1) if and only if there
exists a probability space .˝;F ; P / and stochastic processes eX and eW adapted to
a filtration fFtg such that eX has the same distribution asX , eW is an fFtg-Brownian
motion, and

eX.t/ D eX.0/C
Z t

0

�.eX.s//deW .s/C
Z t

0

b.eX.s//ds: (3)

We then have

Theorem 1.1. X is a solution of the CRd Œ0;1/-martingale problem for A if and
only if X is a weak solution of (1).

Taking expectations in (2), we obtain the identity

�tf D �0f C
Z t

0

�sAf ds; f 2 D.A/; (4)
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which is just the weak form of the forward equation for f�tg, the one-dimensional
distributions of X . The converse of the observation that every solution of the
martingale problem gives a solution of the forward equation is also true, and we
have the following theorem. (See the construction in [2], Theorem 4.9.19, or [3],
Theorem 2.6.)

Theorem 1.2. If X is a solution of the martingale problem for A, then f�tg, the
one-dimensional distributions ofX , is a solution of the forward equation (4). If f�tg
is a solution of (4), then there exists a solution X of the martingale problem for A
such that f�tg are the one-dimensional distributions of X .

Note that Theorem 1.1, as stated, applies to solutions of the CRd Œ0;1/-mart-
ingale problem, that is, solutions whose sample paths are in CRd Œ0;1/, while
Theorem 1.2 does not have this restriction. In general, we cannot rule out the pos-
sibility that a solution of (1) hits infinity in finite time unless we add additional
restrictions to the coefficients. One way around this issue is to allow X to take val-
ues in Rd�, the one-point compactification of Rd , and to allow �t to be in P.Rd�/.
To avoid problems with the definition of the stochastic integral in (1), we can replace
(1) by the requirement that (2) hold for all f 2 C 2c .R

d /, extending f to Rd� by
defining f .�/ D 0.

Given an initial distribution �0 2 P.Rd�/, we say that uniqueness holds for the
martingale problem (or CRd Œ0;1/-martingale problem) for .A; �0/ if any two solu-
tions of the martingale problem (resp. CRd Œ0;1/-martingale problem) for A with
initial distribution �0 have the same finite dimensional distributions. Similarly, weak
uniqueness holds for (2) (or (1)) with initial distribution �0 if any two weak solu-
tions of (2) (resp. (1)) with initial distribution �0 have the same finite dimensional
distributions, and uniqueness holds for the forward equation (4) if any two solutions
with initial distribution �0 are the same.

Note that neither Theorem 1.1 nor Theorem 1.2 assumes uniqueness. Conse-
quently, existence and uniqueness for the three problems are equivalent.

Corollary 1.3. Let �0 2 P.Rd /. The following are equivalent:

(a) Uniqueness holds for the martingale problem for .A; �0/.
(b) Weak uniqueness holds for (2) with initial distribution �0.
(c) Uniqueness holds for (4) with initial distribution �0.

The usual proof of Theorem 1.1 involves the construction of W in terms of the
given solution X of the martingale problem. If d D m and � is nonsingular, this
construction is simple. In particular, if we define

M.t/ D X.t/ �
Z t

0

b.X.s//ds;

then

W.t/ D
Z t

0

��1.X.s//dM.s/;
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where ��1 denotes the inverse of � . If � is singular, the construction involves an
auxiliary Brownian motion independent of X . (See, for example, [4], Theorems
4.5.1 and 4.5.2, or [2], Theorem 5.3.3.)

A possible alternative approach is to consider the process Z D .X; Y / D
.X; Y.0/CW /. Of course,

dZ.t/ D d

�
X.t/

Y.0/CW.t/

�
D
�
�.X.t//

I

�
dW.t/C

�
b.X.t/

0

�
dt: (5)

Note that each weak solution of (1) gives a weak solution of (5), and each weak solu-
tion of (5) gives a weak solution of (1). As before, using Itô’s formula, it is simple to
compute the generator bA corresponding to (5) (take the domain to be C 2c .R

dCm/).
Furthermore, since if one knowsZ one knowsW , it follows immediately that every
solution of the martingale problem for bA is a weak solution of the stochastic dif-
ferential equation. In particular, weak uniqueness for (5) implies uniqueness for the
martingale problem for bA. Note, however, that the assertion that every solution of
the martingale problem for bA is a weak solution of (5) (and hence gives a weak
solution of (1)) does not immediately imply that every solution of the martingale
problem for A is a weak solution of (1) since we must obtain the driving Brown-
ian motion. In particular, we cannot immediately conclude that uniqueness for (1)
implies uniqueness for the martingale problem for A.

In fact, however, an argument along the lines described can be used to show
that each solution of the martingale problem for A is a weak solution of (1). For
simplicity, assume d D m D 1. Instead of augmenting the state by Y.0/ C W ,
augment the state by

Y.t/ D Y.0/CW.t/ mod 2�:

We can still recover W from observations of the increments of Y . For example, if
we set

�.t/ D
�

cos.Y.t//C R t
0
1
2

cos.Y.s//ds
sin.Y.t//C R t

0
1
2

sin.Y.s//ds

�
; (6)

and

W.t/ D
Z t

0

.� sin.Y.s//; cos.Y.s///d�.s/; (7)

then W is a standard Brownian motion and � satisfies

d�.t/ D
�� sin.Y.t/

cos.Y.t//

�
dW.t/: (8)

The introduction of Y may look strange, but the heart of our argument depends on
being able to compute the conditional distribution of Y.t/ given FXt � �.X.s/ W
s 	 t/. If Y.0/ is uniformly distributed on Œ0; 2�� and is independent ofW , then the
conditional distribution of Y.t/ given FXt is uniform on Œ0; 2��. In fact, that is the
conditional distribution even if we condition on both X andW .
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Let D.bA/ be the collection of f 2 C 2c .R � Œ0; 2�// such that f .x; 0/ D
f .x; 2��/, fy.x; 0/ D fy.x; 2��/, and fyy.x; 0/ D fyy.x; 2��/. Applying Itô’s
formula, for f 2 D.bA/, we have

bAf D 1

2
�2fxx C �fxy C 1

2
fyy C bfx:

Suppose Z D .X; Y / is a solution of the martingale problem for bA, and define �
by (6) and W by (7). Applying Lemma A.2 with f1.x; y/ D f .x/, f2.x; y/ D
cos.y/, f3.x; y/ D sin.y/, g1.x; y/ D 1, g2.x; y/ D f 0.x/�.x/ sin.y/, and
g3.x; y/ D �f 0.x/�.x/ cos.y/ implies

M.t/ D f .X.t// � f .X.0//�
Z t

0

Af .X.s//ds

C
Z t

0

f 0.X.s//�.X.s// sin.Y.s//d�1.s/

�
Z t

0

f 0.X.s//�.X.s// cos.Y.s//d�2.s/

satisfies hM i � 0 so M � 0 and hence

f .X.t// D f .X.0//C
Z t

0

f 0.X.s//�.X.s//dW.s/C
Z t

0

Af .X.s//ds: (9)

It follows that any solution of the martingale problem forbA satisfying sups�t jX.s/j
< 1 a.s. for each t is a weak solution of (1).

Of course, this last observation does not prove Theorem 1.1. We still have the
question of whether or not every solution of the martingale problem for A corre-
sponds to a solution of the martingale problem for bA. The following result from
[3] provides the tools needed to answer this question affirmatively. Let .E; r/ be
a complete, separable metric space, B.E/, the bounded, measurable functions on
E, and C.E/, the bounded continuous functions on E. If E is locally compact,
then bC.E/ will denote the continuous functions vanishing at infinity. We say that
an operator B � B.E/ � B.E/ is separable if there exists a countable subset
fgkg � D.B/ such that B is contained in the bounded, pointwise closure of the
linear span of f.gk; Bgk/g. B is a pregenerator if it is dissipative and there are
sequences of functions �n W E ! P.E/ and 
n W E ! Œ0;1/ such that for each
.f; g/ 2 B

g.x/ D lim
n!1
n.x/

Z
S
.f .y/ � f .x//�n.x; dy/; (10)

for each x 2 E.
For a measurable, E0-valued process U , bFUt is the completion of
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�

�Z r

0

h.U.s//ds W r 	 t; h 2 B.E0/
�

_ �.U.0//:

Let TU D ft W U.t/ is bFUt -measurableg. (TU has full Lebesgue measure, and if U
is cadlag with no fixed points of discontinuity, then TU D Œ0;1/. See Appendix
A.2 of [5].) LetME0

Œ0;1/ be the space of measurable functions from Œ0;1/ to E0
topologized by convergence in Lebesgue measure.

Theorem 1.4. Suppose that B � C.E/ � C.E/ is separable and a pregenerator
and that D.B/ is closed under multiplication and separates points inE. Let .E0; r0/
be a complete, separable metric space, � W E ! E0 be Borel measurable, and ˛
be a transition function from E0 into E (y 2 E0 ! ˛.y; �/ 2 P.E/ is Borel
measurable) satisfying ˛.y; ��1.y// D 1. Define

C D

�Z

E

f .z/˛.�; dz/;
Z
E

Bf .z/˛.�; dz/

�
W f 2 D.B/

�
:

Let �0 2 P.E0/, and define �0 D R
˛.y; �/�0.dy/. If eU is a solution of the martin-

gale problem for .C; �0/, then there exists a solution V of the martingale problem
for .B; �0/ such that eU has the same distribution onME0

Œ0;1/ as U D � ı V and

P fV.t/ 2 � jbFUt g D ˛.U.t/; � /; � 2 B.E/; t 2 TU : (11)

If eU (and hence U ) has a modification with sample paths in DE Œ0;1/, then the
modified eU and U have the same distribution on DE Œ0;1/.

Assume that � and b in (1) are continuous. (This assumption can be removed
with the application of more complicated technology. See Sect. 4.) Let B in the
statement of Theorem 1.4 be bA, E D R � Œ0; 2�/, E0 D R, �.x; y/ D x, and for
f 2 B.R � Œ0; 2�//, define f̨ .x/ D 1

2	

R 2	
0
f .x; y/dy. For f 2 D.bA/, a straight

forward calculation gives
˛bAf .x/ D A f̨ .x/;

so A D C . It follows that if X is a solution of the martingale problem for A, then
there exists a solution .eX;eY / of the martingale problem for bA such that X and eX
have the same distribution. Consequently, if X has sample paths in CRŒ0;1/, then
X is a weak solution for (1), and Theorem 1.1 follows. Every solution of the martin-
gale problem forAwill have a modification with sample paths inDR� Œ0;1/, where
R� denotes the one-point compactification of R, and any solution with sample paths
in DRŒ0;1/ will, in fact, have sample paths in CRŒ0;1/.

Invoking Theorem 1.4 is obviously a much less straight forward approach to
Theorem 1.1 than the usual argument; however, the state augmentation approach
extends easily to much more general settings in which the constructive argument
becomes technically very complicated if not impossible.
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2 Stochastic Differential Equations for Markov Processes

Typically, a Markov process X in Rd has a generator of the form

Af .x/ D 1

2

dX
i;jD1

aij .x/
@2

@xi@xj
f .x/Cbb.x/ � rf .x/

C
Z

Rd

.f .x C y/ � f .x/ � 1B1
.y/y � rf .x//�.x; dy/

where B1 is the ball of radius 1 centered at the origin and � satisfies

Z
1 ^ jy2j�.x; dy/ < 1 (12)

for each x. (See, for example, [6] and [7].) The three terms are, respectively, the
diffusion term, the drift term, and the jump term. In particular, �.x; � / gives the
“rate” at which jumps satisfying X.s/ � X.s�/ 2 � occur. Note that B1 can be
replaced by any set C containing an open neighborhood of the origin provided that
the drift term is replaced by

bC .x/ � rf .x/ D
�
b.x/C

Z
Rd

y.1C .y/ � 1B1
.y//�.x; dy/

�
� rf .x/:

Suppose that there exist 
 W Rd � S ! Œ0; 1�, � W Rd � S ! Rd , and a �-finite
measure � on a measurable space .S;S/ such that

�.x; � / D
Z
S


.x; u/1� .�.x; u//�.du/:

This representation is always possible. In fact, there are many such representations.
For example, we can rewrite

�.x; � / D
Z
S


.x; u/1Œ0;1�.j�.x; uj//1� .�.x; u//�.du/

C
Z
S


.x; u/1.1;1/.j�.x; uj//1� .�.x; u//�.du/

D
Z
S


1.x; u/1� .�.x; u//�.du/C
Z
S


2.x; u/1� .�.x; u//�.du/

D
Z
S1


.x; u/1� .�.x; u//�.du/C
Z
S2


.x; u/1� .�.x; u//�.du/;

where S1 and S2 are copies of S , and 
 on S1 is given by 
1 and 
 on S2 is given by

2. Noting that 1S1

.u/ D 1B1
.�.x; u//, we can replace S by S1[S2, and assuming



120 T.G. Kurtz

Z
S


.x; u/.1S1
.u/j�.x; u/j2 C 1S2

.u//�.du/ < 1;

Af .x/ D 1

2

dX
i;jD1

aij .x/
@2

@xi@xj
f .x/C b.x/ � rf .x/ (13)

C
Z
S


.x; u/.f .x C �.x; u// � f .x/ � 1S1
.u/�.x; u/ � rf .x//�.du/:

We will take D.A/ D C 2c .R
d / and assume that for f 2 D.A/, Af 2 C.Rd /.

Removal of the continuity assumption is discussed in Sect. 4. The assumption that
Af is bounded can also be relaxed, but that issue is not addressed here.

Let 	 be a Poisson random measure on Œ0; 1� � S � Œ0;1/ with mean measure
m � � � m, and lete	.A/ D 	.A/ � m � � � m.A/. Let .S0;S0/ be a measurable
space, � a �-finite measure on .S0;S0/, W a Gaussian white noise on S0 � Œ0;1/

satisfyingEŒW.A; s/W.B; t/� D s^ t�.A\B/, and � W Rd �S0 ! Rd satisfyingR
S0

j�.x; u/j2�.du/ < 1 and

a.x/ D
Z
S0

�.x; u/�T .x; u/�.du/:

Again, there are many possible choices for � and � . The usual form for an Itô
equation corresponds to taking � to be counting measure on a finite set S0.

Assume that for each compactK � Rd

sup
x2K

�
jb.x/j C

Z
S0

j�.x; u/j2�.du/C
Z
S1


.x; u/j�.x; u/j2�.du/ (14)

C
Z
S2


.x; u/j�.x; u/j ^ 1�.du/
�
< 1:

Then, X should satisfy a stochastic differential equation of the form

X.t/ D X.0/C
Z
S0�Œ0;t �

�.X.s/; u/W.du � ds/C
Z t

0

b.X.s//ds (15)

C
Z
Œ0;1��S1�Œ0;t �

1Œ0;�.X.s�/;u/�.v/�.X.s�/; u/e	.dv � du � ds/

C
Z
Œ0;1��S2�Œ0;t �

1Œ0;�.X.s�/;u/�.v/�.X.s�/; u/	.dv � du � ds/;

for t < �1 � limk!1 infft W jX.t�/j or jX.t/j � kg. Stochastic equations of this
form appeared first in [8].

An application of Itô’s formula again shows that any solution of (15) gives a
solution of the martingale problem forA. We will apply an extension of Theorem 1.4
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to show that every solution of the DRd Œ0;1/-martingale problem for A is a weak
solution of (15), or more generally, we can replace (15) by the analog of (2) and drop
the requirement that the solution have sample paths inDRd Œ0;1/. (In any case, the
solution will have a modification with sample paths in DRd� Œ0;1/.)

As in the introduction, we will need to represent the driving processes W and 	
in terms of processes whose conditional distributions given X are their stationary
distributions. To avoid the danger of measure-theoretic or functional-analytic faux-
pas, we will assume that S and S0 are complete, separable metric spaces and that �
and � are �-finite Borel measures.

2.1 Representation of W by Stationary Processes

Let '1; '2; : : : be a complete, orthonormal basis for L2.�/. Then, W is completely
determined by

W.'i ; t/ D
Z
S0�Œ0;t �

'i .u/W.du � ds/; i D 1; 2; : : : :

In particular, if H is an fFtg-adapted process with sample paths in DL2.�/Œ0;1/,
then

Z
S0�Œ0;t �

H.s�; u/W.du � ds/ D
1X
iD1

Z t

0

hH.s�; �/; 'iidW.'i ; s/:

In turn, if we define Yi .t/ D Yi .0/CW.'i ; t/ mod 2� and

�i .t/ D
�

cos.Yi .t//C R t
0
1
2

cos.Yi .s//ds
sin.Yi .t//C R t

0
1
2

sin.Yi .s//ds

�
D
�� R t

0
sin.Yi .s//dW.'i ; s/R t

0
cos.Yi .s//dW.'i ; s/

�
;

then

W.'i ; t/ D
Z t

0

.� sin.Yi .s//; cos.Yi .s/// d�i .s/; (16)

and hence,

Z
S0�Œ0;t �

H.s; u/W.du�ds/ D
1X
iD1

Z t

0

hH.s; �/; 'ii.� sin.Yi .s//; cos.Yi .s///d�i .s/:

Note that if Yi .0/ is uniformly distributed on Œ0; 2�/ and independent ofW , then
Yi is a stationary process and for each t , the Yi .t/ are independent and independent
of �.W.'j ; s/ W s 	 t; j D 1; 2; : : :/. Identifying 2� with 0, Œ0; 2�/ is compact and
Y D fYig is a Markov process with compact state space Œ0; 2�/1.
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2.2 Representation of 	 by Stationary Processes

Let fDi g � B.S/ be a partition of S satisfying �.Di / < 1, and define 	i .C1 �
C2�Œ0; t �/ D 	.C1�C2\Di �Œ0; t �/. Then, the 	i are independent Poisson random
measures, and setting Ni .t/ D 	.Œ0; 1� �Di � Œ0; t �/, 	i can be written as

	i .� � Œ0; t �/ D
Ni .t/�1X
iD0

ı.Vi;k ;Uik/;

where fVi;k; Ui;k; i � 1; k � 0g are independent, Vi;k is uniform-Œ0; 1�, and Ui;k is
Di -valued with distribution

ˇi � �.� \Di /
�.Di /

:

Define
Zi .t/ D .Vi;Ni .t/; Ui;Ni .t//:

Then, Zi is a Markov process with stationary distribution ` � ˇi , where ` is the
uniform distribution on Œ0; 1�, and Zi .t/ is independent of �.	.� � Œ0; s�/; s 	 t/.

Since, with probability one, Vi;k ¤ Vi;kC1, Ni can be recovered from Zi , and
since

Z
Œ0;1��S�Œ0;t �

H.v; u; s�/	.dv � du � ds/ D
X
i

Z t

0

H.Zi .s�/; s�/dNi .s/;

	 can be recovered from fZi g.

2.3 Equivalence to Martingale Problem

To simplify notation, we will replace 1Œ0;�.x;u/�.v/�.x; u/ by �.x; u/. There is no
loss of generality since S is arbitrary and we can replace Œ0; 1� � S by S . Under
the new notation, 	 is a Poisson random measure on S � Œ0;1/ with mean measure
� � m. We will also assume that � is nonatomic, so it is still the case that, with
probability one, Ni can be recovered from observations of Zi .

Let D0 � C 2.Œ0; 2�// be the collection of functions satisfying f .0/ D f .2��/,
f 0.0/ D f 0.2��/, and f 00.0/ D f 00.2��/, and let Di D C.Di /. Define

D.bA/ D
(
f0.x/

m1Y
iD1

f1i .yi /

m2Y
iD1

f2i .zi / W f0 2 C 2c .Rd /; f1i 2 D0; f2i 2 Di

)
;

and for f 2 D.bA/, derive bAf by applying Itô’s formula to
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f0.X.t//

m1Y
iD1

f1i .Yi .t//

m2Y
iD1

f2i .Zi .t//:

Define Lx by

Lxf .x/ D 1

2

dX
i;jD1

aij .x/
@2

@xi@xj
f .x/C b.x/ � rf .x/;

and Ly by

Lyf .y/ D 1

2

X
k

@2

@y2
k

f .y/:

Note that Lx would be the generator for X if � were zero and Ly is the generator
for Y D fYig. The quadratic covariation of Xi and Yk is

ŒXi ; Yk� D
Z t

0

cik.X.s//ds;

where cik.x/ D R
S0
�i .x; u/'k.u/�.du/, so define Lxy by

Lxyf .x; y/ D
X
i;k

cik.x/@xi
@yk

f .x; y/:

For u 2 S and z 2 Qi Di , let �.z; u/ be the element of
Q
i Di obtained by replacing

zi by u provided u 2 Di . Define

Jif .x; y; z/ D
Z
Di

�
f .x C �.x; zi /; y; �.z; u// � f .x; y; z/

� 1S1
.u/�.x; u/ � rxf .x; y; z/

�
�.du/

D
Z
Di

�
f .x C �.x; zi /; y; �.z; u// � f .x C �.x; u/; y; z/

�
�.du/

C
Z �
f .xC�.x; u/; y; z/�f .x; y; z/� 1S1

.u/�.x; u/ � rxf .x; y; z/
�
:

Then, at least formally, by Itô’s formula,

f .X.t/; Y.t/; Z.t// � f .X.0/; Y.0/;Z.0// �
Z t

0

bAf .X.s/; Y.s/; Z.s//ds

is a martingale for
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bAf .x; y; z/ D Lxf .x; y; z/C Lyf .x; y; z/C Lxyf .x; y; z/ C
X
i

Jif .x; y; z/

D
m1Y
iD1

f1i .yi /

m2Y
iD1

f2i .zi /Af0.x/C Lyf .x; y; z/ CLxyf .x; y; z/

C
X
i

Z
Di

�
f .xC �.x; zi /; y; �.z; u//�f .xC �.x; u/; y; z/

�
�.du/:

Unfortunately, in general,
P
i Ji may not converge. Consequently, the extension

needs to be done one step at a time, so define Zn D .Z1; : : : ; Zn/ and observe that
the generator for .X; Y;Zn/ is

bAnf .x; y; z/ D Lxf .x; y; z/C Lyf .x; y; z/ C Lxyf .x; y; z/C
nX
iD1

Jif .x; y; z/

D
m1Y
iD1

f1i .yi /

m2Y
iD1

f2i .zi /Af0.x/CLyf .x; y; z/C Lxyf .x; y; z/

C
nX
iD1

Z
Di

�
f .xC�.x; zi /; y; �.z; u//�f .xC �.x; u/; y; z/

�
�.du/;

where we take D.bAn/ D ff 2 D.bA/ W m2 	 ng. Note that as long asAf0 2 B.Rd /,bAnf 2 B.Rd � Œ0; 2�/1 �Qn
iD1Di /.

Instead of requiring .X; Y;Z/ to be a solution of the martingale problem for bA,
for each n, we require .X; Y;Zn/ to be a solution of the martingale problem forbAn.

Lemma 2.1. If for each n, .X; Y;Zn/ is a solution of the martingale problem forbAn with sample paths in DRd��Œ0;2	/1�Qn
iD1Di

Œ0;1/, W is given by (16), and 	
is given by

Z
S�Œ0;t �

g.u/	.du � ds/ D
1X
iD1

Z t

0

g.Zi .s�//dNi .s/;

then .X;W; 	/ satisfies (15) for 0 	 t < �1.

Remark 2.2. Any process .X; Y;Z/ such that for each n, .X; Y;Zn/ is a solution
of the martingale problem for bAn will have a modification with sample paths in
DRd��Œ0;2	/1�Q1

iD1Di
Œ0;1/, and the modification will satisfy (17) for all f 2

C 2c .R
d /, taking f .�/ D 0.

Proof. As in the verification of (9), Lemma A.2 can again be used to show that
.X;W; 	/ satisfies
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f .X.t// D f .X.0//C
Z t

0

Af .X.s//ds C
Z t

0

rf .X.s//T �.X.s/; u/W.du � ds/

C
Z
S�Œ0;t �

.f .X.s�/C �.X.s�/; u//� f .X.s�//e	.du � ds/; (17)

f 2 C 2c .Rd /, t � 0, and it follows that X satisfies (15) for 0 	 t < �1. ut
Theorem 2.3. Let A be given by (13), and assume that (14) is satisfied and that
for f 2 C 2c .R

d /, Af 2 B.Rd /. Then, any solution of the DRd Œ0;1/-martingale
problem for A is a weak solution of (15). More generally, any solution of the mar-
tingale problem for A has a modification with sample paths inDRd� Œ0;1/ and is a
weak solution of (15) on the time interval Œ0; �1/.

Remark 2.4. We need to relax the requirement in Theorem 1.4 that R.B/ � C.E/.
This extension is discussed in Sect. 4.

Proof. Let ˇy 2 P.Œ0; 2�/1/ be the product of uniform distributions on Œ0; 2�/
and ˇnz 2 Qn

iD1 ˇi . For x 2 Rd , ˛n.x; �/ D ıx � ˇy � ˇnz 2 P.Rd � Œ0; 2�/1 �Qn
iD1Di /. (�n is just the projection onto Rd .) Computing ˛nbAnf , observe that

˛nLxf D Lx˛nf , that ˛nLyf D 0 since ˇy is the stationary distribution for
Ly , and that ˛nLxyf D 0 since

R 2	
0
@yk

f .x; y; z/dyk D 0. To see that ˛nJif D
Ji˛nf , note that

Z
Di

Z
Di

f .x C �.x; zi /; y; �.z; u//�.du/�.dzi/

D
Z
Di

Z
Di

f .x C �.x; u/; y; z/�.du/�.dzi/:

Taking these observations together, we have ˛nbAnf D A˛nf .
We apply Theorem 4.1. See Sect. 4. Note that D.bAn/ is closed under multipli-

cation. The separability condition follows from the separability of D.bAn/ under the
norm

kf k� D kf k C krxf k C k@2xf k:
The pre-generator condition for B and Bn defined in Sect. 4 follows from existence
of solutions of the martingale problem for Bvnf � Bnf .�; v/. (See the discussion
in Sect. 2 of [3].) Consequently, taking C D A and B D bAn in Theorem 4.1, any
solution eX of the martingale problem for A corresponds to a solution .X; Y;Zn/ of
the martingale problem for bAn. But also note that ˇnbAnC1f D bAnˇnf for f 2
D.bAnC1/. Consequently, any solution the martingale problem for bAn extends to a
solution of the martingale problem for bAnC1. By induction, we obtain the process
.X; Y;Z/ so the first part of the theorem follows by Lemma 2.1.

IfX is a solution of the martingale problem forA, then by [2], Corollary 4.3.7,X
has a modification with sample paths in DRd� Œ0;1/. For nonnegative � 2 B.Rd /,
let
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�.t/ D inf



s W
Z s

0

��1.X.r//dr � t

�
:

Then, eX.t/ D X.�.t// is a solution of the martingale problem for �A. If �.x/ D 1

for jxj 	 k and �.x/ D 0 for jxj � kC1, then for �k � infft W jX.t�/j or jX.t/j �
kg, eX.t/ D X.t/ for t < �k and eX has sample paths in DRd Œ0;1/. It follows
that eX is a weak solution of (15) with � replaced by

p
�� , b replaced by �b and


 replaced by �
, and hence X is a weak solution of the original equation (15) for
t 2 Œ0; �k/. Since �1 D limk!1 �k , the theorem follows. ut
Corollary 2.5. Uniqueness holds for the DRd Œ0;1/-martingale problem for
.A; �0/ if and only if weak uniqueness holds for (15) with initial distribution �0.

3 Conditions for Uniqueness

In the orginal development by Itô [8] as well as in later presentations (for exam-
ple, by Skorohod [9] and Ikeda and Watanabe [10]), L2-estimates are used to prove
uniqueness for (15). Graham [11] points out the possibility and desirability of using
L1-estimates. (In fact, for equations controlling jump rates with factors such as
1Œ0;�.X.t/;u�.v/, L1-estimates are essential.) Kurtz and Protter [12] develop methods
that allow a mixing of L1, L2, and other estimates.

Theorem 3.1. Suppose there exists a constant M such that

jb.x/j C
Z
S0

j�.x; u/j2�.du/C
Z
S1

j�.x; u/j2
.x; u/�.du/ (18)

C
Z
S2


.x; u/j�.x; u/j�.du/ < M;

and

sZ
S0

j�.x; u/� �.y; u/j2�.du/ 	 M jx � yj (19)

jb.x/ � b.y/j 	 M jx � yj (20)Z
S1

.�.x; u/� �.y; u//2
.x; u/ ^ 
.y; u/�.du/ 	 M jx � yj2 (21)

Z
S1

j
.x; u/ � 
.y; u/jj�.x; u/� �.y; u/j�.du/ 	 M jx � yj (22)

Z
S2


.x; u/jj�.x; u/� �.y; u/j�.du/ 	 M jx � yj (23)

Z
S

j
.x; u/� 
.y; u/jj�.y; u/j�.du/ 	 M jx � yj: (24)

Then, there exists a unique solution of (15).
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Proof. Suppose X and Y are solutions of (15). Then,

X.t/ D X.0/C
Z
S0�Œ0;t �

�.X.s/; u/W.du � ds/C
Z t

0

b.X.s//ds (25)

C
Z
Œ0;1/�S1�Œ0;t �

1Œ0;�.X.s/;u/^�.Y.s/;u/�.v/�.X.s�/; u/e	.dv � du � ds/

C
Z
Œ0;1/�S1�Œ0;t �

1.�.Y.s�/;u/^�.X.s�/;u/;�.X.s�/;u/�.v/

�.X.s�/; u/e	.dv � du � ds/

C
Z
Œ0;1/�S2�Œ0;t �

1Œ0;�.X.s�/;u/�.v/�.X.s�/; u/	.dv � du � ds/;

and similarly with the roles of X and Y interchanged. Then, (19) and (20) give the
necessary Lipschitz conditions for the coefficient functions in the first two integrals
on the right; (21) gives an L2-Lipschitz condition for the third integral term; and
(22), (23), and (24) give L1-Lipschitz conditions for the fourth and fifth integral
terms on the right. Theorem 7.1 of [12] gives uniqueness, and Corollary 7.7 of that
paper gives existence. ut
Corollary 3.2. Suppose that there exists a function M.r/ defined for r > 0, such
that (18)–(24) hold with M replaced by M.jxj _ jyj/. Then, there exists a stopping
time �1 and a process X.t/ defined for t 2 Œ0; �1/ such that (15) is satisfied on
Œ0; �1/ and �1 D limk!1 infft W jX.t/j or jX.t�/j � kg. If .eX;e�/ also has this
property, thene� D �1 and eX.t/ D X.t/, t < �1.

Proof. The corollary follows by a standard localization argument. ut

4 Equations with Measurable Coefficients

Let E and F be complete, separable metric spaces, and let B � C.E/�C.E �F /.
Then, Theorem 1.4 can be extended to generators of the form

Bf .x/ D
Z
F

Bf .x; v/�.x; dv/; (26)

where � is a transition function from E to F , that is, x 2 E ! �.x; �/ 2 P.F / is
measurable. Note that B � C.E/ � B.E/ but that B may not have range in C.E/.
(The boundedness assumption can also be relaxed with the addition of moment
conditions.) Theorem 1.4 extends to operators of this form.

Theorem 4.1. Suppose that B given by (26) is separable, that for each v 2 F ,
Bvf � Bf .�; v/ is a pregenerator, and that D.B/ is closed under multiplication
and separates points in E. Let .E0; r0/ be a complete, separable metric space, � W
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E ! E0 be Borel measurable, and ˛ be a transition function from E0 into E
(y 2 E0 ! ˛.y; �/ 2 P.E/ is Borel measurable) satisfying ˛.y; ��1.y// D 1.
Define

C D

�Z

E

f .z/˛.�; dz/;
Z
E

Bf .z/˛.�; dz/

�
W f 2 D.B/

�
:

Let �0 2 P.E0/, and define �0 D R
˛.y; �/�0.dy/. If eU is a solution of the martin-

gale problem for .C; �0/, then there exists a solution V of the martingale problem
for .B; �0/ such that eU has the same distribution onME0

Œ0;1/ as U D � ı V and

P fV.t/ 2 � jbFUt g D ˛.U.t/; � /; � 2 B.E/; t 2 TU : (27)

If eU (and hence U ) has a modification with sample paths in DE Œ0;1/, then the
modified eU and U have the same distribution on DE Œ0;1/.

Proof. See Corollary 3.5, Theorem 2.7, and Theorem 2.9d of [3]. ut
To apply this result in the proof of Theorem 2.3, we must show that bAn can be

written in the form (26). Suppose that for each compactK � Rd ,

sup
x2K

.ja.x/j C jb.x/j C
Z
S1

j�.x; u/j2�.du/C
Z
S2

j�.x; u/j ^ 1�.du/ < 1:

Let F1 be the space of d � d nonnegative definite matrices with the usual matrix
norm, F2 D Rd , and F3 the space of Rd -valued functions on S such that

Z
S1

j�.u/j2�.du/C
Z
S2

j�.u/j ^ 1�.du// < 1:

We can define a metric on F3 by

d4.�1; �2/ D
sZ

S1

j�1.u/� �2.u/j2�.du/C
Z
S2

j�1.u/� �2.u/j ^ 1�.du/:

Then, F D F1 � F2 � F3 is a complete, separable metric space, and for v D
.v1; v2; v3/ 2 F ,

Bf .x; v/ D 1

2

dX
i;jD1

v1ij
@2

@xi@xj
f .x/C v2 � rf .x/ (28)

C
Z
S

.f .x C v3.u// � f .x/ � 1S1
.u/v3.u/ � rf .x//�.du/

is the generator of a Levy process in Rd . Let

�.x; �/ D ı.a.x/;b.x/;�.x;	//:
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Then,

Af .x/ D
Z

Bf .x; v/�.x; dv/:

Similarly, we can define Bn to include Y and Zn so that

bAnf .x; y; z/ D
Z

Bnf .x; y; z; v/�.x; dv/:

Appendix

Lemma A.2. Let A � B.E/ � B.E/, and let X be a cadlag solution of the
martingale problem for A. For each f 2 D.A/, define

Mf .t/ D f .X.t//�
Z t

0

Af .X.s//ds:

Suppose D.A/ is an algebra and that f ı X is cadlag for each f 2 D.A/. Let
f1; : : : ; fm 2 D.A/ and g1; : : : ; gm 2 B.E/. Then,

M.t/ D
mX
iD1

Z t

0

gi .X.s�//dMfi
.s/

is a square integrable martingale with Meyer process

hM it D
X

1�i;j�m

Z t

0

gi .X.s//gj .X.s//.Afifj .X.s//� fi .X.s//Afj .X.s//

�fj .X.s//Afi .X.s///ds:

Proof. The lemma follows by standard properties of stochastic integrals and the fact
that

hMf1
;Mf2

it D
Z t

0

.Af1f2.X.s//�f1.X.s//Af2.X.s//�f2.X.s//Af1.X.s///ds:

This identity can be obtained by applying Itô’s formula to f1.X.t//f2.X.t// and
the fact that Œf1 ıX; f2 ıX�t D ŒMf1

;Mf2
�t to obtain

ŒMf1
;Mf2

�t D f1.X.t//f2.X.t// � f1.X.0//f2.X.0//�
Z t

0

Af1f2.X.s//ds

�
Z t

0

f1.X.s�//dMf2
.s/ �

Z t

0

f2.X.s�//dMf1
.s/

C
Z t

0

.Af1f2.X.s//�f1.X.s//Af2.X.s//�f2.X.s//Af1.X.s///ds:
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Since the first five terms on the right give a martingale and the last term is pre-
dictable, the last term must be hMf1

;Mf2
it . ut
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Accelerated Numerical Schemes for PDEs
and SPDEs

István Gyöngy and Nicolai Krylov

Abstract We give a survey of some results from Gyöngy and Krylov (An accel-
erated splitting-up method for parabolic equations [10], Cauchy problems with
periodic controls [11], Expansion of solutions of arameterized equations and accel-
eration of numerical methods [12], Accelerated finite difference schemes for second
order degenerate elliptic and parabolic problems in the whole space [13], Acceler-
ated finite difference schemes for linear stochastic partial differential equations in
the whole space [14]) on accelerated numerical schemes for some classes of deter-
ministic and stochastic PDEs. First, we consider monotone finite difference schemes
for parabolic (possibly degenerate) PDEs in the spatial variable. We present some
theorems from Gyöngy and Krylov (“Accelerated finite difference schemes for sec-
ond order degenerate elliptic and parabolic problems in the whole space, to appear
in Mathematics of Computation”) on power series expansions of finite difference
approximations in terms of the mesh-size of the grid. These theorems imply that
one can accelerate the convergence of finite difference approximations (in the spatial
variables) to any order by taking suitable mixtures of approximations correspond-
ing to different mesh-sizes. We extend these results to degenerate elliptic equations
in spaces with supremum norm. Then, we establish power series expansions for
finite difference approximations of linear stochastic PDEs, and hence we get, as
before that the rate of convergence of these approximations can be accelerated to
any order, provided the data and the coefficients of the equations are sufficiently
smooth. Finally, for a large class of equations and various types of time discretiza-
tions for them, we present some results from Gyöngy and Krylov [10–12] on power
series expansion in the parameters of the approximations and get theorems on their
acceleration.
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Keywords Cauchy problem � Finite differences � Extrapolation to the limit � Richard-
son’s method � SPDEs

MSC (2010): 65M06, 65B05, 35K65, 60H15

1 Introduction

About a century ago, L.F. Richardson introduced an idea of accelerating the con-
vergence of numerical solutions to deterministic equations. He implemented it in
improving the accuracy of finite difference approximations for some parabolic PDE,
which he wanted to solve as accurately as one could in the time when no com-
puter existed. Richardson’s idea is based on the assumption that finite difference
approximations admit power series expansions in term of the mesh-size so that in
appropriate mixtures of approximations corresponding to different mesh-sizes, the
lower order terms vanish. Richardson showed that his idea works in some cases
and demonstrated its usefulness in [28] and [29]. His method, often called Richard-
son’s method or extrapolation to the limit, became an important method of modern
numerical analysis, and his idea is applied to various types of approximations. The
reader is referred to the survey papers [2] and [4] for a review on the history of the
method and on the scope of its applicability and to the textbooks (for instance, [23]
and [24]) concerning finite difference methods and their accelerations.

In the present paper, we give a survey of some of our recent results from
[10]–[14] on accelerated numerical schemes for linear PDEs and stochastic PDEs.
These results revolve around the possibility of power series expansions of approx-
imations for the solutions in terms of the parameter of the discretizations of equa-
tions under consideration. First, in Sect. 2, we consider monotone finite difference
schemes for parabolic PDEs in the spatial variable. We present some theorems from
[13] on power series expansions of finite difference approximations in terms of the
mesh-size of the grid. These theorems imply that if the coefficients and the data
of the equations are sufficiently regular, then one can accelerate the convergence
of finite difference approximations (in the spatial variables) to any order by tak-
ing suitable mixtures of approximations corresponding to different mesh-sizes. We
also give conditions under which the constants in our estimates are independent of
the time variable; it allows us to extend our theorems on expansions and accelera-
tions to elliptic equations in Sect. 3. Our results seem to be the first ones to justify
Richardson’s method for degenerate elliptic and parabolic equations in spaces with
supremum norm.

In Sect. 4, we consider stochastic linear PDEs of parabolic type and finite dif-
ference schemes for them in the spatial variables. The finite difference schemes
are quite general; we do not require them to be monotone. We establish again a
power series expansions in terms of the mesh-sizes and give an estimate of the
second moment of suitable Sobolev norms of the remainders. Hence, as before,
we get that if the coefficients and the free data are sufficiently regular, then by
Richardson’s method we can accelerate the rate of convergence of finite difference
approximations to any order.
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We note that there are some well-known applications of Richardson’s method
to stochastic differential equations (SDE) in the literature. In particular, in [33],
and in its generalisations [19] and [16], week convergence of Euler’s approxima-
tions of SDEs are accelerated. In contrast, here we consider acceleration of strong
convergence of finite difference approximations in the space variable for stochastic
parabolic equations. Our results have obvious applications in nonlinear filtering of
partially observed diffusion processes. As far as we know, these are the first results
in this direction.

In Sects. 2–4, we consider equations in the whole space having in mind treating
equations in bounded smooth domains in a subsequent article. In connection with
this, it may be worth noting that the results we present are applicable, for example,
to the one dimensional ODE

.1 � x2/2u00.x/ � c.x/u.x/ D f .x/; x 2 .�1; 1/:

The point is that one need not prescribe any boundary value of u at the points ˙1,
and if one considers this equation on all of R, the values of its coefficients and f
outside .�1; 1/ do not affect the values of u.x/ for jxj < 1. Another rather standard
example even of a uniformly nondegenerate equation with constant coefficients is
the following. Consider the one-dimensional heat equation

ut D uxx; t � 0; u.0; x/ D cosx:

Then, the true solution is

u.t; x/ D e�t cos x; u.1; 0/ D e�1 D 0:3678794;

and the obvious symmetric finite difference scheme in the space variable with mesh-
size h D 1=2 and h D 1=4 give the approximations

v.1; 0/ D 0:3755591; and w.1; 0/ D 0:3697965;

respectively, for u.1; 0/. These approximations are accurate up to the second digit
only, whereas the Richardson’s accelerated approximation

4w.1; 0/=3� v.1; 0/=3 D 0:3678756

gives the correct value up to the fifth (out of seven) digit. By the way, if one does not
use the acceleration, then one gets such accuracy for h D 0:011, which is almost 25
times smaller than 1=4.

Finally, in Sect. 5, we consider a class of deterministic equations and vari-
ous types of time discretizations for them. The class of equations includes linear
parabolic PDEs, systems of parabolic PDEs, in particular symmetric hyperbolic
systems of first order PDEs. The numerical approximations we consider include
splitting-up approximations and finite difference schemes in time. We cite some
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results from [11] and [12] on power series expansion of numerical approximations
in the parameters of the approximations. In applications, these parameters play the
role of the mesh-size of time grids. Hence we get acceleration results for those
numerical approximations that belong to the class of schemes presented here. We
refer to [12], where more general equations and numerical schemes are considered,
and more general theorems on power series expansions are proved.

Clearly, by combining the theorems of Sects. 2 and 5, one can get expansions and
accelerations for various fully discretized parabolic PDEs and systems of parabolic
PDEs. It is natural to look also for accelerated space and time discretized schemes
of stochastic PDEs, say by using time discretization to solve the stochastic differen-
tial equations obtained after space discretizations. One knows, however, that if the
values of the driving multidimensional Wiener process are given only on the grid,
then, in general, one cannot have a numerical scheme for SDEs with (strong) rate of
convergence better than

p
� , where � is the mesh-size of the grid. On the other hand,

in some particular cases, for example, when the Wiener process is one-dimenional
or some special data, such as iterated stochastic integrals of the components of
the Wiener processes are available, then one can have accelerated fully discretised
numerical schemes for SPDEs. (See, e.g., [15] for high order strong approximations
of stochastic differential equations when appropriate iterated stochastic integrals of
the Wiener processes are used in the numerical schemes.)

2 Monotone Finite Difference Schemes for Parabolic Equations

We fix some numbers h0; T 2 .0;1/, and for each number h 2 .0; h0�, we consider
the integral equation

u.t; x/ D g.x/C
Z t

0

�
Lhu.s; x/C f .s; x/

�
ds; .t; x/ 2 HT (1)

for u, where g.x/ and f .s; x/ are given real-valued Borel functions of x 2 Rd and
.s; x/ 2 HT D Œ0; T � � Rd , respectively, and Lh is a linear operator defined by

Lh'.t; x/ D L0h'.t; x/ � c.t; x/'.x/; (2)

L0h'.t; x/ D 1

h

X
�2�1

q�.t; x/ıh;�'.x/C
X
�2�1

p�.t; x/ıh;�'.x/; (3)

for functions ' on Rd . Here �1 is a finite subset of Rd such that 0 62 �1,

ıh;�'.x/ D 1

h
.'.x C h
/ � '.x//; 
 2 �1;
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q�.t; x/ � 0, p�.t; x/, and c.t; x/ are given real-valued Borel functions of .t; x/ 2
H1 D Œ0;1/ � Rd for each 
 2 �1. Set j�1j2 D P

�2�1
j
j2.

As usual, we denote

D˛ D D
˛1

1 : : : D
˛d

d
; Di D @

@xi
; j˛j D

X
i

˛i ; Dij D DiDj

for multi-indices ˛ D .˛1; : : : ˛d /, ˛i 2 f0; 1; : : : g. For smooth ' and integers
k � 0, we introduceDk' as the collection of partial derivatives of ' of order k, and
define

jDk'j2 D
X
j˛jDk

jD˛'j2; Œ'�k D sup
x2Rd

jDk'.x/j; j'jk D
X
i�k
Œ'�i :

For functions  h depending on h 2 .0; h0�, the notation Dk
h
 h means the kth

derivative of  in h. For Borel measurable bounded functions  D  .t; x/ onHT ,
we write  2 Bm D Bm

T if, for each t 2 Œ0; T �,  .t; x/ is continuous in Rd and for
all multi-indices ˛ with j˛j 	 m the generalized functionsD˛ .t; x/ are bounded
on HT . In this case, we use the notation

k k2m D sup
HT

X
j˛j�m

jD˛ .t; x/j2:

This notation will be also used for functions  independent of t .
Let m � 0 be a fixed integer. We make the following assumptions.

Assumption 2.1. For any 
 2 �1, we have p�; q�; c; f; g 2 Bm, and for k D
0; : : : ; m and some constantsMk , we have

sup
HT

� X
�2�1

.jDkq�j2 C jDkp�j2�C jDkcj2� 	 M 2
k : (4)

Remark 1. One can show, see Theorem 2.3 of [6], that under Assumption 2.1 for
each h 2 .0; h0�, there exists a unique bounded solution uh of (1); this solution is
continuous in HT , and all its derivatives in x up to order m are bounded. Actually,
in Theorem 2.3 of [6], it is required that the derivatives of the data up to order m
be continuous in HT , but its proof can be easily adjusted to include our case (see
Remark 5 below).

We view (1) as a finite difference scheme for the problem

@

@t
u.t; x/ D Lu.t; x/C f .t; x/; t 2 .0; T �; x 2 Rd ; (5)

u.0; x/ D g.x/; x 2 Rd ; (6)
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where

L WD 1
2

X
�2�1

dX
i;jD1

q�
i
jDiDj C
X
�2�1

dX
iD1

p�
iDi � c: (7)

For this reason, we need the following assumption.

Assumption 2.2. For all .t; x/ 2 HT
X
�2�1


q�.t; x/ D 0:

Notice that under Assumption 2.2 for continuous functions ' on HT , sufficiently
smooth in x 2 Rd , we have

lim
h!0

Lh'.t; x/ D L'.t; x/ for .t; x/ 2 HT ;

which can be seen from the Taylor formulas

X
�2�1

p�ıh;�' D
X
�2�1

p�

Z 1

0

@�'.t; x C h�
/ d�;

X
�2�1

h�1q�ıh;�' D
X
�2�1

q�

Z 1

0

.1 � �/@2�'.t; x C h�
/ d�;

where @�' D Pd
iD1 
iDi' denotes the derivative of ' in the direction of


 D .
1; : : : ; 
d /.

Remark 2. We often use also the following symmetry conditions:

(S) �1 D ��1 and q� D q�� for all 
 2 �1.

(P) �1 D ��1 and p� D �p�� for all 
 2 �1.

Clearly condition (S) implies Assumption 2.2. Moreover, if condition (S) holds, then

h�1
X
�2�1

q�.t; x/ıh;�'.x/ D .1=2/
X
�2�1

q�.t; x/�h;�'.x/;

where
�h;�'.x/ D h�2.'.x C h
/ � 2'.x/C '.x � h
//:

By a solution of (5)–(6), we mean a bounded continuous function u.t; x/ onHT ,
such that it belongs to B2 and satisfies

u.t; x/ D g.x/C
Z t

0

ŒLu.s; x/C f .s; x/� ds (8)
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in HT in the sense of generalized functions, that is, for any t 2 Œ0; T � and � 2
C10 .Rd /Z

Rd

�.x/u.t; x/ dx D
Z

Rd

�.x/g.x/ dx C
Z t

0

Z
Rd

�.�cu C f /.s; x/ dxds

C
Z t

0

Z
Rd

�
X
�2�1

�
1
2

dX
i;jD1

q�
i
jDiDj u

C
dX
iD1

p�
iDiu
�
.s; x/ dxds: (9)

Observe that if u 2 B2, then (9) implies that (8) holds almost everywhere with
respect to x, and if u 2 B3, then the second derivatives of u in x are continuous in
x and (8) holds everywhere.

We remark that it is shown in [20] that in all practically interesting cases of
parabolic equations such as (8), the operator L can be represented as in (7), which
justifies considering operators L0

h
in form (3).

The following theorem on existence and uniqueness of solutions is a classical
result (see, for instance, [25–27]). In [13], we give an elementary proof by using
finite-difference approximations.

Theorem 1. Let Assumption 2.1 hold with m � 2. Then, (8) has a unique solution
u.0/ 2 B2 D B2

T . Moreover, u.0/ 2 Bm
T and

ku.0/km 	 N.kf km C kgkm/; (10)

where N is a constant, depending only on d , m, j�1j, M0; : : : ;Mm, and T .

Assuming now that Assumption 2.1 holds with m � 2, we want to know if uh,
the unique bounded solution of (1) (see Remark 1) admits an expansion

uh.t; x/ D u.0/.t; x/C
X
1�j�k

hj

j Š
u.j /.t; x/C hkC1rh.t; x/; (11)

for all .t; x/ 2 HT and h 2 .0; h0�, where u.0/ the unique solution of (8),
u.1/; : : : ; u.k/ are some functions on HT , independent of h, and rh is a function
on HT defined for each h 2 .0; h0� such that

jrh.t; x/j 	 N.kf km C kgkm/ (12)

for all .t; x/ 2 HT , h 2 .0; h0� with some constant N independent of h.
To formulate our first result concerning the above expansion, we introduce

�h;� D q� C hp�;

and the following assumption.
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Assumption 2.3. For all .t; x/ 2 HT , h 2 .0; h0�, and 
 2 �1,

�h;�.t; x/ � 0: (13)

Theorem 2. Let Assumption 2.1 with m � 3 and Assumption 2.3 hold. Let k � 0

be an integer. Then, expansion (11) holds with rh satisfying (12), provided one of
the following conditions is met:

(i) m � 3k C 3 and Assumption 2.2 holds
(ii) m � 2k C 3 and condition (S) holds

(iii) k is odd,m � 2k C 2, and conditions (S) and (P) are satisfied.

In each of the cases (i)–(iii), the constant N depends only on d , m, j�1j, M0; : : : ;

Mm, and T . In case (iii), we have u.j / D 0 for all odd j in expansion (11).

The following corollary is one of the results of [3] proved there by using the
theory of diffusion processes. It follows immediately from case (iii) of the above
theorem with k D 1. Of course, the result is well known for uniformly nondegener-
ate equations, but we do not assume any nondegeneracy of L, which becomes just a
zero operator at those points where q� D p� D c D 0.

Corollary 1. Let conditions (S) and (P) be satisfied. Let Assumption 2.1 withm D 4

and Assumption 2.3 hold. Then, we have juh � u0j 	 Nh2.

Actually, in [3], a full discretization in time and space is considered for parabolic
equations, so that, formally, Corollary 1 does not yield the corresponding result of
[3]. On the other hand, a similar corollary can be derived from Theorem 13 below,
which treats elliptic equations, and it does imply the corresponding result of [3]. It
also generalizes it because in [3], one of the assumptions, unavoidable for the meth-
ods used there, is that q� D r2

�
with functions r� that have four bounded derivatives

in x, which may easily be not the case under the assumptions of Theorem 13.
To formulate a result implied by Theorem 2 on acceleration for parabolic equa-

tions, we fix an integer k � 0 and set

Nuh D
kX
jD0

�j u2�jh; (14)

where, naturally, u2�jh are the solutions to (1), with 2�jh in place of h,

.�0; �1; : : : ; �k/ WD .1; 0; 0; : : : ; 0/V �1 (15)

and V �1 is the inverse of the Vandermonde matrix with entries

V ij WD 2�.i�1/.j�1/; i; j D 1; : : : ; k C 1:

The following result is a simple corollary of Theorem 2.
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Theorem 3. In each situation when Theorem 2 is applicable, we have that the
estimate

jNuh.t; x/ � u.0/.t; x/j 	 N.kf km C kgkm/hkC1 (16)

holds for all .t; x/ 2 HT , h 2 .0; h0�, where N is a constant depending only on d ,
m, j�1j, M0; : : : ;Mm, and T .

Proof. By Theorem 2

u2�jh D u.0/ C
kX
iD1

hi

i Š2j i
u.i/ C Nr2�j hh

kC1; j D 0; 1; : : : ; k;

with Nr2�j h WD 2�j.kC1/r2�jh , which gives

Nuh D
kX
jD0

�j u2�jh D .

kX
jD0

�j /u
.0/ C

kX
jD0

kX
iD1

�j
hi

i Š2ij
u.i/ C

kX
jD0

�j Nr2�jhh
kC1

D u.0/ C
kX
iD1

hi

i Š
u.i/

kX
jD0

�j

2ij
C

kX
jD0

�j Nr2�jh D u.0/ C
kX
jD0

�j Nr2�jhh
kC1;

since
kX
jD0

�j D 1;

kX
jD0

�j 2
�ij D 0; i D 1; 2; : : : k

by the definition of .�0; : : : ; �k/. Hence,

sup
HT

jNuh � u.0/j D sup
HT

j
kX
jD0

�j Nr2�jhjhkC1 	 N.kf km C kgkm/hkC1;

and the theorem is proved. ut
Sometimes, it suffices to combine fewer terms u2�jh to get accuracy of order

k C 1. To consider such a case for integers k � 0 define

Quh D
QkX

jD0
Q�j u2�j h ;

where
. Q�0; Q�1; : : : ; Q� Qk/ WD .1; 0; 0; : : : ; 0/ QV �1; Qk D Œk

2
�; (17)

and QV �1 is the inverse of the Vandermonde matrix with entries

QV ij WD 4�.i�1/.j�1/; i; j D 1; : : : ; Qk C 1:
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Theorem 4. Suppose that the assumptions of Theorem 2 are satisfied and condition
(iii) is met. Then, for Quh, we have

sup
HT

ju.0/ � Quhj 	 N.kf km C kgkm/hkC1

for all h 2 .0; h0�, where N depends only on d , m, j�1j, M0; : : : ;Mm, and T .

Proof. We obtain this result from Theorem 2 by a straightforward modification of
the proof of the previous result, taking into account that for odd j , the terms with
hj vanish in expansion (11) when condition (iii) holds in Theorem 2. ut
Example 1. Assume that in the situation of Theorem 4, we havem D 8. Then,

Quh WD 4
3

uh=2 � 1
3

uh

satisfies
sup
HT

ju.0/ � Quhj 	 Nh4

for all h 2 .0; h0�.
The above results show that if the data in (8) are sufficiently smooth, then the

order of accuracy in approximating the solution u.0/ can be as high as we wish if
we use suitable mixtures of finite difference approximations calculated along nested
grids with different mesh-sizes. Assume now that we need to approximate not only
u.0/ but its derivativeD˛u.0/ for some multi-index ˛ as well. What accuracy can we
achieve? The answer is closely related to the question whether the expansion

D˛uh.t; x/ D D˛u.0/.t; x/C
X
1�j�k

hj

j Š
D˛u.j /.t; x/C hkC1D˛rh.t; x/ (18)

holds for all .t; x/ 2 HT and h 2 .0; h0�, such that

jD˛rh.t; x/j 	 N.kf km C kgkm/ (19)

for all .t; x/ 2 HT , h 2 .0; h0�. It is also natural to extend the above theorems from
the parabolic to the elliptic case. The rather serious difficulty is that the constant in
our estimates depends on T. To overcome this difficulty, we introduce some more
notation and assumptions and investigate the smoothness of uh in x. As a simple
byproduct of this investigation, we also obtain smoothness of uh with respect to h,
which, by the way, cannot be derived from (11).

Let �� be a function defined on �1 taking values in Œ0;1/, and for 
 2 �1,
introduce the operators

Th;�'.x/ D '.x C h
/; Nıh;� D ��h
�1.Th;� � 1/:
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Set
k�1k2 D

X
�2�1

j��
j2:

For uniformity of notation, we also introduce �2 as the set of fixed distinct vectors
`1; : : : ; `d , none of which is in �1 and define

Nıh;`i D �0Di ; Th;`i D 1; � D �1 [�2;

where �0 > 0 is a fixed parameter. For 
 D .
1; 
2/ 2 �2, introduce the operators

Th;� D Th;�1Th;�2 ; Nıh;� D Nıh;�1
Nıh;�2 :

For k D 1; 2, � 2 �k , we set

Qh;�' D h�1
X
�2�1

. Nıh;�q�/ı�'; L0h;�' D Qh;�' C
X
�2�1

. Nıh;�p�/ı�';

Ah.'/ D 2
X
�2�

. Nıh;�'/L0h;�Th;�'; Qh.'/ D
X
�2�1

�h;�.ıh;�'/
2:

Below B.Rd / is the set of bounded Borel functions on Rd , and K is the set of
bounded operators Kh D Kh.t/ mapping B.Rd / into itself preserving the cone of
nonnegative functions and satisfying Kh1 	 1.

Finally, we fix some constants ı 2 .0; 1� and K 2 Œ1;1/ and remark that below
K D Kh D Kh.t/ denotes generic elements from operators from K, which may be
different from one appearance to another.

Assumption 2.4. There exists a constant c0 > 0 such that c � c0.

This assumption is almost irrelevant if we only consider (1) on a finite time
interval. Indeed, if c is just bounded, say jcj 	 C D const, by introducing a new
function v.t; x/ D u.t; x/e�2Ct , we will have an equation for v similar to (1) with
L0
h
v� .cC2C /v and f e�2Ct in place of Lhu and f , respectively. Now for the new

c, we have c C 2C � C .

Assumption 2.5. We have m � 1, and for any h 2 .0; h0�, there exists an operator
Kh D Kh;m 2 K, such that

mAh.'/ 	 .1� ı/
X
�2�

Qh. Nıh;�'/CKQh.'/C 2.1� ı/cKh
�X
�2�

j Nıh;�'j2� (20)

on HT for all smooth functions '.

Assumption 2.6. We havem � 2, and for any h 2 .0; h0� and n D 1; : : : ; m, there
exist operators Kh D Kh;n 2 K, such that
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n
X
2�

Ah. Nıh;'/C n.n � 1/
X
�2�2

. Nıh;�'/Qh;�Th;�' 	 .1 � ı/
X
�2�2

Qh. Nıh;�'/

CK
X
�2�

Qh. Nıh�'/C 2.1� ı/cKh
� X
�2�2

j Nıh;�'j2�CKKh
�X
�2�

j Nıh;�'j2� (21)

on HT for all smooth functions '.

Obviously, Assumptions 2.5 and 2.6 are satisfied if q� and p� are independent of
x. In the general case, as it is discussed in [6], not only do the above assumptions
impose analytical conditions, but they are related also to some structural conditions,
which can somewhat easier be analized under the symmetry condition (S).

Assumption 2.7. For all t 2 Œ0; T �,
X
�2�1


q�.t; x/ is independent of x: (22)

In the main case of applications, we will require the last sum to be identically
zero as in Assumption 2.2.

Remark 3. Assumptions 2.5 and 2.6 are discussed at length and in many details in
[6] and [7], and sufficient conditions, without involving test functions ' are given
for these assumptions to be satisfied. In particular, it is shown in [7] that if condition
(S) holds, m � 2, �� D 1, Assumptions 2.1 and 2.3 are satisfied, and q� � � for
a constant � > 0, then both Assumptions 2.5 and 2.6 are satisfied for any c0 > 0

and ı 2 .0; 1/, if h0 is sufficiently small and �0, K , and K are chosen appropriately.
Moreover, the condition � > 0 can be dropped, provided, additionally, that c0 is
large enough (this time we need not assume that h is small). Remember, that the
condition that c0 be large is, actually, harmless as long as we are concerned with
equations on a finite time interval. Mixed situations, when c is large at those points
where some of q� can vanish, are also considered in [7].

In [6], we have seen that Assumption 2.5 imposes certain nontrivial structural
conditions on q� which cannot be guaranteed by the size of c0 if q� is only
once continuously differentiable. In contrast, even without condition (S), given
that Assumptions 2.1, 2.5, and 2.7 are satisfied and m � 2, as is shown in [7],
Assumption 2.6 is also satisfied if c0 is large enough.

Theorem 5. Let Assumption 2.1 through 2.6 hold with m � 3. Let k � 0 and l 2
Œ0;m� be integers. Then, for every multi-index ˛ such that j˛j 	 l , the functionD˛uh
is a continuous function onHT , and expansion (18) holds withD˛rh satisfying (19),
provided one of the following conditions is met:

(i) m � 3k C 3C l

(ii) m � 2k C 3C l and condition (S) holds
(iii) k is odd,m � 2kC2Cl , and conditions (S) and (P) are satisfied. In each of the

cases (i)–(iii), the constantN depends only on d , m, ı, K , �0, c0, j�1j, k�1k,
M0; : : : ;Mm. In case (iii), we have u.j / D 0 for all odd j in the expansion.
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The following is an obvious consequence of Theorem 5. (See the proof of
Theorem 3.)

Corollary 2. Suppose that the assumptions of Theorem 5 are satisfied. Then,

sup
HT

jD˛ Nuh �D˛u.0/j 	 NhkC1.kf km C kgkm/;

and if condition (iii) is met, then

sup
HT

jD˛ Quh �D˛u.0/j 	 NhkC1.kf km C kgkm/;

where N depends only on on d , m, ı, K , �0, c0, j�1j, k�1k, M0; : : : ;Mm.

Remark 4. Observe that for k D 0 Theorem 5 implies that

sup
HT

jD˛uh �D˛u.0/j 	 Nh (23)

if m � 3 C j˛j and Assumption 2.1 through 2.6 hold. In addition, one can replace
D˛uh in (23) with ı˛

h
, where

ı˛h D ı
˛1

h;e1
� : : : � ı˛d

h;ed

and ei is the i th basis vector in Rd . This follows easily from the mean value theorem
and Theorem 6 below. The reader understands that similar assertion is true in case
of Corollary 2 with the only difference that one needs larger m and better finite-
difference approximations ofD˛ .

Next, we investigate the smoothness of uh in x and h. Recall that for functions '
depending on h, we use the notationDr

h
' for the r th derivative of ' in h. As usual,

D0
h
' WD '.

Remark 5. Suppose that Assumption 2.1 is satisfied. Take an h1 2 .0; h0/, consider
(1) as an equation about a function uh.t; x/ as function of .h; t; x/ 2 Œh1; h0��HT ,
and look for solutions in the space Bm.h1/ D Bm

T .h1/, which is defined as the
space of functions on Œh1; h0� �HT with finite norm

X
j˛jC3r�m

sup
Œh1;h0��HT

jD˛Dr
huh.t; x/j: (24)

It is obvious that the integrand in (1) can be considered as the result of applica-
tion of an operator, which is bounded in Bm.h1/, to uh.s; x/. Therefore, a standard
abstract theorem on solvability of ODEs in Banach spaces shows that there exists a
solution of (1) in Bm.h1/. Since just bounded solutions are uniquely defined by (1),
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we conclude that our uh belongs to Bm.h1/ for any h1 2 .0; h0/. Obviously, if the
derivatives of the data are continuous in x, the same will hold for uh.

The above argument, actually, works if we replace j˛jC3r 	 mwith j˛jCr 	 m

in (24). We talk about (24) in the above form because we will show that under our
future assumptions the quantity (24) is bounded independently of h1.

Theorem 6. Let k � 0 and m � 2 be integers and suppose that Assumptions 2.1
through 2.6 are satisfied. Then, for each integer r � 0 such that

3k C r 	 m;

the generalized derivatives DrDk
h

uh exist on .0; h0� � HT , are bounded, and we
have

jDrDk
huhj 	 N.kf km C kgkm/; (25)

where N is a constant depending only on m; ı; c0; �0; K , M0; : : : ;Mm, j�1j, and
k�1k. In particular, uh 2 Bm and

kuhkm 	 N.kf km C kgkm/:

From the above theorem, one can get, as simple corollary, the following theorem,
which we use when we consider the elliptic case below.

Theorem 7. Suppose that Assumptions 2.1 through 2.6 hold with m � 2. Then, the
constant N in (10) depends only on m; ı; c0; �0; K , M0; : : : ;Mm, j�1j, and k�1k
(thus, is independent of T ). The same is true for the constants N in Theorems 2, 3,
and 4.

Additional information on the behaviour of DrDk
h

uh for small h is provided by
the following result.

Theorem 8. Let k � 1 be an odd number and suppose that Assumptions 2.1
through 2.6 hold with m � 3k C 1. Assume that the symmetry conditions (S) and
(P) are satisfied.

Then, for any integer r � 0 such that

3k C r 	 m � 1;

we have
sup
HT

jDrDk
huhj 	 N.kf km C kgkm/h (26)

for all h 2 .0; h0�, where N depends only on m, ı, c0, �0, K , j�1j, k�1k,
M0; : : : ;Mm.
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3 Acceleration for Elliptic Equations

Here we assume that p�, q�, c, and f are independent of t and turn now our
attention to the equations

Lhvh.x/C f .x/ D 0 x 2 Rd ; (27)

Lv.x/C f .x/ D 0 x 2 Rd ; (28)

where Lh and Lh are defined by (2)–(7) and (8).
Naturally by a solution of (28), we mean a function v on Rd such that it belongs

to B2, and (28) holds almost everywhere. Clearly, if a solution v belongs to B3 and
q�, p�, c, and f are continuous functions on Rd , then (28) holds everywhere.

First, we prove the existence and uniqueness of the solutions of (27) and (28).

Theorem 9. Suppose that Assumption 2.1 is satisfied with an m � 0 and let
Assumptions 2.3 and 2.4 hold. Then, (27) has a unique bounded solution vh.
Moreover, vh belongs to Bm.

Proof. Observe that (27) is equivalent to

vh.x/ D h2	.x/f .x/C 	.x/
X
�2�1

��vh.x C 
h/;

where
	�1 D h2c C

X
�2�1

��:

Hence we can see that the existence and uniqueness of bounded solution of (27)
follow by contraction principle. Using smooth successive iterations yields that vh 2
Bm. ut
Theorem 10. Let Assumptions 2.1 through 2.6 hold with an m � 2. Then, (28) has
a unique solution v in the space B2. Moreover, v 2 Bm and there is a constant N
depending only on m, ı, c0, �0, K , M0; : : : ;Mm, j�1j, and k�1k such that

kvkm 	 N kf km: (29)

Proof. First, we prove uniqueness. Let v 2 B2 satisfy (28) with f D 0. Take a
constant � > 0, so small that c � � � c0=2 and conditions (20) and (21) hold with
c � � and ı=2 in place of c and ı, respectively. Then, for each T > 0, the function
u.t; x/ WD etv.x//, .t; x/ 2 HT , is a solution of class B2

T of the equation

@

@t
u D .L C �/u on HT (30)

with initial condition u.0; x/ D v.x/. Hence by virtue of Theorem 7 for every T>0;
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eT jv.x/j D ju.T; x/j 	 N kvk2;

whereN is independent of .T; x/. Multiplying both sides of the above inequality by
e�T and letting T ! 1; we get v D 0, which proves uniqueness.

To show the existence of a solution in Bm, let u be a function defined on H1
such that for each T > 0 its restriction onto HT is the unique solution in Bm

T of
(30) with initial condition u.0; x/ D f .x/ (see Theorem 1). By Theorem 7

sup
H1

X
r�m

jDruj 	 N kf km

with a constantN depending only onm, ı, c0, �0,K ,M0; : : : ;Mm, j�1j, and k�1k.
Hence

v.x/ WD
Z 1
0

e�tu.t; x/ dt; x 2 Rd

is a well-defined function on Rd , v 2 Bm, and

Lv.x/ D
Z 1
0

e�tLu.t; x/ dt

D
Z 1
0

e�t
�
@

@t
u.t; x/ � �u.t; x/

�
dt D �f .x/;

where the last equality is obtained by integration by parts. Consequently, v is a
solution of (30) and it satisfies estimate (29). ut
Theorem 11. Let k � 0 and suppose that Assumptions 2.1 through 2.6 are satisfied
with an m � 3k. Then, for any h 2 .0; h0� and for each integer r � 0, such that

3k C r 	 m;

for the unique bounded solution vh of (27), we have

sup
.0;h0��Rd

jDrDk
hvhj 	 N kf km; (31)

whereN is a constant depending only onm; ı; c0; �0; K , j�1j, k�1k,M0; : : : ;Mm.
In particular,

kvhkm 	 N kf km:
Proof. To prove (31), take a constant � > 0 as in the proof of Theorem 10, define
u.t; x/ WD vh.x/et , and observe that u is the unique bounded solution of

@

@t
u D L0hu � .c � �/u C etf; u.0; x/ D vh.x/:

By Theorem 6 for any T > 0;
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eT jDrDk
hvh.x/j D jDrDk

hu.T; x/j 	 N eT kf km CN kvhkm;

whereN is a constant, depending only onm; ı; c0; �0; K , j�1j, k�1k,M0; : : : ;Mm.
By multiplying the extreme terms by e�T and letting T ! 1, we get the result.

ut
From estimate (26), we obtain the corresponding estimate for the derivatives of

vh.

Theorem 12. Let the conditions of Theorem 8 hold. Then, for any integer r � 0

such that
3k C r 	 m � 1;

for the solution vh of (27), we have

sup
Rd

jDrDk
hvhj 	 N kf kmh

for all h 2 .0; h0�, where N depends only on m; ı; c0; �0; K , j�1j, k�1k and
M0; : : : ;Mm.

Proof. This theorem can be deduced from Theorem 8 in the same way as Theorem
11 is obtained from Theorem 6. ut

Now we want to establish an expansion for vh, that is, to show for an integer
k � 0 the existence of some functions v.0/; : : : ; v.k/ on Rd , and a function Rh on
Rd for each h 2 .0; h0� such that for all x 2 Rd and h 2 .0; h0�

vh.x/ D v.0/.x/C
X
1�j�k

hj

j Š
v.j /.x/C hkC1Rh.x/; (32)

sup
h2.0;h0�

sup
Rd

jRhj 	 N kf km (33)

with a constant N .

Theorem 13. Suppose that Assumptions 2.1 through 2.6 are satisfied with an
m � 3. Let k � 0 be an integer. Then, expansion (32) holds with v.0/ being the
unique Bm solution of (28) and Rh satisfying (33), provided one of the following
conditions is met:

(i) m � 3k C 3

(ii) m � 2k C 3 and condition (S) holds
(iii) k is odd,m � 2k C 2, and conditions (S) and (P) are satisfied.

In each of the cases (i)–(iii), the constant N in (33) depends only on d , m,
ı; c0; �0; K , j�1j, k�1k,M0; : : : ;Mm. Moreover, when (iii) holds, we have v.j / D 0

for all odd j .
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Proof. Take a small constant � > 0, as in the proof of Theorem 10; let u be a
function defined on H1 such that for each T > 0, its restriction onto HT is the
unique solution in Bm

T of

@

@t
uh D .Lh C �/uh .t; x/ 2 H1

uh.0; x/ D f .x/ x 2 Rd ;

(see Remark 1). As in the proof of Theorem 10, we get that

vh.x/ D
Z 1
0

e�tuh.t; x/ dt:

By Theorem 2 in each of the cases (i)–(iii), we have

uh.t; x/ D u.0/.t; x/C
X
1�j�k

hj

j Š
u.j /.t; x/C hkC1rh.t; x/; (34)

for all .t; x/ 2 H1, h 2 .0; h0�, and by Theorem 7, we have

sup
h2.0;h0�

sup
H1

fjuhj C
kX
jD0

ju.j /j C jrhjg 	 N kf km (35)

with a constant N depending only on d , m, ı; c0; �0; K , M0; : : : ;Mm, j�1j, and
k�1k. Multiplying both sides of (34) by e�t and then integrating them over Œ0;1/

with respect to dt , we get expansion (32) with

Rh.x/ WD
Z 1
0

e�trh.t; x/ dt;

v.j /.x/ WD
Z 1
0

e�tu.j /.t; x/ dt; for j D 0; : : : ; k:

Clearly, (35) implies that (33) holds with N depending only on d , m, ı; c0; �0; K ,
M0; : : : ;Mm, j�1j, and k�1k. As we know, the function u.0/ in (34) is the Bm

solution of
@

@t
u D .L C �/u .t; x/ 2 H1;

u.0; x/ D f .x/ x 2 Rd ;

which as we have seen in the proof of Theorem 10 guarantees that v.0/ is the unique
Bm solution of (28). ut

The following result can be obtained easily from Theorem 5 by inspecting the
proof of the previous theorem.



Accelerated Numerical Schemes for PDEs and SPDEs 149

Theorem 14. Let p�, q�, c, and f satisfy the conditions of Theorem 13, withm� l
in place of m in each of the conditions (i)–(iii) for an integer l 2 Œ0;m�. Then,
D˛vh is a bounded continuous function on Rd for every multi-index ˛, j˛j 	 l ,
and the expansion (32) is valid withD˛vh, fD˛v.j /gkjD0 andD˛Rh in place of vh,

fv.j /gkjD0 andRh, respectively. Furthermore, (33) holds withD˛Rh in place of Rh
and a constant N depending only on d , m, ı; c0; �0; K , j�1j, k�1k, M0; : : : ;Mm.
In case (iii), we have v.j / D 0 for all odd j in the expansion.

Set

Nvh D
kX
jD0

�j v2�j h ; Qvh D
QkX

jD0
Q�j v2�j h ;

where .�0; �1; : : : ; �k/ and Qk, . Q�0; Q�1; : : : ; Q� Qk/ are defined by (15) and (17) in
Sect. 2. Then, we have the following corollary.

Corollary 3. Suppose that the assumptions of Theorem 14 are satisfied. Then, for
every multi-index ˛ with j˛j 	 l ,

sup
Rd

jD˛ Nvh �D˛v.0/j 	 N kf kmhkC1;

and if condition (iii) is met, then

sup
Rd

jD˛ Qvh �D˛v.0/j 	 N kf kmhkC1;

where N depends only on d , m, ı, K , �0, c0, j�1j, k�1k, M0; : : : ;Mm.

4 Acceleration for Stochastic Parabolic PDEs

We consider the equation

du.t/ D .L.t/u.t/C f .t// dt C .M
.t/u.t/C g
.t// dw
.t/; (36)

for .t; x/ 2 Œ0; T � � Rd DW HT with some initial condition, where

L.t/� D a˛ˇ .t/D˛Dˇ�; M
.t/� D b˛
.t/D˛�;

and fw
g1
D1 is a sequence of independent Wiener processes given on a probability
space .˝;F ; P / equipped with a filtration .F/t�0 such that w
t is Ft -measurable
and w
t � w
s is independent of Fs for all 0 	 s 	 t and integers � � 1.
Here and below the summation with respect to ˛ and ˇ is performed over the
set f0; 1; : : : ; d g and with respect to � in the range f1; 2; : : :g. Assume that, for
˛; ˇ 2 f0; 1; : : : ; d g, we have a˛ˇ D aˇ˛ , and a˛ˇ .t/ D a˛ˇ .t; x/ are real-valued
and b˛t D .b˛
.t; x//1
D1 are l2-valuedP�B.Rd /-measurable functions on˝�HT .
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Let m � 1 be an integer and let W m
2 be the usual Hilbert-Sobolev space of

functions on Rd with norm k � kWm
2

.

Assumption 4.1. (i) For each .!; t/, the functions a˛ˇ .t/ arem times and the func-
tions b˛.t/ aremC 1 times continuously differentiable in x. There exist constants
Kl , l D 0; : : : ; mC 1, such that for all values of indices and arguments, we have

jDla
˛ˇ
t j 	 Kl ; l 	 m; jDlb˛t jl2 	 Kl ; l 	 mC 1:

(ii) There is a constant � > 0 such that for all .!; t; x/ 2 ˝ �HT and z 2 Rd

dX
i;jD1

.2aij � bi
bj
/zi zj � �jzj2:

Assumption 4.2. We have u0 2 L2.˝;F0;W mC1
2 /. The function f isW m

2 -valued,
g
, � D 1; 2; : : :, are W mC1

2 -valued functions given on ˝ � Œ0; T � and they are
predictable. Moreover, for g WD .g
/1
D1 and

kgk2
W l

2

WD
1X

D1

kg
k2
W l

2

we have

E

Z T

0

.kf .t/k2
Wm

2
C kg.t/k2

W
mC1

2

/ dt C Eku0k2
W

mC1
2

DW K2m < 1:

Remark 6. If Assumption 4.2 holds with m > d=2, then by Sobolev’s embedding
ofW m

2 into Cb , the space of bounded continuous functions, for almost all !, we can
find a continuous function of x that equals to u0 almost everywhere. Furthermore,
for each t and !, we have continuous functions of x that coincide with ft and gt ,
for almost every x 2 Rd . Therefore, when Assumption 4.2 holds with m > d=2,
we always assume that u0, ft and gt are continuous in x for all t .

The solutions of (36) will be looked for in the Hilbert space

WmC2
2 .T / D L2.˝ � Œ0; T �;P ;W mC2

2 /:

One knows, see for example, [18] or [30], how to define stochastic integrals of
Hilbert-space valued processes, and (36) is understood accordingly. Observe that
since u0 2 L2.˝;F0;W m

2 /, the solutions of (36) automatically are continuousW m
2 -

valued processes (a.s.).
We are going to use the following classical result (see, for instance, Theorem 5.1,

Remark 5.6, and Theorem 7.1 of [17]).
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Theorem 15. Under the above assumptions, there exists a unique solution u 2
WmC2
2 .T / of (36) with initial condition u0. Furthermore, with probability one, the

function ut is a continuous W mC1
2 -valued function, and there exists a constant N

depending only on T , d; �, m, andKl ; l 	 mC 1, such that

E sup
t�T

ku.t/k2
W

mC1
2

CE

Z T

0

ku.t/k2
W

mC2
2

dt 	 NK2m:

Remark 7. In the future, we are going to assume that m C 1 > d=2. Then, by
Sobolev embedding theorems, the solution ut .x/ from Theorem 15 is a continuous
function of .t; x/ (a.s). More precisely, with probability one, for any t , one can find
a continuous function of x that equals ut .x/ for almost all x, and in addition, the so
constructed modification is continuous with respect to the couple .t; x/.

We are interested in approximating the solution by means of solving a semidis-
cretized version of (36) when partial derivatives are replaced with finite differences.
For 
 D 0, set ıh;� to be the unit operator and for the other values of 
 2 Rd , let

ıh;�u.x/ D u.x C h
/ � u.x/

h
for h 2 R n f0g:

We draw the reader’s attention to the fact that h can be of any sign. This will be
important in the future.

To introduce difference equations, we take a finite set � � Rd containing the
origin, and consider the equation

duh.t/ D .Lh.t/uh.t/C f .t// dt C .M h;
.t/uh.t/C g
.t// dw
.t/; (37)

with
Lh.t/� D a��.t/ıh;�ı�h;��; M h;
.t/� D b�
.t/ıh;��;

where the summation is performed over 
;� 2 � and in (37) also with respect to
� D 1; 2; : : : . Assume that, for 
;� 2 �, a�� D a��.t; x/ are real-valued and
b� D b�.t; x/ D .b�
.t; x//1
D1 are l2-valued functions on ˝ � HT , measurable

with respect to P � B.Rd /.
Set �0 WD � n f0g. Let m � 0 be an integer. Set Nm D max.m; 1/, and let

A0; A1; : : : ; A Nm be some constants. The functions a and b are supposed to possess
the following properties.

Assumption 4.3. (i) For each .!; t/ and 
;� 2 �0 and � 2 �, a
��
t are Nm times

continuously differentiable in x, a0t , a0t are m times continuously differentiable
in x and bt are m times continuously differentiable in x as l2-valued functions.
For all values of arguments, we have

jDj a��j 	 Aj ; 
; � 2 �0; j 	 Nm;
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jDja�0j 	 Aj ; jDja0�j 	 Aj ; jDjb�jl2 	 Aj ; 
 2 �; j 	 m:

(ii) For all .!; t; x/ 2 ˝ �HT and numbers z�; 
 2 �0, we have

X
�;�2�0

.2a�� � b�
b�
/z�z� � �
X
�2�0

z2�:

Introduce

Gh D f
1hC � � � C 
nh W n D 1; 2; : : : ; 
i 2 �[ .��/g

and let l2.Gh/ be the set of real-valued functions u on Gh such that

juj2l2.Gh/
WD jhjd

X
x2Gh

ju.x/j2 < 1:

The notation l2.Gh/ will also be used for l2-valued functions like g.

Remark 8. Observe that, under Assumption 4.3 (i), (37) is an ordinary Itô equation
with Lipschitz continuous coefficients for l2.Gh/-valued processes. Therefore, if,
for instance, (a.s.)

Z T

0

.jf .t/j2l2.Gh/
C jg.t/j2l2.Gh/

/ dt < 1;

and Assumption 4.3 (i) holds, then (37) has a unique solution with continuous
trajectories in l2.Gh/, provided that the initial data uh0 2 l2.Gh/ (a.s.).

For (37) to be consistent with (36), we impose the following.

Assumption 4.4. For all i; j D 1; : : : ; d and � D 1; 2; : : :

X
�;�2�0

a��
i�j D aij ;
X
�2�0

a�0
i C
X
�2�0

a0��i D ai0 C a0i ; a00 D a00;

X
�2�0

b�

i D bi
; b0
 D b0
:

Remark 9. Clearly, if

aij D
X

�;�2�0

a��
i�j ; i; j D 1; : : : ; d

is an invertible matrix for some !, t , x, then �0 spans the whole Rd . On the other
hand, if �0 spans Rd , then clearly a constant � 0 > 0 exists such that

X
�2�0

j
X
i

zi
i j2 � �0jzj2; for all z D .z1; : : : ; zd / 2 Rd ;
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and therefore Assumptions 4.3 (ii) and 4.4 imply Assumption 4.1 (ii). It is not hard
to see that Assumptions 4.1 (ii) and 4.4 do not imply Assumption 4.3 (ii), in general,
unless�0 is a basis in Rd .

There are several ways to construct appropriate a and b.

Example 2. The most natural, albeit sometimes not optimal, way to choose a and b
is to set � D fe0; e1; : : : ; ed g, where e0 D 0 and ei is the i th basis vector in Rd

and let
ae˛eˇ D a˛ˇ ; be˛
 D b˛
; ˛; ˇ D 0; 1; : : : ; d:

Thus, in (37), the first order derivatives in (36) are approximated by usual finite
differences and

X
�;�2�0

a��ıh;�ı�h;�u D �aij ıh;ei
ıh;�ej

u; (38)

which is a standard finite-difference approximation of aijDiDj u. Also notice that

X
�;�2�0

a��z�z� D aij zei
zej
;

X
�2�0

b�
z� D bi
zei
:

It follows that a and b satisfy the above assumptions as long as a and b do.

Example 3. The second choice is to use symmetric finite differences to approximate
the first-order derivatives. Namely, we take �0 D f˙e1; : : : ;˙ed g and

a0;˙ei D a˙ei ;0 D ˙.1=4/.a0i C ai0/; b˙ei ;
 D ˙.1=2/bi;
;

a00 D a00; b0
 D b0
;

so that, for instance,

X
�2�0

b�
ıh;�u.x/ D
dX
iD1

bi

u.x C hei /� u.x � hei /

2h
:

For 
;� 2 �0; we define a
��
t by

a˙ei ;˙ej D 1
2
aij ; a˙ei ;
ej D 0:

Then, Assumption 4.4 is satisfied, and formula (38) holds again (aij D aj i ). If
Assumption 4.1 (ii) is satisfied, then for any numbers z�
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X
�;�2�0

.2a�� � b�
b
�

t /z�z� D

dX
i;jD1

aij zei
zej

C
dX

i;jD1
aij z�ei

z�ej

� .1=4/
X



ˇ̌ dX
iD1

bi
zei
�

dX
iD1

bi
z�ei

ˇ̌2

�
dX

i;jD1
aij zei

zej
� .1=2/

X



ˇ̌ dX
iD1

bi
zei

ˇ̌2

C
dX

i;jD1
aij z�ei

z�ej
� .1=2/

X



ˇ̌ dX
iD1

bi
z�ei

ˇ̌2

� �

dX
iD1

z2ei
C �

dX
iD1

z2�ei
D �

X
�2�0

z2�;

so that Assumption 4.3 (ii) is also satisfied.

Our results revolve about the possibility to prove the existence of random pro-
cesses u.j /.t; x/, t 2 Œ0; T �; x 2 Rd , j D 0; : : : ; k, for some integer k � 0 such
that they are independent of h; u.0/ is the solution of (36) with initial value u0, and
almost surely, we have

uh.t; x/ D
kX
jD0

hj

j Š
u.j /.t; x/CRh.t; x/ (39)

for h ¤ 0 and for all t 2 Œ0; T � and x 2 Gh, where uh is the solution to (37) with
initial data u0 and Rh is a continuous l2.Gh/-valued adapted process, such that

E sup
t2Œ0;T �

sup
x2Gh

jRh.t; x/j2 	 Nh2.kC1/K2m (40)

with a constant N independent of h.

Theorem 16. Let Assumptions 4.1, 4.2, 4.3, and 4.4 hold with

m D m > k C 1C d=2;

where k � 0 is an integer. Then, expansion (39) and estimate (40) hold with a
constantN depending only on �, d , m, K0; : : : ; KmC1, A0; : : : ; Am, �, and T .

Remark 10. Actually uh.t; x/ is defined for all x 2 Rd rather than only on Gh, and
as we will see from the proof of Theorem 16, one can replace Gh in (40) with Rd .

Remark 11. Let �0 be a basis in Rd such that Assumption 4.4 holds. Then,
Assumption 4.1 (i) implies Assumption 4.3 (i), and Assumption 4.1 (ii) implies
Assumption 4.3 (ii) with m D m. Thus, if Assumptions 4.1 and 4.2 hold with
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m > k C 1C d=2;

then the conditions of Theorem 16 are satisfied.

Equality (39) clearly yields

ıh;�uh.t; x/ D
kX
jD0

hj

j Š
ıh;�u.j /.t; x/C ıh;�R

h.t; x/

for any 
 D .
1; : : : ; 
n/ 2 �n and integer n � 0, where�0 D f0g and

ıh;� WD ıh;�1
� : : : � ıh;�n

:

Theorem 16 can be generalised as follows.

Theorem 17. Let the conditions of Theorem 16 hold with

m D m > k C nC 1C d=2

for some integers k � 0 and n � 0. Then, expansion (39) holds and for 
 D
.
1; : : : ; 
n/ 2 �n

E sup
t2Œ0;T �

sup
x2Gh

jıh;�Rh.t; x/j2 C E sup
t2Œ0;T �

X
x2Gh

jıh;�Rh.t; x/j2jhjd 	Nh2.kC1/K2m;

where N depends only on �, d , m, K0; : : : ; KmC1, A0; : : : ; Am, � and T .

Hence in the already familiar way, we get the following acceleration result for

Nuh D
kX
jD0

�j u2
�jh;

where k � 0 is a fixed integer, u2
�jh are the solutions to (37), with 2�jh in place

of h, and the sequence of coefficients f�j gkjD0 are defined by (15) in Sect. 2.

Theorem 18. Under the assumptions of Theorem 16, we have

E sup
t�T

sup
x2Gh

jNuh.t; x/ � u.0/.t; x/j2 	 N jhj2.kC1/K2m; (41)

where N depends only on �, d , m, K0; : : : ; KmC1, �, A0; : : : ; Am, and T .

Remark 12. Let the conditions of Theorem 16 hold with

m D m > k C 1C nC d=2;
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where k and n are nonnegative integers. Then, (41) holds with ıh;� Nuh and ıh;�u.0/

in place of Nuh and u.0/, respectively, for 
 2 �n.

By the above remark, one can construct fast approximations for the derivatives of
u.0/ via suitable linear combinations of finite differences of Nuh.

Clearly it suffices to combine fewer terms u2
�jh to get accuracy of order k C 1

if some of the terms in the expansion (39) vanish. For integers k � 0, define

Quh D
QkX

jD0
Q�j u2

�j h ;

where Qk D Œk
2
� and Q�0; Q�1; : : : ; Q� Qk are defined by (17) in Sect. 2.

Theorem 19. Let the conditions of Theorem 16 hold. Then, in the situation of
Example 3, we have

E sup
t�T

sup
x2Gh

jQuh.t; x/ � u.0/.t; x/j2 	 N jhj2.kC1/K2m; (42)

where N is a constant depending only on d , m, �, K0; : : : ; KmC1, A0; : : : ; Am,
and T .

To prove this result, we need only repeat the proof of Theorem 18 taking into
account that in (39), we have u.j /t D 0 for odd j 	 k since uht D u�ht owing to the
fact that in the case of Example 3, (37) does not change if we replace h with �h.

Remark 13. Notice that without acceleration, that is, when k D 1 in the above
theorem, the mean square norm of the supremum in t and x of the error of the
finite difference approximations in Example 3 is proportional to h2. This is a sharp
result see, for example, Remark 2.21 in [3] on finite difference approximations for
deterministic parabolic PDEs.

Example 4. Assume that in the situation of Example 3, we have d D 2 andm D 7.
Then,

Quh WD 4
3

uh=2 � 1
3

uh

satisfies
E sup
t�T

sup
x2Gh

ju.0/t .x/ � Quht .x/j 	 Nh4:

Example 5. Take d D 1 and consider the following SPDE:

dut D 3D2ut dt C 2Dut dwt

with initial data u0.x/ D cosx, where wt is a one-dimensional Wiener process.
Then, a unique bounded solution is ut .x/ D e�t cos.x C 2wt /. Example 3 suggests
the following version of (37):
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duht .x/ D 3
uht .x C h/� 2uht .x/C uht .x � h/

h2
dt C uht .x C h/ � uht .x � h/

h
dwt ;

the unique bounded solution of which with initial condition cosx is given by

uht .x/ D e�cht cos.x C 2�hwt /; h2ch D 12 sin2
h

2
� 2 sin2 h; �h D sin h

h
:

For t D 1, h D 0:1, and wt D 0, we have

u1.0/ � 0:3678794412; uh1.0/ � 0:366352748; uh=21 .0/ � 0:3674966179;

Quh1.0/ D 4
3

uh=21 .0/� 1
3

uh1.0/ � 0:3678779079:

It is instructive to observe that such a level of accuracy is achieved for u
Qh
1.0/ with

Qh D 0:00316, which is more than 15 times smaller than h=2.
Actually, this example does not quite fit into our scheme because u0 is not

square summable over R. In connection with this, we note that our theorems can
be extended to SPDEs with growing data by the help of weighted Sobolev spaces
(see [5]), and then the above example can be included formally.

5 Accelerated Time Discretized Schemes

Instead of linear parabolic PDEs, we consider here a more general class of linear
equations, and we approximate them by various types of time-discretized schemes
whose convergence then we accelerate.

To formulate a general framework for our results, fix an integer l � 1 and assume
that we have a sequence of Banach spaces

V0; V1; V2; : : : ; Vl

such that Vi is continuously embedded into Vi�1, for every i D 1; 2; : : : ; l , and V1
is dense in V0. Consider

du.t/ D .Lu.t/C f / dt; u.0/ D u0 2 Vl ; (43)

for t 2 Œ0; T �, where f is an element from Vl and L is a bounded linear operator
from V1 to V0 such that

kLvki 	 KkvkiC1 for all v 2 ViC1, i D 0; : : : ; l ; (44)

for a fixed constantK , where k ki denotes the norm of  in Vi .

Definition 1. A V1-valued weakly continuous function u D u.t/ on Œ0; T � is called
a solution of (43) if for all t 2 Œ0; T �
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u.t/ D u0 C
Z t

0

.L.s/u.s/C f .s// ds;

where the integral is understood in Bochner’s sense.

Example 6. (Parabolic PDE) Consider the problem

Dtu.t; x/ D Lu.t; x/C f .x/; t 2 .0; T �; x 2 Rd ; (45)

u.0; x/ D '.x/; x 2 Rd ; (46)

where L is an operator of the form

L D aij .x/Dij C ai .x/Di C a.x/; (47)

aij , ai , a, f , and ' are real-valued functions on Rd . Assume that the matrix .aij /
is positive semidefinit, and that for some constant K � 0 and integer � � 2 the
partial derivatives of aij , ai and a up to order � are bounded by a constant K , and
'; f 2 W 

p such that
k'k;p 	 K; kf k;p 	 K;

for some p > 1, where

k k;p D
� X
j� j�

Z
Rd

jD�'.x/jp dx
�1=p

is the norm of a function  in the Sobolev spaces W 
p . Then, it is well known

(see, for instance, Theorem 3.1 in [9] and recall that � � 2) that there is a unique
W 
p -valued weakly continuous function v.t/, t � 0, such that

v.t/ D ' C
Z t

0

.Lv.s/C f / ds; (48)

where one understands the integral as Bochner’s weak (D strong) integral, or equiv-
alently, one understands the equation in the sense of integral identity obtained by
multiplying by test functions and integrating with respect to x. Take Vi D W C2i

p

for some � � 0 and i D 0; : : : ; l . Notice that Vi is continuously and densely
embedded into Vi�1 for each i D 1; : : : ; l and set

Vj WD W �C2j
p ; j D 0; 1; : : : ; l;

for an integer � � 0 satisfying �C 2l 	 �.

Example 7. (Systems of parabolic PDEs and hyperbolic PDEs)
As in the previous example, we consider the problem (45)–(46) with an operator L
given by (47), but this time instead of unknown real-valued functions u, we consider
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Rq-valued ones, where q is a fixed number. Accordingly, we assume that ai ; a are
q�q-matrix valued functions with entries ai;˛ˇ , a0˛ˇ , respectively, and f and ' are
Rq-valued. Yet, aij is assumed to be real-valued as in the previous example. We set
p D 2 and impose the same assumptions as in the previous example with obvious
interpretation of the norms k � k;2 for vector-valued functions. We also assume that
for each x; 
 2 Rd and ˛; ˇ D 1; : : : ; q, we have

ˇ̌ dX
iD1

Nai;˛ˇ .x/
i ˇ̌ 	 K
� dX
i;jD1

aij .x/
i
j
�1=2

; (49)

where Nai;˛ˇr D ai;˛ˇ � ai;ˇ˛. Observe that this assumption is obviously satisfied if

(a) The matrix .aij / is uniformly nondegenerate, so that the systems are uniformly
parabolic, or

(b) aij � 0 and the matrix ai is symmetric, so that the systems are first-order
symmetric hyperbolic. Then, under the above assumptions, there exists a unique
.W 

2 /
q-valued continuous solution (see [12]), where .W 

2 /
q denotes the q-fold

product of W 
2 . Take Vj WD .W

�C2j
p /q for j D 0; 1; : : : ; l and integer � � 0

such that � C 2l 	 �. Clearly, Vj is continuously and densely embedded into
Vj�1 for each j D 1; : : : ; l .

Together with the problem, (43) we consider for every � 2 .0; 1� the problem

dw.t/ D
mX
rD1

.Lr�rw.t/C fr/ dAr.t/; t 2 .0; T �; w.0/ D u0; (50)

where m � 1 is a fixed integer, u0 2 V1, and for each r D 1; : : : ; m, we have that
fr 2 V1, Lr is a bounded linear operator from V1 into V0, �r D ��r is a bounded
linear operator on the space of V0-valued weakly cadlag functions on Œ0; T �, and
Ar D A�r .t/, t 2 Œ0; T � is a right-continuos real function of finite variation over
Œ0; T �.

We assume that

Ar .t/ WD �Hr .t=�/; t � 0; r D 1; 2; : : : ; m

with some right-continuous functionsHr D Hr .t/ on R, which have finite variation
on every finite interval, such thatHr .0/ D 0 and

Hr .t C 1/�Hr .t/ D Hr .1/ D 1; 8t 2 R

for all r D 1; 2; : : : ; m. We assume, moreover, that

L D L1 C L2 C : : :C Lm; f D f1 C f2 C : : :C fm:
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There are various types of time discretization schemes for problem (43), which
can be represented by (50). Let us see some examples of such schemes defined on
the grid

T� WD fti D i� W i D 0; 1; 2; : : :g \ Œ0; T �:

Example 8. (Finite differences in time.) Let m D 1, L1 D L, H1.t/ D Œt �, where
Œt � denotes the integer part of t . Let �1 D I , the identity operator. Then, (50)
represents the implicit Euler method with step size � . If �1 D � is the operator
defined by

.�'/.t/ WD #'.t�/C .1 � #/'.t/ (51)

with some # 2 R, then (50) is the �-method, which is often called the Crank-
Nicolson method when # D 1=2, and the explicit Euler method when # D 1.

Example 9. (Splitting up approximations.) Let m > 1. Consider the splitting-up
approximations for (43) defined by

u.ti / WD
�
Pm.�/ : : : P2.�/P1.�/

�i
u0; (52)

at ti 2 T� , where Pk.t/' denotes the solution of

d

dt
v.t/ D Lkv.t/C fk; v.0/ D '; k WD 1; : : : ; m (53)

at time t 2 Œ0; T �. Formula (52) means that to get the approximation at tiC1 WD tiC�
from the approximation at ti D i� , we solve (53) with k D 1 on Œ0; �� with initial
value u.ti /, then we solve (53) with k D 2 on Œ0; �� again with the new initial value
P1.�/u.ti /, and so on, and finally, taking the solution at � of the preceding step as
the initial value, we solve (53) with k D m on Œ0; ��. We can easily represent this
method as a problem of type (50) by using an idea from [8]. Namely, instead of
going back and forth in time, when solving problems (53) one after another on Œ0; ��
with up-dated initial values, we ‘stretch out the time’ and rearrange solving these
equations in forward time. This procedure can be described by the single equation

dNu.t/ D
mX
kD1

.Lk Nu.t/C fk/ Phk.t=�/ dt;

where Phk WD d
dt hk is a function of period m, such that Phk.t/ WD 1Œk�1;k/.t/ for

t 2 Œ0;m�, k D 1; 2; : : : m. Indeed, clearly Nu.mt/ D u.t/ for all t 2 T� . Hence
w.t/ WD Nu.mt/ satisfies

dw.t/ D
mX
kD1

.Lkw.t/C fk/�dHk.t=�/; w.0/ D u0; (54)

with Hk.t/ WD hk.mt/, which is the type of problem (50).
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Example 10. (Fractional step) The splitting-up method described in the previous
example for problem (43) can be generalised as follows. Let p � m be an integer,
s1; : : : ; sp 2 R and k1; : : : ; kp 2 f1; 2; : : : ; mg, such that

Pp
jD1 sj ırkj

D 1, for
r D 1; 2; : : : ; m, where ırkj

D 1 for r D kj and 0 otherwise. Then, we say that the
product

S.�/ WD Pkp
.sp�/ � : : : � Pk1

.s1�/; � 2 .0; 1� (55)

is a fractional step method, where Pk.t/' denotes the solution of (53). The frac-
tional step approximation, u.t/ D u.�; t/, t 2 T� is defined as

u.�; t/ D S t=�u0; t 2 T� ; S0 WD I: (56)

We characterise the fractional step method (55) by the absolutely continuous func-
tions �r D �r.t/ on R, for r D 1; : : : ; m, whose derivative P�r.t/ is periodic with
period p, P�r.t/ WD Pp

jD1 sj ırkj
1Œj�1;j /.t/, for t 2 Œ0; p/, and �r.0/ WD 0. We say

that (55) is a symmetric product

P�r.p � t/ D P�r .t/ for dt-almost all t 2 .0; p/; r D 1; 2; : : : ; m:

The product

S.�/ WD P1.�=2/ : : : Pm�1.�=2/Pm.�/Pm�1.�=2/ : : : P1.�=2/; (57)

introduced and investigated in [31]–[32], is a simple example of a symmetric prod-
uct. It is often called Strang’s splitting. In the same way, as explained above, we can
see that for u.�; t/ given by (56), we have

u.�; t/ D w.�; t/; t 2 T� ;

where w.�; t/ satisfies (54) with Hr .t/ WD �r .pt/.

Example 11. Let us now combine the fractional step method with the method of
finite differences to solve (43) numerically. Namely, we solve (53) in each ‘frac-
tional’ step by the �-method. Thus, we get the approximation w.�; tj /, defined by
(55)–(56) with

Pk.t/' WD .I � t N#kLk/�1..I C t#kLk/' C tfk/; k 2 f1; 2; : : : ; mg;

provided Pkj
.sj �/ is well-defined for for each j , where N# WD 1 � # and # 2 R is

the parameter of the �-method. Using the idea of rearranging in forward time from
[9], we see that this approximation u.�; t/, t 2 T� equals the solution of the equation

w.t/ D u0 C
Z t

0

mX
kD1

.�kLkw.s/C fk/ �dHk.s=�/;
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at t 2 T� , where Hk.t/ WD Œ�k.pt/�, and �k is defined by (51) with #k in place
of # .

Our aim is to present an expansion in powers of � for the difference w.�; t/ � u.t/
at the points ti of the grid T� . To formulate our results, we use the notation
Dw.Œ0; T � W V / andCw.Œ0; T � W V / for the space of V -valued weakly right-continuos
functions on Œ0; T �, having weak limits from the right, and for the space of V -
valued weakly continuos functions on Œ0; T �, respectively. We equip these spaces
with the supremum norm, and use the notation Wj WD Dw.Œ0; T �; Vj /. To simplify
the presentation of the results, assume that �r in (50) is defined by

.�r'/.t/ WD #r'.t�/C .1 � #/'.t/

for some #r 2 R, r D 1; 2 : : : ; m. Set A0.s/ D s for s � 0.

Assumption 5.1. (i) Lr is a bounded operator from VjC1 to Vj for r D 1; : : : ; m,
and kLr'kj 	 Kk'kjC1; for ' 2 VjC1; j D 0; : : : ; l � 1I

(ii) u0 2 Vl , fr 2 Vl , and ku0k 	 K , kfrkl 	 K for r D 1; 2; : : : ; m.

Assumption 5.2. For each k D 0; 1; : : : ; m, there is a bounded linear operator
Rk W W0 ! W0, such that

(i) supt2Œ0;T � k.Rkg/.t/kj 	 K supt2Œ0;T � kg.t/kj , g 2 Wj , j D 0; 1; : : : ; l;
(ii) (existence) for any g 2 W1, the function u D Rkg satisfies

u.t/ D
Z t

0

Lu.s/ ds C
Z t

0

g.s/ dAk.s/; t 2 Œ0; T � (58)

(iii) (uniqueness) If g0; : : : ; gm 2 Dw.Œ0; T � W V0/ and u 2 W1 satisfy

u.t/ D
Z t

0

Lu.s/ ds C
mX
kD0

Z t

0

gk.s/ dAk.s/; t 2 Œ0; T �;

then u D Pm
kD0Rkgk .

Assumption 5.3. For each �.0; 1�, problems (43) and (50)) have unique solutions
u 2 Cw.Œ0; T � W Vl/ and w D w.�; t/ 2 D.Œ0; T � W Vl/, respectively, and

sup
�2.0;1�

sup
t2Œ0;T �

kw.�; t/kl < 1:

Now we are in the position to formulate our first result on expansion in � . To ease
notation, we often suppress � in some expressions.

Theorem 20. Let k � 0 be an integer. Let Assumptions 5.1 5.2, and 5.3 hold with
l � 2.k C 1/. Then, there exist functions v.1/; : : : ; v.k/ 2 W0, independent from � ,
and Rk.�/ 2 W0, such that for all � 2 .0; 1�
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w.�; t/ D u.t/C �v.1/.t/C �2v.2/.t/C : : :C �kv.k/.t/CRk.�; t/ (59)

for all t 2 T� , and
sup
t2T�

kRk.�; t/k0 	 N�kC1; (60)

where N is a constant, independent of � .

This theorem obviously implies that w.�/ approximates u on the grid T� , with
accuracy proportional to � . Moreover, for

u.�; t/ WD
kX
jD0

�jw.2�j �; t/;

where .�0; : : : ; �k/ is defined by (15) in Sect. 2, we get the following theorem.

Theorem 21. Let the conditions of Theorem 20 hold. Then, for all � 2 .0; 1�;

max
t2T�

ku.�; t/ � u.t/k0 	 N�kC1;

where N is a constant independent of � .

It is worth emphasising that expansion (59) is valid only at the points ti of the grid
T� . This expansion follows from Theorem 22 below. To formulate it, we need more
notation.

We call a sequence ˛ D ˛1˛2 : : : ˛i a multi-number of length j˛j WD i , if ˛j 2
f0; 1; 2; : : : ; mg. The set of all multi-numbers is denoted by N . For every multi-
number ˛ D ˛1 : : : ˛j ; we define the operators �˛ WD �˛j

, N�˛ WD N�˛j
on W0,

where . N�˛j
'/.t/ WD .1 � #j /'.t�/C #j'.t/ for ˛j ¤ 0, and

�0' WD I' D '; . N�0'/.t/ WD '.t�/:

Moreover, for each � 2 N ; we define recursively an operator L� , f� 2 V0,
a function b� and a number c� as follows

L0 WD 0; f0 WD 0; L� WD Lr ; f� WD fr

b0 WD 0; c� D cr D c0 D 0; b� .t/ WD 1
�
.A� .t/ � A0.t// (61)

for � D r 2 f1; 2; : : : ; mg, and

L˛0 WD LL˛ ; L˛r WD �L˛Lr
f˛0 WD Lf˛; f˛r WD �L˛fr (62)

c˛ˇ WD 1

�

Z �

0

N�.˛/b˛.s/ dAˇ .s/; (63)
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b˛ˇ .t/ WD 1

�

�Z t

0

N�.˛/b˛.s/ dAˇ .s/ � c˛ˇA0.t/
�

(64)

for ˛ 2 N , ˇ 2 f0; 1; : : : ; mg, r 2 f1; 2; : : : ; mg.
Let M denote the set of multi-numbers �1�2 : : : �i with �j 2 f1; 2; : : : ; mg,

j D 1; 2; : : : ; i , and integers i � 1. Introduce the sequences � D .ˇ1; ˇ2; : : : ; ˇi /

of multi-numbers ˇj 2 M, where i � 1 is any integer, and set

j� j WD jˇ1j C jˇ2j C : : :C jˇi j:

Let J denote the set of all these sequences together with the ‘empty sequence’ e of
length jej D 0. For � D .ˇ1; ˇ2; : : : ; ˇi /, i � 1, we define

S� D RLˇ1
� : : : � RLˇi

; where R WD R0�0 D R0;

and for � D e; we set Se WD R. Notice that S� is well-defined as bounded linear
operator from WjCj� j to Wj if j C j� j 	 l . If we have a collection of g 2 W0
indexed by a parameter � taking values in a set A, then we use the notation

P�
2A g

for any linear combination of g with coefficients depending only on c˛, A, and �.
For instance,

�X
A

S�w� D
�X

.�;�/2A
S�w� D

X
.�;�/2A

c.�; �/S�w� ;

where c.�; �/ are certain functions of c˛ ; ˛ 2 N , and .�; �/ 2 A. These functions
are allowed to change from one occurrence to another.

For� D 0; : : : ; l , � � 0, any functions u D u˛.�; t/ depending on the parameters
˛ 2 N and � , we write

u D O�.�
�/ if sup

�2.0;1�
sup
t2Œ0;T �

ku˛.�; t/k���� < 1:

Finally, set
A.i/ D f.�; ˇ/ W � 2 J ; ˇ 2 M; j� j C jˇj 	 ig;

B�.i; j / D f.˛; ˇ/ W ˛ 2 N ; ˇ 2 M; j˛j 	 i; jˇj 	 j g:
and wˇ .t/ D wˇ .�; t/ WD Lˇw.�; t/C fˇ ; uˇ .t/ WD Lˇu.t/C fˇ :

Theorem 22. Under the assumptions of Theorem 20, we have

w.t/ D u.t/C
kX
iD1

� i
�X

A.2i/

S�uˇ .t/C
kX
iD1

� i
�X

B�.i;iCj /
b˛.t/wˇ .t/CO0.�

kC1/;

for all t 2 Œ0; T �, where b˛.t/ D b˛.�; t/ is defined by (61)–(64). Furthermore, if
k � 1, then in the above equation,
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�X
A.2/

S�uˇ D
mX

i;jD1
.cij � cj0/Ruij ;

so that it vanishes if cij D cj0 for all i; j D 1; : : : ; m.

Theorem 22 immediately implies Theorem 20 by virtue of the following proposi-
tion, which can be proved by induction on the length of ˛ and by change of variable
s WD r� in the integrals in (63) and (64).

Proposition 1. For every ˛ 2 N ; the function b˛ is �-periodic, that is, b˛.tC�/ D
b˛.t/ for all t � 0, and b˛.i�/ D 0 for all integers i � 0. Moreover, the numbers
c˛ , the functions C˛.t/ WD b˛.� t/, and

K˛ WD sup
t�0

jb˛.t/j D sup
t�0

jC˛.t/j (65)

are finite and do not depend on � .

By Theorem 22, we can investigate the term v.1/ in expansion (59). For exam-
ple, in the case of fractional step methods, Example 10, we get the following
specification of v.1/.

Theorem 23. Under the conditions of Theorem 20 in the case of Example 10, we
have

v.1/ D 1

2

mX
i;jD1

Z p

0

�
�i .t/ d�i .t/ � �j .t/ d�i .t/

�
Ruij ;

where Ruij is the solution of (45) with f D uij D LiLj u C Lifj and 0 initial
condition. Thus, v.1/ vanishes if

Z p

0

�
�i .t/ d�j .t/ � �j .t/ d�i .t/

� D 0 for all i; j D 1; 2; : : : ; m; (66)

which is equivalent to

Z p

0

�i .t/ d�j .t/ D 1

2
for all 1 	 i < j 	 m: (67)

In particular, v.1/ D 0 if (55) is a symmetric product, which is the case of, say
Strang’s splitting.

Proof. By Theorem 22, expansion (59) holds with

v.1/ D
mX

i;jD1
.cij � cj0/Ruij ;

so v.1/ D 0 if cij � cj0 D 0. Notice that for all i; j D 0; 1; 2; : : : ; m
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cij D
Z p

0

.�i .t/ � �0.t// d�j .t/;

where �0.t/ WD t=p. Therefore,

2.cij � cj0/ D 2

Z p

0

.�i .t/ � �0.t// d�j .t/ � 2

Z p

0

.�j .t/ � �0.t// d�0.t/

D 2

Z p

0

�i .t/ d�j .t/ � 2�0.p/�j .p/C �20.p/ D 2

Z p

0

�i .t/ d�j .t/ � 1;

and we have,

2.cij � cj0/ D
Z p

0

�i .t/ d�j .t/ �
Z p

0

�j .t/ d�i .t/

by taking into account

1 D �i .p/�j .p/ D
Z p

0

�i .t/ d�j .t/C
Z p

0

�j .t/ d�i .t/:

In particular, cij � cj0 D �.cj i � ci0/, so cij � cj0 D 0 implies cj i � ci0 D 0.
Hence conditions (66), (67) and their equivalence follow immediately. If S.�/ is a
symmetric product, then obviously

P�i .p � t/ D P�i .t/ for all t 2 .0; p� n f1; : : : ; pg;

and �.t/C �i .p � t/ D 1 for all t 2 Œ0; p� and i D 1; 2; : : : ; p. Hence

Z p

0

�i .t/ P�j .t/ dt D
Z p

0

�i .p � s/ P�j .p � s/ ds

D
Z p

0

.1 � �i .s// P�j .s/ ds D 1 �
Z p

0

�i .s/ P�j .s/ ds;

which immediately implies (67). The theorem is proved. ut
Remark 14. Clearly, every symmetric product is a product of type (57) with respect
to a new set of operators L0i and free terms f 0i , obtained from Lr and fr by L01 WD
2s1Lk1

, f 01 WD 2s1fk1
,. . . .

Remark 15. There are infinitely many nonsymmetric products, which still satisfy
(67), and consequently define splitting-up approximations with accuracy of order
�2. For example, when m D 2, every product of the form

P .�/ D P .2/
.1�b/�P

.1/

.1�a/�P
.2/

b�
P .1/a� (68)
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with a ¤ 1, and b D 1
2.1�a/ , satisfies (67). If a D 1

2
; then (68) is Strang’s product

with m D 2. For a ¤ 1
2
; these products are not symmetric.

Indeed, for �1, �2 characterising (68), we have

P�1.t/ D a1Œ0;1/.t/C .1� a/1Œ2;3/.t/; P�2.t/ D b1Œ1;2/.t/C .1 � b/1Œ3;4/.t/;

for t 2 .0; 4/, and

Z 4

0

�1.t/ P�2.t/ dt D ab C 1 � b D 1 � b.1� a/ D 1

2
;

that is, condition (67) holds. If a ¤ 1
2

, then clearly (68) is not symmetric. If a D 1
2

,
then b D 1, and (68) is Strang’s symmetric product with m D 2.

For parabolic PDEs and systems of parabolic PDEs (see Examples 6 and 7),
Assumptions 5.1 5.2 and 5.3 can be ensured by suitable smoothness and bound-
edness conditions on the coefficients and the free terms. Thus, we can apply the
above results on accelerated schemes to the corresponding time discretizations of
parabolic PDEs and systems of parabolic PDEs, in particular to symmetric hyper-
bolic system of first order PDEs. Hence one can also get results on accelerated
numerical schemes for nonlinear ordinary differential equations by the method of
characteristics (see [12]). For a more general framework of accelerated schemes,
we refer to [12].
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Coarse-Grained Modeling of Multiscale
Diffusions: The p-Variation Estimates

Anastasia Papavasiliou

Abstract We study the problem of estimating parameters of the limiting equation
of a multiscale diffusion in the case of averaging and homogenization, given data
from the corresponding multiscale system. First, we review some recent results that
make use of the maximum likelihood of the limiting equation. In particular, it has
been shown that in the averaging case, the MLE will be asymptotically consistent
in the limit, while in the homogenization case, the MLE will be asymptotically con-
sistent only if we subsample the data. Then, we focus on the problem of estimating
the diffusion coefficient. We suggest a novel approach that makes use of the total
p-variation, as defined in [15], and avoids the subsampling step. The method is
applied to a multiscale OU process.

Keywords Diffusion estimation � multiscale Ornstein-Uhlenbeck process � p-
variation

MSC (2010): 62M05, 60G17, 74Q99

1 Introduction

It is often the case that the most accurate models for physical systems are large
in dimension and multiscale in nature. One of the main tasks for applied mathe-
maticians is to find coarse-grained models of smaller dimension that can effectively
describe the dynamics of the system and are efficient to use (see, for example
[11, 12, 16, 17]). Once such a model is chosen, its free parameters are estimated by
fitting the model to the existing data. Here, we study the challenges of this statistical
estimation problem, in particular for the case where the coarse-grained model is a
diffusion. Apart from the usual challenges of parameter estimation for diffusions, an
additional problem that needs to be addressed in this setting is that of the mismatch
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between the full multiscale model that generated the data and the coarse-grained
model that is fitted to the data. A first discussion of this issue, in the context of
averaging and homogenization for multiscale diffusions, can be found in [1,18,19].

A similar statistical estimation problem arises in the context of “equation-free”
modeling. In this case, coarse-grained equations exist only locally and are locally
fitted to the data. The main idea of “equation-free” modeling is to use these locally
fitted coarse-grained equations in combination with a global algorithm (for example,
Newton-Raphson) in order to answer questions about the global dynamics of the
coarse-grained model (for example, finding the roots of the drift). In this process,
we go through the following steps: We simulate short paths of the system for given
initial conditions. These are used to locally estimate the effective dynamics. Then,
we carefully choose the initial conditions for the following simulations so that we
reach an answer to whatever question we set on the global dynamics of the system,
as quickly and efficiently as possible (see [14]). The statistical inference problem
is similar to the one before: we have the data coming from the full model, we have
a model for the effective local dynamics and we want to fit the data to this model.
However, there is also an important difference: the available data is short paths of the
full model. This issue has not been addressed in [18, 19] or [1], where it is assumed
that the time horizon is either fixed or goes to infinity at a certain rate. We address
this problem in Sect. 3, by letting the time horizon T be of order O ."˛/, where "
is the scale separation variable and ˛ > 0. Another important issue that we address
here is that of estimating the scale separation variable ".

We focus on a very simple Ornstein–Uhlenbeck model whose effective dynamics
can be described by a scaled Brownian motion. This allows us to perform precise
computations, reach definite conclusions and build our intuition about the behavior
of more general diffusions. We only tackle the homogenization case and our goal be
to estimate the diffusion coefficient of the effective dynamics. This problem has also
been addressed in [1, 19]. In both these papers, the diffusion coefficient is constant.
In fact, in [1], the authors also focus on the Ornstein–Uhlenbeck model. Our main
contribution is to demonstrate that in order to compute the diffusion coefficient, one
should not use the quadratic variation commonly defined as a limit where we let
the size of a partition go to zero but rather as a supremum over all partitions. This
definition is discussed in [15] and is at the core of the theory of rough paths, as it
gives rise to a topology with respect to which the Itô map is continuous.

In Sect. 2, we review some of the core results for multiscale diffusions and their
coarse-grained models. Then, we will review the results of [18, 19] and [1]. Finally,
we give a more precise description of “equation-free” modeling.

In Sect. 3, we go on to define a new set of estimators for the diffusion parameter
of the coarse-grained model, in the case of homogenization. We perform explicit
computations of their L2-error, which allows us to attest their performance. We
conclude that they outperform the subsampled quadratic variance estimate studied
in [1, 19]. Finally, we describe a heuristic way of estimating the scale separation
parameter ".
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2 MLE for Multiscale Diffusions: A Review

In this section, we review some of the main concepts that come into play in mul-
tiscale modeling. First, we describe the limiting equations for multiscale stochastic
differential equations. These allow us to reduce the dimension of the model. Then,
we discuss the problem of the statistical estimation of parameters of the limiting
equation given multiscale data and how this mismatch between model and data
affects the result. Finally, we discuss a numerical algorithm that is applied when
the limiting equations are completely unknown, which comes under the name of
“equation-free” modeling.

2.1 Limiting Equations for Multiscale Diffusions

For reasons of consistency with the section that follows, the results of this section
follow [18]. However, different versions of the same results – sometimes stronger –
can be found in several places, such as [4, 6, 8, 9, 20].

There are two basic types of multiscale diffusions. The first is described by the
following equations

dXt D f1.Xt ; Yt /dt C �1.Xt ; Yt /dWt

dYt D 1

"2
f2.Xt ; Yt /dt C 1

"
�2.Xt ; Yt /dVt (1)

where Xt 2 X and Yt 2 Y and X ;Y are finite dimensional Banach spaces. We call
X the slow variable, Y the fast variable and " the scale separation parameter. The
main assumptions are the following:

Assumption 1. (a) The solution of the system exists.
(b) The equation

dY xt D 1

"2
f2.x; Y

x
t /dt C 1

"
�2.x; Y

x
t /dVt

is ergodic with unique invariant measure �x , for every x 2 X .

We expect that by the time X takes a small step � � O .1/,

1

�

Z tC�

t

f1.Xs ; Ys/ds �
Z
f1.Xt ; y/�Xt

.dy/

as a result of the ergodicity of Y . Similarly,

1

�

Z tC�

t

�1.Xs; Ys/�1.Xs; Ys/
0ds �

Z
�1.Xt ; y/�1.Xt ; y/

0�Xt
.dy/:
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where by .�/0 we denote the transpose of a vector. We set

Nf1.x/ D
Z
f1.x; y/�x.dy/; N�1.x/ D

�Z
�1.x; y/�1.x; y/

0�x.dy/
�1=2

and
d NXt D Nf1. NXt /dt C N�1. NXt /dWt : (2)

We call (2) the averaged limiting equation and NX the averaged limit. We expect that
Xt � NXt , provided that they have the same initial conditions. Indeed, the following
holds

Theorem 1 ([18]). Let X D T ` and Y D Td�`, where Tk D Œ0; 1�k for any
k � 1. We assume that all coefficients in (1) are smooth in both x and y and that
the matrix ˙2.x; y/ D �2.x; y/�2.x; y/

0 is positive definite, uniformly in x and y.
Also, there exists a constant C > 0 such that

hz; B.x; y/zi � C jzj2; 8.x; y/ 2 X � Y and z 2 Rd�`;

where h�; �i denotes the Euclidean inner product. Then, if X0 D NX0,

X ) NX in C .Œ0; T �;X / :

The second basic type of a multiscale diffusion is described by the following
equations

dXt D 1

"
f1.Xt ; Yt /dt

dYt D 1

"2
f2.Xt ; Yt /dt C 1

"
�2.Xt ; Yt /dVt (3)

where Xt 2 X and Yt 2 Y and X ;Y are finite dimensional Banach spaces.
As before, we call X the slow variable and Y the fast variable. In addition to
assumption 1, we assume that

Assumption 2. Z
Y
f1.x; y/�x.dy/ D 0; 8x 2 X

where �x as defined in assumption 1.

Then, we expect that by the time X takes a small step � � O .1/,

1

�"

Z tC�

t

f1.Xs; Ys/ds � 1

�"

Z tC�

t

f1.Xt ; Y
Xt
s /ds

It follows from the Central Limit Theorem for ergodic Markov Processes (see [3])
that this will converge to a random number. More precisely, let us set
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Nf1.x/ D
Z
X

Z 1
0

f1.x; y/ .Ps@xf1.x; �// .y/0�x.dy/;

and

N�.x/ D
�
2

Z
X

Z 1
0

f1.x; y/ .Psf1.x; �// .y/0�x.dy/
� 1

2

;

where Pt are the transition kernels of the diffusion Y x . Finally, we set

d NXt D Nf1. NXt /dt C N�. NXt /dWt : (4)

We call NX the homogenized limiting equation. As before, we expect that Xt � NXt ,
provided that they have the same initial conditions. Indeed, similar to the averaging
case, we can prove the following:

Theorem 2 ([18]). Let X D T ` and Y D Td�`. We assume that all coefficients in
(3) are smooth in both x and y and that the matrix ˙2.x; y/ D �2.x; y/�2.x; y/

0
is positive definite, uniformly in x and y. Also, there exists a constant C > 0 such
that

hz; B.x; y/zi � C jzj2; 8.x; y/ 2 X � Y and z 2 Rd�`;
where h�; �i denotes the Euclidean inner product. Then, if X0 D NX0 and assumption
2 holds, we get that

X ) NX in C .Œ0; T �;X / :
Theorems 1 and 2 allow us to replace the .Xt ; Yt / system by NXt . If we are only

interested in the slow dynamics of the system, this allows us to reduce the dimen-
sion of the problem. For example, using the limiting equations, we can simulate
the slow dynamics of the process much faster, not only because of the dimension
reduction but also because the dynamics of NX do not depend on ". Thus, the step
of any numerical algorithm used to simulate the dynamics can be of order O .1/
rather than O

�
"2
�
; which would have been the case if we wanted to simulate the

full multiscale system. However, in most cases, the drift and diffusion parameter of
the limiting equation are not known in closed form and are approximated, with an
additional computational cost. Thus, an efficient approximation is needed – which
leads to the subject of the next section. Some results regarding the efficiency of the
whole procedure (approximation and simulation of the limiting dynamics) can be
found in [4].

2.2 Parameter Estimation for Multiscale Diffusions

The theory reviewed in Sect. 2.1 allows us to reduce the dimension of a multiscale
system, approximating the slow dynamics by an diffusion of smaller dimension that
does not have a multiscale structure anymore. In addition to multiscale diffusions,
similar results hold for ordinary and partial differential equations (see [20]).

It is often the case that the dynamics of the full multiscale system – and conse-
quently those of the limiting system – are not completely known. For example, in
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the case of multiscale diffusions, the drift and variance of the full system and thus
the limiting system might depend on unknown parameters. This poses a statistical
problem: how can we estimate these parameters give the multiscale data? In fact,
it is even more realistic to ask to find the drift and diffusion coefficient of NX given
only X . This problem has been discussed in [1, 18, 19].

More precisely, in [19], the authors discuss the case where the drift of the limiting
equation depends linearly on the unknown parameter while the diffusion parameter
is constant. In [18], the authors extended the results of [19] for generic drift but
did not discuss the problem of estimating the diffusion parameter. Finally, in [1],
the authors extend the results in [19] by also proving the asymptotic normality of
the estimators, but they limit their study to the Ornstein–Uhlenbeck system. The
approach taken so far is the following:

(a) We pretend that the data come from the limiting equation, and we write
down the corresponding maximum likelihood estimate (MLE) for the unknown
parameters.

(b) We study whether the mismatch between model and data leads to errors, and if
so, we try to find a way to correct them. It has been shown that in the limit as
the scale separation parameter " ! 0, the MLE corresponding to the averaged
equation is consistent. However, this is not true in the case of homogenization.
The method used so far to correct this problem has been that of subsampling the
data by a parameter ı. Then, for ı � O ."˛/ and ˛ 2 Œ0; 2�, it has been shown
that the MLE that corresponds to the homogenized equation will be consistent
in the limit " ! 0. Also, an effort has been made to identify the optimal sub-
sampling rate, i.e. the optimal ˛. However, since " is usually an unknown, this
is of little practical value.

Note that a separate issue is that of writing the maximum likelihood of the limiting
diffusion, which in the general multi-dimensional case can still be challenging (see
[2, 13]). We will not discuss this issue here, however.

We summarize the main results for the parameter estimation of the limiting
equations of multiscale diffusions in the following theorems:

Theorem 3 (Drift estimation, averaging problem). Suppose that Nf1 in (2) dep-
ends on unknown parameters � , i.e. Nf1.x/ D Nf1.xI �/. Let O�.xIT / be the MLE
of � corresponding to (2). Suppose that we observe fXt ; t 2 Œ0; T �g of system (1)
corresponding to � D �0. Then, under appropriate assumptions described in [18]
(Theorem 3.11), it is possible to show that

lim
"!0 dist

� O�.X IT /; �"
�

D 0; in probability

where dist .�; �/ is the asymmetric Hausdorff semi-distance and �" is a subset of the
parameter space identified in the proof. Also

lim
"!0 dH .�"; �0/ D 0; in probability

where dH .�; �/ is the Hausdorff distance.
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Theorem 4 (Drift estimation, homogenization problem). Suppose that Nf1 in (4)
depends on unknown parameters � , i.e. Nf1.x/ D Nf1.xI �/. Let O�.xIN; ı/ be the
maximizer of the discretized likelihood corresponding to (2) with step ı, where T D
Nı. Suppose that we observe fXt ; t 2 Œ0; T �g of system (3) corresponding to � D
�0. Then, under appropriate assumptions described in [18] (Theorem 4.5) and for
ı D "˛ with ˛ 2 .0; 2/ and N D Œ"�� � for � > ˛, it is possible to show that

lim
"!0

O�.X IN; ı/ D 0; in probability:

The next two theorems deal with the estimation of the diffusion parameter of the
limiting equation, given that this is constant. In that case, the MLE is the Quadratic
Variation of the process. They assume that the dimension of the slow variable is 1.

Theorem 5 (Diffusion estimation, averaging problem). Let X be the solution of
(1) for N�1 � � a constant. Then, under appropriate conditions described in [19]
(Theorem 3.4) and for every " > 0, we have that

lim
ı!0

1

Nı

N�1X
nD0

jX.nC1/ı � Xnı j2 D �2 a:s:

where T D Nı is fixed.

Theorem 6 (Diffusion estimation, homogenization problem). Let X be the solu-
tion of (3), such that N� � � appearing in (4) is a constant. Then, under appropriate
conditions described in [19] (Theorem 3.5) and for ı D "˛ with ˛ 2 .0; 1/, we have
that

lim
ı!0

1

Nı

N�1X
nD0

jX.nC1/ı � Xnı j2 D �2 a:s:

where T D Nı is fixed.

It is conjectured that Theorem 6 should hold for any ˛ 2 .0; 2/ and that the opti-
mal ˛, i.e. the one that minimizes the error, is ˛ D 4

3
. The reasoning is the following:

there are two competing errors, one coming from the Monte-Carlo averaging, which
should be of order 1p

N
/ "

˛
2 ; and the other one coming from homogenization,

which we expect to be of order "
2

ı
/ "2�˛. To achieve optimal performance, these

two errors should be balanced.
Clearly, the most interesting case is that of estimating the diffusion parameter of

the homogenized system. This is the case that we study in detail in Sect. 3, assuming
that the process is an Ornstein–Uhlenbeck process. Also, note that when estimating
the diffusion parameter, the length of the time interval T is fixed. We will relax this
condition later on, for reasons explained in the following section.
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2.3 Equation-Free Modeling

In practical applications, it is often the case that the limiting equations (2) and (4)
are completely unknown. More generally, let us say that we have good reasons to
believe that a certain variable of a multiscale system that evolves slowly behaves
like a diffusion at a certain scale but we have complete ignorance of its drift and
diffusion coefficients. We would like to find a way to estimate these coefficients. In
statistical terms, let us say that we are interested in the non-parametric estimation of
the drift and diffusion coefficients of the limiting equation. Note that our data come
“on demand” but for a certain cost, by simulating the multiscale model for given
conditions.

A general algorithm for answering questions regarding the limiting dynamics of
a quantity coming from a multiscale system that evolves slowly, when these are not
explicitly known, comes under the name of “equation-free” algorithm (see [14] and
also [5] for a similar approach). In our case, this would suggest pairing the problem
of local estimation with an interpolation algorithm in order to estimate the drift and
diffusion functions, denoted by Nf .x/ and N�.x/ respectively. We make this more
concrete by describing the corresponding algorithm:

(0) Choose some initial condition x0 and approximate Nf .x/ and N�.x/ by a local
(polynomial) approximation around x0. Simulate short paths of the multiscale
system, so that the local approximation is acceptable. Note that the smaller the
path, the better or simpler the local approximation.

(1) For n � 1, choose another starting point xn using the knowledge of Nf .xn�1/
and N�.xn�1/ and possibly some of their derivatives on xn�1, according to the
rules of your interpolation algorithm.

(2) Repeat step 0, replacing x0 by xn.

As mentioned above, the size of the path T needs to be small and possibly
comparable to ". This is what led us to consider the estimation problem for T D "˛.

3 The p-Variation Estimate

In this section, we study the problem of estimating the diffusion parameter of the
homogenization limit of a simple multiscale Ornstein–Uhlenbeck process. We hope
that the detailed analysis will provide some intuition for the general problem.

Consider the following system:

dY 1;"t D �

"
Y
2;"
t dt

(5)

dY 2;"t D � 1

"2
Y
2;"
t dt C 1

"
dWt
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with initial conditions Y 1;"0 D y1 and Y 2;"0 D y2. It is not hard to see that the
homogenization limit as " ! 0 is

Y
1;"
t ! y1 C �Wt

and the convergence holds in a strong sense:

sup
t2Œ0;T �

jY 1;"t � y1 � �Wt j L1! 0; as " ! 0: (6)

Note that for this particular example, Y 1;"t is exactly equal to

Y
1;"
t D y1 C �Wt � "�

�
Y
2;"
t � y2

�
;

and thus proving (6) is equivalent to proving that

" sup
t2Œ0;T �

jY 2;"t � y2j L1! 0; as " ! 0:

This follows from [10].
We want to estimate the diffusion parameter � given a path fY 1;"t .!/ I t 2 Œ0; T �g,

i.e. we assume we only observe the slow scale of the diffusion. If we were to follow
the approach discussed in the previous section, we would use the maximum like-
lihood estimate that corresponds to the limiting equation. In this case, this would
be the quadratic variation. However, as discussed earlier, this is not a good esti-
mate since the quadratic variation for any fixed " > 0 is zero. To correct this, we
subsample the data, which leads to the following estimate:

O�2ı D 1

Nı

NX
iD1

�
Y
1;"

iı
� Y

1;"

.i�1/ı
�2
; for N D T

ı
(7)

The asymptotic behavior of this estimate has been studied in [1, 19]. In fact, taking
advantage of the simplicity of the model, we can compute the L2-error exactly, as a
function of ı; " and N . We find that

1

�4
E
� O�2ı � �2�2 D "4

ı2

�
1 � e�

ı

"2

�2

C
0
@2 � 4

"2

ı

�
1 � e�

ı

"2

�
C "4

ı2

�
1 � e�

ı

"2

�2 3C e�
ı

"2

1C e�
ı

"2

1
A
�
1

N

�

C "4

ı2

0
@ 1 � e�

ı

"2

1C e�
ı

"2

1
A
20
@e�

2ıN

"2 � 1

N 2

1
A (8)
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For reasons explained earlier, we are interested in the behavior of this error not only
when T is fixed but also for T ! 0. Thus, we set T D "˛ and, as before, ı D "˛Cˇ ,
which lead to N D "�ˇ . We are interested in the behavior of the error as " ! 0.
For these choices of T and ı, the square error will be

E
� O�2ı � �2

�2 � O
�
"4�2.˛Cˇ/ C "2�˛ C "ˇ

�
(9)

For ˛ fixed, we see that the error will be small if 0 < ˇ < 2�˛. In fact, the optimal
choice for ˇ is ˇ D 4�2˛

3
, in which case the error becomes

�
E
� O�2ı � �2�2�

1
2 � O

�
"

2�˛
3

�
(10)

So, for ˛ D 0, we get that the optimal sub sampling rate is ˇ D 4
3

, which results

in an optimal error of order O
�
"

2
3

�
. However, if ˛ > 0, the error can increase

significantly, especially for non-optimal choices of ı.
In the rest of this section, we are going to investigate the behavior of the

p-variation norm as an estimator of � . The intuition comes from the following
observation: we know that at scale O .1/, fY 1;"t .!/ I t 2 Œ0; T �g behaves like scaled
Brownian motion, while at scale O ."/, it is a process of bounded variation (finite
length). Could it be that at scale O ."˛/, the process behaves like a process of finite
p-variation, for some p that depends on ˛? If so, would the p-variation norm be a
better estimator of �?

3.1 The Total p-Variation

We say that a real-valued continuous path X W Œ0; T � ! R has finite total
p-variation if

Dp .X/T WD sup
D.Œ0;T �/

0
@ X
t`2D.Œ0;T �/

jXt`C1
� Xt` jp

1
A
1=p

< C1; (11)

where D .Œ0; T �/ goes through the set of all finite partitions of the interval Œ0; T � (see
also [15]). It is clear by the definition that a process of bounded variation will always
have finite total p-variation for any p > 1. Also, note that the total p-variation as
defined above will only be zero if the process is constant. Thus, the total p-variation
of a non-constant bounded variation process will always be a positive number.

For " > 0 fixed, the process Y 1;" W Œ0; T � ! R defined in (5) is clearly of
bounded variation, but its total variation is of order O

�
T
"

�
. We will say that at scale
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O ."˛/, the process Y 1;" behaves like a process of finite total p-variation in the
limit if

lim
"!0

�
Dp

�
Y 1;"

�
"˛

�
< C1 and 8q < p; lim

"!0
�
Dq

�
Y 1;"

�
"˛

� D C1: (12)

We will prove the following:

Theorem 7. At scale O ."˛/ and 1 < ˛ < 2, the process Y 1;" W Œ0; T � ! R defined
in (5) behaves like a process of finite total .2 � ˛/-variation in the limit.

First, we prove the following lemma:

Lemma 1. Let X W Œ0; T � ! R be a real-valued differentiable path of bounded
variation. Then, its total p-variation is given by

Dp .X/T WD sup
E.Œ0;T �/

0
@ X
t`2E.Œ0;T �/

jXt`C1
�Xt` jp

1
A
1=p

; (13)

where E .Œ0; T �/ goes through all finite sets of extremals of X in the interval Œ0; T �.

Proof. Consider the function

fa;b.t/ D jXt �Xajp C jXb � Xt jp; a < t < b:

This is maximized for t an extremal point ( PXt D 0) or at t D a or t D b. Thus,
if D D f0; t1; : : : ; tn�1; tn D T g, there exists a set of extremals E with cardinality
jE j 	 nC 1, such that

X
t`2D

jXt`C1
�Xt` jp 	

X
t`2E

jXt`C1
�Xt` jp:

The set E can be constructed by choosing �1 so that f0;t2.t/ is maximized and �k so
that f�k�1;tkC1

.t/ is maximized, for k D 2; : : : ; n � 1. Thus,

sup
D.Œ0;T �/

0
@ X
t`2D.Œ0;T �/

jXt`C1
� Xt` jp

1
A
1=p

	 sup
E.Œ0;T �/

0
@ X
t`2E.Œ0;T �/

jXt`C1
� Xt` jp

1
A
1=p

:

The opposite inequality is obvious and completes the proof.

To prove the theorem, first we notice that

Dp.Y
1;"/T D "�Dp.Z

1/ T

"2
; (14)



180 A. Papavasiliou

where .Z1; Z2/ satisfy

dZ1t D Z2t dt

dZ2t D �Z2t dt C dWt

Now, Z1 is clearly differentiable and thus, by the lemma

Dp.Z
1/T D sup

E.Œ0;T �/

0
@ X
t`2E.Œ0;T �/

jZ1t`C1
�Z1t` jp

1
A

1
p

The derivative of Z1 is equal to Z2, so all its extremal points correspond to zero-
crossings of Z2. So, for s; t 2 E ,

Z1t �Z1s D .Wt �Ws/� �
Z2t �Z2s

� D Wt �Ws
and Dp.Z1/T becomes

Dp.Z
1/T D sup

E.Œ0;T �/

0
@ X
t`2E.Œ0;T �/

jWt`C1
�Wt` jp

1
A

1
p

D lim
ı!0

0
@ X
t`2Eı.Œ0;T �/

jWt`C1
�Wt` jp

1
A

1
p

; (15)

where
Eı .Œ0; T �/ D f0 D t0; t1; : : : ; tNı.T /; T g

and ft1; : : : ; tNı.T /g is the set of all zero-crossings of Z2 in Œ0; T � that are at least
distance ı apart from each other, i.e. if tk 2 Eı .Œ0; T �/ and k < Nı.T /, then tkC1 is
the first time thatZ2 crosses zero after time tkCı. Note that the set of zero-crossings
of Z2 in Œ0; T � is an uncountable set that contains no intervals with probability 1.
Equation (15) follows from the following two facts: (a) in general, adding any point
to the partition will increase the Lp norm and thus the supremum is achieved for a
countable set of zero-crossings and (b) any countable set that is dense in the set of
all zero-crossings will give the same result.

If �ı is the stopping time of the first zero crossing of Z2 after ı given Z20 D 0,
then the random variables f�ı

k
D .tk � tk�1/; tk 2 Eı .Œ0; T �/ ; k 	 Nı.T /g are i.i.d.

with the same law as that of �ı . Thus, the sum
P
t`2Eı.Œ0;T �/

jWt`C1
�Wt` jp is a sum

of i.i.d. random variables of finite mean (to be computed in the following section),
and as a consequence of the Law of Large Numbers, it grows like Nı.T /. From [7],
we know that Nı.T / � O

�
T
"

�
. We conclude that

Dp.Z
1/T � O

�
T

1
p

�
:
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Finally, from (14), it is clear that

Dp.Y
1;"/"˛ � O

 
"

�
"˛

"2

� 1
p

!
� O

�
"1C

˛�2
p

�
;

which proves the theorem.

3.2 The p-Variation Estimates

Similar to the quadratic variation estimate O�2 defined in (7), we define the p-
variation estimates as the properly normalized total p-variation of the process:

O�p WD 1

Cp.T /

�
Dp.Y

1;"/T
�p
: (16)

We will study the L2-error of this estimate in different scales. First, we need to
define the constant Cp.T /. The natural choice would be to choose Cp.T / so that
E . O�p/ D �p . So,

Cp.T / D 1

�p
E
��
Dp.Y

1;"/T
�p�

:

We need to compute E
��
Dp.Y

1;"/T
�p�

. From (14), we get that

E
��
Dp.Y

1;"/T
�p� D "p�pE

��
Dp.Z

1/ T

"2

�p�
:

Using (15), we get that

E
��
Dp.Z

1/T
�p� D lim

ı!0
E

0
@ X
t`2Eı.Œ0;T �/

jWt`C1
�Wt` jp

1
A ;

Note that for any p > 1, Dp.Z1/T 	 D1.Z
1/T , where E

�
D1.Z

1/
p
T

�
< C1.

Thus, from the Dominated Convergence Theorem, the limit can come out of the
expectation. To simplify our computations, from now on, we will assume thatZ20 D
Z2T D 0. We have already observed that the random variables f.Wt`C1

� Wt`/;

t` 2 Eı .Œ0; T �/ ; ` < Nı.T /g are independent and distributed like W�ı ; where �ı is
the first time Z2 crosses zero after t D ı, given that Z20 D 0. Thus,

E

0
@ X
t`2Eı.Œ0;T �/

jWt`C1
�Wt` jp

1
A D ENı.T / EjW�ı jp C EjWT �WtNı .T /

jp;
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where Nı.T / is the number of zero-crossings of Z2 in interval Œ0; T � that are
distance ı apart from each other. First, we notice that

EjW�ı jp D E
�
E
�jW�ı jp ˇ̌�ı�� D 1p

�
2

p
2 �

�
p C 1

2

�
E
�
.�ı /

p
2

�
:

To compute E ..�ı/p/, we note that �ı can be written as �ı D ı C �.Z2
ı
/, where

�.z/ is the first zero-crossing of the process Z2 given that it starts at z. For Z2; an
Ornstein–Uhlenbeck process, the p.d.f. of �.z/ has been computed explicitly (see
[21]) and is given by

f .t; z/ D 2p
�

jzje�t
.1 � e�2t / 3

2

exp

�
� z2e�2t

1 � e�2t

�
:

Since Z20 D 0 by assumption, Z2
ı

is a Gaussian random variable with zero mean
and variance 1

2
.1 � e�2ı/. Let us denote its p.d.f. by gı .z/. It follows that the p.d.f.

of �.Z2
ı
/ is given by

hı.t/ WD
Z 1
�1

f .t; z/gı .z/dz D 4etcsch.ı C t/ sinh.ı/ sinh.t/p
.1 � e�2ı /.1 � e�2t /.�1C e2t /�

(17)

where csch.t/ D 1
sinh.t/ and sinh.t/ the hyperbolic sine. We write

lim
ı!0

1p
ı

E ..�ı/
p/ D lim

ı!0
1p
ı

Z 1
0

.ı C t/phı.t/dt

D lim
ı!0

Z 1
0

.ı C t/phı.t/p
ıtH.t/

tH.t/dt:

where

H.t/ D 4e�t
p

e�t sinh.t/

.1 � e�2t /2�
and

Z 1
0

tH.t/dt D p
2:

The function .ıCt/phı.t/p
ıtH.t/

is increasing to t�1Cp as ı # 0, and thus by the dominated

theorem, we find that

Kp WD
Z 1
0

tpH.t/dt (18)

Notice that for t ! 0, H.t/ behaves like t� 3
2 and thus the integral Kp is finite if

and only if p > 1
2

. Also, for p D 1; 2 we find that K1 D p
2 and K2 D 2

p
2 log 2.

Now, we need to compute the limit of
p
ıENı.T / as ı ! 0. We can use the

results in [7] to get an upper and lower bound and show that Nı.T / behaves like

O
�
Tp
ı

�
. However, we need to know the exact value of the limit. We proceed as

follows: we write
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ENı.T / D
1X
nD1

P .Nı.T / � n/ D
1X
nD1

P

 
nX
iD1

�ıi 	 T

!
; (19)

where �ıi D ti � ti�1 for ti 2 Eı .Œ0; T �/ and i 	 Nı.T /. Using (17), we find that
the Laplace transform of the distribution of �ı is

OHı .
/ D e��ı Ohı .
/ D 2e�d.�C1/� .�C1
2
/ sinh.d/p

�.1 � e�2d /
NF1
�
1;

C 1

2
;

C 2

2
; e�2d

�
;

(20)
where NF1 .a; b; c; x/ is the regularized hypergeometric function given by

NF1 .a; b; c; x/ D 1

� .c/

1X
kD0

.a/k.b/k

.c/k

zk

kŠ
; and .d/n D

n�1Y
kD0

.d C k/:

We find that for small d > 0, this behaves like

OHı .
/ D 1 � 2
p
2p
�

� .�C1
2
/

� .�
2
/

p
d C O .ı/ : (21)

Since the �ıi ’s are i.i.d., the Laplace transform of the sum
Pn
iD1 �ıi will be OHı .
/n

and thus we write

P

 
nX
iD1

�ıi 	 T

!
D
Z T

0

L�1Œ OHı .
/n�.dt/;

where L�1 denotes the operator of the inverse Laplace transform. Substituting this
back to (19), we get

ENı .T / D
1X
nD1

Z T

0

L�1Œ OHı .
/n�.dt/

D
Z T

0

L�1
" 1X
nD1

OHı .
/n
#
.dt/

D
Z T

0

L�1
" OHı .
/
1 � OHı .
/

#
.dt/: (22)

Taking the limit inside the operator, we finally see that

lim
ı!1

p
ıE .Nı.T // D

p
�

2
p
2

Z T

0

L�1
2
4 �

�
�
2

�

�
�
�C1
2

�
3
5 .dt/ D Tp

2
: (23)
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Finally, we note that since Z2T D 0 by assumption,

.T � tNı.T // < ı ) lim
ı!0

EjWT �WtNı.T /
jp D 0:

For every p > 1, we set

ap WD 1p
�
2

p
2 �

�
p C 1

2

�
and cp WD app

2
Kp

2
: (24)

Putting everything together, we find that

E
��
Dp.Z

1/T
�p� WD cpT (25)

and consequently

E
��
Dp.Y

1;"/T
�p� D "p�pcp

T

"2
D "p�2�pcpT:

Thus, we set

Cp.T / WD "p�2cpT: (26)

By construction, the p-variation estimates O�p defined in (16) are consistent, i.e.
E . O�p/ D �p . We now compute its square L2-error:

E . O�p � �p/
2 D E

 �
Dp.Y

1;"/T
�p

Cp.T /
� �p

!2

D E

 �
Dp.Y

1;"/T
�2p

Cp.T /2

!
� �2p

D 1

Cp.T /2
E
��
Dp.Y

1;"/T
�2p�� �2p

D "2p�2p

"2p�4c2pT 2
E

��
Dp.Z

1/ T

"2

�2p� � �2p

D �2p

 
"4

c2pT
2

E

��
Dp.Z

1/ T

"2

�2p� � 1
!

(27)

To proceed, we need to compute the second moment of
�
Dp.Z

1/T
�p

. As with the
computation of the first moment, we write:
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E
��
Dp.Z

1/T
�2p� D lim

ı!0
E

0
@ X
t`2Eı.Œ0;T �/

jWt`C1
�Wt` jp

1
A
2

D lim
ı!0

E

0
@Nı.T /X
nD1

jW�ı
n
jp C jWT �WtNı.T /

jp
1
A
2

D lim
ı!0

E

0
@Nı.T /X
nD1

jW�ı
n
jp
1
A
2

;

where the last line comes from the fact that
�
T � tNı.T /

�
< ı. To compute the above

expectation, we write

E

0
@Nı.T /X
nD1

jW�ı
n
jp
1
A
2

D E

0
@Nı.T /X
m;nD1

jW�ı
m

jpjW�ı
n
jp
1
A
2

D ENı .T /EjW�ı j2p C E
�
Nı.T /

2 �Nı.T /
� �

EjW�ı jp�2
D ENı .T /EjW�ı j2p C ENı.T /

2
�
EjW�ı jp�2 C O

�p
d
�
;

where the last line follows from the fact that Nı.T / � O
�
Tp
d

�
and EjW�ı jp �

O
�p

ı
�

. It remains to compute the limit of ıENı.T /2. Following a similar approach

to the one before, we write

ENı .T /
2 D

1X
nD1

.2n� 1/P .Nı.T / � n/ D
1X
nD1

.2n � 1/P

 
nX
iD1

�ıi 	 T

!

D 2

1X
nD1

nP

 
nX
iD1

�ıi 	 T

!
C O

�
1p
ı

�

and

1X
nD1

nP

 
nX
iD1

�ıi 	 T

!
D
1X
nD1

n

Z T

0

L�1Œ OHı .
/n�.dt/

D
Z T

0

L�1Œ
1X
nD1

n OHı .
/n�.dt/

D
Z T

0

L�1

2
64 OHı .
/�
1 � OHı .
/

�2
3
75 .dt/:



186 A. Papavasiliou

Taking the limit as ı ! 0, we get

lim
ı!0

ıENı.T /
2 D lim

ı!0
2

Z T

0

L�1

2
64 ı OHı .
/�
1 � OHı .
/

�2
3
75 .dt/

D �

4

Z T

0

L�1

2
64
0
@ �

�
�
2

�

�
�
�C1
2

�
1
A
2
3
75 .dt/

D T 2

2
C .2 log2/ T

Putting everything together, we get

E
��
Dp.Z

1/T
�2p� D lim

ı!0

 p
ıENı.T /E

jW�ı j2pp
ı

C ıENı .T /
2

�
E

jW�ı jpp
ı

�2!

D Tp
2
a2pKp C

�
T 2

2
C .2 log2/ T

��
apKp

2

�2

D Tc2p C �
T 2 C .4 log2/ T

� �
cp
�2

D T 2
�
cp
�2 C T

�
c2p C .4 log2/

�
cp
�2�

;

where ap and cp are defined in (24) and Kp is defined in (18). Finally, we get

E . O�p � �p/
2 D �2p

 
"4

T 2c2p

�
T 2

"4

�
cp
�2 C T

"2

�
c2p C .4 log2/

�
cp
�2��� 1

!

D �2p
"2

T

 
c2p

c2p
C 4 log .2/

!
D �2p

"2

T
E.p/; (28)

where E.p/ D c2p

c2
p

C 4 log .2/. This is an increasing function for p 2 Œ1; 2� and

4 log2 DW E.1/ 	 E.p/ 	 E.2/ WD 10 log2; 8p 2 Œ1; 2�:

We summarize our conclusions in the following:

Theorem 8. The L2-error of the estimator O�p defined in (16) is described by (28).

At scale O ."˛/, the error is of order O
�
"

2�˛
2

�
.

We see that the performance of the estimators O�p is the same for all p > 1 and
they outperform the O�2

ı
estimator defined in (7). In terms of the constant E.p/, the

smaller the p, the smaller the error. However, there is a problem: except for scale
O.1/ (˛ D 0), the normalizing constant Cp depends on ", which will in general be
unknown. We go on to define a new estimator that does not assume knowledge of ".
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Fig. 1 The total 2-variation estimates for � D 2, ˛ D 0, " D :1 (left) and :01 (right) and ı D "3

In Fig. 1, we plot the histogram of 1,000 realizations of the 2-variation estimatepO�2 for � D 2 and ˛ D 0 or T D 1. We see that the estimator seems to be
asymptotically normal, with a bias and asymptotic variance that decrease as " gets
smaller. For " D :1, the mean is 2:2084 and the variance is 0:1256. For " D :01, the
mean is 2:0864 and the variance is 0:0012.

3.3 Estimating the Scale Separation Variable "

Suppose that T < 1 and T D "˛ for some ˛ > 0. We define the new estimator Q�p
similar to O�p , and only use cp rather than Cp as our normalization constant. Thus,
we define

Q�p D 1

cp

�
Dp.Y

1;"/T
�p
; (29)

where cp is defined in (24). Then,

E .Q�p � �p/2 D E

 �
Dp.Y

1;"/T
�p

cp
� �p

!2

D "2p�2p

c2p
E

��
Dp.Z

1/ T
"2

�2p�� 2�p "p�p
cp

E
��
Dp.Z

1/ T
"2

�p�C �2p
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D "2p�2p

c2p

�
T 2

"4

�
cp
�2 C T

"2

�
c2p C .4 log 2/

�
cp
�2��� 2�p "p�p

cp

�
cp
T

"2

�
C �2p

D �2p

 
T 2

"4�2p
C T

"2�2p

 
c2p�
cp
�2 C .4 log 2/

!
� 2

�
T

"2�p

�
C 1

!
(30)

and by substituting T by "˛, this becomes

E . O�p � �p/
2 D �2p

�
"2pC2a�4 C "2pCa�2E.p/ � 2"pCa�2 C 1

�
: (31)

Thus, we get the following behavior:

(a) For p > 2 � ˛, the error is of order O .1/.
(b) For p D 2 � ˛, the error is well-behaved and of order O

�
"

2�˛
2

�
.

(c) For p < 2 � ˛ and ˛ < 2, the error explodes like O
�
"2pC2a�4

�
.

We conclude that the optimal estimator is O�2, since it does not assume knowledge
of " and the estimators Q�p do not outperform it even for p D 2� ˛ (except that the
constant E.p/ is smaller). However, the estimators Q�p can be used to estimate the
scale separation variable ". We set

Op WD arg min
1<p<2

j . Q�p/ 1
p � � O�2� 1

2 j

1 1.5 2
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ε

Fig. 2 Left: the estimator .Q�p/ 1p for � D 2, " D :01 and T D "
1
2 . Right: the error O" � " as a

function of ", for � D 2 and T D "
1
2
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and
Ǫ WD 2 � Op:

Then, we estimate " by

O" WD T
1
Ǫ :

We demonstrate the method with an example. Let � D 2. In Fig. 2 (left), we plot

the estimator . Q�p/ 1
p for " D :01, T D "

1
2 and ı D "2=10. For this realization, we

find . O�2/ 1
2 D 2:1098, so the estimator . Q�p/ 1

p performs best around p D 1:35, and
the corresponding O" is 0:0274. In Fig. 2 (right), we plot the error O" � ", for different
values of " varying from :0001 to :01, and for � D 2, T D "

1
2 and ı D "2=10.

Clearly, the error decreases with ".
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Numerical Solution of the Dirichlet Problem
for Linear Parabolic SPDEs Based
on Averaging over Characteristics

Vasile N. Stanciulescu and Michael V. Tretyakov

Abstract Numerical methods for the Dirichlet problem for linear parabolic stochas-
tic partial differential equations are constructed. The methods are based on the
averaging-over-characteristic formula and the weak-sense numerical integration of
ordinary stochastic differential equations in bounded domains. Their orders of con-
vergence in the mean-square sense and in the sense of almost sure convergence are
obtained. The Monte Carlo technique is used for practical realization of the methods.
Results of some numerical experiments are presented.

Keywords Mean-square and almost sure convergence � Monte Carlo technique �
Numerical integration of stochastic differential equations in bounded domains �
Probabilistic representations of solutions of stochastic partial differential equations �
The first boundary value problem
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1 Introduction

A great deal of attention has recently been paid to numerical methods for stochas-
tic partial differential equations (SPDEs; a comprehensive list of references on this
topic is available in, e.g., [27]). There are a number of approaches used to derive
approximations for parabolic SPDEs. Of course, SPDEs themselves differ in their
nature (see, e.g., [8, 14, 51]): linear and nonlinear; with various boundary condi-
tions; different types of noise; and various interpretations of their solutions. This
variety results in different regularity properties of the solutions, which (together
with the aims of a particular application) usually affect the choice of an approxima-
tion technique used and norms for estimating errors of numerical methods. The most
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common approach to construct a numerical method for SPDEs is, to large extent,
similar to the one used for approximating deterministic partial differential equations
(PDEs). First, one discretizes an SPDE in space using spatial finite differences (see,
e.g., [1, 24, 52, 54] and the references therein), finite element methods (see, e.g.,
[1, 21, 53] and the references therein) or spectral methods (see, e.g., [9, 23, 27]).
The result of such a space discretization is a large (obviously growing with refining
the space discretization) stiff system of ordinary stochastic differential equations
(SDEs) which is then numerically solved by appropriate numerical schemes. In
[5, 15], first an SPDE is discretized in time and then to this semi-discretization
a finite-element or finite-difference method can be applied. The other numerical
approaches include those making use of the Wiener chaos expansion (see, e.g.,
[26, 39]), splitting techniques (see, e.g., [2, 25, 32]), and quantization [22]. In [45],
layer methods based on probabilistic representations are proposed for linear and
semilinear parabolic SPDEs. Numerical methods of all these types are applicable to
low dimensional SPDEs (say, of spatial dimension d 	 3/:

For problems of mathematical physics associated with multi-dimensional (deter-
ministic) linear PDEs, the Monte Carlo technique is the well-established numerical
tool (see, e.g., [43] and references therein). In the case of the Cauchy problem for
linear SPDEs, the method of characteristics (the averaging over the characteris-
tic formula) and the weak-sense numerical integration of SDEs together with the
Monte Carlo technique were used to propose numerical methods in [45] (see also
[10, 31, 44, 46, 50]). The closely related approach is branching interacting particle
systems methods (see, e.g., [11, 12]).

In this paper, we carry over the approach of [45] to numerically solve the Dirich-
let problem for linear SPDEs (see (1)–(3) below) exploiting ideas of the simplest
random walks for the deterministic Dirichlet problem for PDEs from [42] (see also
[43, Chap. 6]). We note that using the weak-sense numerical integration of SDEs
with reflection [41, 43] the approach of [45] can also be exploited for the Neumann
problem for SPDEs.

Let G be a bounded domain in Rd , Q D ŒT0; T / � G be a cylinder in
RdC1; and � D NQnQ be the part of the cylinder’s boundary consisting of the
upper base and lateral surface. Let .˝;F ; P / be a complete probability space,
Ft ; T0 	 t 	 T; be a filtration satisfying the usual hypotheses, and .w.t/;Ft / D
..w1.t/; : : : ;wr .t//>;Ft / be an r-dimensional standard Wiener process. We con-
sider the Dirichlet problem for the backward SPDE:

�dv D ŒLv C f .t; x/� dt C 
ˇ>.t; x/v.t; x/C �>.t; x/

� 
 dw.t/; .t; x/ 2 Q;
(1)

v j� D '.t; x/; (2)

where

Lv.t; x/ D 1

2

dX
i;jD1

aij .t; x/
@2

@xi@xj
v.t; x/C b>.t; x/rv.t; x/C c.t; x/v.t; x/;

(3)
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a.t; x/ D faij .t; x/g is a d � d -matrix; b.t; x/ is a d -dimensional column-vector
composed of the coefficients bi .t; x/I c.t; x/ and f .t; x/ are scalar functions;
ˇ.t; x/ and �.t; x/ are r-dimensional column-vectors composed of the coefficients
ˇi .t; x/ and � i .t; x/; respectively. The notation “
dw” in (1) means backward Ito
integral [29, 47, 51] (see also Sect. 2).

The form of (1) is convenient for the probabilistic approach: the “initial” condi-
tion is prescribed at the final time moment t D T; and the equation is considered for
t < T: As a result, stochastic characteristics for (1)–(2) are written in forward time
(see Sect. 2). At the same time, we remark that by changing the time s WD T�.t�T0/
one can re-write the backward SPDE problem (1)–(2) in the one with forward direc-
tion of time [51] (see also Remark 2.1 in [45]), and for a given forward SPDE, one
can write down the corresponding backward SPDE. Consequently, the methods for
backward SPDEs considered in this paper can be used for solving forward SPDEs
as well.

Linear SPDEs have a number of applications (see, e.g., [8,51] and the references
therein), the most popular among them is the nonlinear filtering problem (see, e.g.,
[30, 33, 47, 51]). The backward Zakai equation with Dirichlet boundary condition
has the form of (1)–(2) with c D 0; f D 0; � D 0. It arises in the nonlinear filtering
problem when the unobservable signal is modelled by killed diffusions (see [37,48]
and also the related works [9, 35, 49]).

The rest of the paper is organized as follows. Section 2 contains auxiliary knowl-
edge including the assumptions imposed on the problem, which are used in our
proofs, and a probabilistic representation of the solution v.t; x/, which involves
averaging characteristics over an auxiliary Wiener process W.t/ independent of
w.t/. In Sect. 3, we construct numerical methods for (1)–(2) by approximating the
stochastic characteristics for a fixed trajectory w.t/: We note that the stochastic
characteristics belong to the bounded domain NQ; and hence the approximate char-
acteristics should possess this property as well. To this end, we exploit ideas of
the simplest random walks for the deterministic Dirichlet problem from [42] (see
also [43, Chap. 6]) and propose first-order and order 1=2 (in the mean-square sense)
numerical methods for (1)–(2). To realize the proposed methods in practice, the
Monte Carlo technique can be used. The corresponding convergence theorems (both
in the mean-square sense and in the sense of almost sure convergence) are stated in
Sect. 3 and proved in Sect. 4. The theorems are proved under rather strong assump-
tions, in particular, that the problem (1)–(2) has a sufficiently smooth in xi classical
solution, which allow us to obtain convergence of the proposed methods in a strong
norm and with optimal orders. These assumptions are not necessary and the numer-
ical algorithms of this paper can be used under broader conditions. Results of some
numerical experiments are presented in Sect. 5.

2 Preliminaries

In this section, we state the assumptions imposed on the problem (1)–(2) and write
a probabilistic representation for its solution v.t; x/:
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Let us first recall the definition of a backward Ito integral [51]. Introduce the
“backward” Wiener processes

Qw.t/ WD w.T / � w.T � .t � T0//; T0 	 t 	 T; (4)

and a decreasing family of �-subalgebras F tT ; T0 	 t 	 T induced by the incre-
ments w.T / � w.t 0/; t 0 � t . A �-algebra induced by Qw.t 0/; t 0 	 t coincides with
FT�.t�T0/
T : Then, the backward Ito integral is defined as the Ito integral with respect

to Qw.s/:
Z t 0

t

 .t 00/ 
 dw.t 00/ WD
Z T�.t�T0/

T�.t 0�T0/

 .T � .t 00 � T0//d Qw.t 00/; T0 	 t 	 t 0 	 T;

where  .T � .t �T0//; t 	 T; is an FT�.t�T0/
T -adapted square-integrable function.

The solution v.t; x/ of the problem (1)–(2) is F tT -adapted, it depends on w.s/�w.t/;
t 	 s 	 T: The more precise notation for the solution of (1)–(2) is v.t; xI!/;
! 2 ˝; but we use the shorter one v.t; x/:

We impose the following conditions on the problem (1)–(2).

Assumption 2.1. (smoothness) We assume that the coefficients aij .t; x/; bi .t; x/;
c.t; x/; f .t; x/; ˇi .t; x/; and � i .t; x/ in (1)–(3) are sufficiently smooth in NQ;
'.t; x/ is sufficiently smooth on �; and the domain G has a sufficiently smooth
boundary @G.

Assumption 2.2. (ellipticity) We assume that a D faij g is symmetric and positive
definite in NQ.

Assumption 2.3. (classical solution) We assume that the problem (1)–(2) has the
classical solution v.t; x/; which has spatial derivatives up to a sufficiently high
order for all .t; x/ 2 NQ; and the solution and its spatial derivatives are such that
for some p > 1 they satisfy an inequality of the form

E

 
max
.t;x/2 NQ

jv.t; x/j
!p

	 K;

where K > 0 is a constant.

We note that Assumptions 2.1–2.2 together with some compatibility condi-
tions ensure the existence of the classical solution with the properties described
in Assumption 2.3 (see [3,4,17,18,48] and also [6,14,28,34,38,49,51]). Such com-
patibility conditions consist, e.g., in requiring that �.t; x/ and its partial derivatives
up to a sufficiently high order equal to zero for .t; x/ 2 ŒT0; T � � @GI the function
ˇ.t; x/ agrees with '.t; x/ so that the function ˚.t; x/ defined by

˚.t; x/ WD '.t; x/ exp.��.t I x//;

�.t I x/ D
Z T

t

ˇ>.s; x/ 
 dw.s/ D
Z T

t

ˇ>.s; x/dw.s/;
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and its spatial derivatives up to a sufficiently high order are deterministic for .t; x/ 2
ŒT0; T ��@G (e.g.,˚.t; x/ is deterministic for .t; x/ 2 ŒT0; T ��@G; when '.t; x/ D
0 or ˇ.t; x/ D 0 for .t; x/ 2 ŒT0; T � � @G/I and the function f .t; x/ agrees with
'.t; x/ so that

�@'
@t
.T; x/ D L'.T; x/C f .T; x/; x 2 @G:

To demonstrate that Assumptions 2.1–2.2 together with these compatibility con-
ditions imply the existence of a smooth classical solution, one can exploit the
method of robust equation [7, 47, 51], i.e., by deriving the Dirichlet problem for
the backward pathwise PDE with random coefficients corresponding to the SPDE
(1)–(2). Indeed, the transform

v.t; x/ D e�.t Ix/u.t; x/C e�.t Ix/&.t I x/; (5)

&.t I x/ D
Z T

t

�>.s; x/e��.sIx/ 
 dw.s/

D e��.t Ix/
Z T

t

�>.s; x/ exp

�Z s

t

ˇ>.s0; x/dw.s0/
�

dw.s/

C
Z T

t

�>.s; x/ˇ.s; x/e��.sIx/ds;

relates the solution v.t; x/ of the Dirichlet problem for the SPDE (1)–(2) with the
solution u.t; x/ of the corresponding Dirichlet problem for the backward pathwise
PDE. Existence of a smooth classical solution of this PDE problem follows from
standard results on deterministic parabolic PDEs [20, 36], which together with the
transform (5) implies the existence of a smooth classical solution of the SPDE
problem (1)–(2).

Assumptions 2.1–2.3 are sufficient for the statements in this paper. At the same
time, they are not necessary and the numerical methods presented here can be
used under broader conditions. These rather strong assumptions allow us to prove
convergence of the proposed methods in a strong norm and with optimal orders.
Weakening the conditions (especially, substituting the compatibility assumptions
by using weighted spaces [28, 34, 38]) requires further study.

The probabilistic representation (or in other words, the averaging-over-character-
istic formula) for the solution of the problem (1)–(2) given below is analogous to
the ones in [18] and also to the representations for solutions of the Cauchy problem
for linear SPDEs from [29, 30, 45, 47, 51].

Let a d � d -matrix �.t; x/ be obtained from the equation

�.t; x/�>.t; x/ D a.t; x/:

The solution of the problem (1)–(2) has the following probabilistic representation:

v.t; x/ D Ew Œ'.�; Xt;x.�//Yt;x;1.�/CZt;x;1;0.�/� ; T0 	 t 	 T; (6)
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where Xt;x.s/; Yt;x;y.s/; Zt;x;y;z.s/; t 	 s 	 T; .t; x/ 2 Q; is the solution of the
SDEs

dX D b.s; X/ds C �.s;X/dW.s/; X.t/ D x; (7)

dY D c.s; X/Y ds C ˇ
>

.s; X/Y dw.s/; Y.t/ D y; (8)

dZ D f .s;X/Y ds C �
>

.s; X/Y dw.s/; Z.t/ D z; (9)

W.s/ D .W1.s/; : : : ;Wd .s//
> is a d -dimensional standard Wiener process inde-

pendent of w.s/ and � D �t;x is the first exit time of the trajectory .s; Xt;x.s// to
the boundary �: The expectation Ew in (6) is taken over the realizations of W.s/;
t 	 s 	 T; for a fixed w.s/; t 	 s 	 T I in other words, Ew .�/ means the con-
ditional expectation E .�jw.s/� w.t/; t 	 s 	 T / : We note that the exit time �t;x
does not depend on w.�/:

To verify that (6)–(9) is a probabilistic representation for the solution v.t; x/ of
(1)–(2), we can proceed, for instance, as follows. First, using the standard results of,
e.g., [16, 19], we write down a probabilistic representation for the solution u.t; x/
of the discussed above pathwise PDE problem related to the SPDE problem (1)–
(2). Then, using the relation (5), we transform this probabilistic representation for
u.t; x/ into the one for v.t; x/ and arrive at (6)–(9).

3 Numerical Methods

To construct numerical methods for the Dirichlet problem for the SPDE (1)–(2),
we use ideas of the simplest random walks for the deterministic Dirichlet problem
from [42] (see also [43, Chap. 6]) together with the approach to solving SPDEs via
averaging over characteristics developed in [45] (see also [44, 46]).

We propose three algorithms: two of them (Algorithms 1A and 1B) are of mean-
square order one and Algorithm 2 is of mean-square order 1=2:

Difficulties arising in the realization of the probabilistic representation for solv-
ing deterministic Dirichlet problems were discussed in [40, 42, 43]. They are inher-
ited in the case of the Dirichlet problem for SPDEs. For instance, the difference
� � t in (6) can take arbitrary small values and, consequently, it is impossible to
integrate numerically the system (7) with a fixed time step. In particular, we cannot
use mean-square Euler approximations for simulating (7). Thanks to the fact that
in (6) we average realizations of the solution X.t/ of (7), we can exploit simple
weak approximations NX ofX imposing on them some restrictions related to nonexit
of NX from the domain NQ as in the case of deterministic PDEs [40, 42, 43]. Namely,
we will require that Markov chains approximating in the weak sense the solution of
(7) remains in the domain NQ with probability one.

In all the algorithms considered here, we apply the weak explicit Euler approxi-
mation with the simplest simulation of noise to (7):

Xt;x.s C h/ � NX D x C hb.s; x/C h1=2�.s; x/ 	; (10)
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where h > 0 is a time step, 	 D .	1; : : : ; 	d />; 	i ; i D 1; : : : ; d are i.i.d. ran-
dom variables taking the values ˙1 with probability 1=2: As we will see, this
approximation of X is used “inside” the space domain G:

Let us now introduce the boundary zone St;h � NG for the time layer t while
NGnSt;h will become the corresponding “inside” part of G: Clearly, the random vec-

tor NX in (10) takes 2d different values. Introduce the set of points close to the
boundary (a boundary zone) St;h � NG on the time layer t W we say that x 2 St;h if
at least one of the 2d values of the vector NX is outside NG: It is not difficult to see
that due to compactness of NQ there is a constant 
 > 0 such that if the distance
from x 2 G to the boundary @G is equal to or greater than 


p
h, then x is out-

side the boundary zone and, therefore, for such x, all the realizations of the random
variable NX belong to NG:

Since restrictions connected with nonexit from the domain NG should be imposed
on an approximation of (7), the formula (10) can be used only for the points
x 2 NGnSt;h on the layer t; and a special construction is required for points from
the boundary zone. In Algorithms 1, we use a construction based on linear interpo-
lation while in Algorithm 2 we just stop the Markov chain as soon as it reaches the
boundary zone St;h: In the deterministic case, these constructions were exploited in
[42, 43].

Below we also use the following notation. Let x 2 St;h: Denote by x	 2 @G the
projection of the point x on the boundary of the domain G (the projection is unique
because h is sufficiently small and @G is smooth) and by n.x	 / the unit vector of
internal normal to @G at x	 :

3.1 First-Order Methods

To define our approximation ofX.t/ in the boundary zone, we introduce the random
vectorX	

x;h
taking two values x	 and xCh1=2
n.x	 /; x 2 St;h; with probabilities

p D px;h and q D qx;h D 1 � px;h; respectively, where

px;h D h1=2


jx C h1=2
n.x	 / � x	 j :

It is not difficult to check that if v.x/ is a twice continuously differentiable function
with the domain of definition NG; then an approximation of v.x/ by the expectation
Ev.X	

x;h
/ corresponds to linear interpolation and

v.x/ D Ev.X	x;h/CO.h/ D pv.x	 /C qv.x C h1=2
n.x	//CO.h/: (11)

We emphasize that the second value xCh1=2
n.x	 / does not belong to the bound-
ary zone. We also note that p is always greater than 1=2 (since the distance from
x to @G is less than h1=2
/ and that if x 2 @G, then p D 1 (since in this case
x	 D x/:
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Further, we apply the partly weak, partly mean-square explicit Euler approxi-
mation (cf. [45]) to the rest of the probabilistic representation, i.e., to (8)–(9), and
obtain

Yt;x;y.s C h/ � NY D y C hc.s; x/ y C ˇ
>

.s; x/y�w.s/

C 1

2
y

rX
iD1

h
ˇ

i

.s; x/
i2 �

Œ�wi .s/�
2 � h

�

C y

rX
iD1

rX
jDiC1

ˇ
i

.s; x/ˇ
j

.s; x/�wi .s/�wj .s/; (12)

Zt;x;y;z.t C h/ � NZ D z C hf .s; x/ y C �
>

.s; x/y�w.s/

C y

rX
i;jD1

�
i

.s; x/ˇ
j

.s; x/Iij .s/; (13)

where 	 is as in (10),�w.s/ D w.s C h/� w.s/; and Iij .s/ are the Ito integrals

Iij .s/ D
Z sCh

s

�
wj .s

0/ � wj .s/
�

dwi .s
0/: (14)

Let us observe that in the approximation (10), (12)–(13) we approximate the part
of the system (7)–(9) related to the auxiliary Wiener processW.t/ in the weak sense
and the part of the system related to the Wiener process w.t/; which drives our
SPDE (1), in the mean-square sense. We also recall that X and w are independent.

Remark 1. We note that unless the commutativity condition ˇ
i
�

j D ˇ
j
�

i
holds

we face the difficulty in simulating NZ from (13) efficiently due to the presence of
the integral Iij .s/ (see various approaches to its approximation in, e.g., [43] and
also [13]). As is well known, to realize (13) in the commutative noise situation, it
suffices to simulate the Wiener increments �wi .s/ only. We also note that in the
important case of � � 0 (e.g., it is so in the Zakai equation [33, 48, 51]) the term
with Iij .s/ in (13) is cancelled.

Now, we are ready to propose an algorithm for solving the SPDE problem
(1)–(2). Let a point .t0; x0/ 2 Q:We would like to find the value v.t0; x0/: Introduce
a discretization of the interval Œt0; T �, for definiteness the equidistant one:

t0 < t1 < � � � < tN D T; h WD .T � t0/=N:

Let 	k ; k D 1; 2; : : : ; be i.i.d. random variables with the same law as defined for
the 	 in (10). We formulate the algorithm as follows.
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Algorithm 1A

STEP 0. X 00 D x0; Y0 D 1; Z0 D 0; k D 0:

STEP 1. If X 0
k

… Stk;h then Xk D X 0
k

and go to STEP 3.
If X 0

k
2 Stk;h then either Xk D X 0	

k
with probability pX 0

k
;h

or Xk D X 0
k

C h1=2
n.X 0	
k
/ with probability qX 0

k
;h:

STEP 2. If Xk D X 0	
k

then STOP and ~D k; X~ D X 0	
k
; Y~ DYk; Z~ DZk :

STEP 3. Simulate 	kC1 and find X 0
kC1; YkC1; ZkC1 due to (10), (12)–(13) for

s D tk ; x D Xk; y D Yk; z D Zk; 	 D 	kC1; �w.s/ D �w.tk/:
STEP 4. If k C 1 D N; STOP and ~ D N; X~ D X 0N ; Y~ D YN ; Z~ D ZN ;

otherwise k WD k C 1 and return to STEP 1.

Having obtained the end points of the chain .t~ ; X~ ; Y~ ; Z~/ with .t~ ; X~/ 2 �;
we get the approximation of the solution to the SPDE problem (1)–(2):

v.t0; x0/ � Nv.t0; x0/ D Ew Œ'.t~ ; X~/Y~ CZ~ � ; (15)

where the approximate equality corresponds to the numerical integration error (see
Theorems 1 and 2 below). We note that in the case of the deterministic Dirichlet
problem (i.e., when ˇ D 0 and � D 0) Algorithm 1A coincides with Algorithm
6.2.1 in [43, p. 355].

To realize the approximation (15) in practice, one can use the Monte Carlo
technique:

Nv.t0; x0/ � Ov.t0; x0/ D 1

M

MX
mD1

h
'.t .m/~ ; X .m/~ /Y .m/~ CZ.m/~

i
; (16)

where .t .m/~ ; X
.m/
~ ; Y

.m/
~ ; Z

.m/
~ / are independent realizations of .t~ ; X~ ; Y~ ; Z~/;

each obtained by Algorithm 1A. The approximate equality in (16) corresponds to
the Monte Carlo (or in other words, statistical) error.

As it was noted, e.g., in [44, Remark 3.4], it can be computationally more
efficient to approximate (8) as

Yt;x;y.s C h/ � NY D y exp
�
c.s; x/h � ˇ>

.s; x/ˇ.s; x/h=2C ˇ
>

.s; x/�w.s/
�

(17)
rather than by (12) since, in particular, in comparison with (12) the approximation
(17) preserves the property of positivity of Y:

By Algorithm 1B, we denote the algorithm which coincides with Algorithm 1A
but uses (17) to approximate the component Y.t/ instead of (12). The approxima-
tion of the solution to the SPDE problem (1)–(2) in the case of Algorithm 1B has
the same form (15) as for Algorithm 1A but with the new Y~ and Z~ (note that
simulation of Zk depends on simulation of Yk).

The following two convergence theorems hold for both Algorithms 1A and 1B.
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Theorem 1. Algorithms 1A and 1B satisfy the inequality for p � 1:

�
E j Nv.t0; x0/� v.t0; x0/j2p

�1=2p 	 Kh; (18)

whereK > 0 does not depend on the time step h, i.e., in particular, these algorithms
are of mean-square order one.

A proof of this theorem is given in Sect. 4. Theorem 1 together with the Markov
inequality and Borel–Cantelli lemma (see the details of the corresponding recipe in,
e.g., [44, 45]) implies the a.s. convergence as stated in the next theorem.

Theorem 2. For almost every trajectory w.�/ and any " > 0, there exists C.!/ > 0
such that

j Nv.t0; x0/� v.t0; x0/j 	 C.!/h1�"; (19)

where the random variable C does not depend on the time step h, i.e., both
Algorithm 1A and 1B converge with order 1 � " a.s.

Remark 2. It might be useful to choose both h and 
 adaptively, depending on
the chain’s state: hk and 
k: Then, in Theorems 1 and 2, one should put h D
max0�k<N hk: In practice, one can take 
k D j�.tk ; Xk/j; possibly with small
corrections.

3.2 Method of Order 1=2

The next algorithm (Algorithm 2) is obtained by a simplification of Algorithm 1A.
In Algorithm 2, as soon asXk gets into the boundary domain Stk ;h; the random walk
terminates, i.e., ~ D k; and NX~ D X	

k
, Y~ D Yk , Z~ D Zk is taken as the final

state of the Markov chain. Since this algorithm obviously cannot be of mean-square
order higher than 1=2 (it is already of the order 1=2 in the case of deterministic
PDEs [42, 43]), we also simplify the approximations (12)–(13). Namely, instead of
(12)–(13), we use the approximations

Yt;x;y.s C h/ � NY D y C hc.s; x/ y C ˇ
>

.s; x/y�w.s/; (20)

Zt;x;y;z.t C h/ � NZ D z C hf .s; x/ y C �
>

.s; x/y�w.s/: (21)

Let us write this algorithm formally.

Algorithm 2

STEP 0. X0 D x0; Y0 D 1; Z0 D 0; k D 0:

STEP 1. If Xk … Stk ;h then go to STEP 2.
If Xk 2 Stk ;h then STOP and ~Dk; NX~ D X	

k
, Y~DYk , Z~ D Zk :

STEP 2. Simulate 	kC1 and find XkC1; YkC1; ZkC1 due to (10), (20)–(21) for
s D tk; x D Xk; y D Yk; z D Zk; 	 D 	kC1; �w.s/ D �w.tk/:

STEP 3. If k C 1 D N; STOP and ~ D N; NX~ D XN ; Y~ D YN ; Z~ D ZN ;

otherwise k WD k C 1 and return to STEP 1.
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We form the approximation of the solution to the SPDE problem (1)–(2) as (cf.
(15)):

v.t0; x0/ � Qv.t0; x0/ D Ew Œ'.t~ ; X~/Y~ CZ~ � (22)

with .t~ ; X~ ; Y~ ; Z~/ obtained by Algorithm 2. We note that in the deterministic
case (ˇ D 0 and � D 0) Algorithm 2 coincides with Algorithm 6.2.6 in [43, p. 359].
We also remark that we can modify Algorithm 2 as we did with Algorithm 1A by
using the approximation (17) of Y instead of (20). This modified algorithm will
usually have better properties than Algorithm 2 using (20).

The following convergence theorem can be proved analogously to Theorems 1
and 2.

Theorem 3. Algorithm 2 satisfies the inequality for p � 1:

�
E j Qv.t0; x0/ � v.t0; x0/j2p

�1=2p 	 Kh1=2; (23)

where K > 0 does not depend on the time step h, i.e., in particular, Algorithm 2 is
of mean-square order 1=2:

For almost every trajectory w.�/ and any " > 0, there exists C.!/ > 0 such that

j Qv.t0; x0/� v.t0; x0/j 	 C.!/h1=2�"; (24)

where the random variable C does not depend on the time step h, i.e., Algorithm 2
converges with order 1=2� " a.s.

4 Proof of the Convergence Theorem

In this section, we prove Theorem 1 for Algorithm 1B, its proof for Algorithm 1A
is analogous. The proof makes use of some ideas from [42] (see also [43, Sect. 6.2])
and [44]. Note that in this section we shall use the letter K to denote various
constants which are independent of k and h:

We extend the definition of the chain corresponding to Algorithm 1B for all k by
the rule: if k > ~; then .tk; Xk; Yk; Zk/ D .t~ ; X~ ; Y~ ; Z~/: We denote by �t0;x0

the number of those tk at which X 0
k

gets into the set Stk ;h:
Let us first provide some intuitive guidance to the proof. “Inside” the domain,

i.e., when Xk … Stk ;h; the Markov chain .tk; Xk; Yk ; Zk/ is analogous to the one
used in the case of the Cauchy problem for the linear SPDE (1), for which the first
mean-square order of convergence was proved in [44] (see also [45,46]). Then, it is
reasonable to expect that the approximation “inside” the domain contributes O.h/
to the global error of Algorithm 1B. Near the boundary, i.e., when Xk 2 Stk ;h; the
local error is of order O.h/ as it follows from the interpolation relation (11) while
the number of steps �t0;x0

on which we should count contributions of this local error
is such that its any moment is uniformly (with respect to the time step) bounded (see



202 V.N. Stanciulescu and M.V. Tretyakov

(25) below), i.e., roughly speaking, the local errorO.h/ is counted finite number of
times to the global error. Consequently, we can expect that the total error “inside”
the domain and the total error near the boundary should sum up to O.h/:

We now proceed to the formal proof. We note that since we use here the prob-
abilistic representation (6)–(9) in which the Wiener process w.t/ driving the SPDE
(1) does not enter the X component, the Markov chainXk coincides with the corre-
sponding Markov chain used in [43, p. 355] for the deterministic Dirichlet problem.
As a result, we can exploit here some of the properties of this chain Xk established
in [42, 43]. The following lemma is proved in [43, p. 356].

Lemma 1. The inequalities

P f�t0;x0
D ng 	 1

2n�1
; P f�t0;x0

> ng 	 1

2n
; n 2 N;

hold.

This lemma implies that for any p

E�
p
t0;x0

	 K; (25)

where K does not depend on the time step h:
We will also need the following uniform estimate for Yk:

Lemma 2. For anyp > 1, the following inequality for Yk from Algorithm 1B holds:

E

�
max
0�k�N

Yk

�p
	 K;

where K does not depend on h.

Proof. (cf. [43, p. 358]) We have for k 	 ~

Yk D Mk exp

 
h

k�1X
iD0

c.ti ; Xi /

!
	 Mk exp. Nc.tk � t0//;

where Mk is the corresponding positive martingale and c D max
.s;x/2Q

c.s; x/: Note

that Mk D M~ for k > ~ and the moments EM p
N are finite. Then, the above

inequality together with Doob’s martingale inequality implies

E

�
max
0�k�N

Yk

�p
	 exp. Nc.T � t0/p/E

�
max
0�k�N

Mk

�p

	 exp. Nc.T � t0/p/

	
p

1 � p

�p
EM

p
N 	 K:

ut
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Now, we prove one-step error lemmas for Algorithm 1B. Introduce

rk D v.tk ; Xk/ Yk CZk � v.tk ; X
0
k/ Yk �Zk ;

Rk D v.tkC1; X 0kC1/ YkC1 CZkC1 � v.tk ; Xk/ Yk �Zk;

k D 0; : : : ; N � 1:

We recall that X 0
k

belongs to the layer t D tkI the variable rk can be nonzero
in the case of X 0

k
2 Stk ;h only, i.e., rk has the meaning of the local error in the

boundary zone. If ~ > k; then Xk … Stk;h and all the 2d realizations of the random
variable X 0

kC1 belong to NGI if ~ 	 k; then tk D tkC1 D t~ ; X
0
kC1 D Xk D X~ ;

YkC1 D Yk D Y~ ; ZkC1 D Zk D Z~ and, consequently,Rk D 0. The variableRk
has the meaning of the local error “inside” the domain.

Lemma 3. The following relation for the local error in the boundary zone holds:

jEw.rk j X 0k; Yk; Zk/j D �.tk; X
0
k; Yk/hIStk;h

.X 0k/ �~�k; (26)

where IStk;h
.x/ and �~�k are the indicator functions and the random variable � is

such that for p > 1W

E

	
max

0�k�N�1
�.tk; X

0
k; Yk/

�2p
	 K (27)

with K being independent of h and k:

Proof. We have

Ew.rk j X 0k; Yk; Zk/ D YkIStk;h
.X 0k/ �~�k


Ew.v.tk ; Xk/ j X 0k/� v.tk ; X

0
k/
�

and for X 0
k

2 Stk;h and ~ � k

�.tk; X
0
k; Yk/ D Yk

ˇ̌
Ew.v.tk ; Xk/ j X 0k/� v.tk ; X

0
k/
ˇ̌
:

Due to the interpolation relation (11), we have

Ew.v.tk ; Xk/ j X 0k/� v.tk ; X
0
k/

D 1

2
pX 0

k
;h

�
X 0	k � X 0k

�>
H.v/.tk ; X

0
k C �1.X

0	
k � X 0k//

�
X 0	k � X 0k

�

C h


2
qX 0

k
;hn
>.X 0	k /H.v/.tk ; X

0
k C �2h

1=2
n.X 0	k //n.X
0	
k /;

where H.v/ is the Hessian of v and �1 and �2 are some values in .0; 1/: Using the
assumed properties of the solution v and its spatial derivatives and recalling that
jX 0	
k

� X 0
k
j 	 
h1=2; we get
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E

	
max

0�k�N�1
jEw.v.tk; Xk/ j X 0k/ � v.tk ; X 0k/j

�2p
	 K

with K being independent of h and k: Then, the Cauchy–Bunyakovskii inequality
and Lemma 2 imply (26). ut
Lemma 4. The following relation for the local error “inside” the domain holds:

Ew.Rk j Xk; Yk; Zk/ D �~>kYk



rP
iD1

Œh�wi .tk/˛i .tkC1; Xk/

C I0i .tk/˛0i .tkC1; Xk/�

C
rP

i;j;lD1
I�ijl .tk/˛

�
ijl .tkC1; Xk/

)
C �~>kO.h

2/; (28)

where

I0i .tk/ D
tkC1R
tk

.wi .s/ � wi .tk//ds;

I�ijl .tk/ D
Z tkC1

tk

Z tkC1

t

Œwl .tkC1/ � wl .s/� 
 dwj .s/ 
 dwi .t/;

˛i .tkC1; Xk/; ˛0i .tkC1; Xk/; and ˛�
ijl
.tkC1; Xk/ are combinations of the coeffi-

cients of (1) and their partial derivatives at .tk ; Xk/ and the solution v.tkC1; Xk/
and its spatial first and second derivatives; and O.h2/ is a random variable such
that for p > 1

EjO.h2/j2p 	 Kh4p (29)

with K being independent of h and k:

Proof. The error Rk D 0 for ~ 	 k: Let us analyze it in the case ~ > k: Introduce
the notation bk D b.tk; Xk/; �k D �.tk ; Xk/; and so on. We have

Ew.Rk j Xk; Yk; Zk/ D Ew.v.tkC1; X 0kC1/ YkC1 � v.tk ; Xk/ Yk

C ZkC1 �Zk j Xk; Yk; Zk/
D YkfEwŒv.tkC1; X 0kC1/ j Xk� � exp

�
ckh � ˇ

>

k ˇkh=2C ˇ
>

k �w.tk/
�

C hfk C �
>

k �w.tk/C
rX

i;jD1
�

i

kˇ
j

k
Iij .tk/ � v.tk ; Xk/g: (30)

Using the Taylor formula, we expand v.tkC1; X 0kC1/ at .tkC1; Xk/ and obtain
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EwŒv.tkC1; X 0kC1/ j Xk� D Ew.v.tkC1; Xk C hbk C h1=2�k 	kC1/ j Xk/
D v.tkC1; Xk/C hb

>

k rv.tkC1; Xk/

C h

2

dX
i;jD1

a
ij

k

@2

@xi@xj
v.tkC1; Xk/CO.h2/; (31)

where O.h2/ is as in (29). By the Taylor expansion, we also get

exp
�
ckh� ˇ

>

k ˇkh=2C ˇ
>

k �w.tk/
�

D 1C ˇ
>

k �w.tk/C ckh

C1

2

rX
iD1

h
ˇ

i

k

i2 �
Œ�wi .tk/�

2 � h
�

C
rX
iD1

rX
jDiC1

ˇ
i

kˇ
j

k�wi .tk/�wj .tk/ (32)

Ch.ck � ˇ>

k ˇk=2/ˇ
>

k �w.tk/C 1

6

h
ˇ

>

k �w.tk/
i3 CO.h2/:

Now, we consider the last term in (30), v.tk ; Xk/; which we expand around
.tkC1; Xk/ by iterative application of (1). Due to (1), we have

v.tk ; Xk/ D v.tkC1; Xk/C
Z tkC1

tk

Œ.Lv/ .t; Xk/C f .t; Xk/� dt (33)

C
Z tkC1

tk


ˇ>.t; Xk/v.t; Xk/C �>.t; Xk/

� 
 dw.t/:

Clearly,

Z tkC1

tk

f .t; Xk/dt D hfk CO.h2/; (34)

Z tkC1

tk

�>.t; Xk/ 
 dw.t/ D �
>

k �w.tk/C @

@t
�>k

Z tkC1

tk

.t � tk/dw.t/CO.h2/:

By using the expression for v.t; Xk/ from (1) twice, we get

Z tkC1

tk

.Lv/ .t; Xk/dt D hLv.tkC1; Xk/ (35)

C
Z tkC1

tk

Z tkC1

t

L

ˇ>.s; Xk/v.s; Xk/

C�>.s; Xk/
�
dw.s/dt CO.h2/

D hLv.tkC1; Xk/C L

ˇ>k v.tkC1; Xk/C �>k

�

�
Z tkC1

tk

.w.tkC1/� w.t//dt CO.h2/;
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where the coefficients of L in the right-hand side are evaluated at .tk; Xk/: Analo-
gously, we obtain

Z tkC1

tk

ˇ>.t; Xk/v.t; Xk/ 
 dw.t/ D ˇ
>

k �w.tk/v.tkC1; Xk/C v.tkC1; Xk/

�
rX

i;jD1
ˇ

i

kˇ
j

k

Z tkC1

tk


wj .tkC1/� wj .t/

� 
 dwi .t/

C
rX

i;jD1
ˇ

i

k�
j

k

Z tkC1

tk


wj .tkC1/ � wj .t/

� 
 dwi .t/

C v.tkC1; Xk/
rX

i;j;lD1
ˇ

i

kˇ
j

k

�
ˇlk C �

l

k

�

�
Z tkC1

tk

Z tkC1

t

Œwl.tkC1/� wl.s/� 
 dwj .s/ 
 dwi .t/

C .ˇ>k Lv.tkC1; Xk/C fk/

Z tkC1

tk

.tkC1 � t/dw.t/CO.h2/: (36)

It is not difficult to show that

Z tkC1

tk


wj .tkC1/ � wj .t/

� 
 dwi .t/ D
Z tkC1

tk

Œwi .t/ � wi .tk/� dwj .t/ D Ij i .tk/; i ¤ j I

(37)Z tkC1

tk


wi .tkC1/ � wi .t/

� 
 dwi .t/ D Œ�wi .tk/�
2

2
� h

2
I

rX
i;j;lD1

ˇ
i

kˇ
j

kˇ
l
k

Z tkC1

tk

Z tkC1

t


wl .tkC1/ � wl .s/

� 
 dwj .s/ 
 dwi .t/

D 1

6

h
ˇ

>

k
�w.tk/

i3 � h

2
ˇ

>

k
ˇkˇ

>

k
�w.tk/:

Also, recall that

Iij .tk/ D �wi .tk/�wj .tk/� Ij i .tk/; i ¤ j I (38)Z tkC1

tk

.t � tk/dwi .t/ D h�wi .tk/� I0i .tk/I
Z tkC1

tk

.wi .tkC1/�wi .t//dt D h�wi .tk/� I0i .tk/I
Z tkC1

tk

.tkC1�t/dwi .t/DI0i .tk/:

Finally, substituting (31)–(38) in (30), we arrive at (28). ut
Now, we prove the convergence theorem for Algorithm 1B.
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Proof of Theorem 1. By the standard technique (see [42, 43]) of re-writing the
global error as a sum of local errors, we obtain

Ew Œ'.t~ ; X~/Y~ CZ~ � � v.t0; x0/ D Ew Œv.t~ ; X~/ Y~ CZ~ � � v.t0; x0/ (39)

D Ew
~�1P
kD0

Œv.tkC1; XkC1/YkC1 CZkC1 � v.tk ; Xk/Yk �Zk�

D
N�1P
kD0

Ew.rk/C
N�1P
kD0

Ew .Rk/;

where the first sum is related to the total error of Algorithm 1B in the boundary zone
while the second one is the total error “inside” the domain.

Using (26) and the conditional Jensen inequality, we obtain for the first sum in
(39):

E

"
N�1P
kD0

Ew.rk/

#2p
D E

"
N�1X
kD0

EwEw.rk j X 0k; Yk; Zk/
#2p

(40)

	 Kh2p E

"
Ew

N�1X
kD0

�.tk; X
0
k; Yk/IStk;h

.X 0k/ �~�k

#2p

	 Kh2p E

"
N�1X
kD0

�.tk ; X
0
k; Yk/IStk;h

.X 0k/ �~�k

#2p

	 Kh2p E

 
max

0�k�N�1
�.tk ; X

0
k; Yk/ �

N�1X
kD0

IStk;h
.X 0k/�~�k

!2p

D Kh2p E

�
max

0�k�N�1
�.tk ; X

0
k; Yk/ � �t0;x0

�2p
:

Applying the Cauchy–Bunyakovskii inequality, (25), and (27) to the expression in
the last line of (40), we get

E

"
N�1P
kD0

Ew.rk/

#2p
	Kh2p

"
E

�
max
0�k�N

�.tk ; X
0
k; Yk/

�4p#1=2h
E�

4p
t0;x0

i1=2	Kh2p:
(41)

Consider the second sum in (39). Let

QRk WD �~>kYk



qP
rD1

Œh�wr .tk/˛r .tkC1; Xk/C I0r .tk/˛0r .tkC1; Xk/�

C
qP

r;n;lD1


I�rnl.tk/˛

�
rnl .tkC1; Xk/C�wr .tk/�wn.tk/�wl.tk/˛rnl .tkC1; Xk/

�)
:
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Due to Lemma 4, we have

E

"
N�1P
kD0

Ew.Rk/

#2p
D E

"
N�1X
kD0

EwEw.Rk j Xk; Yk; Zk/
#2p

D E

"
N�1X
kD0

�
Ew

� QRk
�C �~>kO.h

2/
�#2p

	 E

"
N�1X
kD0

Ew
� QRk

�#2p CO.h2p/: (42)

According to Lemma 4, we have E
� QRk

�2p D O.h3p/ and E
� QRk

� D 0:

Then (using only the former estimate for QRk), the sum in the right-hand side
of (42) can immediately, but roughly, be estimated as O.hp/: If the coefficients
˛i .tkC1; Xk/; ˛0i .tkC1; Xk/; ˛�ijl .tkC1; Xk/ in (28) were Ftk -measurable random
variables (remember that Yk is Ftk -measurable; it depends on the increments
w.s/ � w.t0/; t0 	 s 	 tk for ~ > k), then one could estimate this sum by O.h2p/
as it is done in the case of deterministic PDE problems [43]. However, here, these
coefficients include the SPDE solution and its derivatives at time tkC1 making them
FT -measurable; they depend on w.T / � w.s/; tkC1 	 s 	 T . This fact makes
accurate estimation of this sum difficult. In [44], such a difficulty was overcome in
the case of the Cauchy problem for SPDEs. Since the structure of QRk here and of
the one-step error in the Cauchy problem case (cf. the result of Step 1 in the proof
of Theorem 3.3 in [44]) are analogous, the approach developed in [44, Steps 2–5 in
the proof of Theorem 3.3] can be used to obtain

E

"
N�1X
kD0

Ew
� QRk

�#2p 	 Kh2p: (43)

We omit here the corresponding lengthy details of the proof of (43) but they can be
restored from [44].

The inequalities (41), (42), and (43) imply (18). Theorem 1 is proved. �

5 Numerical Experiments

For our numerical tests, we take the model which solution can be simulated exactly.
We consider the following Dirichlet problem

� dv D �2

2

@2v

@x2
dt C ˇv 
 dw.t/; .t; x/ 2 ŒT0; T / � .�1; 1/; (44)

v.t;˙1/ D 0; .t; x/ 2 ŒT0; T /; (45)

v.T; x/ D '.x/; x 2 .�1; 1/; (46)
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where w.t/ is a standard scalar Wiener process, and � and ˇ are constants. The
solution of this problem has the probabilistic representation (see (6)–(9)):

v.t; x/ D Ew

1f��T g'.Xt;x.T //Yt;x;1.T /

�
; (47)

dX D �dW.s/; (48)

dY D ˇY dw.s/; (49)

where W.s/ is a standard Wiener process independent of w.s/ and � D �t;x is the
first exit time of the trajectory Xt;x.s/; s � t; from the interval .�1; 1/:

For the experiments, we choose

'.x/ D A � .x2 � 1/3 (50)

with some constant A: We note that the coefficients of (44)–(46), (50) satisfy the
assumptions made in Sect. 2.

The problem (44)–(46) with (50) has the explicit solution, which can be written
in the form

v.t; x/ D 18 432

�7
A exp

�
�ˇ

2

2
.T � t/C ˇ.w.T / � w.t//

�
(51)

�
1X
kD0

.�1/k.�2 .2k C 1/2 � 10/
.2k C 1/7

cos
�.2kC1/x

2
exp

�
��

2�2.2kC1/2.T� t/
8

�
:

We use the three algorithms from Sect. 3 to solve (44)–(46), (50). In the tests, we
fix a trajectory w.t/; 0 	 t 	 T; which is obtained with a small time step equal to
0:0001: In Table 1, we present the errors for Algorithms 1A and 1B from our tests.
In the table, the “˙” reflects the Monte Carlo error only, it gives the confidence
interval for the corresponding value with probability 0:95 while the values before
“˙” gives the difference Ov.0; 0/�v.0; 0/ (see Ov in (16)). In Table 1, one can observe
convergence of both algorithms with order one that is in good agreement with our

Table 1 Errors of Algorithms 1A and 1B. Evaluation of v.0; 0/ from (44)–(46), (50) with various
time steps h. Here, � D 0:5, ˇ D 0:5, A D 10, and T D 5. The expectations are computed
by the Monte Carlo technique simulating M independent realizations. The “˙”reflects the Monte
Carlo error only. All simulations are done along the same sample path w.t/. The boundary zone
parameter 
 is taken equal to � . The corresponding reference value is �2:074421, which is found
due to (51)

h M Algorithm 1A Algorithm 1B

0:1 107 4:823 	 10�2 ˙ 0:247 	 10�2 3:604 	 10�2 ˙ 0:249 	 10�2

0:05 108 2:591 	 10�2 ˙ 0:079 	 10�2 2:219 	 10�2 ˙ 0:079 	 10�2

0:025 108 1:616 	 10�2 ˙ 0:079 	 10�2 0:815 	 10�2 ˙ 0:079 	 10�2

0:01 2:5 	 108 0:545 	 10�2 ˙ 0:050 	 10�2 0:338 	 10�2 ˙ 0:050 	 10�2

00:005 2:5 	 108 0:210 	 10�2 ˙ 0:050 	 10�2 0:135 	 10�2 ˙ 0:050 	 10�2
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Table 2 Errors of Algorithm 2. Evaluation of v.0; 0/ from (44)–(46), (50) with various time
steps h. The parameters here are the same as in Table 1

h M Algorithm 2

0:0004 107 0:886 	 10�1 ˙ 0:025 	 10�1

0:0003 107 0:380 	 10�1 ˙ 0:025 	 10�1

0:0002 107 0:404 	 10�1 ˙ 0:025 	 10�1

0:0001 107 0:306 	 10�1 ˙ 0:025 	 10�1

theoretical results. We note that in this example the trajectory of Y.t/ is simulated
exactly by Algorithm 1B.

Algorithm 2 produced less accurate results than Algorithms 1 and it was pos-
sible to observe its convergence only after choosing very small time steps. Some
results are presented in Table 2. They demonstrate an evidence of convergence of
Algorithm 2 with order 1=2 and even smaller time steps are required for further
confirmation. We can conclude that, with the computational costs of Algorithms 1
and 2 being essentially the same, Algorithm 1B is the more efficient method than
the others.
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24. Gyöngy, I.: Approximations of stochastic partial differential equations. In: Stochastic partial

differential equations and applications (Trento, 2002), Lecture Notes in Pure and Appl. Math.
227, pp. 287–307. Dekker (2002)
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Individual Path Uniqueness of Solutions
of Stochastic Differential Equations

Alexander M. Davie

Abstract We consider the stochastic differential equation dx.t/ D f .t; x.t//dt C
b.t; x.t//dW.t/, x.0/ D x0 for t � 0, where x.t/ 2 Rd , W is a standard d -
dimensional Brownian motion, f is a bounded Borel function from Œ0;1/ � Rd

to Rd , and b is an invertible matrix-valued function satisfying some regularity con-
ditions. We show that, for almost all Brownian paths W.t/, there is a unique x.t/
satisfying this equation, interpreted in a “rough path” sense.

MSC (2010): 60H10 (34F05)

1 Introduction

In this paper, we consider the stochastic differential equation

dx.t/ D f .t; x.t//dt C b.t; x.t//dW.t/; x.0/ D x0 (1)

for t � 0, where x.t/ 2 Rd ,W is a standard d -dimensional Brownian motion, f is
a bounded Borel function from Œ0;1/�Rd ! Rd to Rd , and b is an invertible d�d
matrix valued function on Œ0;1/�Rd satisfying a suitable regularity condition. If b
satisfies a Lipschitz condition in x, then it follows from a theorem of Veretennikov
[4] that (2) has a unique strong solution, i.e. there is a unique process x.t/, adapted
to the filtration of the Brownian motion, satisfying (1).

Here we consider a different question, posed by N. V. Krylov (Gyöngy, Personal
communication): we choose a Brownian path W and ask whether (1) has a unique
solution for that particular path. The first problem with this question is to interpret it,
since the stochastic integral implied by the equation is not well defined for individual
paths. One case for which there is a simple interpretation is when b.t; x/ is the
identity matrix for all t; x, since in that case we can write the equation as
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x.t/ D W.t/C x0 C
Z t

0

f .s; x.s//ds; t � 0 (2)

and the existence of a unique solution to (1), for almost every path W , was proved
in [2].

In this paper, we use methods of rough path theory to give an interpretation of
(1), under slightly stronger regularity conditions on b. Our main result is then that
for almost all Brownian paths W there is a unique solution in this sense. The proof
is similar to that in [2] but requires estimates for solutions of a related equation ((3)
below) similar to those for Brownian motion in Sect. 2 of [2], and different argu-
ments including a suitable T .1/ theorem are needed for this. The rough path inter-
pretation and formulation of the main theorem are described in Sect. 2, the estimates
for solutions of (3) are given in Sect. 3 and the proof of the theorem in Sect. 4.

2 Interpretation of Individual Path Solution

We now describe our interpretations of (1) precisely. Let U be a domain in Rd

containing .x0/. We assume that f .t; x/ and bij .t; x/ are defined on Œ0;1/ � U

and that f is bounded and bij is differentiable with respect to x and that bij and
@bij =@xk satisfy locally a Hölder condition of order ˛ for some ˛ > 0 in .t; x/. We
write (1) in components as

dxi .t/ D fi .t; x.t//dt C
dX
jD1

bij .t; x.t//dWj .t/

for i D 1; � � � ; n. For s < t we write Arj .s; t/ D R t
s
.Wr.�/ � Wr .s//dWj .�/ and

$i .s; t; x/ D Pd
jD1

R t
s
bij .�; x/dWj .�/ for x 2 Rd . On a suitable set of probability

1, these quantities can be defined simultaneously for all 0 	 s < t and x 2 Rd ,
depending continuously on .s; t; x/, and we assume that such definitions have been
fixed.

We say that a continuous x W Œ0; T / ! U is a solution in rough path sense of (1)
on an interval 0 	 t < T where 0 < T 	 1 if x.0/ D x0 and, for any T 0 with
0 < T 0 < T we can find ı > 0 and C > 0 such that
ˇ̌
ˇ̌
ˇ̌xi .t/� xi .s/ �

Z t

s

fi .�; x.�//d� � $i .s; t; x.s// �
X
j;r

gijr .x.s//Arj .s; t/

ˇ̌
ˇ̌
ˇ̌

	 C.t � s/1Cı

where gijr D Pn
kD1

@bij

@xk
bkr .

It is not hard to show that the strong solution of (1) is, for almost all Brownian
paths, a solution in this sense.

We can now formulate the main result.
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Theorem 1. For almost every Brownian pathW , there is a unique T with 0 < T 	
1 and a unique continuous x W Œ0; T / ! U , satisfying (1) in rough path sense, and
such that in case T < 1 we have that jx.t/j ‘escapes from U as t ! T , in the
sense that for any compact subset K of U there is t 2 Œ0; T / with x.t/ … K .

This theorem is essentially local in character, and this enables us to reduce it
to the case when the coefficients bij are globally well behaved. We use a standard
localisation argument to deduce Theorem 1 from the following:

Proposition 1. Suppose f and bij are defined on Œ0;1/�Rd and satisfy the above
regularity conditions, and also that there is K > 0 such that bij .t; x/ D ıij if
jxj > K . Then (1) has a solution x on Œ0;1/ in rough path sense, and is unique in
the sense that if y is a solution on Œ0; t/ for some T > 0 then x.t/ D y.t/ on Œ0; T /.

To deduce Theorem 1 from Proposition 1 we letU1; U2; � � � be relatively compact
open subsets of U with union U and U n � UnC1. Then for each n, we can find
functions f .n/ and b.n/ij satisfying the requirement of the proposition and agreeing,

respectively, with f and bij on Un. The proposition then gives a solution x.n/ on

Œ0;1/ to (1) with f .n/; b.n/ij replacing f; bij . Define Tn 2 .0;1� by Tn D supft W
x.n/.Œ0; t// 2 Ung. Then by the uniqueness part of the proposition x.nC1/ D x.n/

on Œ0; Tn/ and TnC1 � Tn. Hence Tn converges to a limit T and we can define x.t/
on Œ0; T / by x.t/ D x.n/.t/ for t < Tn. Then x satisfies (1).

If T is finite andK is a compact subset of U , then for some n we haveK � Un.
Then Tn < 1 and by continuity x.nC1/.Tn/ 2 U n � UnC1 so Tn < TnC1 and
hence there is t so that x.t/ … Un, so x.t/ … K .

The proof of Proposition 1 follows the same lines as [2]. First it suffices to prove
the uniqueness for 0 	 t 	 1. Then we need an estimate analogous to Proposition
2.1 of [2], where instead of W.t/ we have a solution y.t/ of the equation

dy.t/ D a.t; y.t//dt C b.t; y.t//dW.t/ (3)

where the vector a.t; x/ is defined by ai D P
k;j

@bij

@xk
bkj .

This estimate is proved in the next section, and the deduction of Proposition 1 is
described in Sect. 4.

3 The Basic Estimate

In this section, we establish the following estimate for (3). We assume throughout
that b is fixed and satisfies the conditions of Proposition 1.

Proposition 2. Let g be a Borel function on Œ0; 1� � Rd with jg.s; z/j 	 1 every-
where, let I � Œ0; 1� be an interval, and let y satisfy the SDE (3). Then for any even
positive integer p and x 2 Rd , we have
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E

�Z
I

fg.t; y.t/C x/ � g.t; y.t//gdt

�p
	 C p.p=2/ŠjxjpjI jp=2

where C is an absolute constant and jxj denotes the usual Euclidean norm.

The proof of this is similar to that of Proposition 2.1 of [2] with some differences.
One is that the reduction to the one-dimensional case no longer works, so the entire
argument has to be carried out in Rd – this does not in fact change much. A more
substantial difference is that we have to replace the Gaussian transition densities
E.t � s;w � z/ by transition densities E.s; t; z;w/ for the diffusion defined by (3).
Then the proof of Lemma 2.3 of [2], which uses translation invariance, no longer
works. Instead we apply a T .1/ theorem to prove L2 boundedness of an integral
operator with kernel E.s; t; z;w/.

Proposition 2 will be deduced from the following variant for smooth g. We
denote by g0 the derivative w.r.t. the first component of the vector x, i.e. g0.t; x/ D
@g
@x1
.t; x/.

Proposition 3. There is a constant C such that, if g is a compactly supported
smooth function on Œ0; 1� � Rd with jg.s; z/j 	 1 everywhere and g0 bounded,
and 0 	 t0 < T 	 1, then for any even positive integer p we have, conditional on
y.t0/ D y0,

E

 Z T

t0

g0.t; y.t//dt
!p

	 .C jI j/p=2.p=2/Š

This is proved in a manner similar to that of Proposition 2.2 of [2]. If I D Œt0; T �

where 0 	 t0 < T 	 1 we can write the LHS as

pŠ

Z
t0<t1<			<tp<T

E
pY
jD1

g0.tj ; y.tj //dt1 � � � dtp

and using the joint distribution of y.t1/; : : : ; y.tp/ this can be expressed as

pŠ

Z
t0<t1<			<tp<T

Z
Rdp

pY
jD1

fg0.tj ; zj /E.tj�1; tj ; zj�1; zj /gdz1 � � � dzpdt1 � � � dtp

where z0 D y0.
We introduce the notation

Jk.t0; z0/ D
Z
t0<t1<			<tk<T

Z
Rkd

kY
jD1

fg0.tj ; zj /E.tj�1; tj ; zj�1; zj /g

dz1 � � � dzkdt1 � � � dtk

and we shall show that Jp.t0; y0/ 	 C p.T � t0/
p=2=� .p

2
C 1/; Proposition 3 will

then follow since pŠ 	 2p..p=2/Š/2.
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As in [2] we use integration by parts to shift the derivatives to the expo-
nential terms. We introduce some notation to handle the resulting terms – we
define B1.s; t; z;w/ D � @

@z1
E.s; t;w; z/, B2.s; t; z;w/ D � @

@w1
E.s; t; z;w/ and

D.s; t; z;w/ D @2

@z1@w1
E.s; t; z;w/.

If S D S1 � � �Sk is a word in the alphabet fE;B1; B2;Dg then we define

IS .t0; z0/ D
Z
t0<t1<			<tk<1

Z
Rkd

kY
jD1

fg.tj ; zj /Sj .tj�1; tj ; zj�1; zj /g

dz1 � � � dzkdt1 � � � dtk

We say a word is allowed if it is of the form B
m0

2 EB
n1

1 DB
m1

2 E � � �EBnr

1 DB
mr

2

for some non-negative integers r;m0 � � �mr ; n1 � � � ; nr . This is equivalent to the def-
inition in[2] except that there B1 and B2 are not distinguished. There are 2k�1
allowed words of length k. For example, the allowed words of length 3 areB2B2B2,
EDB2, B2ED and EB1D.

Just as in [2], we show by induction on k that

Jk.t0; z0/ D
2k�1X
jD1

IS.j /.t0; z0/ (4)

where each S .j / is an allowed word of length k. (in fact each allowed word of length
k appears exactly once in this sum, but we do not need this fact). The proof will then
be completed by obtaining a bound for IS .

We prove (4) by induction on k. So, assuming (4) for Jk , we have

JkC1.t0; z0/ D
Z 1

t0

dt1

Z
g0.t1; z1/E.t1 � t0; z1 � z0/Jk.t1; z1/dz1

D �
Z 1

t0

dt1

Z
g.t1; z1/B.t1 � t0; z1 � z0/Jk.t1; z1/dz1

�
Z 1

t0

Z
g.t1; z1/E.t1 � t0; z1 � z0/J

0
k.t1; z1/dz1

Now we observe that, if S is an allowed string, then I 0S D �I QS where QS is defined
as BS� if S D ES� and asDS� if S D BS� (note that QS is not an allowed string).

Applying this to (4) we find J 0
k
.t0; z0/ D P2k�1�1

jD1 �I QSj .t0; z0/ and then we obtain

JkC1.t0; z0/ D �
2k�1�1X
jD1

IBSj .t0; z0/˙
2k�1�1X
jD1

I
E QSj .t0; z0/

Noting that, if S is an allowed string, BS and E QS are also allowed, this completes
the inductive proof of (4).
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We now proceed to the estimation of IS .t0; z0/, when S is an allowed string. We
start with some standard properties on the transition density E.s; t; z;w/.
E satisfies the Kolmogorov equations

@E

@s
D �

X
i

ai .s; x/
@E

@zi
� 1

2
�ij

@2E

@zi@zj

@E

@t
D �

X
i

ai .t;w/
@E

@wi
C 1

2
�ij

@2E

@wi@wj

recalling that ai D P
k;j

@bij

@xk
bkj ; � is defined by �ik D P

j bij bkj .
Then we can combine standard decay bounds for E with Schauder interior

estimates and obtain the following bounds: there exist c; C > 0 such that for
0 	 s < t 	 1 and y; z 2 Rd we have jE.s; t; z;w/j 	 C.t � s/�d=2e�cjz�wj2=.t�s/
and ˇ̌

ˇ̌@2E.s; t; z;w/
@zi@zj

ˇ̌
ˇ̌ 	 C.t � s/�1�d=2e�cjz�wj2=.t�s/

with a similar bound for the 2nd partial derivatives w.r.t. w. We can combine these
to get jD.s; t; z;w/j 	 C.t � s/�1�d=2e�cjz�wj2=.t�s/. As a consequence we have a
bound jD.s; t; z;w/j 	 Cd.s; zI t;w/�d�2 using the parabolic metric d.s; yI t; z/ D
jz � wj C js � t j1=2. Moreover, the Schauder estimates give Hölder estimates from
which it follows that for some ı > 0 we have a bound

jD.s; t; z;w/ �D.s; t 0; z;w0/j 	 C
d.t;wI t 0;w0/ı

d.s; zI t;w/dC2Cı

whenever d.t;wIt
0;w0/

d.s;zIt;w/ <
1
2

.
We now assert:

Lemma 1. The operator T defined by

T h.s; y/ D
Z 1

s

Z
Rd

D.s; t; y; z/h.t; z/dzdt

is bounded on L2.Œ0; 1� � Rd /.

This is proved by applying a ‘T .1/ theorem on spaces of homogeneous type’ for
an operator T of Calderon–Zygmund type, which, by virtue of the above bounds
on D, our T is (on Œ0; 1� � Rd , with Lebesgue measure and the parabolic met-
ric, which is a space of homogeneous type). The T .1/ theorem asserts that T is
bounded on L2 provided T .1/ and T �.1/ are in BMO. See e.g. [1]. Our operators
Tij are of the required type, provided we equip R � Rd with the parabolic metric,
and we have in fact Tij .1/ D 0, and T �ij .1/ D 0 (this follows from the fact thatR

Rd D.s; t; y; z/dz D 0 and
R

Rd D.s; t; y; z/dy D 0).
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We also note the bound jBi .s; t; z;w/j 	 C.t � s/�.dC1/=2e�cjz�wj2=.t�s/
We now apply Lemma 1 to show

Lemma 2. Given ˛ > 0 we can find a constant C such that, if � and h are real-
valued Borel functions on Œ0; 1� � R with j�.t; y/j 	 e�˛y2=t and jh.t; y/j 	 1

everywhere, and 0 	 t0 < T 	 1, then

ˇ̌
ˇ̌
ˇ
Z T

.t0CT /=2
dt
Z t

.t0Ct/=2
ds
Z

Rd

Z
Rd

�.s; z/h.t; y/D.t � s; y � z/dydz

ˇ̌
ˇ̌
ˇ 	 C.T � t0/

Proof. We follow the proof of Lemma 2.3 of [2], using Lemma 1 in place for the
Fourier transform calculation. Instead the covering of R by intervals of length 1 in
[2], we use a covering of Rd by cubes of side .T�t0/1=2. Then with notation as there
we have Ilm D hT hm; �li and khlk2 	 C1.T � t0/1=2,

P
l k�lk2 	 C2.T � t0/1=2.

Also the sum of jIlmj over pairs of cubes separated by at least .T �t0/1=2 is bounded
by C3.T � t0/. For other l; m pairs we use jIlmj 	 kT kk�lk2khmk2 to deduceP
l;m jIlmj 	 C.T � t0/.

Corollary 1. There is a constant C such that if g and h are Borel functions on
Œ0; 1� � R bounded by 1 everywhere, z0 2 Rd and 0 	 t0 < T 	 1, then

ˇ̌
ˇ̌
ˇ
Z T

.t0CT /=2
dt
Z t

.t0Ct/=2
ds
Z

R2d

g.s; z/E.t0; s; z0; z/h.t;w/D.s; t; z;w/dzdw

ˇ̌
ˇ̌
ˇ

	 C.T � t0/

and
ˇ̌
ˇ̌
ˇ
Z T

.t0CT /=2
dt
Z t

.t0Ct/=2
ds
Z

R2d

g.s; z/B1.t0; s; z0; z/h.t;w/D.s; t; z;w/dzdw

ˇ̌
ˇ̌
ˇ

	 C.T � t0/1=2

Proof. These follow easily from Lemma (2).

Lemma 3. There is a constantC such that if g and h are Borel functions on Œ0; 1��
R bounded by 1 everywhere, and r � 0 then

ˇ̌
ˇ̌
ˇ
Z T

t0

dt
Z t

t0

ds
Z

R2d

g.s; z/E.t0; s; z0; z/h.t;w/D.s; t; z;w/dzdw.1 � t/r

ˇ̌
ˇ̌
ˇ

	 C.1C r/�1.T � t0/
rC1

and
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ˇ̌
ˇ̌
ˇ
Z T

t0

dt
Z t

t0

ds
Z

R2d

g.s; z/B1.t0; s; z0; z/h.t;w/D.s; t; z;w/dzdw.1 � t/r

ˇ̌
ˇ̌
ˇ

	 C.1C r/�1=2.T � t0/rC 1
2

This is proved in the same way as Lemma 2.5 of [2].
As in [2] we can now complete the proof of Proposition 3 by proving by induction

on k, for suitable choice of M , that

jIS .t0; z0/j 	 M k

� .k
2

C 1/
.1 � t0/

k=2 (5)

for any allowed string S of length k. The proof is split into 3 cases as in [2]. The
role of B in [2] is played by B1 in case (1) and B1 in case (3). With this adjustment
the proof is the same as in [2].

We can then deduce Proposition 2 from Proposition 3 in the same way that
Proposition 2.1 in [2] is deduced (but omitting the reduction to d D 1).

The following corollary is what we mainly use. For s � 0 let Fs be the �-field
generated by fW.�/ W 0 < � < sg.

Corollary 2. There is a constant c > 0 such that if g is a Borel function on Œ0; 1��
Rd with jgj 	 1 everywhere and 0 	 s 	 a < b 	 1, then for x 2 Rd and 
 > 0

we have

P

 ˇ̌
ˇ̌
ˇ
Z b

a

fg.z.t/C x/ � g.z.t//gdt

ˇ̌
ˇ̌
ˇ � 
.b � a/1=2jxj jFs

!
	 2e�c�2

This is deduced from Proposition 2 in the same way as Corollary 2.6 in [2].
We also need the following technical lemma.

Lemma 4. There exists ı > 0 such that, given K > 0 we can find C > 0 so that,
if 0 	 s0 < s < t , and A is a matrix with kAk 	 K and k.I C A/�1k 	 K , then
the following holds, where we define the random vector X by X D z.t/CA.z.s/�
z.s0//:

For any Borel function h on Rd with jhj 	 1 everywhere, we have

Ej.h.X/jFs0/� Eh.V /j < C f.t � s0/"
�r C 
g

where 
 D t�s
t�s0 and V is a random vector, normally distributed with mean z.s0/

and covariance .I C A/BB t .I CA/t /, where B D b.z.s0//.

Proof. Let fX be the density of X , conditional on Fs0 . Then we can write F.x/ D
E.E.s; t; .I C A/Z.s/; x/jFs0/ and using our regularity results for E we deduce

jrF.x/j 	 C1.t � s/�dC1
2 for all x 2 Rd .
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Now define

Y D z.s0/C B.W.t/ �W.s0//CAB.W.x/ �W.s0//

Then (conditional on Fs0) Y has a normal distribution with mean z.s0/ and covari-
ance matrix .s � s0/.I C A/BB t .I C At / C .t � s/BB t . Now straightforward
estimates give E.jX �Y jjFs0/ 	 C2.t � s0/ 1

2C� for some constant � > 0. We need
to convert this to a bound for the difference of densities fX � fY . Fix x 2 Rd , let
ı > 0 (to be specified later) and let � be a nonnegative smooth function on Rd ,
supported on the ı-neighbourhood of x, such that

R
� D 1 and jr�j 	 C3ı

�d�1.

Using the derivative bound for fX we have jfX .x/ � R
�fX j 	 C4ıjt � sj�dC1

2 .
And
ˇ̌
ˇ̌Z �fX �

Z
�fY j 	 Ej�.X/� �.Y /

ˇ̌
ˇ̌ 	 C3ı

�d�1EjX�Y j 	 C5ı
�d�1jt�s 1

2
C�

0

Putting these bounds together, and choosing ı D .t � s0/ 1
2
C �

dC2 

dC1

2.dC2/ we obtain

jfX .x/ � fY .x/j 	 C6.t � s0/
�

dC2
�d

2 
�r

and since fX .x/ decays like e�cjxj2=.t�s0/ we deduce that if 0 < " < �
dC2 thenR jfX .x/�fY .x/jdx 	 C7.t�s0/"
�r . Finally Y and V both have normal distribu-

tions with the same mean and with covariance matrices having a relative difference
O.
/ so

R jfY .x/ � fV .x/jdx 	 C8
 and the result follows.

4 Proof of Theorem

As we have seen, it suffices to prove Proposition 1, so we assume the conditions of
that proposition hold. We let z.t/ denote the strong solution of (1), so we have to
show that for almost all paths W , z is the only solution of (1) for 0 	 t 	 1 in our
‘rough path’ sense. We write x.t/ D z.t/C u.t/ and then we have to show that the
only solution u of

u.t/D
Z t

0

ff .s; z.s/Cu.s//�f .s; z.s//gdsC
Z t

0

fb.s; z.s/Cu.s//�b.s; z.s//gdW.s/

(6)
satisfying u.0/ D 0 is u.t/ D 0, where the

R
dW is interpreted in rough path sense.

The basic idea is to approximate u by a sequence of step functions un, such that
un is constant on each interval Ink D Œk2�n; .k C 1/2�n�, k D 0; 1; 2; : : : ; 2n � 1

and then use
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Ink

ff .t; z.t/C u.t// � f .t; z.t//gdt

D lim
l!1

Z
Ink

ff .t; z.t/C ul.t// � f .t; z.t//gdt

D
Z
Ink

ff .t; z.t/C un.t// � f .t; z.t//gdt

C
1X
lDn

Z
Ink

ff .t; z.t/C ulC1.t// � f .t; z.t/C ul.t//gdt

(7)

with a similar expansion for
R
Ink

fb.t; z.t/C u.t// � b.t; z.t//gdW.t/.
We introduce the notation

�nk.x/ D
Z
Ink

ff .t; z.t/C x/ � f .t; z.t//gdt

�nk D
Z
Ink

fb.t; z.t/C x/ � b.t; z.t//gdW.t/

and then �nk.x/ D �nk.x/C �nk.x/, �nk.x; y/ D �nk.x/ � �nk.y/, �nk.x; y/ D
�nk.x/ � �nk.y/ and finally

�nk.x; y/ D �nk.x; y/C �nk.x; y/ D �nk.x/ � �nk.y/

Using this notation, from (7), and the similar expansion for the dW , (6) implies

u..k C 1/2�n/ � u.k2�n/D �nk.u.k2
�n//C

1X
lDn

.kC1/2l�n�1X
rDk2l�n

�lC1;2rC1

.u.2�l�1.2r C 1//; u.2�lr//

(8)

As in [2], the first stage of the proof is to show that a number of estimates for
these quantities hold with probability 1. In doing this, we need to use two distinct
probability measures on our sample space, the original measure which we denote
by P and the equivalent measure, given by the Girsanov theorem, w.r.t. which the
process z had the same law as y in Sect. 3. We denote this measure by QP . We use
E and QE for the corresponding expectations. As the measures are mutually abso-
lutely continuous, statements of the form ‘with probability 1’ can be made without
specifying the measure. The first estimate we need is

Lemma 5. With probability 1, for every cube Q � Rd there is a constant C > 0

such that the following bounds hold:

j�nk.x; y/j 	 C

(
n1=2 C

�
logC

1

jx � yj
�1=2)

2�n=2jx � yj
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for all dyadic x; y 2 Q and all choices of integers n; k with n > 0 and 0 	 k 	
2n � 1.

This is proved by proving separately the same bound for � and for �. The bound
for � is identical to that of Lemma 3.1 in [2], using and working with QP . That for �
is proved using and working with P .

Next we have

Lemma 6. With probability 1, for every cube Q � Rd there is a constant C > 0

such that for all n 2 N , k 2 f0; 1; � � � ; 2n � 1g and dyadic x 2 Q we have

j�nk.x/j 	 Cn1=22�n=2.jxj C 2�2n

/

Again this is proved separately for � and �, using the argument of Lemma 3.2 of
[2] and the same bounds as in the previous lemma.

We also need an analogue of Lemma 3.6 of [2], for sums of �nk terms. This
requires martingale arguments as used in the proof of Lemma 3.5 of [2], but they
are complicated by the fact these arguments involve both probability measures P
and QP . We manage to arrange the proof to keep them separate. First we prove the
following bound for sums of �nk terms.

Lemma 7. With probability 1, for any cubeQ we can find C > 0 such that, for any
choice of n; r 2 N with r 	 2n=4, k 2 f0; 1; � � � ; 2n � r and x0 2 Q, if we define
x1; � � � ; xr by the recurrence relation xqC1 D xq C �n;kCq.xq/, then

r�1X
qD0

j�n;kCq.xq/j 	 C.2�n=4jx0j C 2�2�n=2

/

Proof. Again we prove the estimate separately for � and �, starting with � . For
K > 0 and dyadic t define an event �Kt : for all n 2 N , k 2 f0; 1; : : : ; 2n � 1g with
.k C 1/2�n 	 t and dyadic x 2 Q we have

j�nk.x/j 	 Kn1=22�n=2.jxj C 2�2n

/

Then �Kt increases with K and Lemma 6 says that the union has full measure. One
easily checks that for givenK there is C.K/ such that in �Kt one has, in the situation
of the statement of this lemma, jxq j 	 C.K/jx0j provided .kCq/2�n 	 t . We abuse
notation and write �q for �t when t D .k C q/2�n.

We fix K and define Yq D j�n;kCq�1.xq�1/j�Kq�1, Zq D QE.YqjFq�1 and Xq D
Yq �Zq . Then we have Zq 	 C12

�n=2C.K/jx0j for each q. Also, by Burkholder’s
inequality, for any p � 2,

QEj
rX
qD1

Xqjp 	 Cpr
p=2�1X QE.Y pq / 	 C2C.K/

pC.p/rp=2�12�np=2jx0jp
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Using this, we can use the methods of Lemmas 3.5 and 3.6 of [2] to obtain the
required bound.

The estimate for � is similar, using P , but simpler as the analogue ofZq vanishes.

Now we apply Lemma 7 to obtain the required bound for sums of �nk .

Lemma 8. With probability 1, for any cubeQ we can find C > 0 such that for any
n; r 2 N with r 	 2n=4, and k 2 f0; 1; � � � ; 2n � rg and any y0; � � � ; yr 2 Q we
have

rX
qD1

j�n;kCq.yq�1; yq/j 	 C

0
@2�3n=4jy0j C 2�n=4

r�1X
qD0

j�qj C 2�2n=2

1
A

where �q D yqC1 � yq � �n;kCq.yq/.
Proof. Again we obtain bounds for � and � separately. We give the proof for �.

We proceed in a manner similar to the previous lemma. Fix Q, then define �Kt
to be the event that the conclusion of Lemma 7 holds with C D K whenever .k C
r C 1/2�n 	 t . Then define Yq D j�n;kCq.xq�1; xq/j�Kq , Zq D QE.YqjFq and

Xq D Yq �Zq . We get
P
Zq 	 CK2�3n=4.jx0j C 2�2n=2

/ and

QEj
rX
qD1

Xqjp 	 CpK
prp=2np=22�np.jx0j C 2�2n

/p

which suffices for the method of proof of Lemma 3.6 in [2].

Lemma 9. There exists ı > 0 such that, with probability 1, for any cube Q we can
find C > 0 such that for any n; r 2 N with r 	 2n=4, and k 2 f0; 1; : : : ; 2n � 2rg
and any y0; : : : ; yr 2 Q we have

ˇ̌
ˇ̌
ˇ̌
rX
qD1

�n;kC2q.y2q�1; y2q/

ˇ̌
ˇ̌
ˇ̌ 	 C

0
@2�. 3

4Cı/n C 2�n=4
r�1X
qD0

j�qj
1
A

where �q D yqC1 � yq � �n;kCq.yq/.
Proof. Again we consider � and � separately, and we only discuss � which is
harder. We simply outline the idea, which is to use a martingale argument similar
to those in the previous two lemmas, but using a better bound for the expecta-
tion term. To do this we consider a short-term approximation to the solutions z.t/
and x.t/ D z.t/ C u.t/. Given a time s0, for t > s0 but close to s0 we expect
z.t/ � z.s0/ C B.W.t/ � W.t0// and x.t/ � x.s0/ C C.W.s/ � W.s0// where
B D b.z.s0// and C D b.x.s0//. Then we have u.t/ � Az.s/ C w where
A D CB�1 � I and w D u.s0/ �Az.s0/.

Now consider QE.�n;kC2q.x; y/jFs0/ where s0 D j2�n and k C 2q � j >> 1.
We can write this as
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Z .kC2qC1/2�n

.kC2q/2�n

f QE.g.t; x C z.t//jFs0/ � QE.g.t; y C z.t//jFs0/gdt

where we have suppressed the conditioning. We want to estimate these expectations
when x; y are y2q�1; y2q . The idea is that yj is an approximation to u.2�n.kC j //

which can in turn be approximated byAz.2�n.kCj //Cw. We can use this approx-
imation and Lemma 4 to approximate each of the two terms in the integral, and the
resulting V ’s are the same in the two cases, so the approximations cancel. We are left
with the various error terms which give a bound for QE.�n;kC2q.y2q�1; y2q/jFs0/
which can then be used in a martingale estimate which gives the stated result.

Note that, in contrast with Lemma 8, the bound in Lemma 9 does not involve
y0. Lemma 9 is applied for very large n and it is the dependence on n which is
important, the extra ı in the exponent being crucial as it ensures that the bound is
small relative to the total length of the intervals involved.

The next step is to use all the above results to obtain the following:

Lemma 10. With probability 1, for any cube Q there are positive constantsK and
m0 such that, for all integers m > m0, if u is a solution of (1) with u.t/ 2 Q for
all t 2 Œ0; 1� and for some j 2 f0; 1; : : : ; 2m � 1g and some ˇ with 2�23m=4 	 ˇ 	
2�22m=3

we have ju.j 2�m/j 	 ˇ, then

ju..j C 1/2�m/j 	 ˇf1CK2�m log.1=ˇ/g

The proof of this Lemma uses (8) and the above bounds and mostly follows
exactly the proof of Lemma 3.7 of [2], so we merely mention the points that are
different. The estimate for

P1
lDNC1˝l in (33) in [2] does not work here because

u does not satisfy a Lipschitz condition, but Lemma 9 is an adequate substitute.
The other point of difference is the technical justification of the limiting process
as l ! 1 involved in (7). In [2], this is handled using Lemma 3.4 of that paper.
The proof of that lemma uses the fact that u is Lipschitz, so it does not work in the
present context, but we can modify the proof using Lemma 9 as a substitute again,
and this deals with the liming question for the dt integral. For the dW integral, it
can be handled by a straightforward “rough path” argument.

Finally, Proposition 1, and hence Theorem 1, then follows from Lemma 10 as
in [2].
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Stochastic Integrals and SDE Driven
by Nonlinear Lévy Noise

Vassili N. Kolokoltsov

Abstract We develop the theory of SDE driven by nonlinear Lévy noise, aim-
ing at applications to Markov processes. It is shown that a conditionally positive
integro-differential operator (of the Lévy–Khintchine type) with variable coeffi-
cients (diffusion, drift and Lévy measure) depending Lipschitz continuously on its
parameters generates a Markov semigroup, where the measures are metricized by
the Wasserstein–Kantorovich metrics Wp. The analysis of SDE driven by nonlin-
ear Lévy noise was initiated by the author in Probability Theory Related Fields,
[12] 2009 (inspired partially by Carmona and Nualart, Nonlinear Stochastic Integra-

and Kinetic Equations [11]). Here, we suggest an alternative (seemingly more
straightforward) approach based on the path-wise interpretation of these integrals
as nonhomogeneous Lévy processes. Moreover, we are working with more general
Wp-distances rather than with W2.

Keywords SDE driven by Lévy noise � Nonlinear integrators � Wasserstein-Kantoro-
vich metric � Pseudo-differential operators � Markov processes
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1 Introduction

It is well known that the generator L of a conservative (i.e., preserving constants)
Feller semigroup in Rd , with a domain containing the space C 2c .R

d /, has the
following Lévy–Khintchine form with variable coefficients:

Lf .x/ D 1

2
.G.x/r;r/f .x/C .b.x/;rf .x//C

Z
.f .x C y/ � f .x/

�.rf .x/; y/1B1
.y//�.x; dy/; (1)
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where G.x/ is a symmetric non-negative matrix and �.x; :/ a Borel measure on Rd

(called Lévy measure) such that

Z
Rn

min.1; jyj2/�.xI dy/ < 1; �.f0g/ D 0: (2)

The inverse question on whether a given operator of this form (or better to say
its closure) actually generates a Feller semigroup is nontrivial and attracted lots
of attention. One can distinguish analytic and probabilistic approaches to this
problem. The existence results obtained by analytic techniques require certain non-
degeneracy condition on �, e.g., a lower bound for the symbol of pseudo-differential
operator L (see, e.g., [2, 6, 9] and references therein), and for the construction of
the processes via usual stochastic calculus (integration with respect to the Wiener
process combined with a Poisson measure), one needs to have a family of trans-
formations Fx of Rd preserving the origin, regularly depending on x and pushing
a certain Lévy measure � to the Lévy measures �.x; :/, i.e., �.x; :/ D �Fx (see,
e.g., [1]). Yet more nontrivial is the problem of constructing the so called nonlinear
Markov semigroups solving the weak equations of the form

d

dt
.f; �t / D .L�t

f;�t /; �t 2 P.Rd /; �0 D �; (3)

that should hold, say, for all f 2 C 2c .R
d /, where L� has form (1), but with all

coefficients additionally depending on �, i.e.,

L�f .x/ D 1

2
.G.x; �/r;r/f .x/C .b.x; �/;rf .x//

C
Z
.f .x C y/ � f .x/ � .rf .x/; y/1B1

.y//�.x; �; dy/: (4)

Equations of type (3) play indispensable role in the theory of interacting parti-
cles (mean field approximation) and exhaust all positivity preserving evolutions on
measures subject to certain mild regularity assumptions (see, e.g., [10, 17]).

Our aim is to extend stochastic calculus in the way that would allow the treat-
ment of general Markov processes generated by (1) or their nonlinear counterpart
generated by (3) as solutions to certain SDEs. We will concentrate only on the lin-
ear problem specified by (1) (nonlinear extension can be done in the same way as
in [12]). But unlike [12], here, we follow a more straightforward approach based on
the path-wise interpretation of these integrals as nonhomogeneous Lévy or additive
processes.

Next section is devoted to a result on the duality for propagators, on the level of
generality required. In Sects. 3 and 4, a general approach to the stochastic integration
with respect to a nonlinear Lévy noise is developed. In particular, the well-posedness
of the corresponding SDEs is reformulated in terms of the uniqueness of an invariant
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measure for a certain probability kernel on the Skorohod space of cadlag paths.1 In
Sect. 4, this uniqueness is obtained for the case of Levy measures �.x; dy/ depend-
ing Lipschitz continuous on the position x in the Wasserstein–Kantorovich metric
Wp. Appendix describes the basic coupling of Lévy process forming the cornerstone
of ourWp-estimates.

2 Analytic Preliminaries

Suppose fU t;rg, t 	 r , is a strongly continuous backward propagator (see, e.g.,
Chap. 5 of [14]) of bounded linear operators on a Banach space B with a common
invariant domainD, which is itself a Banach space with the norm k kD � k kB . Let
fAtg, t � 0, be a family of bounded linear operators D ! B depending strongly
measurably on t (i.e., Atf is a measurable function t 7! B for each f 2 D). Let us
say that the family fAtg generates fU t;rg on the invariant domainD if the equations

d

ds
U t;sf D U t;sAsf;

d

ds
U s;rf D �AsU s;rf; t 	 s 	 r; (5)

hold a.s. in s for any f 2 D, that is there exists a set of zero-measure S in R such
that for all t < r and all f 2 D (5) hold for all s outside S , where the derivatives
exist in the Banach topology of B . In particular, if the operatorsAt depend strongly
continuously on t , this implies that (5) hold for all s and f 2 D, where for s D t

(resp. s D r) it is assumed to be only a right (resp. left) derivative.
For a Banach spaceB or a linear operatorA, we shall denote, as usual, its Banach

dual by B? or A?, respectively.

Theorem 1. Let U t;r be a strongly continuous backward propagator of bounded
linear operators in a Banach space B with a common invariant domainD, which is
itself a Banach space with the norm k kD � k kB , and let the family fAtg of bounded
linear operatorsD ! B generates U t;r on D. Then, the following holds.

(i) The family of dual operators V s;t D .U t;s/?, t 	 s, forms a weakly continuous
in s; t propagator of bounded linear operators in B? such that

d

ds
V s;t	 D A?sV

s;t	; t 	 s 	 r; (6)

weakly in D?, that is

d

ds
.f; V s;t	/ D .Asf; V

s;t	/; t 	 s 	 r; f 2 D; (7)

for s outside a zero-measure subset of s 2 R.

1 recall that a probability or stochastic kernel on a Borel space is a measurable mapping from this
space to the set of its probability measures
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(ii) V s;t	 is the unique solution to the Cauchy problem of (7), i.e., if 	t D 	 for a
given 	 2 B? and 	s , s 2 Œt; r�, is a weakly continuous family in B? satisfying

d

ds
.f; 	s/ D .Asf; 	s/; t 	 s 	 r; f 2 D; (8)

for s outside a zero-measure subset of R, then 	s D V s;t	 for all s 2 Œt; r�.
(iii) U s;rf is the unique solution to the inverse Cauchy problem of the second

equation in (5), i.e., if fr D f , fs 2 D for s 2 Œt; r� and satisfies the equation

d

ds
fs D �Asfs; t 	 s 	 r; (9)

for s outside a zero-measure subset of R (with the derivative existing in the
norm topology of B), then fs D U s;rf for all s 2 Œt; r�.

Proof. Statement (i) is a direct consequence of duality and (5). (ii) For a given r , let
g.s/ D .U s;rf; 	s/ for a given f 2 D. Writing

.U sCı;rf; 	sCı/� .U s;rf; 	s/ D .U sCı;rf � U s;rf; 	s/C .U s;rf; 	sCı � 	s/

C.U sCı;rf � U s;rf; 	sCı � 	s/

and using (5), (8) and the invariance of D, allows one to conclude that

d

ds
g.s/ D �.AsU s;rf; 	s/C .U s;rf;A?s 	s/ D 0;

because a.s. in s  
U sCı;rf � U s;rf

ı
; 	sCı � 	s

!
! 0;

as ı ! 0 (since the family ı�1.U sCı;rf � U s;rf / is relatively compact, being
convergent, and 	s is weakly continuous). Hence, g.r/ D .f; 	r / D g.t/ D
.U t;rf; 	t / showing that 	r is uniquely defined. (iii) Similar to (ii) it follows from
the observation that

d

ds
.fs; V

s;t	/ D 0:

Theorem 2. Suppose we are given a sequence of propagators fU t;rn g, n D 1; 2; : : :,
generated by the families fAnt g and a propagator fU t;rg generated by the family
fAtg. Suppose all these propagators satisfy the same conditions asU t;r andAt from
Theorem 1 with the same D, B . Suppose also that all U t;r are uniformly bounded
as operators in D.

(i) Let the families Ant and At depend cadlag on t in the Banach topology of the
space L.D;B/ of bounded operators D ! B and Ant converge to At as n !
1 in the corresponding Skorohod topology of the space D.Œ0; T �;L.D;B//.
Then, U t;rn converge to U t;r strongly in B as n ! 1.
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(ii) Let the families Ant and At depend cadlag on t in the strong topology of the
space L.D;B/, Ant f converge to Atf , as n ! 1, in the Skorohod topology
of the space D.Œ0; T �; B/ for any f and uniformly for f from any compact
subset of D. Moreover, let the family U t;r is strongly continuous as a family of
operators in D. Then again, U t;rn converge to U t;r strongly in B .

Proof. (i) By the density argument (taking into account that U t;rn g are uniformly
bounded), in order to prove the strong convergence of U t;rn to U t;r , it is sufficient to
prove that U t;rn g converge to U t;rg for any g 2 D. If g 2 D,

.U t;rn � U t;r/g D U t;sn U s;rg jrsDtD
Z r

t

U t;sn .Ans �As/U s;rg ds: (10)

In order to prove that expression (10) converges to zero as n ! 1, it is sufficient
to show that Z r

0

kAns �AskD!B ds ! 0

as n ! 1. Since Ant converge to At in the Skorohod topology, there exists a
sequence 
n of the monotone bijections of Œ0; r� such that

sup
s

j
n.s/ � sj ! 0; sup
s

kAns �A�n.s/kD!B ! 0;

as n ! 1. Hence, writing

Z r

0

kAns �AskD!B ds D
Z r

0

kAns �A�n.s/kD!B dsC
Z r

0

kAs �A�n.s/kD!B ds;

we see that both terms tend to zero (the second one by the dominated convergence,
as the limiting function vanishes a.s.).

(ii) This is proved similar to (i).

3 Additive Processes as Stochastic Integrals Driven
by Nonhomogeneous Noise

Here, we are interested in the processes generated by a time dependent family of
Lévy–Khintchine operators

Ltf .x/ D 1

2
.Gtr;r/f .x/C .bt ;rf /.x/

C
Z
Œf .x C y/ � f .x/ � .y;rf .x//1B1

.y/��t .dy/; (11)
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where for any t , Gt is a non-negative symmetric d � d -matrix, bt 2 Rd and �t is a
Lévy measure. The set of Lévy measures is equipped with the weak topology, where
the continuous dependence of the family �t on t means that

R
f .y/�t .dy/ depends

continuously on t for any continuous f on Rd with jf .y/j 	 cmin.jyj2; 1/.
We shall denote by C1.Rd / the space of continuous functions on Rd vanishing

at infinity, and by C k1.Rd / its subspace consisting of functions, whose derivatives
up to and including order k also belong to C1.Rd /.

Proposition 3.1. For a given family fLtg of form (11) with bounded coefficients
Gt ; bt ; �t , i.e.,

sup
t
.kGtk C kbtk C

Z
.1 ^ y2/�t .dy// < 1;

that depend continuously on t a.s., i.e., outside a fixed zero-measure subset S �
R, there exists a unique family f˚s;tg of positive linear contractions in C1.Rd /
depending strongly continuously on s 	 t such that for any f 2 C 21.Rd / the
functions fs D ˚s;tf belong to C 21.Rd / and solve a.s. (i.e., for s outside a zero-
measure set) the inverse-time Cauchy problem

Pfs D �Lsfs ; s 	 t; ft D f (12)

(derivative is taken in the Banach topology of C.Rd /).

Proof. Let f belong to the Schwartz space S.Rd /. Then, its Fourier transform

g.p/ D .Ff /.p/ D
Z

Rd

e�ipxf .x/ dx

also belongs to S.Rd /. As the Fourier transform of (12) has the form

Pgs.p/ D �
	
�1
2
.Gsp; p/C i.bs ; p/C

Z
.eipy � 1 � ipy1B1

/�s.dy/

�
gs.p/;

it has the obvious unique solution

gs.p/D exp


Z t

s

	
�1
2
.G�p; p/C i.b� ; p/C

Z
.eipy�1� ipy1B1

/�� .dy/

�
d�

�
g.p/

(13)
(the integral is defined both in Lebesgue and Riemann sense, as the discontinu-
ity set of the integrand has measure zero), which belongs to L1.Rd /, so that
fs D F �1gs D ˚s;tf belongs to C1.Rd /. As for any fixed s; t the operator
˚s;t coincides with an operator from the semigroup of a certain homogeneous Lévy
process, each ˚s;t is a positivity-preserving contraction in C1.Rd / preserving the
spaces .C1 \ C 2/.Rd / and C 21.Rd /. Strong continuity is then obtained first for
f 2 .C 2 \ C1/.Rd / and then for general f by the density argument. Finally, the
uniqueness follows from Theorem 1.
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Let us define a time nonhomogeneous Lévy processes generated by the family
fLt g as a time nonhomogeneous cadlag Markov process Xt such that

E.f .Xt /jXs D x/ D .˚s;tf /.x/; f 2 C.Rd /;

where ˚s;t is the propagator of positive linear contractions in C1.Rd / from Propo-
sition 3.1 (notice that a Markov process is defined uniquely up to a modification
by its transition probabilities). The processes of this kind are sometimes referred
to as additive processes (they are stochastically continuous and have independent
increments), see, e.g., [16], pp. 51–68. We use the term “nonhomogeneous Lévy”
stressing their translation invariance and the analytic properties of their propagators
which represent the most straightforward time-nonhomogeneous extensions of the
semigroups of the Lévy processes.

We like to interpret the nonhomogeneous Lévy processes as weak stochastic
integrals. For this purpose, it will be notational more convenient to work with the
generator families depending on time via a multidimensional parameter. Namely, let
L� be a family of the operators of form (11) with coefficients G�; b�; �� depend-
ing continuously on a parameter � 2 Rn (�� is continuous as usual in the above
specified weak sense). Let 	t be a curve in Rn with not more than countably many
discontinuities and with left and right limits existing everywhere. Then, the family
of operators L�t

satisfies the assumptions of Proposition 3.1. Clearly, the resulting
propagator f˚s;tg does not depend on the values of 	t at the points of discontinuity.

To go ahead, we shall need the following well known randomization lemma (see,
e.g., Lemma 3.22 in [8]):

Lemma 1. Let �.x; dz/ be a probability kernel from a measurable space X to a
Borel space Z. Then, there exists a measurable function f W X � Œ0; 1� ! Z such
that if � is uniformly distributed on Œ0; 1�, then f .X; �/ has distribution �.x; :/ for
every x 2 X .

Applying Lemma 1 to the distributions of the family of the Lévy processes Yt .�/
(corresponding to the generators L�), we can define them on a single probability
space (actually on the standard Lebesgue space) in such a way that they depend
measurably on the parameter �.

Let 	s , ˛s be piecewise constant left continuous functions (deterministic, to begin
with) with values in Rn and d � d -matrices, respectively, that is

	s D
nX
jD0

	j 1.tj ;tj C1�.s/; ˛s D
nX
jD0

˛j 1.tj ;tj C1�.s/; (14)

where 0 D t0 < t1 < : : : : < tnC1. Then, it is natural to define the stochastic integral
with respect to the nonlinear Lévy noise Ys.	s/ by the formula

Z t

0

˛sdYs.	s/ D
nX
jD0

˛jY
j
t^tj C1�tj .	

j /1tj<t ; (15)
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where Y jt .�/ are independent copies of the families of Yt .�/ defined above via
the randomization lemma. It is clear that so defined process

R t
0
˛sdYs.	s/ is a

nonhomogeneous Lévy process constructed by Proposition 3.1 from the generator
family

L
˛;�
t f .x/ D 1

2
..˛tG�t

˛0t /r;r/f .x/C .˛tb�t
;rf /.x/

C
Z
Œf .x C ˛ty/ � f .x/ � .˛ty;rf .x//1B1

.y/���t
.dy/; (16)

which coincides withL�t
for ˛t D 1. Next, if 	t and ˛t are arbitrary cadlag function,

let us define its natural piecewise constant approximation as

	�t D
nX

�j<t

	�j 1.�j;�.jC1/�; ˛�t D
nX

�j<t

˛�j 1.�j;�.jC1/�;

As usual, the integral
R t
0
˛sdYs.	s/ should be defined as a limit (if it exists in some

sense) of the integrals over its approximations
R t
0 ˛

�
s dYs.	�s /.

Theorem 3. The distribution of the process of integrals x C R t
0 ˛sdYs.	s/ is well

defined as the weak limit, as � ! 0, of the distributions on the Skorohod space
D.Œ0; T �;Rd /, of the approximating simple integrals x C R t

0
˛�s dYs.	�s /, and is the

distribution of the Lévy process started at x and generated by the family (16).
This limit also holds in the sense of the convergence of the propagators of the
corresponding nonhomogeneous Lévy processes.

Proof. The right continuous versions 	�sC converge to 	t in the sense of the Sko-

rohod topology. Hence, by Theorem 2, the corresponding processes
R t
0

dYs.	�s /
converge to the nonhomogeneous Lévy process generated by the family (16) in
the sense of the convergence of propagators. By the standard results of stochastic
analysis, this implies the weak convergence as distributions on the Skorohod space.

In particular, we have constructed the probability kernel on the space D.Œ0; T �;
Rd / of cadlag paths that takes a curve 	t to the distribution of the integral x CR t
0

dYs.	s/. The main point is that the invariant measure for this kernel defines a

weak solution to the stochastic equation 	t D 	0 C R t
0 dYs.	s/, and its uniqueness is

closely linked with the Markovianity of the corresponding process, which we shall
discuss in the next section.

Now, let us describe a couple of more specific situations. We shall use the
following elementary inequalities.

Proposition 3.2. (i) For any p 2 Œ1; 2� and x � �1 one has

0 	 .1C x/p � 1 � px 	 .p � 1/x2; (17)

(ii) For any p 2 Œ1; 2�, d 2 N and A;B 2 Rd
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0 	 jAC Bjp � jAjp � p.A;B/jAjp�2 	 cpjBjp; (18)

where
cp D max

x2Œ0;1=2�
Œ.1 � x/p � xp C pxp�1�: (19)

The next statement describes the jump type processes when Lp-estimates are
available.

Proposition 3.3. Suppose Ys.�/ is a family of Lévy processes in Rd with càdlàg
paths, depending on a parameter � 2 Rn and specified by their generators

L�f .x/ D
Z
Œf .x C y/� f .x/ � .y;r/f .x/���.dy/; (20)

where

��.f0g/ D 0; sup
�

Z
jyjp��.dy/ D � < 1 (21)

with a certain p 2 Œ1; 2�. Then, the process
R t
0
˛sdYs.	s/ is a martingale and

E

ˇ̌
ˇ̌
Z t

0

˛sdYs.	s/

ˇ̌
ˇ̌p 	 2cp�1

Z
j˛s jp ds: (22)

Proof. In view of Theorem 3, it is enough to prove the statement for the approxi-
mations

R t
0 ˛

�
s dYs.	�s /. Then, the martingale property follows from the property of

Lévy processes. Finally, by (19), one has

E

ˇ̌
ˇ̌Z t

0

˛�s dYs.	�s /

ˇ̌
ˇ̌p 	 cp

Œt=��X
jD0

k.˛j�kpEjY j
t^�.jC1/��j .	�j /jp;

implying (22). Alternatively, one can get this estimate from the martingale prob-
lem associated with the propagator of the corresponding non-homogeneous Lévy
process, but the proof given extends straightforwardly to the case of random 	.

As another situation of interest let consider the case of Ys.�/ that are compound
Poisson processes, i.e., they are generated by the family

L�f .x/ D
Z
Œf .x C y/� f .x/���.dy/ (23)

with uniformly bounded measures ��.

Proposition 3.4. For any cadlag curve 	t , the process xCR t
0

dYs.	s/ has the follow-
ing probabilistic description. Starting from the initial point x, it waits there a (non-
homogeneous exponential) random time �1 with P.�1 > t/ D expf� R t

0
k��s

k dsg
and then it jumps to a point y1 distributed according to the law ���1

=k���1
k. Then,
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it waits a random time �2 with P.�2 > t/ D expf� R tC�1�1
k��s

k dsg and jumps to a
point y1 C y2 with y2 distributed according to the law ���2

=k���2
k, etc.

Proof. It follows from Theorem 3 and the basic series expansion of the propagator
of a process generated by family (23), see, e.g., [8] for time-homogeneous case and
[10] for time non-homogeneous case.

In particular, to link with a usual stochastic integration over a Poisson measure,
let us note that if N.dsdx/ is the Poisson measure of a Levy process Zt in Rd and
g.s; x/ is a continuous bounded function on RC � Rd , then

Z t

0

Z
A

g.s; x/N.dsdx/

is the process of the type described in Proposition 3.4, specified by the family

Ltf .x/ D
Z
Œf .x C g.t; y// � f .x/��.dy/:

Remark 1. Similarly, one can define the integral
R t
0
gs.dYs.	s// for a cadlag family

of nonlinear mappings gs W Rn ! Rd of the class C 2.Rn/, as the limit of the
approximating sums

nX
jD0

gj� .Y
j

t^.jC1/��j� .	j� //1j�<t ;

which converge to the non-homogeneous Lévy process generated by the family of
the operators

L
g;�
t f .x/ D 1

2

�	
@gt

@y
.0/G�t

�
@gt

@y

�0
.0/

�
r;r

�
f .x/

C
�
1

2
G�t

@2gt

@y2
.0/C @gt

@y
.0/b�t

;rf
�
.x/

C
Z 	

f .xCgt .y//�f .x/�
�
@gt

@y
.0/y;rf .x/

�
1B1

.y/

�
��t
.dy/: (24)

4 SDE Driven by Nonlinear Lévy Noise

In order to solve the equation

Xt D x C
Z t

0

dYs.Xs/; (25)
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with x being a random variable with a given law �, it is convenient to use Euler
type approximations. For a � > 0, let the process X�;�t be defined by the recursive
equation

X
�;�
t D X

�;�

l�
C Y lt�l� .X

�;�

l�
/; L.X�;�0 / D �; (26)

for l� < t 	 .l C 1/� , where L.X/ means the law of X . Clearly, these approx-
imation processes are càdlàg. According to the above definition of the stochastic
integral, this process satisfies the equation

X
�;�
t D X0 C

Z t

0

dYs.X
�;�

Œs=��
/; L.X0/ D �: (27)

By conditioning, one deduces thatX�;�t solves the following martingale problem.
For any f 2 C 2c .Rd /, the process

M� .t/ D f .X
�;�
t /� f .X0/�

Z t

0

LŒX
�;�

Œs=���
�f .X�;�s / ds; � D L.X0/; (28)

is a martingale, where we transferred the lower subscript to square brackets, i.e.,
LŒX� D LX in previous notations. Due to the basic convergence criteria for mar-
tingale problem solutions (see e.g [5, 7, 8]), it follows that the family of processes
X
�;�
t , � > 0, is tight (as was noted by many authors, see e.g [17] and [3]), and hence

relatively compact and moreover, any limiting process X�t solves the martingale
problem for the family L�: for any f 2 C 2c .Rd /, the process

M� .t/ D f .X
�
t / � f .x/ �

Z t

0

LŒX�s �f .X
�
s / ds; � D L.x/; (29)

is a martingale. Moreover, using Skorohod’s theorem, one can choose a probability
space, where all theses approximations are simultaneously defined and converge
a.s., and consequently, by Theorem 3, Xxt also solves the stochastic equation (25).
In particular, this equation has a solution.

Theorem 4. Suppose for any x the probability kernel on the subset ofD.Œ0; t �;Rd /
of paths starting at x given by the integral constructed in Sect. 3 can have at most
one invariant measure, i.e., (25) has at most one solution. Then, the approximations
(26) converge weakly to the unique solution Xxt of (25), which is a Markov process
solving the martingale problem (29).

Proof. Convergence follows from the uniqueness of the limit. Passing to the limit
� ! 0 in the Markov property for the approximations

E.f .X�;�t / j �.X�;�u /ju�j� / D E.f .X�;�t / j X�;�j� /

yields the Markov property for the limit X�t .
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5 Wp-Estimates

In order to apply these results, we should be able to compare the Lévy measures.
To this end, we introduce an extension of the Wasserstein–Kantorovich distance
to unbounded measures. Namely, let Mp.Rd / denote the class of Borel mea-
sures � on Rdnf0g (not necessarily finite) with finite pth moment (i.e., such thatR jyjp�.dy/ < 1). For a pair of measures �1; �2 in Mp.Rd /, we define the
distance Wp.�1; �2/ by

Wp.�1; �2/ D
�

inf


Z
jy1 � y2jp�.dy1dy2/

�1=p
; (30)

where inf is taken over all � 2 Mp.R2d / such that condition

Z
R2d

.�1.x/C �2.y//�.dxdy/ D .�1; �1/C .�2; �2/

holds for all �1; �2 satisfying �i .:/=j:jp 2 C.Rd /. It is easy to see that for finite
measures this definition coincides with the usual one.

Moreover, by the same argument as for finite measures (see [15, 18]), we can
show that whenever the distanceWp.�1; �2/ is finite, the infimum in (30) is achieved,
i.e., there exists a measure � 2 Mp.R2d / such that

Wp.�1; �2/ D
�Z

jy1 � y2jp�.dy1dy2/
�1=p

: (31)

To compare the distributions on Skorohod spaces, we shall use the correspond-
ing Wasserstein–Kantorovich distances. These distances depend on the choice of
distances between individual paths. The most natural choice of these distances is
uniform leading to the distance on the distributions:

Wp;T .X
1; X2/ D inf

 
E sup
t�T

jX1t �X2t jp
!1=p

; (32)

where inf is taken over all couplings of the distributions of the random pathsX1; X2.
Let us now approach the stochastic differential equation (SDE) driven by nonlin-

ear Lévy noise of the form

Xt D x C
Z t

0

dYs.g.Xs�//C
Z t

0

b.Xs�/ ds C
Z t

0

G.Xs�/dWs; (33)

where Ws is the standard Wiener process in Rd and Yt .�/ is a family of pure-jump
Lévy processes from Proposition 3.3.
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Theorem 5. Let (21), (34) hold for the family (23) with a p 2 .1; 2�. Let b;G be
bounded functions from Rd to Rd and to d � d -matrices, respectively, and b;G; �
be Lipschitz continuous with a common Lipschitz constant �2, where �.x; :/ are
equipped with Wp-metric, i.e.,

Wp.�.x1; :/; �.x2; :// 	 �2kx1 � x2k: (34)

Finally, let x be a random variable independent of all Ys.z/. Then, the solution to
(33) exists in the sense of distribution (i.e., the equation means the coincidence of
the distributions) and is unique. Moreover, the solutions to this equation specify a
Feller process in Rd , whose generator contains the set C 2c .R

d /, where it is given
by the formula

Lf .x/ D 1

2
.G.x/r;r/f .x/C .b.x/;rf /.x/

C
Z
Œf .x C y/ � f .x/ � .y;rf .x//��.x; dy/: (35)

Proof. It is based on the contraction principle in the complete metric space Mp.t/

of the distributions on the Skorohod space of càdlàg paths 	 2 D.Œ0; t �;Rd / with a
finite pth moment Wp;t .	; 0/ < 1 and with the metric Wp;t . For any 	 2 Mp.t/,
let ˚.	/ D ˚1.	/C˚2.	/ with

˚1.	/t D x C
Z t

0

dYs.	s�/; ˚2.	/t D
Z t

0

b.	s�/ ds C
Z t

0

G.Xs�/dWs:

One has

W
p
p;t .˚.	

1/; ˚.	2// D inf
�1;�2

W
p

p;t;cond
.˚.	1/; ˚.	2//;

where the first infimum is over all couplings of 	1; 	2 and Wp;t;cond denotes the
distance (32) conditioned on the given values of 	1; 	2. Hence,

W
p
p;t .˚.	

1/; ˚.	2// 	 2W
p
p;t .˚

1.	1/; ˚1.	2//C 2W
p
p;t .˚

2.	1/; ˚2.	2//:

By Proposition 3.2, applied recursively to the increments of the discrete approxima-
tions of our stochastic integrals, one obtains

sup
s�t

Ej˚1.	1s /� ˚1.	2s /jp 	 2t�2cp sup
s�t

j	1s � 	2s jp

for the coupling of ˚1; ˚2 given by Proposition 5.1. Using now Doob’s maximum
inequality for martingales yields
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W
p

p;t;cond
.˚1.	1/; ˚1.	2// 	 4�2tcp sup

s�t
j	1s � 	2s jp ;

implying
W
p
p;t .˚

1.	1/; ˚1.	2// 	 4�2tcpW
p
p;t .	

1; 	2/:

On the other hand, by the standard properties of the Brownian motion,

Ej˚2.	1/� ˚2.	2/j2 	 t�2 sup
s�t

j	1s � 	2s j2;

implying
W 2
2;t .˚

2.	1/; ˚2.	2// 	 4�2tW
2
2;t .	

1; 	2/

and consequently

W
p
p;t .˚

2.	1/; ˚2.	2// 	 .4�2t/
p=2W

p
p;t .	

1; 	2/:

Thus finally,
W
p
p;t .˚.	

1/; ˚.	2// 	 c.t; �2/W
p
p;t .	

1; 	2/:

Hence, the mapping 	 7! ˚.	/ is a contraction in Mp.t/ for small enough t . This
implies the existence and uniqueness of a fixed point and hence of the solution to
(33) for this t . For large t , this construction is extended by iterations.

Consequently, the main condition of Theorem 4 is satisfied. The Feller property is
easy to check (see [12]) and the form of the generator reads out from the martingale
problem formulation discussed in the previous section.

Theorem 5 reduces the problem of constructing a Feller processes from a given
pre-generator to a Monge–Kantorovich mass transportation (or optimal coupling)
problem, where essential progress was made recently, see books [15] and [18]. The
usual approach of stochastic analysis works in the case when all measures �.x; dy/
can be expressed as images of regular enough family of mappings Fx of a certain
given Lévy measure �, see, e.g., [1]. To find such a family, an optimal solution (or
its approximation) to the Monge problem is required. Our extension allows one to
use instead the solutions of its more easy to handle extension called the Kantorovich
problem (the introduction of which in the last century signified a major breakthrough
in dealing with mass transportation problems). It is well known (and easy to see on
examples with Dirac’s measures) that the optimal coupling of probability measures
(Kantorovich problem) can not always be realized via a mass transportation (a solu-
tion to the Monge problem), thus leading to the examples when the construction
of the process via standard stochastic calculus would not work. Let us stress also
that our coupling condition is quite different from non-degeneracy or monotonic-
ity assumptions usually required by the analytic approaches to the construction of
Markov semigroups, see [6, 9, 10, 13].

Concrete examples (including stable-like processes) are discussed in [12]
together with the extensions to time nonhomogeneous and nonlinear (in distribu-
tions) evolutions, as well as some additional regularity criteria. Let us note only
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that the main assumption on � is satisfied if one can decompose the Lévy measures
�.xI :/ in the countable sums �.xI :/ D P1

nD1 �n.xI :/ of probability measures so
that Wp.�i .xI :/; �i .zI :// 	 ai jx � zj and the series

P
a
p
i converges.

Appendix

Proposition 5.1. Let Y is , i D 1; 2, be two Lévy processes in Rd specified by their
generators

Lif .x/ D
Z
.f .x C y/ � f .x/ � .rf .x/; y//�i .dy/ (36)

with �i 2 Mp.Rd /, p 2 Œ1; 2�. Let � 2 Mp.R2d / be a coupling of �1; �2, i.e.,

Z Z
.�1.y1/C �2.y2//�.dy1dy2/ D .�1; �1/C .�2; �2/ (37)

holds for all �1; �2 satisfying �i .:/=j:jp 2 C.Rd /. Then, the operator

Lf .x1; x2/ D
Z
Œf .x1 C y1; x2 C y2/� f .x1; x2/ � ..y1;r1/

C.y2;r2//f .x1; x2/��.dy1dy2/ (38)

(where ri means the gradient with respect to xi ) specifies a Lévy process Ys in R2d

with the characteristic exponent

�x1;x2
.p1; p2/ D

Z
.eiy1p1Ciy2p2 � 1 � i.y1p1 C y2p2//�.dy1dy2/;

that is a coupling of Y 1s ; Y
2
s in the sense that the components of Ys have the dis-

tribution of Y 1s and Y 2s , respectively. Moreover, if f .x1; x2/ D h.x1 � x2/ with a
function h 2 C 2.Rd /, then

Lf .x1; x2/D
Z
Œh.x1�x2Cy1�y2/�h.x1�x2/�.y1�y2;rh.x1�x2/��.dy1dy2/:

(39)
And finally

Ej	 C Y 1t � Y 2t jp 	 j	jp C tcp

Z Z
jy1 � y2jp�.dy1dy2/: (40)

Proof. It is straightforward to see from the definition of coupling that if f depends
only on x1 (resp. x2), then the operator (38) coincides with L1 (resp. L2). Simi-
larly, one sees that the characteristic exponent of Ys coincides with the characteristic
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exponent of Y 1 (resp. Y 2) for p2 D 0 (resp. p1 D 0). Formula (39) is a conse-
quence of (38). To get (40), one uses Dynkin’s formula for the function f .x1; x2/ D
j	 C x1 � x2jp observing that by (39) and (19) one has

jLf .x1; x2/j 	 cp

Z Z
jy1 � y2jp�.dy1dy2/:

Acknowledgements Based on the talk given on the ISAAC Congress, London 2009.
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Discrete Algorithms for Multivariate
Financial Calculus

Radu Tunaru

Abstract Quantitative financial calculus is dominated by calculations of integrals
related to various moments of probability distributions used for modelling. Here, we
develop a general technique that facilitates the numerical calculations of options,
prices for the difficult case of multi-assets, for the majority of European payoff
contracts. The algorithms proposed here rely on known weak convergence results,
hence making use of the gaussian probability kernel even when modelling with non-
gaussian distributions. In addition, this technique can be employed for calculating
greek parameters. We prove that the weak convergence characterizing condition can
still be applied under some mild assumption on the payoff function of financial
options.

Keywords Approximation algorithms � Greeks � Multi-asset options � Weak con-
vergence

MSC (2010): 65D32, 62P05, 91G60

1 Introduction

This paper develops a general method for generating deterministic algorithms use-
ful in financial calculus. The range of applications cover the valuation of multi-asset
European contingent claims including Asian options and spread options, and risk
management calculations such as the sensitivity greeks parameters. However, the
same algorithm can be applied to any other areas where the calculation of high-
dimensional integrals is difficult. The main idea on which this paper is based is to
use general results related to weak convergence of probability measures and derive
numerical approximation schemes in closed form. The underpinning theory behind
our approximations is probabilistic in nature but the formulae are deterministic, thus
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avoiding common pitfalls related to Monte Carlo simulations techniques. In addi-
tion, the method presented here is very general and it can be adapted to a wide range
of modeling situations.

The payoffs of contingent claims generally considered in practice can be seen
as functions ˘ of finitely many positive random variables fSkg1�k�d , represent-
ing asset prices. Under no-arbitrage principle, risk-neutral valuation of contingent
claims is centred upon calculating expectations of the form E Œ˘.S1; : : : ; Sd /� under
an equivalent martingale probability measure Q. One of the strengths of our method-
ology is that it can be applied to any general finite payoff ˘ usually encountered
in financial markets. While the results presented here are drawn for asset processes
following generically a geometric Brownian motion, the techniques outlined in this
paper offer a numerical mathematical solution for general models and underlying
processes.

The probability theory concerning the convergence of probability measures
requires bounded and almost everywhere continuous test functions. However, in
finance, there are many contingent claims with unbounded payoffs. In Sect. 4, we
show that, under some suitable mild assumptions on the payoff functions, we can
still apply the condition defining weak convergence for the chosen probability
measure.

There is a price to pay for the high level of generality offered by this new tech-
nique and that is the computational effort required for implementation. However,
since no simulation is required, parts of the calculations can be reused for pricing
different options contingent on the same securities simultaneously. Moreover, for
specific payoffs involving the maximum function, one can improve the calculations
by imposing natural boundaries on the underlying asset.

Without reduction of generality, we therefore focus on the risk-neutral valuation
of the contingent claims on one or several asset under nonstochastic interest rates.
This is the same framework outlined in [10] and [34]. Moreover, while the focus
here in terms of applications is on European style options, our methods can be useful
also in the context of pricing American style derivatives since their calculation can
be reduced to European options, see [21] for further details.

As a preview of the developments in this paper, consider an Asian call option
on the arithmetic average over the d fixings dates t1; : : : ; td . If fStgt�0, the under-
lying asset follows a geometric Brownian motion, then the average is given by the
expression

A D S0

d

dX
iD1

exp..r � �2=2/ti C �Wti / (1)

where fWtgt�0 is the associated Wiener process. The no-arbitrage risk-neutral price
of the Asian call option with fixed strike priceK is given by the integral

c D e�rT
Z 1
0

.a �K/C�A.a/da (2)
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where K is the fixed strike price and �A.�/ denotes the risk-neutral density of the
arithmetic average A considered as a random variable. Since �A is not known in
exact form, we need to consider then the multivariate distribution of all stock prices
contributing to the Asian underlying. Because the randomness comes only from the
Wiener process fWtgt�0 considered at fixing dates t1; : : : ; td , the calculations are
determined by �Y , the joint probability density of the gaussian multivariate vector
Y D .Y1; : : : ; Yd /

> with mean zero and covariance matrix

˙ D Œmin.ti ; tj /�i;j2f1;:::;dg: (3)

For Asian option pricing, it is important then to calculate the integral of the type

Z
Rd

g.y/�Y .yI 0d ; ˙/dy (4)

where the function g W Rd ! R is defined through

g.Y1; : : : ; Yd / D max

"
S0

d

dX
iD1

exp
�
.r � �2=2/ti C �

p
tiYi

� �K; 0

#
:

The multidimensional integral in (4) appears for other exotic options and therefore
methods for calculating this type of integral for general payoffs˘ are very valuable
in financial markets.

2 Short Review of Numerical Methods Used in Finance

Given the complexity of the models and payoffs involved, the vast majority of
financial derivatives are priced using numerical methods. An excellent review of
Monte Carlo and deterministic methods that can be used to approximate integrals
is contained in [13]. In general, there is a clear classification of numerical methods
applied in finance. One class is represented by those numerical methods originated
in solving PDE. Finite difference approximations, implicit and explicit schemes, are
widely used in pricing financial products and calculating risk management param-
eters, see, for instance, [8] for some excellent examples. A second class applies
stochastic control techniques for problems in finance. This second class proves to be
useful for situations when the Bellman equation, appearing frequently in decision
making in finance, might not be formally given by a PDE or variational inequal-
ity. The most used stochastic control method is the Markov chain approximation
method; a review on this topic is provided in [20]. Third, the more direct Monte
Carlo simulation is very popular due to the generality of applications and rela-
tive straightforward implementation, as illustrated in [2]. Remarkable improvements
on this direction are associated with the introduction of importance sampling and
variance reduction methods such as control variates. The series of papers authored



246 R. Tunaru

by Boyle, Broadie and Glasserman1 contain some of the seminal ideas in this area. In
spite of its widespread popularity, the Monte Carlo simulation has a major criticism
related to the practical inability to find proper random numbers from specified dis-
tributions. This generated the development of quasi-Monte Carlo methods based on
equidistributed sequences and low-discrepancy methods. A recent revision of appli-
cations of these methods in finance has been given in [12]. Furthermore, it is known
that many nominally high-dimensional integrals arising from the pricing of options
are of low effective dimension, see [37] and [38] for a very useful discussion. As
opposed to Monte Carlo methods, quasi-Monte Carlo simulation benefits from low
effective dimensions and work with substantially smaller errors than Monte Carlo
methods even if the nominal dimension is high.

A fourth class of methods is spanned by approximations of some sort. This is
a rich and varied class containing diverse methods. Jarrow and Rudd [17] pro-
posed a technique for option pricing applying Edgeworth series expansion. This
method has some valuable benefits in explaining some of the smile associated with
options pricing but does not apply when it is used to approximate the density of
the arithmetic average of a lognormal process as pointed out in [18]. The method-
ology underpinned by the Fast Fourier transform (FFT) was advocated by Carr and
Madan [5] as a general tool for option pricing problems. One excellent applica-
tion is in pricing spread options, as illustrated in [9]. The Laplace method is the
cousin transformation of the Fourier transform. A great description of this tech-
nique in relation to Asian option pricing is given in [7] and [15]. Laplace transform
was also successfully used in [26] for analytical investigations of stochastic volatil-
ity models of the Ornstein–Uhlenbeck type. Borovkov and Novikov [4] present an
ingenious approach to calculate expectations for option pricing by simply integrat-
ing the respective moment generating function with a certain weight. In [22], Lee
extended and unified Fourier-analytic methods for pricing a wide class of options
on any underlying state variable whose characteristic function is known. Laguerre
series generalize the Fourier expansions. They were masterfully applied by Dufresne
in [10] who utilized the concept of ladder height densities for improving pricing
of Asian options. These ideas were further expanded with excellent mathematical
computational results in [34].

Saddlepoint approximations are often applied for computing the distribution of a
random variable whose moment generating function is known. This technique has
been elegantly applied in [33] to the calculation of prices for European put options
under various Levy processes. Their results compare favorably with those using
numerical integration (FFT).

Other expansion type methods are developed in [24] where the density of the
average rate is approximated with a reciprocal gamma distribution by matching the
first two moments, while in [25] the density function is approximated by matching
the first four moments. Considering the Taylor expansion of the ratio of the char-
acteristic function of the average to that of the approximating lognormal random
variable around zero volatility, it is possible to unify the treatment of basket and

1 See [16] and the references therein.
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Asian option as illustrated in [18]. A method based on small disturbance asymp-
totics applicable to pricing contingent claims where underlying forward rates follow
a continuous Ito process was developed in [19]. Using the moment expansion of the
probability distribution function underlying the model, a new quadrature method,
with applications in option pricing, has been proposed in [1].

The link between discrete time modelling and continuous time modelling has
been emphasized at various points in the past and to a certain level of complexity. It
has been proved in [6] that the limit of the discrete-binomial option pricing formula
converges to the Black–Scholes formula as the number of time steps per unit of
real time approaches zero. Duffie and Protter [11] reviewed conditions under which
the discrete-time security market models converge in the limit to continuous time
models. Moreover, they provide some pathological examples where a sequence of
security price processes S .n/ converges in distribution to a limit S and a sequence
of associated trading strategies � .n/ converges also in distribution to a strategy � but
the discrete financial gain process fails to converge in distribution to the financial
gain process defined by the limits. This line of research has been thoroughly investi-
gated in [32] where the most important results related to the convergence of discrete
pricing schemes to continuous time limits are provided.

The results developed in this paper, however, make a contribution in a different
direction. Rather than trying to establish weak convergence results of known discrete
pricing schemes, we apply known weak convergence results from probability theory
and determine discrete pricing schemes. The approximation formulae proposed here
are deterministic.

A general formula for approximating the multi-dimensional integral appearing
in the risk-neutral price of a general multi-asset option has been proposed in [3],
where there is a similar aim to the research presented here, but a different approach
has been chosen. The methods presented in this chapter are in a sense a simplified
version of the quantization methodology introduced in the early 1990’s in numerical
probability to determine some quadrature integration formulae with respect to the
distribution PX of a random variable X on Rd using that E Œ˘.X/� � E Œ˘.bX/� if
the length of the approximating sequence is large enough. This approach is efficient
in medium dimensions (see [27–29]) especially when many integrals need to be
computed with respect to the same distribution PX . Lately, optimal quantization has
been used to define tree based methods for solving multi-dimensional non-linear
problems involving the computation of many conditional expectations: American
option pricing, non-linear filtering for stochastic volatility models, portfolio opti-
mization. Examples of quantization applications to computational finance problems
are illustrated in [30, 31].

3 Framework and Notations

In this section, we outline the framework for the main results presented in the
next section. In addition, we specify the notation used throughout the chapter.
A sequence of probability measures f�ngn�0 is said to converge weakly to a
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probability measure �, denoted by �n ! �, if the following equivalent condition
is satisfied

lim
n!1

Z
f d�n D

Z
f d� (5)

for any bounded and �- almost everywhere continuous function f . Other equivalent
conditions are provided by Alexandrov’s theorem [23], see also [14] for a more
recent reference.

The generic notation for a probability density function is �./. For example,
the probability density of a multivariate gaussian d -dimensional vector with mean
vectorm and covariance matrix % is

�.yIm;% / D 1p
.2�/d det.% /

exp

	
�1
2
.y �m/>% �1.y �m/

�
:

As you may have already observed, the transpose of a matrix or vector is denoted
by >.

We assume that our primary assets have the following dynamics under an
equivalent martingale measure

dS it D rS it dt C �iS
i
t dW

i
t ; for all i 2 f1; : : : ; d g (6)

dBt D rBtdt (7)

where E.dW i
t dW j

t / D �ij dt for any i ¤ j . The last equation is associated with the
money account with the short rate r .

Our objective is to price a European multi-asset option with payoff˘.S1T ; S
2
T ; : : :,

SdT / at maturity T , contingent on the assets fS1T ; S2T ; : : : SdT g. For simplicity, we
shall drop the index T from our notations. There are many exotic options that require
powerful computational methods for pricing determination. Here, we focus only on
European style derivatives and for concreteness we consider the basket options and
the discrete Asian arithmetic options as these two are representative of multivariate
contingent claim contracts.

The value of each asset at maturity S i can be calculated with

S i D S i0e.r��2
i
=2/TC�i

p
TYi ; (8)

where Y D .Y1; : : : ; Yd / is distributed Nd .0d ; % / with the covariance matrix % D�
�ij �i�jT

�d
i;jD1. The relevant probability density function is therefore

�d .yI 0; % / D 1p
.2�/d det.% /

exp

	
�1
2
y>% �1y

�
(9)

From (8), for all i 2 f1; : : : ; d g
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Yi D 1

�i
p
T

	
ln

�
S i

S i0

�
�
�
r � �2i

2

�
T

�
: (10)

For any integrable payoff˘.S1; : : : ; Sd /; the value of the multi-asset claim at time
0 is given by

V0 D �

Z 1
0

� � �
Z 1
0

˘.S1; : : : ; Sd /
1

S1 � � �Sd exp

	
�1
2
Y >% �1Y

�
dS1 � � � dSd

(11)
where � D e�rT

�1 			�d

p
.2	T /d det.� /

and Y D .Y1; : : : ; Yd /
> is determined from (10).

If ei is the d -dimensional vector that has the value one on the i -th position and
zero elsewhere, one can calculate the delta parameters of the multi-asset option as
follows. Since �i D @V

@Si
0

, by derivation on the right side of formula (11), we obtain

�i D �

Z 1
0

� � �
Z 1
0

1

S i0�i
p
T

e>i % �1Y˘.S1; : : : ; Sd /
1

S1 � � �Sd

� exp

	
�1
2
Y >% �1Y

�
dS1 � � � dSd : (12)

The calculation of integrals in formulae (11) and (12) may become difficult as
dimension d increases. For small dimensions d , the integrals appearing in formu-
lae (11) and (12) can be calculated with cubature or quadrature methods, see [13] for
a good description of such methods. Nevertheless, in financial calculus, the dimen-
sion d can be quite large. For example, pricing a basket option may lead easily to
a d between 5 and 20. Moreover, we would like to take advantage of the gaussian
kernel as this appear quite naturally in financial mathematics.

4 Methods for Multivariate Contingent Claim Pricing

For the technique we propose in this paper, we would like to work on the .�1;1/

scale rather than .0;1/ scale resulted from the log-normal distribution of the geo-
metric Brownian motion. Thus, we prefer to work with a formula using the gaussian
kernel. For simplicity, we denote

g.Y1; : : : ; Yd / D ˘
�
S10 e.rf ��2

1
=2/TC�1

p
TY1 ; : : : ; Sd0 e.rf ��2

d
=2/TC�d

p
TYd

�
:

(13)
Hence, we can express the value of the multi-asset derivative as

V0 D e�rTp
.2�/d det%

Z
Rd

g.Y1; : : : ; Yd / exp

	
�1
2
Y >% �1Y

�
dY1 � � � dYd (14)



250 R. Tunaru

and

�i D e�rTp
.2�/d det%

Z
Rd

1

S i0�i
p
T

e>i % �1Yg.Y1; : : : ; Yd /

� exp

	
�1
2
Y >% �1Y

�
dY1 � � � dYd : (15)

Applying the Cholesky decomposition to the correlation matrix %; we get the
square root matrix� such that % D ��>. Making the change of variables Y D �x

leads to

erT V0 D E Œg.Y /� D 1p
.2�/d

Z
Rd

g.�x/ exp

	
�1
2
x>x

�
dx: (16)

This is now the expectation with respect to the standard multivariate gaussian distri-
bution. Since we are going to employ the multivariate central limit theorem, the
probability measure � is going to be a gaussian probability measure while the
measure�n is corresponding to a discrete multivariate distribution such as the multi-
nomial. Then the calculations of (16) will follow by choosing an appropriate test
function mainly driven by the payoff function ˘ and other subsequent transforma-
tions. Hence, there are three steps in our methodology of generating algorithms for
calculations of integrals representing financial measures. First, one needs to iden-
tify the limiting measure or distribution. Since it can be envisaged that a central
limit theorem results will be applied, it is natural to think that the limiting distri-
bution will be gaussian. If the financial modelling is done with a gaussian kernel
the normal distribution appears naturally; if not, it can be forced to appear. Sec-
ond, upon applying a well-known weak convergence result, a sequence of discrete
probability distributions defining the measures �n is identified. This is straightfor-
ward as the multinomial distribution is the only multivariate discrete distribution
widely used. The problems here may appear in finding put the correct probability
weights defined by this distribution. The third and final step consists in finding out
the test function on which the weak convergence condition will be applied to. The
test function basically absorbs all factors outside the kernel of the limiting distri-
bution. This step looks the easiest but it is the test function that presents the first
challenge.

4.1 A Solution to Payoff Unboundedness

One may think that all that is left to do now is to apply the weak convergence result-
ing from the central limit theorem for a discrete multivariate distribution such as
the multinomial distribution and a suitable test function, and the discrete approx-
imation algorithm would be established. Payoff functions in finance by default
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cannot exhibit an uncountable set of discontinuities so, from the continuity point
of view, we are safe. However, one major inconvenience is that payoffs quite often
are unbounded. Nevertheless, the payoffs cannot exhibit explosive growth so the
theoretical weak convergence results underpinning our algorithms still work when
the test functions satisfy some mild assumptions, as proved next.

We shall prove that for a given test function we have uniform convergence. More
precisely, let B.0; ı/ be a ball of radius ı 2 Rd and let Bc.0; ı/ be its com-
plementary set. For a given test function  , if the following two conditions are
true

lim
n!1�n D �; (17)

lim
ı!1

sup
n

Z
Bc.0;ı/

 d�n D 0 (18)

then it follows once again that

lim
n!1

Z
 d�n D

Z
 d�: (19)

The key is to prove that condition (18) holds. Applying Holder’s inequality for 0 <
v; s < 1 with 1

v
C 1

s
D 1, implies that

Z
Bc.0;ı/

 d�n D
Z
 1Bc.0;ı/d�n

	
�Z

 vd�n

� 1
v

.�n.B
c.0; ı//s/

1
s (20)

If one can prove that
lim
ı!1

sup
n
�n.B

c.0; ı// D 0 (21)

and that

sup
n

�Z
 vd�n

�
< 1 (22)

are then the condition (18) follows which ensures that the convergence in (19) works
for the unbounded test function  . In order to fix the notation, we consider the

real valued random variables Yn D p
n
�
�.n/

n
� p

�
and the associated probability

measure �n D P ı Y n .

Proposition 1.
lim
ı!1

sup
n
�n.B

c.0; ı// D 0

Proof. Considering the function

hı .x/ D
( kxk2

ı2 ; if kxk > ı;
0; otherwise

(23)
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with kk the euclidian norm, it follows that

�n.B
c.0; ı// D

Z
1Bc.0;ı/d�n

	
Z
hıd�n D 1

ı2

Z
kxk2 d�n

D 1

ı2

Z
.x21 C x22 C : : : x2d /d�n (24)

The probability measure �n corresponds to the random variable Yn that has
component-wise mean zero and variance equal to pi .1�pi / for the i -th variable of
the vector. Therefore,

�n.B
c.0; ı// 	 1

ı2

dX
iD1

pi .1 � pi /

0 	 sup
n
�n.B

c.0; ı// 	 1

ı2

dX
iD1

pi .1 � pi /

Taking the limit when ı goes to infinity concludes the proof. ut
For the payoff function˘ W .0;1/d ! R, we make the general assumption that

there exist some positive real numbers 0 < m1; m2; : : : ; md such that

˘.u1; : : : ; ud / 	 um1

1 um2

2 � � � umd

d
(25)

for any large positive real numbers .u1; : : : ; ud /. This condition prevents explosive
growth and pathological cases.

Proposition 2.

sup
n

Z
 vd�n < 1 (26)

Proof. Consider the application U W Rd ! R; U.u/ D p
n
�

u
n

� p�. Making the
notation ˛i D S i0e�iT

Z
 vd�n D

Z
 vdP ı .U.X .n// /

D
k1C:::CkdDnX
0�k1;:::;kd�n

 v.U.k1; : : : ; kd //P.X
.n/ D .k1; : : : ; kd //

D
k1C:::CkdDnX
0�k1;:::;kd�n

P k1;:::;kd
n ˘v

�
˛1e

�1

p
T

k1�np1
p

n ; : : : ; ˛d e
�d

p
T

kd �npd
p

n

�
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Then

sup
n

�Z
 vd�n

�
D sup

n

k1C:::CkdDnX
0�k1;:::;kd�n

P k1;:::;kd
n

	
˘

�
˛1e

�1
p

T
k1�np1

p

n ; : : : ; ˛d e
�d

p

T
kd�npd

p

n

��v

� sup
n

k1C:::CkdDnX
0�k1;:::;kd�n

P k1;:::;kd
n

dY
iD1

˛
vmi
i e

vmi �i
p

T
ki�npi

p

n

D ˛ sup
n

k1C:::CkdDnX
0�k1;:::;kd�n

nŠ

k1Š 	 	 	 kd Š e
�v

p

nT .�1m1p1C:::�d mdpd /

dY
iD1

�
pie

v�i mi
p

T=n
�ki

D ˛ sup
n

n
e�v

p

nT .�1m1p1C:::�d mdpd /
�
p1e

v�1m1
p

T=n C : : : pd ev�d md
p

T=n
�no

where ˛ D Qd
iD1 ˛

vmi

i . Denoting

a D v
p
T .p1�1m1 C : : : pd�dmd /; ai D v�imi

p
T ; for all i D 1; : : : ; d;

we can calculate

lim
n!1 e�a

p
nen ln

h
p1ea1=

p

nC:::pd ead =
p

n
i

D lim
n!1 en

n
ln
h
p1ea1=

p

nC:::pd ead =
p

n
i
�a=pn

o

Making use of l’Hopital rule

lim
n!1

ln
h
p1ea1=

p
n C : : : pdead =

p
n
i

� a=
p
n

1=n

D lim
n!1

2
4
1
2

Pd
iD1 piai 1

n
p
n

eai =
p
n

Pd
iD1 pieai=

p
n

� a

2n
p
n

3
5n2

D lim
n!1

"
n2

2

dX
iD1
.ai � a/pieai=

p
n

#
:

Applying l’Hopital rule four more times we get that

lim
n!1

"Pd
iD1.ai � a/pieai =

p
n

n�2

#
D lim

n!1

"Pd
iD1.ai � a/piaieai =

p
n

4n�3=2

#

D : : :

D lim
n!1

"Pd
iD1.a � ai /pia

4
i eai =

p
n

24

#

The last limit is equal to
Pd

iD1.ai�a/pia
4
i

24
when n goes to infinite, and this is evidently

a finite real number. Therefore, its exponential would be finite too and consequently
supn

�R
 vd�n

�
< 1. ut
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4.2 Eliminating the Singularity of the Covariance Matrix

The set-up described here is quite general and encompasses a large variety of sit-
uations. For practical applications, we consider here the multinomial distribution.
More specifically let 	.n/ D .	

.n/
1 ; 	

.n/
2 ; : : : ; 	

.n/

dC1/ be a random vector with a
multinomial distribution with parameters n and p D .p1; : : : ; pdC1/, where by def-
inition

PdC1
jD1 pj D 1. The reason for taking the order d C 1 will become evident

immediately.
The central limit theorem ensures that

p
n

 
	.n/

n
� p

!
D�! Z (27)

where Z � NdC1Œ0dC1; ˙.p/� and

˙.p/ D ŒDiag.p1; : : : ; pdC1/� pp>� (28)

is the variance-covariance matrix of the multivariate gaussian limit distribution.
The CLT applied here results in the limit probability measure � given by the

probability density �d .yI 0dC1; ˙.p//. There are two problems with this limiting
distribution. The first one is only apparent. The covariance matrix ˙.p/ has nega-
tive correlations off the diagonal, and therefore, it seems that it is not suitable for
financial calculus. However, by making an adjustment reminiscent of the Radon-
Nikodym derivative, we shall see later that this problem is easily solved. The second
problem is more serious as it concerns the singularity of the covariance matrix

˙.p/ D

0
BBB@

p1.1 � p1/ �p1p2 : : : �p1pdC1
�p1p2 p2.1 � p2/ : : : �p2pdC1
:::

:::
:::

:::

�pdC1p1 �pdC1p2 : : : pdC1.1 � pdC1/

1
CCCA

for any choice of probability vector p D .p1; : : : ; pdC1/. This means that there is
no probability density function for the limiting gaussian probability measure and
calculus is impossible.

Nevertheless, we are going to show that we can still perform calculations by
switching to a lower d -dimensional space. First, the delta-continuity theorem is
applied for the multivariate case of the central limit theorem.

Lemma 1. Suppose that
p
n
�
�.n/

n
� p

� D�! Z where Z � Nd Œ0dC1; ˙.p/� and

the vectors 	.n/ and p are d C 1-dimensional. Let h W RdC1 ! Rd be defined
by h.x/ D .h1.x/; : : : hd .x// and assume that each function hi .�/ has continuous
partial derivatives at x D 0d . Then
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p
n

 
h.
	.n/

n
/ � h.p/

!
D�! Z� (29)

where Z� � Nd Œ0d ;rh.p/˙.p/.rh.p//>� and .rh.p//ij WD
�
@hi .p/
@pj

�
for all

1 	 i 	 d; 1 	 j 	 d C 1.

Taking hi .p1; : : : ; pdC1/ D pi , the projection on the i -th direction, it is obvi-
ous that .rh.p//ij equals 1 for i D j and zero otherwise. Moreover, all hi are
continuous at any given probability vector p. The new covariance matrix is

rh.p/˙.p/.rh.p//> D

0
BBB@

p1.1 � p1/ �p1p2 : : : �p1pd
�p1p2 p2.1 � p2/ : : : �p2pd
:::

:::
:::

:::

�p1pd �p2pd : : : pd .1 � pd /

1
CCCA (30)

which is the matrix obtained from ˙.p/ after removing the last row and the last
column. It can be shown that this matrix is always invertible. With mathematical
induction the following result can be proved.

Lemma 2. For any probability vector p D .p1; : : : ; pdC1/ and for the projection
operators hi .p1; : : : ; pdC1/ D pi ; the following formula is true

det
˚�rh.p/˙.p/.rh.p//>�� D

 
1 �

dX
iD1

pi

!
dY
iD1

pi : (31)

Since all pi > 0 and the probability vector p is d C 1 dimensional, the above theo-
rem proves that det

˚�rh.p/˙.p/.rh.p//>�� ¤ 0. Consequently, the probability
distribution Nd Œ0d ;rh.p/˙.p/.rh.p//>� has the probability density function
�d .xI 0d ;rh.p/˙.p/.rh.p//>/.

4.3 Pricing Multi-Asset Options

After this digression, we recall that pricing multi-asset options could be done with
formula (16). We aim to apply the central limit theorem for a multinomial distri-
bution to generate a deterministic algorithm for approximating the expression on
the right side of (16). However, since the covariance matrix of the limit gaussian
distribution is not the identity matrix, we need to make some adjustments.

E.g.Y // D 1p
.2�/d

Z
Rd

g.�x/ exp

�
�1
2
x>x

�
dx (32)

D
Z

Rd

g.�x/�.xI 0d ; Id /dx (33)
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D
Z

Rd

g.�x/
�.xI 0d ; Id /
�.xI 0d ;M /

�.x; 0d ;M /dx (34)

D
Z

Rd

 .x/�.xI 0d ;M /dx (35)

where

 .x/ D g.�x/
�.xI 0d ; Id /
�.xI 0d ;M /

; M D rh.p/˙.p/.rh.p//>: (36)

After determining the functional expression of the test function, we need to iden-
tify the probabilities associated with the test function over the grid generated by the
multinomial distribution.

Recalling that 	.n/ D .	
.n/
1 ; 	

.n/
2 ; : : : ; 	

.n/

dC1/ has a multinomial distribution with
parameters n and .p1; : : : ; pdC1/, the sequence of probability measure �n is given

by �n D P ı vn
�
	
.n/
1 ; 	

.n/
2 ; : : : ; 	

.n/

dC1
� 

where

vn.	
.n/
1 ; 	

.n/
2 ; : : : ; 	

.n/

dC1/ D
 
	
.n/
1 � np1p

n
; : : : ;

	
.n/

d
� npdp
n

!
: (37)

The vector used on the right side makes use of only a subset of the full multinomial
vector. However, its conditional distribution is still multinomial

�
	
.n/
1 ; : : : ; 	

.n/

d
j	.n/
dC1 D j

�
� Multin

�
n � j I p1

p1 C : : :C pd
; : : : ;

pd

p1 C : : :C pd

�

(38)
In addition, the marginal distribution of 	.n/

dC1 is binomial with parameters n and
pdC1. Therefore, we can calculate the marginal distribution of the subset vector
.	
.n/
1 ; : : : ; 	

.n/

d
/ as

P.	
.n/
1 D k1; : : : ; 	

.n/

d
D kd /

D
jDnX
jD0

P.	
.n/
1 D k1; : : : ; 	

.n/

d
D kd j	.n/

dC1 D j /P.	
.n/

dC1 D j /: (39)

Making the notation epi D pi

p1C:::Cpd
, for all i D 1; : : : ; d , it follows that

P.	
.n/
1 D k1; : : : ; 	

.n/

d
D kd /D

jDnX
jD0

 
n

j

!
p
j

dC1.1�pdC1/.n�j /
.n � j /Š
k1Š : : : kd Š

dY
iD1

epi ki :

(40)
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Remarking that

 .x/ D g.�x/
p

det.M/ exp

	
�1
2
x>.Id �M�1/x

�
(41)

and applying the weak convergence of �n to � for the test function  leads to our
main result

Theorem 1.

Z
Rd

 .x/�.xI 0d ;M /dx D lim
n!1

jDnX
jD0

k1C:::CkdDn�jX
0�k1;:::;kd�n�j

� 
�
k1 � np1p

n
; : : : ;

kd � npdp
n

�
nŠ

k1Š : : : kd Šj Š
p
j

dC1
dY
iD1

p
ki

i : (42)

To recap, what we have done is to apply the probability convergence equivalent
condition for the test function  

lim
n!1

Z
 d�n D

Z
 d� (43)

taking into account now that �n is the probability measure corresponding to a
discrete probability function, so the integral is transformed into a sum where cal-
culations depend on  .vn.k1; k2; : : : ; kdC1// and the associated probabilities as
determined in (40).

In other words, we have proved the following multi-asset option pricing approx-
imation formula.

Theorem 2. The no-arbitrage price of the European option with payoff function
˘ D ˘.S1T ; : : : ; S

d
T / can be calculated with the formula

e�rT lim
n!1

jDnX
jD0

k1C:::CkdDn�jX
0�k1;:::;kd�n�j

 

�
k1� np1p

n
; : : : ;

kd� npdp
n

�
nŠ

k1Š : : : kd Šj Š
p
j

dC1

dY
iD1

p
ki
i

(44)
where  W Rd ! R

 .u/ D
p

det.M/g.�u/ exp

	
�1
2

u>.Id �M�1/u
�

with M D rh.p/˙.p/.rh.p//> and u D .u1; : : : ; ud /
>.

Remark that nŠ
k1Š:::kd Šj Š

p
j

dC1
Qd
iD1 p

ki

i is exactly the multinomial probability for the
d C 1 multinomial vector.
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Furthermore, since the result is true for any choice of multinomial probability
vector values, it is convenient to choose all of them equal, that is, p1 D p2 D : : : D
pdC1 D 1

dC1 . The matrixM becomes in this particular case

M D

0
BBBB@

d
.dC1/2 � 1

.dC1/2 : : : � 1
.dC1/2

� 1
.dC1/2

d
.dC1/2 : : : � 1

.dC1/2
:::

:::
:::

:::

� 1
.dC1/2 � 1

.dC1/2 : : :
d

.dC1/2

1
CCCCA (45)

which has the determinant det.M/ D 1

.dC1/dC1 .
The approximation result can be rewritten simpler as:

Corollary 1. The no-arbitrage price of the European option with payoff function
˘ D ˘.S1T ; : : : ; S

d
T / can be calculated with the formula

e�rT lim
n!1

jDnX
jD0

k1C:::CkdDn�jX
0�k1;:::;kd�n�j

 

�
k1 � np1p

n
; : : : ;

kd � npdp
n

�
nŠ

k1Š : : : kd Šj Š

1

.dC1/n
(46)

where  W Rd ! R

 .u/ D 1

.d C 1/
dC1

2

g.�u/ exp

	
�1
2

u>.Id �M�1/u
�

with M in (45).

Similarly, for the greek parameter�, recall the formula given in (15)

�i D e�rTp
.2�/d det%

Z
Rd

1

S i0�i
p
T

e>i % �1Yg.Y1; : : : ; Yd /

� exp

	
�1
2
Y >% �1Y

�
dY1 � � � dYd

All that needs to be done is to redefine the g function inside the integral. For
example,

�i D e�rTp
.2�/d det%

Z
Rd

1

S i0�i
p
T

e>i % �1Yg.Y1; : : : ; Yd /„ ƒ‚ …
g�.Y /

� exp

	
�1
2
Y >% �1Y

�
dY1 � � �Yd (47)
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5 Some Univariate Considerations

In practice, the univariate case is more thoroughly studied due to safety regard-
ing the numerical dimensionality curse. The univariate counterpart of the technique
revealed above for the multidimensional case has been illustrated in [36] using the
binomial distribution as the workhorse of the numerical scheme. From a mathemati-
cal point of view, other probability distributions can be used. The first example refers
to a scheme of non-identically distributed random variables, this case presenting
more of a mathematical interest.

Approximation with Poisson Generalized Binomial Distribution

For example, consider fXngn�1 a sequence of independent random variables such
that

P.Œ! W Xj .!/ D 1�/ D pj I P.Œ! W Xj .!/ D 0�/ D 1 � pj D qj (48)

for all j � 1. The distribution of the random variable X .n/ D X1 C : : : C Xn is
sometimes called the Poisson generalized binomial. The random variableX .n/ takes
only the values 0; 1; 2; : : : ; n; and eP kn D P.X.n/ D k/ is equal to the coefficient of
tk in the polynomial .p1t C q1/.p2t C q2/ : : : .pnt C qn/. Applying Liapounov’s
theorem, the following version of De Moivre–Laplace theorem can be easily proved.

Theorem 3. Let fX .n/gn�1 be a sequence of random variables such that for each
positive integer n, X.n/ has a Poisson generalized binomial distribution. Suppose
that

P
n�1 pn.1 � pn/ is divergent. Then

lim
n!1P ı

0
B@ X.n/ �PiDn

iD1 piqPiDn
iD1 pi .1 � pi /

1
CA
 

D N.0; 1/: (49)

As usual, N.0; 1/ denotes the probability measure corresponding to the Gaussian
distribution with mean 0 and variance 1. An example when the series

P
n�1 pn.1�

pn/ is divergent is easily obtained for pn D 1=n. Applying the weak convergence
condition for

�n D P ı

0
B@ X.n/ �PiDn

iD1 piqPiDn
iD1 pi .1 � pi /

1
CA
 

and � D N.0; 1/ (50)

leads to the next result indicated in [35].

Theorem 4. Let ' W Œa; b� ! R be Riemann integrable and fpngn�1 a sequence of
real numbers such that 0 	 pn 	 1 and the series

P
n�1 pn.1 � pn/ is divergent.
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Then Z b

a

'.x/ dx D lim
n!1 an; (51)

an D
kDnX
kD0

eP kn
p
2� '1

0
B@ k �PiDn

iD1 piqPiDn
iD1 pi .1 � pi /

1
CA exp

2
641
2

0
B@ k �PiDn

iD1 piqPiDn
iD1 pi .1 � pi /

1
CA
23
75 ;

and '1 W R ! R; where '1.x/ D '.x/ if x 2 Œa; b� and '1.x/ D 0 otherwise.

When pi � p for all i , one obtains the binomial distribution case and the
approximation scheme is then rewritten as

Z b

a

'.x/ dx D lim
n!1an (52)

an D
kDnX
kD0

P kn

p
2� '1

 
k � npp
np.1 � p/

!
exp

2
41
2

 
k � npp
np.1 � p/

!23
5

where P kn D �
n
k

�
pk.1�p/n�k are the well known binomial probabilities. In [36], it

is illustrated why the binomial approximation algorithm is still valid for unbounded
payoffs that satisfy some mild growth constraints.

Similarly, another approximation scheme can be proposed for the Poisson gen-
eralized binomial distribution. Recalling that eP kn is the coefficient of tk in the
polynomial .p1t C q1/.p2t C q2/ : : : .pnt C qn/ we have

Theorem 5. The price at time zero of an European option with payoff ˘.ST / at
maturity T , contingent on an underlying asset fStg0�t�T that follows a geometric
Brownian motion with parameters � and � , can be calculated as

e�rT lim
n!1

kDnX
kD0

eP kn˘
2
64S0 exp

0
B@
�
r � �2

2

�
T C �

p
T
k �PiDn

iD1 piqPiDn
iD1 piqi

1
CA
3
75 (53)

Approximation with Negative Binomial Kernel

One can adapt the method discussed above to discrete distributions that take an
infinity of possible values. Let fXngn�1 be a sequence of iid random variables, each
variable taking only the values 1; 2; : : : ; k; : : : with probabilities

P.Œ! W Xj .!/ D k�/ D p.1 � p/k�1: (54)

Then, the random variable X .n/ D X1 C : : : C Xn has the negative binomial dis-
tribution with parameters �n and p, where 0 < p < 1 and n obviously positive
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integer. Applying the Central Limit Theorem leads to

P ı

0
B@X.n/ � n

pq
n1�p
p2

1
CA
 

�! N.0; 1/ (55)

Following a similar route with the binomial case, we get the next approximation
scheme

Theorem 6. The price at time zero of a European option with payoff ˘.ST / at
maturity T , contingent on an underlying asset fStg0�t�T that follows a geometric
Brownian motion with parameters � and � , can be calculated as

e�rT lim
n!1

X
k�n

 
k�1
n�1

!
pn.1�p/k�n˘

"
S0 exp

 �
r��

2

2

�
TC �

p
T

kp � np
n.1 � p/

!#

(56)

In [36], it is proved that the univariate approximation grids obtained in this man-
ner are dense sets in the domain of the target integral for calculation. This is an
important property, since it guarantees a uniform covering of the domain of integra-
tion, similar to low-discrepancy sequences, that proved their superiority to Monte
Carlo methods.

6 Examples of Applications

Asian Options

Here, we consider the pricing of Asian options with discrete fixings at times
t1; t2; : : : ; td . The underlying is only one asset described by a geometric Brownian
motion

dSt D �Stdt C �StdWt :

The payoff of an Asian call options with strike K is

max

"
1

d

iDdX
iD1

Sti �K; 0
#

(57)

and for a put is

max

"
K � 1

d

iDdX
iD1

Sti ; 0

#
: (58)

The formula (44) can be used here if we make the identification
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S1T
:D St1 ; S

2
T

:D St2 ; : : : ; S
d
T

:D Std : (59)

In other words, the value of the stock at the grid pre-specified time ti is viewed as
the value of one asset at maturity T . The correlation between the components of
the basket is the path correlation of one Brownian motion governing the dynamics
of the underlying asset referencing the Asian option. The payoff for the arithmetic
Asian put can be written as

g.S1T ; : : : ; S
d
T / D max

"
K � 1

d

iDdX
iD1

S iT ; 0

#
(60)

while for the geometric Asian put would be

g.S1T ; : : : ; S
d
T / D max

2
4K � d

vuut dY
iD1

S iT ; 0

3
5 : (61)

Application to Pricing Spread Options

Spread options can be viewed as particular cases of basket options that have the
general payoff at maturity

max

 
dX
iD1

˛iSi �Kbasket

!

where Kbasket is the strike price defined in terms of the aggregate value of the bas-
ket and the coefficients ˛ could be proper weights for standard basket contracts or
simply taking C1 and �1 values for spread options when d D 2.

Options on the Maximum or the Minimum of Risky Assets

The most common case is that, of two assets, the case of a large number of assets is
not tractable analytically and not very used. The payoff for options on the maximum
(or the minimum) of two risky assets is given by

maxŒ˛.ˇmin.ˇS1T ; ˇS
2
T /�K/; 0� (62)

where ˛ D 1 for a call, ˛ D �1 for a put and the option if on the maximum for
ˇ D �1 and on the minimum for ˇ D C1. Also, S1T ; S

2
T are the two assets at

maturity T and K is the exercise price.
We consider that each asset follows a geometric Brownian motion
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dS it D rS it dt C �iS
i
t dW i

t

where i D 1; 2 and W 1
t ; : : : ;W

d
t are correlated Wiener processes with E.dW 1

t ;

dW 2
t / D �dt . Here, we should price a put on the maximum so the payoff is

g.S1T ; S
2
T / D maxŒmin.�S1T ;�S2T /CK/; 0� D maxŒK � max.S1T ; S

2
T /; 0�: (63)

What we need to calculate is

E Œg.Y /� D 1p
.2�/d det.% /

Z
Rd

g.y/ exp

	
�1
2
y>% �1y

�
dy:

Taking �1 D 0:25; �2 D 0:4, and correlation coefficient 0.10, the risk-free rate
10%, exercise price K D 110 and initial stock prices S10 D 100 and S20 D 120 and
applying formula (44), we get the price equal to 2.071, which compares well with
the Monte Carlo price of 2.067.

With the payoff g in (63), the calculation algorithm goes through the following
steps

1. Determine the Cholesky square root matrix � of covariance matrix % .
2. Initialise the vector of probabilities .p1; p2; p3/, for our example p1 D p2 D
p3 D 1

3
.

3. Calculate the matrix M from formula (30).
4. Initialise n.
5. Calculate the series on the right side of (46), a simplified and more direct version

of (44).
6. The calculations are done for increasing n until two consecutive calculations are

close to a pre-specified tolerance level.

Pricing Basket Options

Basket options are very popular instruments. The payoff that applies in this case is
specified as

g.S1T ; S
2
T ; : : : ; S

d
T / D N � max

"
K �

dX
iD1

wi
S iT

S i0

#
(64)

and it is evident that this case also falls under the methodology presented above in
this chapter.
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7 Conclusions and Further Research

Numerical methods are less developed for multivariate applications due to compu-
tational problems with increased dimensionality. At the same time, it is desirable
to have general methods able to cover a wide spectrum of applied problems in
economics, finance and other sciences. The algorithms presented here clearly sat-
isfy the second objective. Moreover, due to advances in computer science related
to parallel computation and multi-thread technology, one can envisage the future
developments in this area, particularly for situations where similar calculations are
required frequently in a multi-dimensional set-up. Investment banks having exotic
options trading desks are the perfect example. The portfolio of products is usu-
ally large, hence the dimensionality problem. Given that the products that make the
portfolio are not taken in and out of the portfolio very often, considerable compu-
tation savings can be made by saving the probability weights associated with the
approximation grid suggested here.

An important line of further research is improving the speed of convergence and
designing measures to ensure convergence has been reached. Currently, this can be
done on a case by case basis where one can take advantage of the characteristics of
the specific payoff.

While the discussion here has been focused on using the gaussian distribution as
the limiting distribution, other cases may appear and are possible. For example, the
�2 distribution is readily available after applying the delta-continuity theorem and a
suitable transformation to a central limit result. Hence, a connection can be made in
this way, if required, to non-gaussian models.
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Abstract We propose a model for the credit markets in which the random default
times of bonds are assumed to be given as functions of one or more independent
“market factors”. Market participants are assumed to have partial information about
each of the market factors, represented by the values of a set of market factor infor-
mation processes. The market filtration is taken to be generated jointly by the various
information processes and by the default indicator processes of the various bonds.
The value of a discount bond is obtained by taking the discounted expectation of the
value of the default indicator function at the maturity of the bond, conditional on
the information provided by the market filtration. Explicit expressions are derived
for the bond price processes and the associated default hazard rates. The latter are
not given a priori as part of the model but rather are deduced and shown to be
functions of the values of the information processes. Thus the “perceived” hazard
rates, based on the available information, determine bond prices, and as perceptions
change so do the prices. In conclusion, explicit expressions are derived for options
on discount bonds, the values of which also fluctuate in line with the vicissitudes of
market sentiment.
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1 Credit-Risk Modeling

In this paper, we consider a simple model for defaultable securities and, more gen-
erally, for a class of financial instruments for which the cash flows depend on the
default times of a set of defaultable securities. For example, if � is the time of default
of a firm that has issued a simple credit-risky zero-coupon bond that matures at time
T , then the bond delivers a single cash-flow HT at T , given by

HT D N 1f� > T g; (1)

where N is the principal, and 1f� > T g D 1 if � > T and 1f� > T g D 0 if � 	 T .
By a “simple” credit-risky zero-coupon bond we mean the case of an idealised bond
where there is no recovery of the principal if the firm defaults. If a fixed fraction R
of the principal is paid at time T in the event of default, then we have

HT D N1f� > T g CRN 1f� 	 T g: (2)

More realistic models can be developed by introducing random factors that deter-
mine the amount and timing of recovery levels. See, e.g., Brody, Hughston and
Macrina [7, 10], and Macrina and Parbhoo [24].

As another example, let �1; �2 : : : ; �n denote the default times of a set of n
discount bonds, each with maturity after T . Write N�1; N�2; : : : ; N�n for the “order
statistics” of the default times. Hence N�1 is the time of the first default (among
�1; �2; : : : ; �n/, N�2 is the time of the second default, and so on. Then a structured
product that pays

HT D K 1f N�k 	 T g (3)

is a kind of insurance policy that pays K at time T if there have been k or more
defaults by time T .

One of the outstanding problems associated with credit-risk modeling is the fol-
lowing. What counts in the valuation of credit-risky products is not necessarily the
“actual” or “objective” probability of default (even if this can be meaningfully deter-
mined), but rather the “perceived” probability of default. This can change over time,
depending on shifts in market sentiment and the flow of relevant market information.
How do we go about modeling the dynamics of such products?

2 Modeling the Market Filtration

We introduce a probability space with a measure Q which, for simplicity, we take
to be the risk-neutral measure. Thus, the price process of any non-dividend-paying
asset, when the price is expressed in units of a standard money-market account,
is a Q-martingale. We do not assume that the market is necessarily complete;
rather, we merely assume that there is an established pricing kernel. We assume,
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again for simplicity, that the default-free interest-rate term structure is deterministic.
Time 0 denotes the present, and we write PtT for the price at t of a default-free
discount bond that matures at T . To ensure absence of arbitrage, we require that
PtT D P0T =P0t , where fP0t g0�t<1 is the initial term structure. No attempt will
be made in the present investigation to examine the case of stochastic interest rates:
to keep credit-related issues in the foreground, we suppress considerations relating
to the default-free interest rate term structure. See Rutkowski and Yu [25], Hugh-
ston and Macrina [20], Brody and Friedman [4], and Macrina and Parbhoo [24] for
discussions of the stochastic interest rate case in an information-based setting.

The probability space comes equipped with a filtration fGtg which we take to
be the market filtration. Our first objective is to define fGt g in such a way that
market sentiments concerning the default times can be modeled explicitly. We let
�1; �2; : : : ; �n be a collection of non-negative random times such that Q.�˛ D 0/ D
0 and Q.�˛ > t/ > 0 for t > 0 and ˛ D 1; 2; : : : ; n. We set

�˛ D f˛.X1; X2; : : : ; XN /; .˛ D 1; 2; : : : ; n/: (4)

Here X1; X2; : : : ; XN are N independent, continuous, real-valued market factors
that determine the default times, and f˛ for each ˛ is a smooth function of N vari-
ables that determines the dependence of �˛ on the market factors. We note that if two
default times share an X -factor in common, then they will in general be correlated.
With each �˛, we associate a “survival” indicator process 1f�˛ > tg, t � 0, which
takes the value unity until default occurs, at which time it drops to zero. Addition-
ally, we introduce a set of N information processes f	kt gt�0 in association with the
market factors, which in the present investigation we take to be of the form

	kt D �ktXk C Bkt : (5)

Here, for each k, �k is a parameter (“information flow rate”) and fBkt gt�0 is a
Brownian motion (“market noise”). We assume that the X -factors and the market
noise processes are all independent of one another.

We take the market filtration fGt gt�0 to be generated jointly by the information
processes and the survival indicator processes. Therefore, we have:

Gt D �
h
f	ks gkD1;:::;N0�s�t ; 1f�˛ > sg˛D1;:::;n0�s�t

i
: (6)

It follows that at t the market knows the information generated up to t and the history
of the indicator processes up to time t . For the purpose of calculations, it is useful
also to introduce the filtration fFtgt�0 generated by the information processes:

Ft D �
h
f	ks gkD1;:::;N0�s�t

i
: (7)

Then clearly Ft � Gt . We do not require as such the notion of a “background”
filtration for our theory. Indeed, we can think of the 	’s and the 1’s as providing two
related but different types of information about the X ’s.
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3 Credit-Risky Discount Bond

As an example, we study in more detail the case n D 1, N D 1. We have a single
random market factor X and an associated default time � D f .X/. We assume that
X is continuous and that f .X/ is monotonic. The market filtration fGt g is generated
jointly by an information process of the form

	t D �tX C Bt ; t � 0; (8)

and the indicator process 1f� > tg, t � 0. The Brownian motion fBtgt>0 is taken
to be independent of X . The value of a defaultable T -maturity discount bond, when
there is no recovery on default, is then given by

BtT D PtT E Œ1f� > T g jGt � (9)

for 0 	 t 	 T . We shall write out an explicit expression for BtT . First, we use the
identity (see, e.g., Bielecki, Jeanblanc and Rutkowski [1]):

E Œ1f� > T g jGt � D 1f� > tgE Œ1f� > T gjFt �
E Œ1f� > tgjFt � ; (10)

where Ft is as defined in (7). It follows that

BtT D PtT1f� > tgE Œ1f� > T gjFt �
E Œ1f� > tgjFt � : (11)

We note that the information process f	tg has the Markov property with respect
to its own filtration. To see this, it suffices to check that

Q
�
	t 	 xj	s ; 	s1 ; 	s2 ; : : : ; 	sk

� D Q .	t 	 xj	s/ (12)

for any collection of times t � s � s1 � s2 � � � � � sk > 0. We observe that for s >
s1 > s2 > s3 > 0, the random variables fBs=s�Bs1=s1g and fBs2=s2 �Bs3=s3g
are independent. This follows directly from a calculation of their covariance. Hence
from the relation

	s

s
� 	s1
s1

D Bs

s
� Bs1
s1

(13)

we conclude that

Q.	t 	 xj 	s; 	s1 ; : : : ; 	sk / D Q

�
	t 	 x

ˇ̌
ˇ̌ 	s; 	s

s
� 	s1
s1
;
	s1
s1

� 	s2
s2
; : : : ;

	sk�1

sk�1

� 	sk
sk

�

D Q

�
	t 	 x

ˇ̌
ˇ̌ 	s; Bs

s
� Bs1
s1
;
Bs1
s1

� Bs2
s2
; : : : ;

Bsk�1

sk�1

� Bsk
sk

�
: (14)



Credit Risk, Market Sentiment and Randomly-Timed Default 271

However, since 	t and 	s are independent of Bs=s�Bs1=s1; Bs1=s1 �Bs2=s2; : : : ;
Bsk�1

=sk�1 � Bsk=sk , the result (12) follows.
As a consequence of the Markovian property of f	tg and the fact that X is

F1-measurable, we therefore obtain

BtT D PtT1f� > tg E Œ1f� > T g j 	t �
E Œ1f� > tg j 	t � (15)

for the defaultable bond price. Thus we can write

BtT D PtT 1f� > tg
R1
�1 1ff .x/ > T g�t .x/dxR1
�1 1ff .x/ > tg�t .x/dx

: (16)

Here

�t .x/ D E Œı.X � x/ j 	t � (17)

is the conditional density for X given 	t , and a calculation using the Bayes law
shows that:

�t .x/ D �0.x/ exp

�x	t � 1

2
�2x2t

�
R1
�1 �0.x/ exp


�x	t � 1

2
�2x2t

�
dx
; (18)

where �0.x/ is the a priori density of X . Thus for the bond price we obtain:

BtT D PtT 1f� > tg
R1
�1 �0.x/1ff .x/ > T g exp


�x	t � 1

2
�2x2t

�
dxR1

�1 �0.x/1ff .x/ > tg exp

�x	t � 1

2
�2x2t

�
dx
: (19)

It should be apparent that the value of the bond fluctuates as 	t changes. This reflects
the effects of changes in market sentiment concerning the possibility of default.
Indeed, if we regard � as the default time of an obligor that has issued a number of
different bonds (coupon bonds can be regarded as bundles of zero-coupon bonds),
then similar formulae will apply for each of the various bond issues.

When the default times of two or more distinct obligors depend on a com-
mon market factor, the resulting bond price dynamics are correlated and so are the
default times. The modelling framework presented here therefore provides a basis
for a number of new constructions in credit-risk management, including explicit
expressions for the volatilities and correlations of credit-risky bonds.

Our methodology is to consider models for which each independent X -factor
has its own information process. Certainly, we can also consider the situation where
there may be two or more distinct information processes available concerning the
same X -factor. This situation is relevant to models with asymmetric information,
where some traders may have access to “more” information about a given market
factor than other traders; see Brody, Davis, Friedman and Hughston [3], Brody,
Brody, Meister and Parry [2], and Brody, Hughston and Macrina [10].



272 D.C. Brody et al.

In principle, a variety of different types of information processes can be consid-
ered. We have in (5) used for simplicity what is perhaps the most elementary type
of information process, a Brownian motion with a random drift. The linearity of the
drift term in the time variable ensures on the one hand that the information process
has the Markov property, and on the other hand, since the Brownian term grows
in magnitude on average like the square-root of time, that the drift term eventu-
ally comes to dominate the noise term, thus allowing for the release of information
concerning the likely time of default. Information processes based variously on the
Brownian bridge (Brody, Hughston and Macrina [7, 8]), the gamma bridge (Brody,
Hughston and Macrina [9]), and the Lévy random bridge (Hoyle, Hughston and
Macrina [18, 19]) have been applied to problems in finance and insurance.

Our work can be viewed in the context of the growing body of literature on the
role of information in finance and its application to credit risk modeling in particular.
No attempt will be made here at a systematic survey of material in this line. We
refer the reader, for example, to Kusuoka [22], Föllmer, Wu and Yor [14], Duffie
and Lando [13], Jarrow and Protter [21], Çetin, Jarrow, Protter and Yildirim [11],
Giesecke [17], Geman, Madan and Yor [16], Coculescu, Geman and Jeanblanc [12],
Frey and Schmidt [15], Bielecki, Jeanblanc and Rutkowski [1], and works cited
therein.

4 Discount Bond Dynamics

Further insight into the nature of the model can be gained by working out the dynam-
ics of the bond price. An application of Ito calculus gives the following dynamics
over the time interval from 0 to T :

dBtT D .rt C ht /BtTdt C �˙tT BtT dWt C Bt�T d1f� > tg: (20)

Here

rt D �@t ln.P0t / (21)

is the deterministic short rate of interest, and

ht D E Œı.f .X/ � t/ jFt �
E Œ1ff .X/ > tg jFt � (22)

is the so-called hazard rate. It should be evident that if � 	 T , then when the default
time is reached the bond price drops to zero. The defaultable discount bond volatility
˙tT is given by

˙tT D E Œ1ff .X/ > T gX jFt �
E Œ1ff .X/ > T g jFt � � E Œ1ff .X/ > tgX jFt �

E Œ1ff .X/ > tg jFt � : (23)
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The process fWtg appearing in the dynamics of fBtTg is defined by the relation:

Wt D
Z t

0

1ff .X/ > sg .d	s � �E ŒX jGs� ds/ : (24)

To deduce the formulae above, we define a one-parameter family of fFtg-adapted
processes fFtug by setting

Ftu D
Z 1
�1

�0.x/1ff .x/ > ug exp

�x	t � 1

2
�2x2t

�
dx: (25)

Then the bond price can be written in the form

BtT D PtT 1f� > tgFtT

Ftt
: (26)

An application of Ito’s lemma gives

dFtT

FtT
D �

E Œ1ff .X/ > T gX jFt �
E Œ1ff .X/ > T g jFt � d	t (27)

and

dFtt

Ftt
D � E Œı.f .X/ � t/ jFt �

E Œ1ff .X/ > tg jFt � dt C �
E Œ1ff .X/ > tgX jFt �
E Œ1ff .X/ > tg jFt � d	t : (28)

The desired results then follow by use of the relation

d

�
FtT

Ftt

�
D FtT

Ftt

"
dFtT

FtT
� dFtt

Ftt
C
�

dFtt

Ftt

�2
� dFtT

FtT

dFtt

Ftt

#
: (29)

The process fWtg0�t<� defined by (24) is a fGt g-Brownian motion. This can be seen
by use of Lévy’s characterisation. Specifically, we have dW 2

t D dt and EŒWu jGt � D
Wt . To see that fWtg0�t<� is a fGt g-martingale, we observe that

Wu D
Z u

0

1 f� > sg .d	s � �E ŒX jGs� ds/;

D Wt C
Z u

t

1f� > sg .d	s � �E ŒX jGs� ds/; (30)

and hence

E ŒWu jGt � D Wt C E

	Z u

t

1 .d	s � �EŒX jGs�ds/
ˇ̌
ˇ̌Gt

�
: (31)
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Then by inserting d	s D �XdsC dBs and using the tower property, we find that the
terms involvingX cancel and we are left with

E ŒWu jGt � D Wt C E

	Z u

t

1f� > sgdBs

ˇ̌
ˇ̌Gt

�
;

D Wt C E

	
E

	Z u

t

1f� > sgdBs

ˇ̌
ˇ̌ � fX;Gtg

� ˇ̌
ˇ̌Gt

�
;

D Wt : (32)

The Brownian motion that “drives” the defaultable bond is not adapted to a
pre-specified background filtration. Rather, it is directly associated with informa-
tion about the factors determining default. In this respect, the information-based
approach is closer in spirit to a structural model, even though it retains the economy
of a reduced-form model.

5 Hazard Rates and Forward Hazard Rates

Let us now examine more closely properties of the intensity process fht g given by
the expression (22). We remark first that the intensity at time t is a function of 	t .
This shows that in the present model, the default intensity is determined by “market
perceptions.” Our model can thus be characterised as follows:

The market does not know the “true” default intensity; rather, from the infor-
mation available to the market a kind of “best estimate” for the default
intensity is used for the pricing of bonds—but the market is “aware” of the
fact that this estimate is based on perceptions, and hence as the perceptions
change, so will the estimate, and so will the bond prices. Thus, in the present
model (and unlike the majority of credit models hitherto proposed), there is no
need for “fundamental changes” in the state of the obligor, or the underlying
economic environment, as the basis for improvement or deterioration of credit
quality: it suffices simply that the information about the credit quality should
change—whether or not this information is actually representative of the true
state of affairs.

In the present example, we can obtain a more explicit expression for the intensity
by transforming variables as follows. Since f is invertible, we can introduce the
inverse function �.�/ D f �1.�/ D X and write

	t D �t�.�/C Bt (33)

for the information process. As before, we assume that the Brownian motion
fBt gt�0 is independent of the default time � . Writing p.u/ for the a priori density
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of the random variable � D f .X/; we deduce from (22) that the hazard process is
given by the expression

ht D p.t/ e��.t/�t� 1
2�

2�2.t/t

R1
t p.u/ e��.u/�t� 1

2
�2�2.u/tdu

: (34)

This expression manifestly reminds us the fact that fhtg is a function of the infor-
mation 	t , and thus its value moves up and down according to the market perception
of the timing of default.

In the present context, it is also natural to consider the forward hazard rate defined
by the expression

htu D E Œı.f .X/ � u/ jFt �
E Œ1ff .X/ > ug jFt � : (35)

We observe that htudu represents the a posteriori probability of default in the
infinitesimal interval Œu; u C du�, conditional on no default until time u. More
explicitly, we have

htu D p.u/ e��.u/�t� 1
2�

2�2.u/t

R1
u p.v/ e��.v/�t� 1

2
�2�2.v/tdv

(36)

for the forward hazard rate.
It is a straightforward matter to simulate the dynamics of the bond price and the

associated hazard rates by Monte Carlo methods. First we simulate a value for X
by use of the a priori density �0.x/. From this, we deduce the corresponding value
of � . Then we simulate an independent Brownian motion fBt g, and thereby also the
information process f	t g. Putting these ingredients together we have a simulation for
the bond price and the associated hazard rate. In Fig. 1, we sketch several sample
paths resulting from such a simulation study.

6 Options on Defaultable Bonds

We consider the problem of pricing an option on a defaultable bond with bond matu-
rity T . Let K be the option strike price and let t .< T / be the option maturity. The
payoff of the option is then .BtT �K/C. Let us write the bond price in the form

BtT D 1f� > tgB.t; 	t /; (37)

where the function B.t; y/ is defined by

B.t; y/ D PtT

R1
T
p.u/ exp


��.u/y � 1

2
�2�2.u/t

�
duR1

t
p.u/ exp


��.u/y � 1

2
�2�2.u/t

�
du
: (38)
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Fig. 1 Sample paths of the defaultable discount bond and the associated hazard rate. We choose
�.t/ D e�0:025t , and the initial term structure is assumed to be flat with P0t D e�0:02t . The
information flow rate parameter is set to be � D 0:3, and the bond maturity is one year

We make note of the identity

�
1f� > tgB.t; 	t /�K

�C D 1f� > tg�B.t; 	t / �K�C; (39)

satisfied by the option payoff. The price of the option is thus given by

C0 D P0t E
h
1f� > tg�B.t; 	t /�K

�Ci
: (40)

We find, in particular, that the option payoff is a function of the random variables �
and 	t . To determine the expectation (40), we need to work out the joint density of
� and 	t , defined by

�.u; y/ D E Œı.� � u/ı.	t � y/� D � d

du
E Œ1f� > ugı.	t � y/� : (41)

Note that the expression

A0.u; y/ D P0t E Œ1f� > ugı.	t � y/� (42)

appearing on the right side of (41), with an additional discounting factor, can be
regarded as representing the price of a “defaultable Arrow-Debreu security” based
on the value at time t of the information process.

To work out the expectation appearing here we shall use the Fourier representa-
tion for the delta function:

ı.	t � y/ D 1

2�

Z 1
�1

exp .�iy
C i	t
/ d
; (43)
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which of course has to be interpreted in an appropriate way with respect to integra-
tion against a class of test functions. We have

E Œ1f� > ugı.	t � y/� D 1

2�

Z 1
�1

e�iy�E
h
1f� > ugei�t�

i
d
: (44)

The expectation appearing in the integrand is given by

E
h
1f� > ugei�t�

i
D
Z 1
�1

1fx > ugp.x/ exp
�
i�
t�.x/ � 1

2

2t

�
dx; (45)

where we have made use of the fact that the random variables � and Bt appearing
in the definition of the information process (33) are independent. We insert this
intermediate result in (44) and rearrange terms to obtain

E Œ1f� > ugı.	t � y/� D 1

2�

Z 1
�1

1fx > ugp.x/
Z 1
�1

e�iy�Ci��t�.x/� 1
2
�2td
dx:

(46)
Performing the Gaussian integration associated with the 
 variable, we deduce that
the price of the defaultable Arrow–Debreu security is

A0.u; y/ D P0tp
2� t

Z 1
�1

1fx > ugp.x/ exp

	
� .� t�.x/ � y/2

2t

�
dx: (47)

For the calculation of the price of a call option written on a defaultable discount
bond, it is convenient to rewrite (47) in the following form:

A0.y/ D P0tp
2� t

exp

�
�y

2

2t

�Z 1
u

p.x/ exp
�
��.x/y � 1

2
�2�2.x/t

�
dx: (48)

It follows that for the joint density function we have

�.u; y/ D 1p
2�t

p.u/ e�
1
2t y

2

e��.u/y�
1
2 �

2�2.u/t : (49)

The price of the call option can therefore be worked out as follows:

C0 D P0t

Z 1
�1

du
Z 1
�1

dy �.u; y/1fu > tg.B.t; y/ �K/C

D P0tp
2�t

Z 1
�1

dy e� 1
2t
y2

.B.t; y/�K/C
	Z 1
t

p.u/e��.u/y� 1
2
�2�2.u/tdu

�
: (50)

We notice that the term inside the square brackets is identical to the denominator of
the expression for B.t; y/. Therefore, we have
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C0 D P0tp
2�t

Z 1
�1

dy e�
1
2t y

2

�
PtT

Z 1
T

p.u/e��.u/y�
1
2�

2�2.u/tdu

�K
Z 1
t

p.u/e��.u/y�
1
2�

2�2.u/tdu

�C
: (51)

An analysis similar to the one carried out in Brody and Friedman [4] shows the
following result: Provided that �.u/ is a decreasing function, there exists a unique
critical value y� for y such that

PtT

Z 1
T

p.u/e��.u/y�
1
2�

2�2.u/tdu �K

Z 1
t

p.u/e��.u/y�
1
2�

2�2.u/tdu > 0 (52)

if y < y�. On the other hand, if �.u/ is increasing, then there is likewise a unique
critical value y� of y such that for y > y� we have

PtT

Z 1
T

p.u/e��.u/y�
1
2
�2�2.u/tdu �K

Z 1
t

p.u/e��.u/y�
1
2
�2�2.u/tdu > 0: (53)

Therefore, we can perform the y-integration in (51) to obtain the value

C0 D P0T

Z 1
T

p.u/N

�
y� � ��.u/tp

t

�
du

�P0tK
Z 1
t

p.u/N

�
y� � ��.u/tp

t

�
du (54)

when �.u/ is decreasing. If �.u/ is increasing, we have

C0 D P0T

Z 1
T

p.u/N

 
��.u/t � y�p

t

!
du

�P0tK
Z 1
t

p.u/N

 
��.u/t � y�p

t

!
du: (55)

The critical values y�� .t; T;K; �/ and y��.t; T;K; �/ can be determined numerically
to value the prices of call options. An example of the call price as a function of
its strike and maturity, when �.u/ is decreasing, is shown in Fig. 2. If the function
�.u/ is not monotonic, then there is in general more than one critical value of y for
which the argument of the max function in (51) is positive. Therefore, in this case
there will be more terms in the option-valuation formula.

The case represented by a simple discount bond is merely an example and as
such cannot be taken as a completely realistic model. Nevertheless, it is inter-
esting that modelling the information available about the default time leads to a
dynamical model for the bond price, in which the Brownian fluctuations driving the
price process arise in a natural way as the innovations associated with the flow of
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Fig. 2 Price of a call option on a defaultable discount bond. The bond maturity is five years. The
information-adjusting function is set to be �.t/D e�0:05t , and the initial term structure is assumed
to be flat so that P0t D e�0:02t . The information flow rate is set to be � D 0:25

information to the market concerning the default time. Thus no “background filtra-
tion” is required for the analysis of default in models here proposed. The information
flow-rate parameter � is not directly observable, but rather can be backed out from
option-price data on an “implied” basis. The extension of the present investigation,
which can be regarded as a synthesis of the “density” approach to interest-rate mod-
eling proposed in Brody and Hughston [5,6] and the information-based asset pricing
framework developed in Brody, Hughston and Macrina [7–9] and Macrina [23], to
multiple asset situations with portfolio credit risk will be pursued elsewhere.
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Continuity of Mutual Entropy in the Limiting
Signal-To-Noise Ratio Regimes

Mark Kelbert and Yuri Suhov

Abstract This article addresses the issue of the proof of the entropy power inequal-
ity (EPI), an important tool in the analysis of Gaussian channels of information
transmission, proposed by Shannon. We analyse continuity properties of the mutual
entropy of the input and output signals in an additive memoryless channel and
discuss assumptions under which the entropy-power inequality holds true.

Keywords Mutual entropy � Gaussian channel � Entropy power inequality

MSC (2010): 62B10, 94A15

1 Introduction

The aim of this paper is to analyse continuity properties of mutual and conditional
entropies, between the input and output of a channel with additive noise. Our atten-
tion is focused mainly on a distinctly nonGaussian situation, for both large and
small signal-to-noise ratio. To our knowledge, this nontrivial aspect has not been
discussed before at the level of generality adopted in this paper. A complex charac-
ter of the continuity properties of various entropies was acknowledged as early as
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in the 1950s; see, e.g., paper [1] where a number of important (and elegant) results
have been proven, about limiting behaviour of various entropies.

An additional motivation was provided by the short note [9] suggesting an ele-
gant method of deriving the so-called entropy-power inequality (EPI). The way of
reasoning in [9] is often referred to as the direct probabilistic method, as opposite
to the so-called analytic method; see [2, 5, 6, 8]. The results of this paper (Lemmas
2.1–2.4 and Lemma 3.1) provide additional insight on the assumptions under which
the direct probabilistic method can be used to establish the EPI in a rigorous manner.
For completeness, we give in Sect. 4 a short derivation of the EPI in which we follow
[9] but clarify a couple of steps thanks to our continuity lemmas. However, without
rigorously proven continuity properties of mutual and conditional entropies in both
signal-to-noise ratio regimes, the derivation of the EPI via the direct probabilistic
method cannot be accomplished.

Another approach to EPI, for discrete random variables (RVs) where it takes a
different form, is discussed in [4], see also references therein. For the history of the
question, see [2]; for reader’s convenience, the statement of the EPI is given at the
end of this section.

To introduce the entropy power inequality, consider two independent RVs X1
and X2 taking values in Rd , with probability density functions (PDFs) fX1

.x/ and
fX2

.x/, respectively, where x 2 Rd . Let h.Xi /, i D 1; 2, stand for the differential
entropies

h.Xi / D �
Z

Rd

fXi
.x/ ln fXi

.x/dx WD �E ln fXi
.Xi /;

and assume that �1 < h.X1/; h.X2/ < C1. The EPI states that

e
2
d
h.X1CX2/ � e

2
d
h.X1/ C e

2
d
h.X2/; (1)

or, equivalently,
h.X1 CX2/ � h.Y1 C Y2/; (2)

where Y1 and Y2 are any independent normal RVs with h.Y1/ D h.X1/ and h.Y2/ D
h.X2/. This inequality was first proposed by Shannon [7]; as was mentioned earlier,
it is used in the analysis of (memoryless) Gaussian channels of signal transmission.
A rigorous proof of (1), (2) remains a subject of a growing amount of literature; see,
e.g., references cited above. In particular, the question under what conditions upon
PDFs fXi

(1), (2) hold true remains largely open.
It is not hard to check that (1) is violated for discrete random variables (a trivial

case is where (1) is wrong is when X1, X2 take one or two values). Nevertheless,
continuity properties of joint entropy remain true (although look slightly different)
when one or both of RVs X1, X2 have atoms in their distributions, i.e., admit values
with positive probabilities. In our opinion, these properties can be useful in a number
of situations.
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When variables X1 or X2 have atoms, the corresponding differential entropies
h.X1/ and h.X2/ are replaced with “general” entropies:

h.Xi / D �P
x

pXi
.x/ ln pXi

.x/ �
Z
fXi

.x/ ln fXi
.x/dx

D �
Z
gXi

.x/ ln gXi
.x/m

�
dx
� WD �E ln gXi

.Xi /:

Here
P
x

represents summation over a finite or countable set D.DD.XI // of points

x 2 Rd . Further, given an RV X , pX .x/ stands for the (positive) probability
assigned: pX .x/ D P .X D x/ > 0, with the total sum �.X/ WD P

x

pX .x/ 	 1.

Next, fX , as before, denotes the PDF for values forming an absolutely continuous
part of the distribution of X (with

R
fX .x/dx D 1 � �.X/, so when �.X/ D 1,

the RV X has a discrete distribution, and h.X/ D �P
x

pX .x/ ln pX .x/). Further,

m(DmX ) is a reference measure (a linear combination of the counting measure on
the discrete part and the Lebesgue measure on the absolutely continuous part of the
distribution of X ) and gX is the respective Radon–Nikodym derivative:

gX .x/ D pX .x/1.x 2 D/C fX .x/; with
Z
gX .x/m.dx/ D 1:

We will refer to gX as a probabiliy mass function (PMF) of RV X (with a slight
abuse of traditional termonology). It is also possible to incorporate an (exotic) case
where a RV Xi has a singular continuous component in its distribution, but we will
not bother about this case in the present work.

It is worth noting that the scheme of proving (1) for a discrete case fails in Lemma
4.1 (see below).

2 Continuity of the Mutual Entropy

Throughout the paper, all random variables are taking values in Rd (i.e., are
d -dimensional real random vectors). If Y is such an RV then the notation h.Y /,
fY .x/, pY .x/, gY .x/ and m.dx/ have the same meaning as in Sect. 1 (it will be
clear from the local context which particular form of the entropy h.Y / we refer to).

Similarly, fX;Y .x; y/ and, more generally, gX;Y .x; y/, x; y 2 Rd , stand for the
joint PDF and joint PMF of two RVs X , Y (relative to a suitable reference measure
m.dx � dy/

�DmX;Y .dx � dy/
�

on Rd � Rd ). Correspondingly, h.X; Y / denotes
the joint entropy of X and Y and I.X W Y / their mutual entropy:

h.X; Y / D �
Z
gX;Y .x; y/ ln gX;Y .x; y/m

�
dx � dy

�
;

I.X W Y / D h.X/C h.Y / � h.X; Y /:
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We will use representations involving conditional entropies:

I.X W Y / D h.X/ � h.X jY / D h.Y / � h.Y jX/;

where
h.X jY / D h.X; Y / � h.Y /; h.Y jX/ D h.X; Y / � h.X/:

In this section, we deal with various entropy-continuity properties related to the
so-called additive channel where a RV X (a signal) is transformed into the sum
X C U , with RV U representing “noise” in the channel. In fact, we will adopt a
slightly more general scheme where X is compared with X

p
� C U , � > 0 being

a parameter (called sometimes the signal-to-noise ratio), and study limits where
� ! C1 or � ! 0C. We will assume that RVs X and U are independent (though
this assumption may be relaxed), and that the “noise” U has a PDF fU .x/ withR
fU .x/dx D 1. However, the signal X may have a general distribution including a

discrete and an absolutely continuous part.
We begin with the analysis of behaviour of the mutual entropy I.X W Xp

�CU /

when � ! C1: this analysis will be used in Sect. 4, in the course of proving (1).
We begin with the case where X has a PDF fX .x/, with

R
fX .x/dx D 1. Here and

below, we use the (standard) notation .b/C D max Œ0; b� and .b/� D min Œ0; b�,
b 2 R.

Lemma 2.1. Let X , U be independent RVs with PDFs fX and fU where
R
fX .x/

dx D R
fU .x/dx D 1. Suppose that (A)

R
fX .x/

ˇ̌
ln fX .x/

ˇ̌
dx < C1 and that

(B) for any " > 0 there exists a domain D" � Rd � Rd such that for all � > �0."/

�
Z

.Rd
�Rd /nD"

dxdy1
�
fX.x/>0

�
fX.x/fU .y/

�
ln
	Z
fX

�
xCy � vp

�

�
fU .v/dv

��
�

<"

(3)
and for .x; y/ 2 D" uniformly in � > �0."/, the following inequality holds true:

�
�

ln

	Z
fX

�
x C y � vp

�

�
fU .v/dv

��
�

	 ‰".x; y/ (4)

where ‰".x; y/ is a function not depending on � , with
R

dx
R

dyfX .x/fU .y/‰"
.x; y/ < 1.

Also assume that (C) PDF fX is piece-wise continuous (that is, fX is continuous
on each of open, pair-wise disjoint domains C1; : : : ;CN � Rd with piece-wise
smooth boundaries @C1; : : : ; @CN , with dimension dim @Cj < d , and fX D 0

on the complement Rd n [1�j�N
�
Cj [ @Cj

�
). Furthermore, let fX be bounded:

sup ŒfX .x/ W x 2 R� D b < C1. Then

h.X/ D lim
�!1


I
�
X W Xp

� C U
�C h

�
U=

p
�
��
: (5)
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Proof of Lemma 2.1. Set: Y WD X
p
� CU . The problem is obviously equivalent to

proving that 
h.X jY / � h�U=p��� ! 0:

Writing h
�
U=

p
�
� D � ln

p
� �R fU .u/ ln fU .u/du, we obtain

h.X jY /� h.U=
p
�/

D �
Z

dx1
�
fX .x/ > 0

�
fX .x/

Z
fU
�
y � xp

�
�

ln
fX .x/fU

�
y � xp

�
�

R
dufX.u/fU

�
y � u

p
�
�dy

C ln
p
� C

Z
fU .u/ lnfU .u/du

D
Z

dx1
�
fX .x/ > 0

�
fX .x/

Z
fU .y/ ln

"p
�
R

dufX .u/fU
�
yC.x�u/

p
�
�

fX .x/

#
dy

D
Z

dx1
�
fX .x/ > 0

�
fX .x/

Z
fU .y/ ln

2
4
R
fX

�
x C y�vp

�

�
fU .v/dv

fX .x/

3
5dy WD I.�/:

(6)

Next, we decompose the last integral:

I.�/ D IC.�/C I�.�/ (7)

where

IC.�/ D
Z

dx1
�
fX.x/ > 0

�
fX.x/

Z
fU .y/

0
@ln

2
4
R
fX

�
x C y�v

p

�

�
fU .v/dv

fX.x/

3
5
1
A

C

dy

(8)

and

I�.�/ D
Z

dx1
�
fX.x/ > 0

�
fX.x/

Z
fU .y/

0
@ln

2
4
R
fX

�
x C y�v

p

�

�
fU .v/dv

fX.x/

3
5
1
A

�

dy:

(9)

The summand IC.�/ is dealt with by using Lebesgue’s dominated convergence
theorem. In fact, as � ! C1, for almost all x; y 2 Rd ,

1
�
fX .x/ > 0

�
0
@ln

2
4
R
fX

�
x C y�vp

�

�
fU .v/dv

fX .x/

3
5
1
A
C

! 0; (10)
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because (a) fX
�
x C y�vp

�

�
! fX .x/ 8 x; y; v 2 Rd by continuity of fX , and (b)R

fX

�
x C y�vp

�

�
fU .v/dv ! fX .x/ 8 x; y since fX is bounded.

Next, we derive from (8) that IC.�/ ! 0. Here we write

	
ln
Z
fX

�
x C y � vp

�

�
fU .v/dv � ln fX .x/

�
C

	 j ln bj C j ln fX .x/j

and again use the Lebesgue’s theorem, in conjunction with the assumption that

Z
fX .x/j ln fX .x/jdx < C1:

The summand I�.�/ requires a different approach. Here we write I�.�/ D
I�.�;D"/ C I�.�;D"/, by restricting integration in dxdy to D" and D" D .Rd �
Rd / n D", respectively. The summand I�.�;D"/ ! 0 by an argument similar to the
above (i.e., with the help of the Lebesgue’s theorem). For I�.�;D"/ we have that
lim sup
�!C1

�I�.�;D"/ 	 ". Since " can be made arbitrarily close to 0, the statement of

Lemma 2.1 follows. �

In Sect. 3, we check conditions of Lemma 2.1 in a number of important cases.

Remark 2.1. An assertion of the type of Lemma 2.1 is crucial for deriving the EPI
in (1) by a direct probabilistic method, and the fact that it was not provided in [9]
made the proof of the EPI given in [9] incomplete (the same is true of some other
papers on this subject).

In the discrete case where signal X takes finitely or countably many values, one
has the following

Lemma 2.2. Let X and U be independent RVs. Assume that X is non-constant,
admits discrete values x1, x2; : : : with probabilities pX .x1/, pX .x2/; : : : ; and has
h.X/ D �P

xi

pX .xi / ln pX .xi / < C1. Next, assume that U has a bounded

PDF fU .x/ with
R
fU .x/dx D 1 and sup ŒfU .x/ W x 2 Rd � D a < C1, and

lim
˛!˙1fU .x C ˛x0/ D 0; 8 x; x0 2 Rd with x0 ¤ 0:

Finally, suppose that
R
fU .x/

ˇ̌
ln fU .x/

ˇ̌
dx < C1. Then

h.X/ D lim
�!1 I.X W Xp

� C U /: (11)
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Proof of Lemma 2.2. Setting as before, Y D X
p
� C U , we again reduce our task

to proving that h.X jY / ! 0.
Now write

h.X jY / D �
X
i�1

pX .xi /

Z
fU .y � xip�/ ln

pX .xi /fU .y � xi
p
�/P

j�1
pX .xj /fU .y � xjp

�/
dy

D
X
i�1

pX .xi /

Z
fU .y/ ln

"
1C

X
j Wj¤i

pX .xj /pX .xi /
�1

� fU
�
y � .xj � xi /p�

�
fU .y/

�1
#

dy: (12)

The expression under the logarithm clearly converges to 1 as � ! C1, 8 i � 1

and y 2 Rd . Thus, 8 i � 1 and y 2 Rd , the whole integrand

fU .y/ ln

2
41C

X
j Wj¤i

pX .xj /pX .xi /
�1fU

�
y � .xj � xi /p�

�
fU .y/

�1
3
5 ! 0:

To guarantee the convergence of the integral we set qi D P
j Wj¤i

pX .xj/pX .xi /
�1 D

pX .xi /
�1 � 1 and  .y/D ln fU .y/ and use the bound

ln

2
41C

X
j Wj¤i

pX .xj /pX .xi /
�1fU .y � .xj � xi /

p
�/fU .y/

�1
3
5

	 ln
�
1C aqi e� .y/

�
	 1

�
aqi e� .y/ > 1

�
ln
�
2aqie� .y/

�C 1
�
aqi e� .y/ 	 1

�
ln 2

	 2 ln 2C ln aC ln .qi C 1/C j .y/j:

We then again apply Lebesgue’s dominated convergence theorem and deduce that
lim

�!C1h.X jY / D 0. �

In the general case, the arguments developed lead to the following continuity
property:

Lemma 2.3. Let RVs X and U be independent. Assume a general case where X
may have discrete and absolutely continuous parts on its distribution while U has
a PDF fU with

R
fU .x/dx D 1. Suppose the PDF fX , with

R
fX .x/dx WD 1 �

�.X/ 	 1, is continuous, bounded and satisfies assumption (B) from Lemma 2.1.
Next, suppose that the PDF fU is bounded and

lim
˛!˙1fU .x C x0˛/ D 0; 8 x; x0 2 Rd ; with x0 ¤ 0:
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Finally, assume that
R
gX .u/

ˇ̌
ln gX .u/

ˇ̌
mX .du/C R

fU .u/
ˇ̌
ln fU .u/

ˇ̌
du < C1.

Then
h.X/ D lim

�!1
h
I.X W Xp

� C U /C Œ1 � �.X/�h
�
U
ıp

�
� i
:

The proof of the EPI (1) in Sect. 4 requires an analysis of the behaviour of I.X W
X

p
� C N/ also when � ! 0. Here we are able to cover a general case for RV X

in a single assertion:

Lemma 2.4. Let X , U be independent RVs. Assume that U has a bounded and
continuous PDF fU 2 C 0.Rd /, with

R
fU .x/dx D 1 and sup ŒfU .x/; x 2 Rd � D

a < C1 whereas the distribution of X may have discrete and continuous parts.
Next, assume, as in Lemma 2.3, that

Z
gX .u/

ˇ̌
ln gX .u/

ˇ̌
mX .du/C

Z
fU .u/

ˇ̌
ln fU .u/

ˇ̌
du < C1:

Then
lim
�!0 I

�
X W Xp

� C U
� D 0: (13)

Proof of Lemma 2.4. Setting again Y D X
p
� C U , we now reduce the task to

proving that h.X jY / ! h.X/. Here we write

h.X jY / D �
Z
gX.x/

Z
fU
�
y � x

p
�
�

ln
gX.x/fU

�
y � x

p
�
�

R
gX.u/fU

�
y � u

p
�
�
mX.du/

dymX.dx/

D
Z
gX.x/

Z
fU .y/ ln

"R
gX.u/fU

�
y C .x � u/

p
�
�
mX.du/

gX.x/fU .y/

#
dymX.dx/:

(14)

Due to continuity of fU , the ratio under the logarithm converges to .gX .x//�1
as � ! 0, 8 x; y 2 Rd . Hence, the integral in (14) converges to h.X/ as � ! 0.
Again, the proof is completed with the help of the Lebesgue-dominated convergence
theorem. �

Remark 2.2. Lemma 2.4 is another example of a missing step in earlier direct
probabilistic proofs of the EPI.

3 Uniform Integrability

As was said before, in this section we discuss several cases where assumptions of
Lemma 2.1 can be checked. We begin with the case where PDF fX is lower-bounded
by a multiple of the normal PDF. Let �˙ (or, briefly, �) stand for the standard
d -variate normal PDF with mean vector 0 and a d �d covariance matrix˙ , and we
assume that ˙ is strictly positive definite:
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�˙ .x/ D 1

.2�/d=2det ˙1=2
exp

	
�1
2

˝
x;˙�1x

˛�
; x 2 Rd : (15)

Here and below,
˝ � ; � ˛ stands for the Euclidean scalar product in Rd .

Proposition 3.1. Assume that fX .x/ � ˛�˙ .x/, x 2 Rd , where ˛ 2 .0; 1�, and

Z
fX .x/j ln fX .x/jdx;

Z
fX .x/

˝
x;˙�1x

˛
dx;

Z
fU .y/

˝
y;˙�1y

˛
dy < C1:

(16)
Then assumptions (A) and (B) of Lemma 2.1 hold, and the bound in (4) is satisfied,
with �0."/ D 1, D" � Rd � Rd and

‰.x; y/ D
� ˝
x;˙�1x

˛C ˝
y;˙�1y

˛ �C
ˇ̌
ˇ̌ln

Z
exp

�2 ˝v;˙�1v˛�fU .v/dv
ˇ̌
ˇ̌C �

(17)

where � D
ˇ̌
ˇln ˛

.2	/d=2det ˙1=2

ˇ̌
ˇ.

Proof of Proposition 3.1. Write:

Z
fX

�
x C y � vp

�

�
fU .v/dv � ˛

Z
�˙

�
x C y � vp

�

�
fU .v/dv

� ˛

.2�/d=2det ˙1=2

Z
exp

	
�1
2

�
x C y � vp

�
;˙�1

�
x C y � vp

�

���
fU .v/dv

� ˛

.2�/d=2det ˙1=2
exp

� ˝x;˙�1x˛� exp

	
� 1
�

˝
y;˙�1y

˛�

�
Z

exp

	
� 2
�

˝
v;˙�1v

˛�
fU .v/dv:

Hence, we obtain that 8 x; y 2 Rd ,

�
	

ln
Z
fX

�
x C y � vp

�

�
fU .v/dv � ln fX .x/

�
�

	 ˝
x;˙�1x

˛C 1

�

˝
y;˙�1y

˛C
ˇ̌
ˇ̌ln

Z
exp

	
� 2
�

˝
v;˙�1v

˛�
fU .v/dv

ˇ̌
ˇ̌

C ˇ̌
ln fX .x/

ˇ̌C
ˇ̌
ˇ̌ln ˛

.2�/d=2det ˙1=2

ˇ̌
ˇ̌ ;

with the RHS of this bound decreasing with � . For � D 1, it gives the bound
of (3). �

It is not difficult to extend the argument from the proof of Proposition 3.1 to the
case where a more general lower bounds holds:
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fX .x/ � exp
� � P.x/

�
; x 2 Rd

where P.x/ is a polynomial in x 2 Rd bounded from below. Of course, exis-
tence of finite polynomial moments should be assumed, for both PDFs fX and fU .
Moreover, the lower bounds for fX can be replaced by lower bounds for fU .y/; in
particular, this covers the case where fU .y/ � ˛�.y/, y 2 Rd , ˛ 2 .0; 1�, and (16)
holds true.

An “opposite” case of substantial interest is where both PDFs fX and fU have
compact supports. In this paper, we do not address this case in full generality, leaving
this for future work. However, we will discuss a couple of examples to show what
mechanisms are behind convergence. For A;B 2 Rd denote

ŒŒA; B�� D �
1�j�d

ŒAj ; Bj �

(tacitly assuming that Ai < Bi 8i ).
Proposition 3.2. Let PDF fX admit finitely many values. Further, assume that PDF
fU has a compact support ŒŒA; B��, and satisfies the lower bound

fU .y/ � ˛Q
1�i�d

.Bi � Ai /
1.Ai < y < Bi ; i D 1; : : : ; d /

where 0<˛<1 andA D .A1; : : : ; Ad /; B D .B1; : : : ; Bd / 2 Rd obey �1<Ai <

Bi < C 1. Then assumption (B) of Lemma 2.1 holds with function ‰".x; y/ � 0

and domains D" D �
1�j�d

D.i/" where the sets D.i/" are defined in (21). Moreover,

�0."/ D C"�2=d .

Proof of Proposition 3.2. Consider first a simplified scalar case where fX .x/ D
1
b�a1.a < x < b/, �1 < a < b < 1, while fU has support ŒA; B� and satisfies
the bound fU .y/ � ˛

B�A1.A < y < B/, with 0 < ˛ < 1 and �1 < A < B <

C1. Take � > 4.B � A/2
ı
.b � a/2. Then write

I WD �R dx1
�
fX .x/ > 0

�
fX .x/

R
dyfU .y/

�
�

ln
hR
fX

�
x C y�vp

�

�
fU .v/dv

.
fX .x/

i�
�

D � 1
.b�a/

bR
a

dx
BR
A

dyfU .y/

 
ln

"
B^.yC.x�a/p�/R
A_.yC.x�b/p�/

fU .v/dv

#!

�
WD I.0/C I.1/:

(18)

The decomposition I D I.0/C I.1/ in the RHS of (18) extracts an “interior” term
I.0/, which vanishes, and a “boundary” term I.1/ which has to be estimated. More
precisely, I.0/ D I�.0/C I0.0/C IC.0/ where
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I�.0/ D � 1

.b � a/

aC.B�A/=p�Z

a

dx

BZ

B�.x�a/p�
dyfU .y/

0
@ln

2
4

BZ

A

dvfU .v/

3
5
1
A
�

D 0;

(19)

I0.0/ D � 1

.b � a/

b�.B�A/=p�Z

aC.B�A/=p�
dx

BZ

A

dyfU .y/

0
@ln

2
4

BZ

A

dvfU .v/

3
5
1
A
�

D 0;

(20a)
and

IC.0/ D � 1

.b � a/

bZ

b�.B�A/=
p

�

dx

AC.b�x/
p

�Z

A

dyfU .y/

0
@ln

2
4

BZ

A

dvfU .v/

3
5
1
A

�

D 0:

(20b)
Correspondingly, set D" in the case under consideration is the union of three sets

D" D D";� [ D";0 [ D";C where

D";� D
n
.x; y/ W a < x < aC .B � A/

p
"; B � .x � a/=p" < y < B

o
;

D";0 D
�
a C .B � A/

p
"; b � .B � A/

p
"
�

� �A;B�

and

D";C D
n
.x; y/ W b � .B � A/

p
" < x < b; A < y < AC .b � x/=p"

o
: (21)

Observe that so far we have not used the upper bound for PDF fU . See Fig. 1.

Fig. 1 Domain of integration
for rectangular PDF fU

ba

y

A

B

x

ε

Dε,_

Dε,0

(B _ A)
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Further, I.1/ D I�.1/C IC.1/ where

I�.1/ D � 1

b�a

aC.B�A/=
p

�Z

a

dx

B�.x�a/
p

�Z

A

dyfU .y/

0
B@ln

2
64
yC.x�a/

p

�Z

A

dvfU .v/

3
75
1
CA

�

(22)

and

IC.1/ D � 1

b�a

bZ

b�.B�A/=
p

�

dx

BZ

AC.b�x/
p

�

dyfU .y/

0
B@ln

2
64

BZ

yC.x�b/
p

�

dvfU .v/

3
75
1
CA

�

:

(23)

We have to upper-bound integrals I�.1/ and IC.1/. For definiteness, we focus
on I�.1/; the changes for IC.1/ are automatic. We have that

I�.1/ 	 �
aC.B�A/=

p

�Z

a

dx

b � a

B�.x�a/
p

�Z

A

dyfU .y/ ln
h ˛

B � A

�
y C .x � a/p� � A

�i

D �
.B�A/=

p

�Z

0

dx

b � a

B�A�x
p

�Z

0

dyfU .y C A/ ln
h ˛

B �A
�
y C x

p
�
�i

D �B � A

b � a

1=
p

�Z

0

dx

1�x
p

�Z

0

dyfU .y.B � A/CA/ ln

˛
�
y C x

p
�
��

D �B � A

b � a
1p
�

1Z

0

dx

1�xZ

0

dyfU .y.B �A/C A/ ln

˛
�
y C x

��
: (24)

It remains to check that the integral in the RHS of (24) is finite.
But the integrand in the RHS of (24) has singularity at x D y D 0 only, which is

integrable. A similar calculation applies to IC.1/. This yields that, in the simplified
case under consideration, the integral I in (18) obeys I 	C=p� . In the multidi-
mensional situation, if we assume that X �U.ŒŒA;B��/, then a similar argument
gives that I 	C��d=2. The extension of this argument to the general scalar case
where fX takes a finite number of values is straightforward. In the multidimen-
sional case, when X�U�U.Œ0; 1�d /, a similar argument gives that I D C��d=2,
finally a similar bounds holds when X takes a finite number of values. �
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Proposition 3.3. Let both fX and fU have a pyramidal form

fX .x/ D
dY
iD1
.1 � jxi j/C; fU .y/ D

dY
iD1

1

ai

�
1 � 1

ai
jyi � bi j

�
C
; x; y 2 Rd ;

(25)
where a1; : : : ; ad > 0 and �1 < bi < 1, i D 1; : : : ; d . Then assumption (B) of
Lemma 2.1 holds, with

D" D
�
ŒŒ�1C ";�"�� [ ŒŒ�1C ";�"��

�
� ŒŒb � a; b C a��; (26)

where a D .a1; : : : ; ad /, .b1; : : : ; bd / and " D ."; : : : ; "/ 2 Rd and " 2 .0; 1=2/.
Further, �0."/ D 1=.4"2/ and function ‰".x; y/ is given by

‰".x; y; �/ D
dY
iD1

ˇ̌
ˇ̌
ˇln

h
1 � 2"

ai C bi C yi
�
sgn xi

�
1 � jxi j

iˇ̌ˇ̌
ˇ : (27)

Proof of Proposition 3.3. First, consider a scalar case (where both PDFs have a
triangular form) and assume, w.l.o.g., that b D 0. It is convenient to denote the
rectangle .�1; 1/ � .�a; a/ in the .x; y/-plane by R. For .x; y/ 2 R, set:

J.D J.x; y//D
Z

dvfU .v/fX

�
x C y � vp

�

�
Dp

�

Z
dufX.u/fU

�
.x�u/

p
�Cy�:

(28)
Then, for

p
� > a, on the parallelogram

PC
� D PC.�/

� D ˚
.x; y/ 2 R W a � x

p
� < y <

p
�.1 � x/ � a�;

we have that

J D
p
�

a

2
4
xC yCa

p

�R
xC y

p

�

.1 � u/
�
1 � 1

a
.
p
�.x � u/C y/

�
du

C
xC y

p

�R
xC y�a

p

�

.1 � u/
�
1
a
.
p
�.x � u/C y/� 1

�
du

3
5 :

By the direct computation

J D 1 � x � 1p
�
.aC y/:
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So, for
p
� > a, in parallelogram PC, we have

J.x; y/ D 1 � x � 1p
�
.y C a/ and ln

J.x; y/

fX .x/
D ln

h
1 � y C ap

�.1 � x/

i
: (29)

Geometrically, parallelogram PC corresponds to the case where the support of the
scaled PDF

x 7! p
�fU

�
.x � u/

p
� C y/ (30)

lies entirely in .0; 1/, the right-hand half of the support for fX . Cf. Fig. 2 below.
Similarly, on the symmetric parallelogram

P�
� D P�

� D ˚
.x; y/ 2 R W �.1C x/

p
� C a < y < �p

�x � a�;
we have

J.x; y/ D 1 � x � 1p
�
.a � y/ and ln

J.x; y/

fX .x/
D ln

h
1 � a � yp

�.1C x/

i
: (31)

This parallelogram corresponds with case where the support of the PDF in (30)
lies in .�1; 0/. On the union P D PC [ P�,

H.x; y; �/ WD ln
J.x; y/

fX .x/
D ln

h
1 � aC y

�
sgn x

�
p
�.1 � jxj/

i
: (32)

If we set H.x; yI �/ D 0 on R n P ; then function H.x; y; �/ converges to 0
pointwise on the whole of R. Given " 2 .0; 1=2/, take � > 1=.4"2/. On the set D",
we have that

jH.x; y; �/j 	 jH.x; y; 1=.4"2//j WD ‰".x; y/:

The complement RnP is partitioned in six domains (a right triangle with a ver-
tex at point .�1;�a/ plus an adjacent trapezoid on the left, a right triangle with

Fig. 2 Domain of integration
for pyramidal PDF fU
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a vertex at point .1; a/ plus an adjacent trapezoid on the right, and two adjacent
parallelograms in the middle). These domains correspond to various positions of
the “centre” and the endpoints of support of PDF x 7! p

�fU
�
.x � u/

p
� C y/

relative to .�1; 1/ (excluding the cases covered by set P). On each of these
domains, function J.x; y/ is a polynomial, of degree 	 3. Viz., on the RHS triangle
f.x; y/ 2 R W p

�.1 � x/ < yg,

J.x; y/ D
p
�

a

Z 1

xC y�a
p

�

.1 � u/
�1
a
.
p
�.x � u/C y/ � 1

�
du:

Next, in the RHS trapezoid f.x; y/ 2 R W p
�.1 � x/ � a < y <

p
�.1 � x/g

J.x; y/ D
p
�

a

	 Z 1

xC y
p

�

.1 � u/
�
1 � 1

a
.
p
�.x � u/C y/

�
du

C
Z xC y

p

�

xC y�a
p

�

.1 � u/
�1
a
.
p
�.x � u/C y/ � 1

�
du

�
:

Finally, on the RHS parallelogram f.x; y/ 2 R W �xp
� < y < a � x

p
�g,

J.x; y/ D
p
�

a

h Z 0

xC y�a
p

�

.�1C u/
�
1 � 1

a
.
p
�.x � u/C y/

�
du

C
Z xC y

p

�

0

.1 � u/
�
1 � 1

a
.
p
�.x � u/C y/

�
du

C
Z .xC yCa

p

�
^1/

xC y
p

�

.1 � u/
�1
a
.
p
�.x � u/C y/� 1

�
du
i
:

Similar formulas take place for LHS counterparts. The integrals

Z Z
fX .x/fU .y/

ˇ̌
ln

J.x; y/

ı
fX .x/�

ˇ̌
dxdy (33)

over each of these domains are assessed by inspection and decay as O.1=
p
�/.

In addition, to cover the complement RnD", we have to consider the set
PnD" and integrate the function J.x; y/ from (30) and (33). This again is done
by inspection; the corresponding integral is assessed as O."/. Hence, the inte-
gral (19) over the entire complement RnD" is 	 C", for an appropriately chosen
constant C > 0.

The above argument can be easily extended to the d -dimensional case since we
will be dealing with products of integrals. �
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4 The Entropy-Power Inequality

In this section, we show how to deduce the EPI (1) from the lemmas estab-
lished in Sect. 2. We begin with a convenient representation of the mutual entropy
I.X W Xp

� C U / in the case where U is a d -variate normal RV, with a short (and
elementary) proof. We do not consider this proof as new: it follows the same line as
[3] but is more elementary.

Lemma 4.1. Let X and N be two independent RV, where N � N.0;˙/ while X
has a PDF fX . Suppose that

R
fX .x/jjxjj2dx < C1. Given � > 0, write the

mutual entropy between X and X
p
� CN :

I.X W Xp
� CN/ D �R fX .x/�.u � x

p
�/ ln


fX .x/�.u � x

p
�/
�
dudx

CR fX .x/ ln fX .x/dx
CR fXp�CN .u/ ln fXp�CN .u/du

where

fX
p
�CN .u/ D

Z
fX .x/�.u � xp

�/dx: (34)

Then
d

d�

h
I.X W Xp

� CN/C h
�
N=

p
�
�i D 1

2
M.X I �/ � 1

2�
(35)

where
M.X I �/ D E

h��X � E.X jXp
� CN/

��2i

and the norm
��x��2 D ˝

x;˙�1x
˛
, x 2 Rd .

Proof of Lemma 4.1. Differentiate expression for I.X W Xp
� C N/ given in (34),

and observe that the derivative of the joint entropy h.X;X
p
� C N/ vanishes, as

h.X;X
p
� CN/ does not change with � > 0:

h.X;X
p
� CN/

D �R fX .x/�.u � x
p
�/


ln fX .x/C ln �.u � xp
�/
�
dxdu

D h.X/C h.N /:

The derivative of the marginal entropy h.X
p
� CN/ requires some calculations:

d

d�
h.X

p
� CN/ D � d

d�

Z
fX

p

�CN .u/ ln fXp

�CN .u/du

D
Z

1

2
p
�

Z
fX.y/�.u � p

�y/
˝
.u � p

�y/;˙�1y
˛
dy
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� ln
Z
fX.z/�.u � p

�z/dzdu C
Z

1

2
p
�

Z
fX .y/�.u � p

�y/dy

�
R
fX.w/�.u � p

�w/
˝
.u � p

�w/;˙�1w
˛
dwR

fX.z/�.u � p
�z/dz

du: (36)

The second summand vanishes, as (i) the integrals

Z
fX .y/�.u � p

�y/dy and
Z
fX .z/�.u � p

�z/dz

cancel each other and (ii) the remaining integration can be taken first in du,
which yields 0 for 8 w. The first integral we integrate by parts. This leads to the
representation

d

d�
I.X W Xp

� CN/ D 1

2
p
�

Z Z
fX .y/�.u � p

�y/

�
R
fX .x/�.u � p

�x/
˝
.u � p

�x/;˙�1y
˛
dxR

fX .z/�.u � p
�z/dz

dydu

D 1

2
p
�

Z Z
dydufX.y/�.u � p

�y/

�
R
fX .x/�.u � p

�x/
h ˝
.u � p

�y;˙�1y
˛C p

�
˝
.y � x/;˙�1y

˛ i
dR

fX .z/�.u � p
�z/dz

: (37)

The integral arising from the summand
˝
.u � p

�y;˙�1y
˛

vanishes, because the
mean vector in PDF � is zero. The remaining contributions, from

˝
y;˙�1y

˛ �˝
x;˙�1y

˛
, is equal to

1

2
E
h ��X � E.X jXp

� CN/
��2 i:

On the other hand, the first term in RHS of (36) equals

R ���x �
R
fX .y/�.u�p�y/˙ydyR
fX .z/�.u�p�z/dz

���2 fX .x/�.u � p
�x/dxdu

D E
h
kX � E.X jXp

� CN/k2
i

� M.X I �/:

�

We are now going to derive the EPI (1) following the line of argument pro-
posed in [9] and based on Lemma 4.1. First, suppose that X is an RV with a PDF
fX where

R
fX .x/dx D 1. Then we assume that fX .x/ satisfies the assumptions
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stated in Lemma 2.1 and Lemma 2.4 and use these lemmas with U DN � N.0;˙/.
Consequently, 8 " > 0,

h.X/ D lim
�!C1

h
I
�
X W Xp

� CN
�C h

�
N
ıp

�
�i

D
C1R
"

d
d�


I
�
X W Xp

� CN
�C h

�
N=

p
�
��

d� C I
�
X W Xp

"C N
�C h

�
N
ıp

"
�

D 1
2

RC1
"

h
M.X I �/ � 1

� 1.� > 1/
i
d� C h.N/C I

�
X W Xp

"CN
�
:

(38)

Here we use the identity
1R
"

.1=�/d� D � ln ": By Lemma 2.4 the last term in (38)

tends to 0 as " ! 0. Hence, for an RV X with PDF fX 2 C 0 we obtain

h.X/ D h.N /C 1

2

Z 1
0

h
M.X I �/� 1.� > 1/

1

�

i
d�: (39)

Remark 4.1. A straightforward calculation shows that (39) can be written in an
equivalent form

h.X/ D 1

2
ln
�
2�e�2X

� � 1

2

Z 1
0

	
�2X

1C ��2X
�M.X I �/

�
d� (40)

used in (4) from [9]. We thank the referee who pointed at this fact in his comments.

The proof of EPI is based on (39) and the following result from [5].

Lemma 4.2. ([5], Theorem 6) Let X be a given class of probability distributions
on Rd , closed under convex linear combinations and convolutions. The inequality

h.X1 cos � CX2 sin �/ � h.X1/ cos2 � C h.X2/ sin2 �; (41)

for any � 2 Œ0; 2�� and any pair of independent RVsX1, X2 with distributions from
X , holds true if and only if the entropy power inequality is valid for any pair of RVs
X1, X2 with distributions from X .

Theorem 4.1. Let U be d�variate normal N.0; I/. Assume that RV’s X1, X2 take
values in Rd and have continuous and bounded PDFs fX1

.x/, fX2
.x/, x 2 Rd

satisfying condition (A)–(B) of Lemma 2.1. Assume that the differential entropies
h.X1/ and h.X2/ satisfy �1 < h.X1/; h.X2/ < C1. Then the EPI (see (1)–(2))
holds true.

Proof of Theorem 4.1. The proof follows Ref. [9] and is provided here only for com-
pleteness of presentation. The result of Theorem 4.1 may also be established for
piece-wise continuous PDFs fX1

.x/ and fX2
.x/ as well (cf. Lemma 3.2). Accord-

ing to Lemma 4.2, it suffices to check bound (41) 8 � 2 .0; 2�/ and 8 pair of
RVs X1, X2 with continuous and bounded PDFs fXi

.x/, i D 1; 2. Take any such
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pair and let N be N.0; I/ where I is the d � d unit matrix. Following the argument
developed in [9], we apply formula (39) for the RV X D X1 cos� CX2 sin �:

h.X1 cos�CX2 sin�/ D h.N/C 1

2

Z
1

0

h
M.X1 cos�CX2 sin�I �/�1.� > 1/

1

�

i
d�:

To verify (41), we need to check that

M.X1 cos� CX2 sin �I �/ � cos�2M.X1I �/C sin �2M.X2I �/: (42)

To this end, we take two independent RVs N1; N2 � N.0; I/ and set

Z1 D X1
p
� CN1; Z2 D X2

p
� CN2; and Z D Z1 cos� CZ2 sin �:

Then inequality (41) holds true because

E
h

kX � E.X jZ/k2
i

� E
h

kX � E.X jZ1; Z2/k2
i

D E
h

kX1 � E.X1jZ1/k2
i

cos�2 C E
h

kX2 � E.X2jZ2/k2
i

sin �2: �
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