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I 

ABSTRACT 

 Impulsive noise is a category of acoustic noise which includes unwanted, instantaneous sharp 

sounds. Impulsive noise is a manmade noise and has catastrophic effects in high data rate 

applications and communication systems. All the non-Gaussian noises come under the category of 

impulsive noise. Impulsive noise produces burst errors, as a result information is significantly 

corrupted and band width is wasted. In this thesis we have proposed efficient algorithms for 

reduction of impulsive noise in OFDM and ANC realm. All the proposed algorithms are based on 

adaptive filtering philosophy. 

In the first part of this research, State Space Recursive Least Square (SSRLS) algorithm based 

enhanced impulsive noise canceler is proposed. The suggested algorithm was tested on sinusoidal 

and Electrocardiogram signal and was successful in significantly reducing the impulsive noise. 

The same impulsive noise canceller again outperformed the existing techniques when it was 

implemented in OFDM system. 

Second part of the thesis presents a new hybrid dual facetted technique for impulsive noise 

suppression in OFDM systems employing error correction code (Reed Solomon) and adaptive 

filters. Adaptive filtering achieves more accurate estimate of the original OFDM signal after 

impulsive noise cancellation. The results in terms of steady state mean square error (MSE) 

reduction, bit error rate (BER) improvement and signal to noise ratio (SNR) enhancement confirm 

the effectiveness of the proposed hybrid approach when compared with the recently reported 

techniques.   
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Moreover, a Filtered-x SSRLS (FxSSRLS), an SSRLS based practical adaptive solution for Active 

Noise Control (ANC) is suggested in this dissertation. The proposed FxSSRLS algorithm is more 

robust in eliminating high-peaked impulses than the recently reported algorithms for ANC 

applications. Moreover, the suggested solution exhibits better stability and faster convergence, 

without jeopardizing the performance of the proposed solution in terms of residual noise 

suppression in the presence of impulses.  

Last but not the least, another efficient Filtered x Bhagyashri (FxBhagyashri) algorithm for 

impulsive noise mitigation in ANC is also proposed. FxBhagyashri algorithm becomes unstable in 

presence of impulsive noise, so two modifications in the FxBhagyashri algorithm i.e; Clipped 

FxBhagyashri (CFxBhagyashri) and Modified Filtered x Bhagyashri (MFxBhagyashri) algorithms 

are also presented in this research manuscript. Both modifications gave better results in impulsive 

noise reduction as compared to standard FxBhagyashri algorithm. It was also found that the 

proposed MFxBhagyashri algorithm can approach FxRLS algorithm in term of low steady state 

error with almost same computational complexity of FxLMS family algorithms. In the end of 

dissertation, the closed form expression for steady state analysis of Normalized Bhagyashri 

algorithm is presented on same lines as of Bhagyashri algorithm which serve as a motivation for 

the researchers who intend to work in this area.  
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Chapter 1 

Introduction 

Impulsive noise normally exists in the form of pulses of short duration with very high amplitude. 

There are many sources of impulsive noise such as adverse channel environments, automatic start 

of generators, vacuum pumps, thundering etc [1-2]. Actually, a broad class of non-Gaussian noise 

lies under the category of impulsive noise.  

  

Figure 1.1: Different Sources of Impulsive Noise 

Due to impulsive noise large amount of bandwidth is wasted in the communication channels. 

Moreover, it is one of the major reason of transmission impairments in wired communication 

systems and hearing loss in acoustic domain. So, there is a strong need to develop efficient 

algorithms for impulsive noise mitigation for both communication [3] and acoustic impulsive noise 

suppression [4].   
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1.1 Impulsive Noise Sources: 

Impulsive noise is a category of acoustic noise which includes unwanted, instantaneous sharp 

sounds. Impulsive noise sources can be divided into two categories [6], [8]. 

1.1.1 Manmade Sources 

All the manmade noises come under the category of impulsive noise. Different electrical and 

electronic devices and systems generate abrupt noise with high amplitude and short duration can 

be categorized as impulsive noise. For simplicity, manmade sources can be distinguished in  

a) Indoor Sources include many household appliances producing frequent impulsive noise 

like dish washer, grinder, food mixer, washing machines, vacuum cleaners, hair dryers, 

drill machine and light switches etc. [5] 

 

b) Outdoor sources: Combustion engine, car ignition, IV pump sounds in hospitals, stamping 

and punching machines, welding, high power grid lines etc are all sources of impulsive 

noise. [6] 

 

1.1.2 Natural Phenomena: 

Noise generated during natural phenomena like lightening, thundering, heavy rainfall, solar 

statistics etc can also be categorized as impulsive. This type of interference is also referred as 

atmospheric noise. 
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1.2 Types of Impulsive Noise 

Impulsive noise can be broadly divided into the following types. 

a) Aperiodic Impulsive Noise (Asynchronous): Constitutes the impulses occurring at 

random times with short duration and high power. (i.e. impulsive noise can have a PSD 50 

dB higher than the background noises [9]) 

b) Periodic Impulsive Noise (Synchronous): are impulses with long interval occurring 

repeatedly after specific time intervals.  

It is one of the biggest challenges for efficient communication- bandwidth applications and 

acoustic impulsive noise mitigation. The performance of communication systems is significantly 

degraded [9] - [11] as it can alter the complete data symbol by creating burst errors. Due to this 

fact, researchers are taking keen interest in developing methodologies for mitigating impulsive 

noise. The impulsive noise occurring in nature is characterized by its three random variables i.e. 

impulse width, amplitude and inter arrival time between impulses. The energy of single impulse 

is identified by impulse width and amplitude. Whereas, the impulse energy with frequency of 

impulses (the reciprocal of inter arrival time) calculates the power of impulsive noise. 

1.3 Impulsive Noise Models: 

 Different statistical models are reported in literature for modelling impulsive noise. We will 

briefly review the three most widely used models of impulsive noise for better understanding of 

impulsive noise characteristics. These are:- 

 Middleton Class A 

  Bernoulli-Gaussian 
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  Symmetric Alpha-Stable distribution 

1.3.1 Middleton Class A Noise 

Middleton [13] developed statistical noise models which was best suited for both man-made and 

natural phenomena [14]–[16]. In [13], he presented three categories of noise models and their 

applications are summarized below in Table 1.1. 

Table 1.1: Summary of Middleton Noise Types 

 Class A Class B Class C 

Bandwidth  Narrow Broadband Mix(Narrow & Broadband) 

Application Power line Communication 

OFDM systems  

Atmospheric  

Car ignition 

Cosmic radiations  

Extra-terrestrial solar 

 

Most widely used way of modelling impulsive noise in communication systems is Middleton Class 

A. It adds both background and impulsive noise. The probability density function of Middleton 

Class A model is as follow:-   

𝑓(𝑥) = 𝑒−𝐴  ∑
𝐴𝑝

𝑝!√2𝜋𝜎𝑝
2

∞
𝑝=0  𝑒

− 
𝑥2

2𝜎𝑝
2
                                          (1.1) 

𝜎𝑝
2 =  

𝑚

𝐴
+𝜏

1+𝜏
                                                            (1.2) 

where 𝜎𝑝
2  is the variance and factor A is the impulsive index. The small value of A means more 

impulsive noise, whereas large value of A means more Gaussian (less impulsive) noise. When A 
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is ∞, the overall noise distribution is Gaussian [12]. The ratio among powers of background noise 

𝜎𝑔𝑔
2  and impulsive noise 𝜎𝑖𝑖

2 is given by parameter 𝜏. 

𝜏 =  
𝜎𝑔𝑔

2  

𝜎𝑖𝑖
2                                                                 (1.3) 

The PDF of Middleton Class A noise is weighted sum of Gaussian PDF with zero mean. The mean 

and variance can be calculated as explained in [11]. 

 1.3.2 Bernoulli-Gaussian Model 

The second way of generating impulsive noise is Bernoulli-Gaussian [17]-[21]. In this method, the 

rate of occurrence of impulses is modelled by Bernoulli distribution c(p) and amplitude of impulses 

by Gaussian distribution.  The probability mass function of Bernoulli distribution is given as:-  

𝑷𝒄[𝒄(𝒑)] = {
∝                    𝐜(𝐩) = 𝟏

𝟏−∝              𝐜(𝐩) = 𝟎
                                          (1.4) 

 

The Bernoulli process mean is ∝ and variance is given by ∝ (1−∝) [22]. The impulse amplitude is 

represented by Gaussian distribution of zero mean and 𝜎𝑛
2 variance [22].  

1.3.3 Symmetric alpha stable (SαS) Distribution  

SαS distributions are also used for modelling impulsive noise in literature. The closed form 

expression for stable distribution does not exist. Therefore, impulsive noise is modelled by their 

characteristic equation given as 

𝜑(𝑡) = 𝑒−|𝑡|𝛼
                                                                        (1.5) 
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The parameters used for defining SαS distributions are given in Table 1.2 and its PDF is depicted 

in Fig. 1.2. 

Table 1.2: Symmetric alpha stable distribution parameters 

Parameter Symbol Range 

Characteristic exponent Α 1 < α ≤ 2 

Skewedness of distribution Β −1 ≤ β ≤ 1 

location of the distribution Δ Real number 

scaling parameter Γ γ > 0 

 

The shape of distribution is described by two parameters α and β, while statistics of Gaussian. 

Distribution are signified by γ and δ. The broadband impulsive noise is normally modelled by SαS 

distribution, i.e.  band width of  noise is larger than that of the receiver [12].  
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Figure 1.2:  standard SαS process PDFs with different values of α 

 

1.4 OFDM Model 

Orthogonal Frequency Division Multiplexing is a variant of signal modulation that splits the 

modulated high data rate stream into many slow modulated narrowband closely spaced subcarriers 

and is less sensitive to frequency selective fading. The basic OFDM system is given in Fig.1.3  
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Figure 1.3: Generic Schematic Diagram of OFDM System 

The input data bits are modulated into symbols that are passed through the serial to parallel block 

and converted into parallel format. The IFFT block manages the total number of subcarriers and 

orthogonality among them. The symbols are modulated on different subcarriers and are 

transformed in time domain using IFFT block. Inter Symbol interference is removed by guard 

interval use. The OFDM signal is transmitted over channel which is responsible for adding 

impulsive noise and Gaussian noise to signal. At receiver side, removal of cyclic redundancy is 

carried out, which is followed by FFT block. After that the signal is demodulated and original 

signal is retrieved.  

1.5 Literature Review of Impulsive Noise Mitigation Methods in OFDM systems 

Different mitigation techniques for impulsive noise exist in literature [17] - [25]. The most 

common methods used for suppressing impulsive noise are briefly viewed below: - 
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1.5.1 Time-domain Methods 

The most commonly used nonlinear techniques are clipping, blanking and clipping/blanking. All 

the three techniques depend on the threshold. All the signal samples greater than threshold are 

assumed to be exaggerated by impulsive noise and nonlinearity suppression method are used to 

recover them. The nonlinear techniques used for mitigating impulsive noise determine both 

amplitude and phase of received signal but only modifies amplitude. All the three nonlinear 

techniques do not change the phase of received signal [20].  

a) Clipping  

In this technique, if the amplitude of the received signal is greater than clipping threshold 𝑇𝑐 then 

threshold value is assigned to the receive signal. The mathematical expression for clipping is as 

follow.  

𝑦𝑘 = {
     𝑟𝑘                                            𝑟𝑘 ≤  𝑇𝑐                 𝑘 = 0,1, … … . . 𝑁 − 1           

𝑇𝑐𝑒𝑗𝑎𝑟𝑔(𝑟𝑘)                           𝑟𝑘 > 𝑇𝑐                                                             
(1.6) 

where 𝑟𝑘 is the received signal and 𝑇𝑐  is the Clipping threshold.  

b)  Blanking  

In contrast to clipping method, in blanking the received sample values, above blanking threshold 

values, are assigned zero value. Normally blanking thresholds are greater than clipping threshold 

for same system environment [32].  The mathematical expression for blanking method is given as 

𝑦𝑘 = {
   𝑟𝑘                          𝑟𝑘 ≤  𝑇𝑏                 𝑘 = 0,1, … … . . 𝑁 − 1           

0                          𝑟𝑘 > 𝑇𝑏                                                             
(1.7) 

where 𝑟𝑘 is the received signal and 𝑇𝑏 is the Blanking threshold.  
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c) Clipping/Blanking 

 In this combination of above mentioned techniques, instead of one, two thresholds are introduced. 

The signal samples above blanking threshold will be given zero values. The samples lying between 

clipping and blanking thresholds will be assigned clipping threshold value. The remaining samples 

that fall below clipping threshold will remain unchanged. The mathematical equation is as below  

𝑦𝑘 =   {

   𝑟𝑘                          𝑟𝑘 ≤  𝑇𝑐  

𝑇𝑐𝑒𝑗𝑎𝑟𝑔(𝑟𝑘)          𝑇𝑐 <
0                              𝑟𝑘 > 𝑇𝑏

 𝑟𝑘 ≤  𝑇𝑏       𝑘 = 0,1, … … . . 𝑁 − 1  

                                                                                        

          (1.8) 

where 𝑟𝑘 is the received signal and 𝑇𝑏 is the blanking threshold greater than clipping threshold 𝑇𝑐. 

Clipping/blanking method perform better than the individual clipping and blanking method [33]. 

1.5.2 Frequency-domain Methods 

Frequency domain (FD) mitigation method was proposed by Zhidkov [32], [34-35] in OFDM 

systems. This technique is applicable to compensate impulsive noise in FD after OFDM 

demodulation and channel equalization. In this domain, the noise effect varies as per the mean of 

the signal's power spectrum. It involves the following steps; 

 Estimation of FD representation of impulsive noise along with AWGN. 

 A noise compensator that estimates the number of samples affected by the impulsive noise 

and reconstructs the impulsive noise vector using a peak detector.  

 The estimated impulsive noise is then subtracted from the equalizer output. 

Frequency-domain techniques can work well in reducing the impulsive noise effect, because 

impulsive noise appears random in the frequency domain while the signal is well-structured, 
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whereas the opposite is true in the time domain [35]. The parameters in Fig 1.4 are well defined in 

[35]. 

 

Figure 1.4: Basic block diagram of frequency-domain impulsive noise mitigation technique [32] 

 

1.5.3 Time/Frequency Domain Method 

K. A. Mawali [33] proposed noise mitigation technique based on both time and frequency domain 

in OFDM systems. The time domain mitigation techniques are applied to received OFDM signal 

before demodulation as compared to frequency domain technique, which are applied after OFDM 

demodulator. The combination of both time and frequency domains give better noise reduction 

than individual time and frequency domain methods. The Joint time/frequency technique block 

diagram is as follow: - 
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Figure 1.5: Basic block diagram of Joint Time/frequency-domain impulsive noise mitigation 

technique  

1.5.4 Iterative Methods 

In this method, impulses are assessed and then subtracted from the received signal. Noise 

estimation can be performed in both time as well as frequency domains. In iterative methods better 

impulsive noise estimate can be achieved with increased iterations. Haering and Vinck [36] 

proposed iterative methods for impulsive noise mitigation. Another iterative technique for 

impulsive noise is mentioned in [23], [32]. 

1.5.5 Error Correction Codes:  

Error correction coding is opted as one of the basic part of communication systems for correcting 

errors caused by channel noise. They are also employed to reduce errors created by impulsive 

noise. The well-known class of coding used for combating impulsive noise are convolutional 

coding [37]-[38], Block Codes [39], Turbo coding [40]-[41], Reed Solomon [43-45] and low 
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density parity-check [42]. Apart from these, other coding methods can also be suitable for 

communication systems. 

1.5.6 Interleaving 

Mostly, impulsive noise causes burst errors with duration longer than the length of symbol [10]. 

Normally, the burst errors are not removed by the error correction codes, which are designed for 

individual errors. Therefore, interleavers can be used to address burst error issue. Interleavers 

distribute the burst error by rearranging transmitted data bits and reduce the channel memory effect 

[10]. The decoder can now easily remove the individual errors instead of burst error. 

 1.6 Causes and Effects of Impulsive Noise  

Within communication systems, normally non-Gaussian noises are encountered in nature.  As 

discussed in section 1.1, there are many causes of impulsive noise. In everyday life, the impulsive 

noise is added usually in wireless communications such as radio transmission and mobile 

communication. It may also be added in high data rate communications. The impulsive noise adds 

random impulses to the signal making the signal data to be changed.  Due to the occurrence of a 

random peak at a certain instant of time, the signal value cannot be approximated, as the 

approximation or prediction methods use the previous signal values, which may remain unchanged 

and thus the prediction may not be precise but remain probabilistic only.     

1.6.1 Bandwidth Waste  

The addition of impulsive noise causes transmission impairments in communications. The higher 

peaks caused by the impulsive noise have higher frequency ranges in frequency spectrum. The 

higher frequency to be afforded then costs more bandwidth. The higher frequency ranges are to be 
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bought in order to avoid data loss. If the available bandwidth range is lesser than the one that is 

required after the impulsive noise has been added to the signal, then the signal samples having 

higher peaks may not get transmitted over that bandwidth range. So in this way, many signal 

samples would not be transmitted and the data or information is lost.  

1.6.2 Amplitude Limit  

All the conventional time domain techniques of impulsive noise mitigation discussed in section 

1.5.1 depend on thresholds. Inappropriate value of threshold values can cause signal degradation. 

The careful selection of threshold value is needed for better reduction of impulsive noise. 

Receivers have a limiting property that is, the received signal is limited by the low pass filter and 

in this way the signal values get changed. Also the signal degradation caused by the impulsive 

noise affects BER of the signal. In audio signals, the addition of impulsive noise causes the signal 

amplitude to get changed thus changing the quality of the audio signals. Practically, in vehicle 

radios, the impulsive noise affects the signal badly.  

1.7 Adaptive Filters 

The traditional way to remove the noise from the signal is direct filtering: where noisy signal is 

passed to filter, which suppresses the noise and give noiseless signal at the output.  

The  specialised area that deal with designing such filters is called optimal filtering originated from 

the work of Wiener and was further enhanced by Kalman, Bucy and many others. In direct filtering 

both fixed and Adaptive filter can be used. 

1. Fixed Filters-requires prior information about signal statistics. 
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  2. Adaptive filters – in contrast to fixed filters, adaptive filters don’t require signal statistics. The 

basic principle of adaptive filter consist of two processes 

a) Digital Filtering: performs the desired signal processing i.e.  Output signal is generated with 

respect to input signal. 

b) Adaptive Algorithm: purpose is to adjust the weights of filter with time-varying environment. 

The error signal average square value is used as optimization criterion. 

 

 

 

 

 

 

 

Figure 1.6: Basic Schematic of Adaptive Filter [46] 

 

Where d(n) is the desired response, y(n) is the actual output of digital filter, x(n) is the reference 

input and e(n) is the error signal which is difference of d(n) and y(n). The role of adaptive filter is 

to adjust the digital filter tabs by minimizing the error e(n). Many recursive algorithms exist in 

literature. Therefore, following factors must be considered while choosing recursive algorithms 

1. Rate of convergence. The number of adaptation cycles needed by the algorithm to 

converge close to the optimum Wiener solution in MSE with respect to stationary input. 

Fastest convergence ensures fast adaptation of algorithm with environment. 

Linear Filter 

Adaptive Algorithm 
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2. Misadjustment is deviation of MSE from Wiener soluion. 

3.  Tracking is the ability of adapting algorithm to track variations of signal statistics 

according to non-stationary environment. 

4.  Robustness is the characteristic that enables adaptive filter to deviate minimal in response 

to disturbance. 

5.  Computational requirements are the minimum number of operations within one 

adaptation cycle and memory size needed to store data. 

6.  Structure factor refer to hardware implementation of adaptive algorithm.  

7.  Numerical properties deal with the number of bits used for representing data. 

 The adaptive filter’s ability to track the variations of input statistics in non-stationary 

environment makes them the powerful tool for different engineering applications, i.e. 

communication, radar, seismology and biomedical engineering.   

1.7.1 Adaptive Filter Basic Configurations 

The basic class of adaptive filtering applications are as follow: 

a) System Identification: Fig. 1.7 represents the system identification configuration of 

adaptive filter, where it receives the same input 𝑥(𝑛) as the system. The adaptive filter 

output 𝑦(𝑛) is compared with desired response and output of the system 𝑑(𝑛) generating 

an error. That error 𝑒(𝑛) is used to adjust the weight 𝑤(𝑛) until error is minimized.  
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Figure 1.7: System Identification with adaptive filters [46] 

 

b) Inverse Modelling: The inverse modelling has the aim of discovering and tracking 

the inverse transfer function of the system. This application consists of receiving one input 

𝑥(𝑛) for the system with its output 𝑢(𝑛) connected to the adaptive filter. Then the 

comparison is made between the filter output 𝑦(𝑛) and the desired response 𝑑(𝑛) that 

consists of the delayed version of the input 𝑥(𝑛). The error 𝑒(𝑛), result of that comparison 

is then used to adjust the filter weights.   
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Figure 1.8: Inverse Modelling using adaptive filter [46] 

c) Prediction: Fig 1.9 describes the working of the predictor adaptive filter. For giving the 

best prediction of a random signal, the adaptive predictor filter relies on applying the past 

values of the random signal 𝑥(𝑛), obtained by applying a delay to that signal provided to 

the adaptive filter input and comparing its output 𝑦(𝑛), with the desired response 𝑑(𝑛), 

that is nothing but, the actual random signal 𝑥(𝑛).  

 

Figure 1.9: Adaptive Linear Prediction [46] 

When the filter output is used to adjust the filter weights, the adaptive filter is called a 

predictor filter; when the result of the comparison between 𝑦(𝑛) and 𝑑(𝑛), called 𝑒(𝑛), is 

used to adjust the weights of the filter, it operates as a prediction error filter.     
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d) Noise Cancellation: The interference cancellation problem, which is selected for research 

in this thesis, is depicted in the Fig.1.10. The basic idea is following: a desired response 

𝑑(𝑛), which is primary noisy signal  𝑠(𝑛)  + 𝑛2(𝑛). It is compared with the output of the 

adaptive filter 𝑦(𝑛), that has a reference signal 𝑛1(𝑛) at input, which is the correlated 

version of noise 𝑛2(𝑛). The system output 𝑒(𝑛) is the difference between the filter output 

𝑦(𝑛) and desired response 𝑑(𝑛). In an optimum situation, this 𝑒(𝑛) will be equal to the 

original signal without the interference𝑠(𝑛).  

 

Figure 1.10: Adaptive Noise Canceller [46] 

1.8 Active Noise Control 

The working of active noise control is based on destructive interference of acoustic waves [47-49]. 

Basically, the mitigation of primary noise is performed in the region of error microphone. The 

anti-phase noise is provided by the adaptive controller which uses an adaptive algorithm. 
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Figure 1.11: Basic Principle of ANC System [50]  

 Active noise control (ANC) has been extensively used by researchers over the last two decades, 

due to its superior performance in cancelling low frequency noise as compared to passive methods 

such as enclosures, barriers and silencers [51].  

1.8.1 Types of ANC Systems 

Active noise control systems are either Feed Forward or Feedback control [52]. In order to 

remove broadband noise, knowledge of primary noise source is mandatory to generate the anti-

phase noise signal. The primary noise is cancelled in the region of error microphone and anti -

noise signal is generated by the adaptive algorithm which derives the cancelling loudspeaker. 

In feed forward control the referenced noise input is sensed before passing to the secondary 

path and anti- noise signal is generated by the active noise controller. This method proved to 

be better than feedback ANC [53, 54] in case of reference input isolated from secondary anti- 

noise source. Feed forward ANC is further divided structurally into 

 Broad band feed forward ANC.  

 Narrow band feed forward ANC. 
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Fig.1.12 shows the schematics of feed forward ANC system using adaptive algorithm. The system 

consists of two microphones and a control system. The two microphones are used to obtain 

reference noise 𝑥(𝑛) and residual noise error signal 𝑒(𝑛) while the control system is used to 

generate an anti-noise signal 𝑑(𝑛). The output 𝑦(𝑛) of the adaptive control system drives the 

cancellation loudspeaker.  

 

Figure 1.12: Basic principle of Broadband feed forward ANC system [51] 

  Feed Forward Narrow Band ANC 

The schematics of feed forward narrow band ANC is shown in Fig 1.13. The non-acoustic 

sensor signal is synchronized with noise source and used to run the input signal consisting of 

fundamental frequency along with all harmonics of primary noise. This type of ANC generates 

the anti-noise signal and controls all harmonic noises by adaptively filtering reference signal.  

An error microphone is used to measure the residual acoustic noise and error signal adjust the 

adaptive filter coefficients recursively. 



 

22 

 

Figure 1.13: Basic principle of Narrowband feed forward ANC system [51] 

1.8.2 Overview of Existing Adaptive Algorithm in ANC domains  

In this section, some of the existing solutions for ANC of impulsive noise are briefly presented. 

1.8.2.1 FxLMS and its variants: 

In Figure 1.14, the primary path 𝑃(𝑧) is the acoustic path between both the microphones and 

secondary path 𝑆(𝑧) is the electro-acoustic path between cancellation speaker and error 

microphone. The reference noisy signal is filtered by the estimated secondary path �̂�(𝑧) for the 

filtered–x adaptive algorithm and 𝑊(𝑧) denotes the transfer function of the linear adaptive control 

filter. The residue noise e (n) and the reference signal 𝑥(𝑛) are used together to adjust the 



 

23 

coefficients of adaptive controller through its adaptive algorithm in order to achieve minimum 

error signal e(n). Here the residual error signal and output of the filter is calculated as 

𝑒(𝑛) = 𝑑(𝑛) − 𝑦𝑠(𝑛)                                                    (1.9) 

𝑦(𝑛) = 𝒘𝑇(𝑛)𝒙(𝑛)                                                    (1.10) 

The most commonly used adaptive algorithm for ANC system is FxLMS [51], whose weight 

update equation is given below.  

𝒘(𝑛 + 1) = 𝒘(𝑛) + 𝜇𝑒(𝑛)𝒙′(𝑛)                                            (1.11) 

 

Figure 1.14: Block Diagram of ANC systems for Impulsive Noise 

From  (1.11), it is apparent that FxLMS algorithm based ANC system becomes unstable when the 

algorithm encounters large impulses in input samples of reference or error signal i.e. the weight 

coefficients may burst into a large value and thus making it strictly unsuitable for impulsive noise. 

To improve the robustness of the conventional FxLMS algorithm many variants have been 
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proposed in the past. Among them, the most suitable algorithms for impulsive ANC are 

summarized in this section. 

In [55], NSS-FxLMS algorithm uses the idea of time varying normalized step size to improve the 

robustness and stability of the FxLMS algorithm. The weight update equation is as follows 

𝒘(𝑛 + 1) = 𝒘(𝑛) + 𝜇(𝑛)𝑒(𝑛)𝒙′(𝑛)                                             (1.12) 

𝜇(𝑛) =
�̂�

𝛿+𝐸𝑒(𝑛)+‖𝒙′(𝑛)‖2
2                                                              (1.13) 

Here in (1.13), when an impulse is encountered the adaptation of the algorithm is ceased. Thus, 

making it stable and robust enough for catering impulsive noise. The parameter delta 𝛿 in (1.13) 

is added to avoid zero denominator and it is a positive number. But freezing the adaptation makes 

the convergence of the algorithm slow. The problem of slow convergence of NSS-FxLMS 

algorithm [55] is resolved by merging it with DR adaptive algorithm [56] as presented in [57]. The 

improved stability of the DR-NSSFxLMS algorithm is achieved by using time varying normalized 

step size and better convergence speed is achieved by reprocessing the data. Referring to [57], the 

DR algorithm computes the error signal multiple times by reusing the input data. Therefore it 

requires prior estimate of the desired signal which is calculated as follows 

𝑑1(𝑛) = 𝑒(𝑛) + 𝑦𝑠(𝑛)                                                         (1.14) 

𝑒1(𝑛, 𝑖) = 𝑑1(𝑛 − 𝑖 + 1) − 𝑦1(𝑛 − 𝑖 + 1)                                             (1.15) 

𝑦1(𝑛) =  𝒙′𝑇(𝑛 − 𝑖 + 1)𝒘𝟏(𝑛, 𝑖 − 1)                                               (1.16) 

Where the weight update equation is same as of NSS-FxLMS algorithm. DR-NSSFxLMS 

algorithm gives better convergence and stability among the existing LMS family algorithms but at 

the cost of computational complexity.  
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The rate of convergence of RLS filter is an order of magnitude faster than that of simple LMS 

filter [2]. In [58], FxRLS based ANC for impulsive noise is presented and depicts fast convergence. 

The FxRLS algorithm weight update equation is defined in [51]. 

𝒘(𝒏 + 𝟏) = 𝒘(𝒏) + 𝒌′(𝑛)𝑒(𝑛)                                                                           (1.17) 

𝒌′(𝑛) =
(𝜆−1𝑸′(𝑛−1)𝒙′(𝑛))′

𝒙′𝑻(𝑛)(𝜆−1𝑸′(𝑛−1)𝒙′(𝑛))′+1       
                                                   (1.18) 

𝑸′(𝑛) = 𝜆−1𝑸′(𝑛 − 1) − 𝒌′(𝑛)(𝜆−1𝑸′(𝑛 − 1)𝒙′(𝑛))′𝑻(𝑛)                                     (1.19) 

The FxRLS based ANC doesn’t perform well when the underlying model of impulsive noise 

doesn’t match the multiple linear regression model of FxRLS algorithm. In such situation, a new 

solution is proposed in the next section that is established on another filter of RLS family i.e. State 

space Recursive Least square (SSRLS) algorithm [59]. 

 

 1.9 Motivations 

In recent times, the demand for high speed multimedia applications has rapidly increased. It is one 

of the biggest challenges for efficient bandwidth communication applications. The performance of 

communication systems is significantly degraded [10], [11] by the impulsive noise as it can alter 

the complete data symbol by creating burst errors. Due to this fact, researchers have developed 

many algorithms for mitigating impulsive noise in OFDM systems as well as ANC domain and 

some of the most common techniques for both communication and ANC realm are presented above 

in this chapter. In this thesis, efficient algorithms for reduction of impulsive noise in sinusoidal, 

ECG signal, OFDM and ANC systems are proposed. 
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 1.10 Thesis Organisation and Contribution of Dissertation 

In this dissertation, efficient algorithms for impulsive noise reduction are proposed and 

implemented for OFDM and ANC applications. Adaptive filters can play a vital role in impulsive 

noise mitigation. The detailed description of proposed efficient algorithms is provided in chapter 

2 to chapter 7.  

In Chapter 2, an adaptive impulsive noise canceller for supressing impulsive noise from sinusoidal 

and Electrocardiogram (ECG) signals are proposed. The proposed noise cancellation technique is 

based on state space recursive least square (SSRLS) algorithm, which shows excellent tracking 

performance due to its state space model-dependent recursive parameters as compared to 

Normalized Least Mean Square (NLMS), Recursive Least Square (RLS) and Bhagyashri 

Algorithms. 

In Chapter 3, an adaptive noise canceller for OFDM systems based on SSRLS algorithm is 

proposed. The presented adaptive noise canceller based on SSRLS gives low MSE, BER and fast 

convergence speed than the adaptive canceller based on NLMS, RLS and Bhagyashri adaptive 

algorithms. 

In Chapter 4, a new hybrid technique based on combination of Reed Solomon error correction 

code and adaptive filter is proposed. Due to adaptive algorithm`s ability .to .track time variations 

of signal statistics in non-stationary environment, better reduction in impulsive noise is achieved 

and enhanced signal reception is attained by employing Reed Solomon error correction codes. The 

suggested scheme improves the quality of OFDM signal in terms of MSE, improved SNR and 

BER, when compared with recently reported scheme used. Moreover, the comparative analysis of 

proposed dual protection technique is tested in AWGN and Rician fading channel.   
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Furthermore, in Chapter 5 of this dissertation, Filtered-x SSRLS (FxSSRLS), an SSRLS based 

practical and adaptive algorithm for ANC is proposed. The suggested algorithm for ANC 

applications outperformed the existing algorithms in terms of mean noise reduction, convergence 

and stability. 

Moreover, Chapter 6 presents another efficient Fx-Bhagyashri algorithm with its two 

modifications Clipped FxBhagyashri and Modified Fx-Bhagyashri algorithms in the ANC of 

impulsive noise. The both modifications gave better results in impulsive noise reduction as 

compared to standard Fx-Bhagyashri algorithm.  

Chapter 7 presents the closed form expression for steady state analysis of Normalized Bhagyashri 

algorithm is performed on same lines as of Bhagyashri algorithm which can serve as a starting 

point for the researchers who intend to work in this area.  

Chapter 8 gives the concluding remarks of dissertation and future recommendations. 

In this dissertation, SSRLS based adaptive noise canceller is proposed for impulsive noise 

reduction and successfully tested on sinusoidal, ECG and OFDM system. Further hybrid technique 

based on error correction codes and adaptive filter is suggested that improve the overall 

performance of OFDM system. Moreover, few solutions in active control of impulsive noise are 

presented in the last part of thesis. The first solution based on Fx-Bhagyashri algorithm with its 

two modifications Clipped FxBhagyashri and Modified Fx-Bhagyashri algorithms are proposed 

which are tradeoff between FxLMS and FxRLS family. The Fx Bhagyashri and its modifications 

computational complexity is similar to FxLMS family algorithms. Further a robust solution i.e 

FxSSRLS is proposed which is an efficient algorithm in terms of convergence speed, steady state 

error and robustness at cost of high computational complexity. 
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CHAPTER 2 

Impulsive Noise Suppressor based on SSRLS 

 

2.1 Introduction 

 

In chapter 1, the catastrophic effects of impulsive noise in communication systems as well as in 

Electrocardiography (ECG) signals are discussed. Therefore, for the proper diagnosis of cardiac 

diseases, there is a significant need of examining impulsive noise and recommend solutions to 

suppress it. For noise cancellation, various techniques exists for recovering the transmitted signal 

in literature [60, 61]. Among them the most suitable solution for mitigation of impulsive noise is 

adaptive filters. Adaptive filters are widely used in signal processing and control applications [1-

2] due to their nature to adjust according to the unknown environment and low cost over the past 

decades.   

Syed Ateeq ur Rehman in [62] carried out the performance comparison of least mean square 

(LMS), normalized LMS (NLMS) and Normalized signed LMS (NSLMS) algorithms to suppress 

Power-line Interference (PLI) from the ECG signal after its enhancement. The Normalized signed 

LMS (NSLMS) improves the speed and reduces complexity than that of LMS algorithm, making 

it useful for wireless biotelemetry ECG realizations. Another adaptive filter i.e. Recursive Least 

Squares (RLS) is proposed to reduce the ECG signal noises such as Power-line interference PLI 

and the Base Line wandering Interference. And it successfully removed artifacts preserving the 

ECG [63]. Nauman et al in [64] used SSRLS filter to remove 50 Hz PLI and it gives better results 
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in comparison with the Notch filters with different attenuation levels in frequency domain. 

Different methods have been developed for retrieving sinusoidal components from the noisy 

signals as in [65] and [66]. Motivated by the performance of SSRLS in frequency domain for noise 

removal of ECG signals [64], in this chapter an impulsive noise canceller of sinusoidal and ECG 

signal based on SSRLS filter in time domain has been proposed. In addition comparison of SSRLS 

with existing techniques is carried out.   

Section 2.2 gives the review of different adaptive filters employed in this research; section 2.3 

describes the working principle of adaptive noise cancellation. The new technique based on 

SSRLS filter is presented in section 2.3.1. The proposed method came out to be very effective in 

impulsive noise cancellation of sinusoidal and Electrocardiogram (ECG) signal along with low 

mean square error. The comparative analysis supported with the simulation results is discussed in 

section 2.4. The conclusion of this chapter is presented in section 2.5. 

2.2 Adaptive Algorithms 

Many adaptive algorithms are reported in literature for noise removal [67], [68]. The adaptive 

algorithms used in this dissertation are summarized below.  

A. Normalized Least-Mean-Square Algorithm  

This algorithm belongs to the family of the linear stochastic gradient algorithms. This adaptive 

algorithm performs two operations. Firstly, there is no need of prior knowledge of signal statistics 

(e.g., covariance and cross-covariance). Secondly they track the variations in signal statistics by 

their tracking phenomena [69].  

The main problem with LMS algorithm is that it suffer from the gradient noise amplification 

problem when the size of 𝑥(𝑛) is very large. To overcome this problem, Normalized Least square 

algorithm is developed. The correct choice of µ become difficult for large input 𝑥(𝑛), making the 
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algorithm unstable [69]. The convergence is very slow and step size should be chosen carefully to 

guarantee algorithm stability.  The tap weight of the NLMS has variable step-size parameter given 

by:  

    w(n + 1) = w(n) +  µ(n)e(n)x(n)                         (2.1) 

 µ(n) =  
µ̂

|x(n)|2+δ
                           (2.2) 

  

where µ̂ is the optimum step size, µ(𝑛) is the time varying normalized step size and δ is constant 

which is greater than 0.   

 

B. Recursive least square Algorithm  

The RLS adaptive filter [2], [70]-[71] was proposed in order to provide superior performance 

compared to those of the LMS algorithm and its variants [72]-[75], with few parameters to be 

predefined, especially in highly correlated environments. RLS adaptive filter is the one in which 

autocorrelation matrix estimation is used to de-correlate the current input data. It recursively finds 

the filter coefficients that is then used to minimize a weighted linear least squares cost function 

relating to the deterministic input signals [69]. Also, the RLS exhibits extremely fast convergence 

over all variants of LMS but with a cost of high computational complexity. The filter weights ‘w’ 

are updated in RLS algorithm by following equations. 
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Where  the forgetting is factor and 
1

 is the cross correlation matrix. The   is initialized with 

1 and 
1

 with 



1

.I is the identity matrix. 

 

C. State Space Recursive Least Square algorithm (SSRLS)   

SSRLS algorithm [59] is an important tool in the estimation theory due to its superior tracking 

performance as compared to existing techniques such as RLS, LMS etc. Its superior tracking 

performance in the presence of observation noise along with its state space representation makes 

it an excellent candidate for the estimation of deterministic signals. It is an extension of RLS 

algorithm. It is used to remove noise and its performance can be evaluated in a non-stationary 

environment (impulsive noise). The SSRLS can be presented by the following pair of equations. 

Analogous to the classical formulation of RLS [25], following symbols are defined.  

�̂�[𝑛] = �̅�[𝑛] + 𝐾[𝑛]𝜀[𝑛]                                                                (2.6) 

�̅�[𝑛] = 𝐴�̂�[𝑛 − 1]                                                                         (2.7) 

𝜀[𝑛] = 𝑦[𝑛] − �̅�[𝑛]                                                                      (2.8) 

      �̅�[𝑛] = 𝐶�̅�[𝑛]                                                                    (2.9) 

𝛷[𝑛] = 𝜆(𝐴−𝑇𝛷[𝑛 − 1])𝐴−1 + 𝐶𝑇𝐶                                          (2.10) 

                     𝐾[𝑛] = 𝛷−1(𝑛)𝐶𝑇                                                                 (2.11) 

Where 𝜀[𝑛] is the prediction error, 𝐾(𝑛) is observer gain, 𝑠[𝑛]̅̅ ̅̅ ̅̅  is predicted input state, 𝑠[𝑛]̂  is 

estimated state, �̅�[𝑛] is the predicted output state and Φ[n] is the correlation matrix. 
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D. Bhagyashri Algorithm 

  This filter cost function assumes that the error produced in adaptive systems is non-Gaussian 

[76]. The weight update equation of Bhagyashri algorithm is,   

 

𝑤n+1 = 𝑤n + µ. tanh [β. e(𝑛)]                                          (2.12)  

 

                         tanh [𝛽. 𝑒(𝑛)]=  

 

sign(e(𝑛))      if |e(𝑛)|> 1/ 𝛽 

                                                        (2.13) 

-e(𝑛).|e(𝑛)|β2 + 2β.e(𝑛),      if |e(𝑛)|≤ 1/ 𝛽 

 

𝑤n+1 = 

 

           𝑤n + µ. sign [e(𝑛)]. 𝑥n ,               if |𝑒(𝑛)|>1/ 𝛽 

(2.14) 

            𝑤n +µ[2𝛽 − 𝛽2. |𝑒(𝑛)|] 𝑒(𝑛)𝑥n,       if |𝑒(𝑛)|≤1/ 𝛽 

  

where 𝛽 control the concavity in the cost function and sensitivity to large outliers in the value of 

e(𝑛)and is defined as 

  𝛽 = 
3

𝑚+3𝜎
                                         (2.15) 

The m and 𝜎 are the mean and standard deviation of error signal. 
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2.3 Adaptive Noise Cancellation 

This research work focuses on new impulsive noise cancellation techniques. In this chapter, we 

have proposed a new solution to impulsive noise cancellation based on state space recursive least 

square (SSRLS). The block diagram used for this problem is shown in Fig.2.1. 

 

Figure 2.1: Schematic of Adaptive Noise Canceller [46] 

The desired signal d(n) is compared with the input of the noise canceller which is a noisy source 

N1(n). An another noise source N0(n) corrupts the desired signal as shown in Fig. 2.1. The 

coefficients of the adaptive filter recursively vary to assure error signal e(n), which is produced by 

the difference of desired signal d(n) and the adaptive filter output y(n), to be the noiseless version 

of the signal s(n). 

The adaptive systems have general characteristics i.e. an input signal is received by the adaptive 

filter and compared with a desired response, generating an error. This error modifies the filter 

coefficients. These filters assume that error obtained by adaptive system follow Gaussian 

distribution. 
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2.3.1 SSRLS as Adaptive Noise Canceller 
 

The state space recursive least square filter gives excellent tracking capabilities depending on 

model accuracy. Acceleration model is selected for tracking the correlated version of impulsive 

noise as it can better track sharp transitions as compared to the other predefined state space models 

of SSRLS [59].  When SSRLS tracks the impulsive noise signal, it is subtracted from the noisy 

ECG signal to get better estimate of ECG signal. Fig 2.2 depicts the working of SSRLS as adaptive 

noise canceller.  

 

Figure 2.2:  Proposed SSRLS based Adaptive Noise Canceller 

 

2.4 Simulation Results 

In this chapter, we have tested proposed impulsive noise suppressor on the sinusoidal signal and 

an ECG signal. The characteristics of sinusoidal signal considered for the experimentation are 

amplitude 1 and frequency 0.075 Hz and is perturbed with the impulsive noise and then four 

different types of adaptive filters are used to recover the sinusoidal signal. The Adaptive filters 

used are NLMS, RLS, SSRLS and Bhagyashri adaptive filters. The impulsive noise is generated 
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by following the algorithm mentioned in [77] and depicted in Fig.2.3. The parameters used for 

simulating impulsive noise are tabulated below: 

 

Table 2.1: Parameter set for simulation of Impulsive Noise 

Parameters Symbol Value 

Sampling Frequency F 10 

Total time T 100s 

Average Time between samples 𝛽 1s 

Mean of log amplitude A 10dB 

Standard deviation of log amplitude B 5dB 

Mean of Additive Gaussian Noise M 0.1 

Standard deviation of Gaussian Noise 𝜎 0.4 

 

 

 

 

 

 



 

36 

 

 

 

Figure 2.3:  Time Realization of Impulsive Noise Signal  

The sinusoidal signal distorted by the above generated impulsive noise is depicted in Fig. 2.4. The 

signal is filtered to guarantee the correlated 𝒏𝟏(𝒏) and 𝒏𝟐(𝒏) noise signals. 
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Figure 2.4: Original and noisy input sinusoidal signal 

The objective of algorithm is to make output y(𝒏) of the filter, equal to the reference noise 

signal 𝒏𝟐(𝒏). Having this equivalence, it is easy to deduce that the error is equal to the desired 

signal 𝒔(𝒏). 

𝑒(𝑛) = 𝑑(𝑛) − 𝑦(𝑛) = 𝑠(𝑛) + 𝑛2(𝑛) − 𝑛2(𝑛) = 𝑠(𝑛)   (2.16) 

The system output error signal 𝒆(𝒏) should contain the original signal  𝒔(𝒏) in an optimum sense. 

The step size parameter of Bhagyashri Algorithm is selected as 0.0002, the forgetting factor for 

RLS is 1 and for SSRLS is 0.01.The system output error signal 𝒆(𝒏) should contain the original 

signal 𝒔(𝒏)in an optimum sense. The error signals obtained by above mentioned adaptive filters 

are collectively shown in Fig 2.5, while removing impulsive noise from the sinusoidal signal.  
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Figure 2.5: Comparison of suppression of Impulsive Noise through Adaptive Filters 

 

The results from Fig 2.5 represent that the larger peaks of impulsive noise from the noisy sinusoidal 

signal are removed by the SSRLS algorithm, while other three investigated algorithms fail to 

remove the noise with large amplitudes. For the convenience of readers, the error plots of four 

algorithms are also compared with the original signal in following Fig. 2.6- 2.9. 
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Figure 2.6: Comparison of Recovered sinusoidal signal using Bhagyashri and SSRLS Filters 

Fig. 2.6 shows the signal recovered by the Bhagyashri algorithm that fails to completely remove 

the high peaks from the sinusoidal signal caused due to the impulsive noise. There is also a 

comparison with the signal recovered by the SSRLS filter. The SSRLS filter removes nearly all 

the higher peaks from the sinusoidal signal.  
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Figure 2.7: Comparison of Recovered Sinusoidal signal using NLMS and SSRLS Filters 

Fig. 2.7 compares the signals recovered by using NLMS and SSRLS filters. The NLMS filter could 

not remove all the peaks while SSRLS performs quite better.   
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Figure 2.8: Comparison of Recovered Sinusoidal signal using NLMS and Bhagyashri Filters 

Similarly, there is a comparison of the sinusoidal signal recovered by the Bhagyashri adaptive 

filter and NLMS filter. It is clearly illustrated in Fig 2.8 that NLMS adaptive filter exhibit slight 

improvement than the Bhagyashri filter. 
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Figure 2.9: Comparison of Recovered Sinusoidal signal using RLS and SSRLS Filters 

Fig. 2.9 compares the signals recovered by RLS filter and SSRLS filter. The RLS removes the 

high peaks but still fails to remove all the peaks caused due to the impulsive noise. The SSRLS 

performance is quite satisfactory as compared to all discussed adaptive filters i.e.; Bhagyashri, 

NLMS, RLS and SSRLS.  
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Figure 2.10: Comparison of MSE (dB) of adaptive filters while recovering Sinusoidal signal 

The mean square error in terms of decibel simulation results also confirms that SSRLS give lowest 

MSE while cancelling impulsive noise as depicted in Fig 2.10. The conclusion drawn from Fig 2.5 

and Fig 2.6 is that SSRLS filter outperforms both Bhagyashri filter and RLS in impulsive noise 

cancellation. Another performance metric mean square error (MSE) in term of bar chart, where 

the averaging of MSE values of 100 iteration set for each filter is depicted in Fig 2.11. It is obvious 

that MSE performance of SSRLS is far better than Bhagyashri algorithm and much better than 

RLS algorithm. 
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Figure 2.11: Comparison of average MSE (dB) of adaptive filters for sinusoidal signal 

After verifying that SSRLS successfully removes the impulsive noise from the noisy sinusoidal 

signal. It is further analyzed on Electrocardiogram (ECG) signal. 

Electrocardiogram (ECG) signal is a real time continuous signal that is recorded directly from the 

human body. When the ECG signal is recorded, there is a chance of the addition of random peaks 

into the signal due to man-made mistakes. These randomly introduced higher peaks are considered 

to be the impulses added to the signal. Also, the noise may affect the diagnostic of person’s heart 

condition, therefore, the noise reduction techniques are applied to remove all types of noise from 

the ECG signal and purify it while keeping the information retained. In this section of the chapter, 

the noise removal techniques discussed in the previous section are applied over the ECG signal 

and the comparisons are held accordingly. 

For this part of the simulations, the pure ECG signal is obtained from the MIT-BIH database which 

is made up of ambulatory ECG recordings of 47 patients at BIH Arrhythmia Lab from 1975 to 

1979. All of these recordings are digitized at 360Hz per channel with 11-bit resolution over a 
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10mV range. Almost half of signal present in database is available at Physio Bank freely [77].This 

selected ECG signal is named as “GoldStandard” signal in which three beats of signal are extracted 

for simplicity. MIT-BIH Arrhythmia database is a part of the Physio Bank, which contains the 

collection of digital recordings of biomedical signals and related data. The community doing 

biomedical research uses this data for experimentation and analysis. The ECG signal used in this 

research is available freely at Physio-bank website. Fig. 2.12 illustrates the Pure ECG signal having 

sampling frequency of 360 Hz and its peak to peak amplitude normalized at 1. This signal has been 

taken from MIT-BIH database [77]. The comparison of original ECG signal and impulse noise 

affected ECG signal in time domain is illustrated in Fig. 2.13. 

 

 

 

Figure 2.12: Pure ECG signals with Peak to Peak Amplitude 1 
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Figure 2.13: Original and Noisy ECG Signals 

 Fig. 2.13 clearly shows the large negative impact of impulsive noise on the original ECG.  

 

Figure 2.14: Comparison of Recovered ECG signal using NLMS and SSRLS Filters 

 

0 100 200 300 400 500 600 700 800 900 1000
-1

0

1

2

3

4

5

6

Iterations

A
m

p
lit

u
d
e

 

 

ECG Signal

Noisy ECG Signal

0 100 200 300 400 500 600 700 800 900 1000
-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Iterations

A
m

p
lit

u
d
e

 

 

ECG Signal

NLMS

SSRLS



 

47 

Fig. 2.14 represents the comparison of the signal recovered using NLMS and SSRLS adaptive 

filters. The high peaks caused due to the impulsive noise can be clearly seen that are left over by 

the NLMS adaptive filter. While that of SSRLS, we can see that similar to the performance for 

sinusoidal signal, the ECG signal has been recovered using the SSRLS filter. 

 

Figure 2.15: Comparison of Recovered ECG signal using Bhagyashri and SSRLS Filters 

Fig. 2.15 compares the signals of Bhagyashri filter and SSRLS filter. The signal that has been 

recovered using Bhagyashri filter failed to remove the high peaks of the impulsive noise and 

even the random noise is also left over. On the other hand, the SSRLS filter has successfully 

removed the noise leaving almost clean ECG signal.  
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Figure 2.16: Comparison of Recovered ECG signal using NLMS and Bhagyashri Filters 

The above figure compares the signals recovered using NLMS and Bhagyashri adaptive filters. 

Both the adaptive filters could not completely mitigate higher peaks from Noisy ECG signal as 

discussed earlier in the previous section of this chapter. 
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Figure 2.17: Comparison of Recovered ECG signal using RLS and SSRLS Filters 

From the results we can conclude the SSRLS and RLS filters of least square family are reducing 

impulsive noise from the ECG signal in a better way than Bhagyashri proposed adaptive algorithm 

and NLMS filter respectively. Also SSRLS is outperforming RLS in removing impulsive noise 

from ECG signal. Moreover, the results clearly state that SSRLS algorithm has suppressed almost 

all the high amplitude of noisy ECG signal, while other three investigated algorithms fail to remove 

the noise with large amplitudes.. 
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Figure 2.18: Comparison of MSE (dB) of adaptive filters 

Fig. 2.18 represents the simulation result of mean square error in terms of decibel, which also 

confirms that SSRLS gives lowest MSE in cancelling impulsive noise. The MSE of SSRLS filter 

is below -20dB whereas Bhagyashri and RLS MSE are below 18dB. The above plot shows that 

the value of MSE of Bhagyashri algorithm and RLS algorithm both goes up to positive scale while 

that of SSRLS remains in negative scale indicating that it provides minimum error. Moreover, the 

result clearly states that SSRLS algorithm has suppressed almost all the high amplitude of noisy 

ECG signal. 
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Figure 2.19: Comparison of average MSE (dB) of adaptive filters for ECG signal 

Fig. 2.19 shows the average MSE for each 100 iterations for ECG signal in term of bar chart, where 

x-axis represent the 10 set of 100 iterations and y axis represent the average value of MSE of each 

100 iteration of three investigated filters. It is obvious that SSRLS MSE performance is far better 

than Bhagyashri Algorithm and much better than RLS filter. 

2.3.1 Comparison of Proposed Solution with Median Filter 

In this subsection, the proposed solution based on SSRLS is further analyzed on the ECG signal and 

compared with the non-linear median filter, which is commonly used for removing the impulsive 

noise from signals. The median filter work by calculating the median of immediate neighbours in 

window after sorting them in ascending order. The window slides over the entire signal.  

As mentioned before, the ECG signal used in this research is available freely at Physio-bank 

website. For readers` convenience, Fig. 2.20 (a) illustrates the Pure ECG signal having sampling 

frequency of 360 Hz and its peak to peak amplitude normalized at 1. This signal has been taken 

0

0.05

0.1

0.15

0.2

0.25

0.3

1-100 101-200 201-300 301-400 401-500 501-600 601-700 701-800 801-900 901-1000

M
SE

Number of Iteration sets

SSRLS RLS Bhagyashri Algo



 

52 

from MIT-BIH database [10]. The impulse noise generated by the statistics of Table 2.1 is depicted 

in Fig. 2.20 (b) and the affected ECG signal in time domain is illustrated in Fig. 2.20 (c). 

 

                 Figure 2.20 (a) ECG Signal (b) Impulsive Noise Generated (c) Noisy ECG Signal 

 

When the noisy ECG signal is passed to the median filter of order N=3, almost all the small peaks 

are suppressed by the median filter except two large peaks at 200 and 800 iterations as can be seen 

from results of Fig. 2.21.  
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 (a) 

 

(b) 

Figure 2.21: Comparison of Recovered ECG signal using Median Filters with order (a) N=3  and 

(b) N=5 
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From Fig. 2.22, we can conclude that the median filter with increasing order N removes the large 

peaks from ECG signal, but it fails to recover the original ECG signal.  

 

(a) 

 

(b) 

Figure 2.22: Comparison of Recovered ECG signal using Median Filters with order (a) N=7 and (b) 

N=15 

 

0 100 200 300 400 500 600 700 800 900 1000
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Iterations

A
m

pl
itu

de

 

 

ECG signal

Median Filter N=7

0 100 200 300 400 500 600 700 800 900 1000
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Iterations

A
m

p
lit

u
d
e

 

 

Median Filter N=15

ECG Signal



 

55 

We can clearly see from Fig. 2.23, that median filter with its high filter order suppresses peaks of 

impulsive noise as well as ECG signal. Therefore, median filter is not a good choice for 

suppressing impulsive noise from the ECG signal.  

 

(a) 

 

(b) 

Figure 2.23: Comparison of Recovered ECG signal using Median Filters with high order (a) N=20 

and (b) N=50 
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At the end, comparison of proposed solution with median filter is shown in Fig. 2.24, which 

depicts the effectiveness of SSRLS based proposed solution as compared to median filter in 

recovering the ECG signal. 

 

Figure 2.24: Comparison of Recovered ECG signal using Median and SSRLS Filter 

2.5 Summary 

In this chapter, an adaptive noise cancellation technique has been proposed that is based on state 

space recursive least square (SSRLS) algorithm. Due to state space model-dependent recursive 

parameters of the proposed technique show significant suppression of impulsive noise from 

sinusoidal and ECG signal; when compared with some existing techniques in literature. The 

suggested solution guarantees efficient noise cancellation in non-stationary environment due to the 

superior performance of SSRLS in terms of lowest MSE, which is verified by the simulation 

results.  
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  CHAPTER 3 

Impulsive Noise Canceller for OFDM System 

3.1 Introduction 

Orthogonal frequency division multiplexing is a variation of signal modulation that splits high 

data rate stream into numerous moderate balanced narrow band firmly divided subcarriers and is 

less delicate to frequency selective fading. OFDM systems are usually corrupted by non-Gaussian 

impulsive noise, which have disastrous effects in OFDM transmission. The performance of OFDM 

systems is degraded due to the existence of impulsive noise in the received signal because of its 

wide frequency content [36]. Researchers are investigating solutions for mitigating this type of 

noise and to improve system performance. Different techniques are addressed in literature that 

endeavours to suppress impulsive noise from the original transmitted signal.  

The conventional technique for impulsive noise suppression is median filter with some signal 

degradation [5]. The simplest time domain approaches like clipping [79, 80] and nulling [60] are 

used to mitigate impulsive noise effect by removing the received OFDM signal peaks above certain 

threshold values. The bit error rate characteristic of OFDM systems is further enhanced by the 

combination of clipping and nulling as presented in [20]. However, the techniques proposed in 

[20], [60], [79-80] cut off many noise samples after thresholding and as a result bit error rate of 

OFDM systems is degraded. Therefore, Hirakawa et al. [81] presented another sample replacement 

scheme for suppressing multiple impulses from the received OFDM signal. When the additional 

point of impulsive noise is a centre point between OFDM samples in time domain, the performance 



 

58 

of replacing sample scheme is degraded. This problem is solved by replica signal subtraction 

scheme [82], but it cannot reduce the influence of impulsive noise under the existence of multiple 

impulse events for class A noise. Two more schemes, replica signal [83] and iterative replica signal 

[84], are reported to solve the underline problem and improve the OFDM systems performance. 

The frequency domain technique for impulsive noise suppression is presented by Zhidkov et al. in 

[32]. Further, impulsive noise characteristics are exploited in both time and frequency domain in 

[33] i.e. Impulsive noise is cancelled in time domain, information signal detected in frequency 

domain and detected signal is transformed back to time domain to start next iteration. Liu et al [85] 

presented another iterative impulsive noise location and value search algorithm, which is based on 

exploiting the important relationship between impulsive noise and symbol constellation. 

Adaptive filters are the best solution for impulsive noise suppression due to their capability to track 

signal statistics time variations in non-stationary environment [69]. Researchers opted least mean 

square filters in OFDM based PLC systems in [86], for suppression of periodic impulsive noise. 

The NLMS, RLS, VSNLMS adaptive filters based receiver techniques for minimizing impulsive 

noise effect on OFDM systems performance under AWGN [87, 88] and Rayleigh fading channel 

[89] are used. In [90], Khedkar et al. also improved the OFDM systems performance by 

suppressing the intercarrier symbols effect using trained LMS adaptive filter based technique. An 

impulsive noise canceller based on SSRLS for sinusoidal and ECG signal in time domain is 

presented in [91], [92]. Another new technique clipping and adaptive filters in AWGN Channel 

for impulsive noise reduction is proposed in [93]. This chapter presents an impulsive noise 

suppressor for OFDM system by motivational results obtained in [91-93]. 

In section 3.2, the basic concept of OFDM is reviewed and its advantages over single carrier 

modulation schemes are briefly discussed. The solution for impulsive noise cancellation of OFDM 
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systems is presented in section 3.3. The proposed solution significantly reduces the impulsive noise 

in OFDM system because of its adaptive algorithm based on state space model. The comparative 

analysis of suggested technique with the existing techniques in literature is performed in section 

3.4 and chapter 3 concludes in section 3.5. 

3.2 Basic Concepts of OFDM  

OFDM is a frequency-division multiplexing (FDM) technique, in which orthogonal sub carrier 

signals are splited into several parallel data streams. The conventional modulation schemes are 

used to modulate all the low data rate sub-carriers. The OFDM uses many orthogonal subcarriers 

which help in eliminating ISI between OFDM symbols, providing more resistance to multipath 

fading and achieving high SNR improvement. Therefore, OFDM is suitable for many digital 

communication applications like digital television, digital audio broadcasting (DAB), wireless 

local area network (WLAN), power line networks, DSL internet access and 4G mobile 

communications. 

 Digital wired and wireless systems operate at high SNR with high spectral efficiency but their 

performance is degraded by impulsive noise and cross talk. Various techniques are reported in 

literature, which improves the performance of digital communication systems in terms of low bit 

error rate and mean square error by mitigation impulsive noise from transmitted OFDM signal. In 

this chapter, we have also proposed an effective impulsive noise suppressing technique for OFDM   

3.3 Proposed Impulsive Canceller in OFDM System 

The transmission over a dispersive channel is carried out in OFDM. The schematics diagram of 

proposed OFDM system is shown in Fig. 3.1.   

https://en.wikipedia.org/wiki/Frequency-division_multiplexing
https://en.wikipedia.org/wiki/Crosstalk_(electronics)
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Figure 3.1:  Proposed OFDM system 

In OFDM the high data rate streams are split into low data rate streams in parallel and modulated 

separately on different orthogonal sub-carriers. The introduction of pilot insertion and cyclic 

redundancy at the transmitter reduces the complexity to only FFT processing on the receiver side. 

These subcarriers are multiplexed and passed through the channel, which is responsible for adding 

impulsive noise and white Gaussian noise in the transmitted OFDM signal. At the receiver side, 

the signal is demodulated and passed through the adaptive filter for mitigation of impulsive noise 

in the OFDM signal. The adaptive filters used in the proposed technique for OFDM systems are 

reviewed in section 2.2 of chapter 2. The basic benefit achieved by the adaptive filters before 

demodulation is that it track the received signal statistics with time and help in reducing impulsive 

noise from received signal. 
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3.4 Simulation Results 

The parameters for simulating the OFDM system are tabularized below. 

Table 3.1: Parameter set for simulation of OFDM system 

Parameters Values 

Modulation technique QPSK 

Number of subcarriers 52 

Size of cyclic prefix 16 

FFT-length 64 

Number of bits generated 5000 

 

The performance of different adaptive filters in impulsive noise cancellation of OFDM signal are 

compared by computer simulation using MATLAB version 12 in this section.  
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Figure 3.2:  Impulsive Noise Signal 

 

The generated binary data is passed through the channel responsible for adding impulsive noise 

and white Gaussian noise. The noisy data is depicted in Fig. 3.3 in comparison to the original data.  
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Figure 3.3: Original and Received Signal 

The system output error signal 𝑒(𝑛) should contain the original signal 𝑠(𝑛) in an optimum sense.  

The step size parameter for NLMS Algorithm is chosen to be equal to 0.005 and forgetting factor 

for RLS is 1 and for SSRLS is 0.01. The error signals obtained by above mentioned adaptive filters 

are compared with one another in Fig. 3.4-3.6. 
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Figure 3.4: Comparison of original data, received data and recovered data using NLMS and RLS 

Filters 

 

Fig.3.4 represents that the largest peaks of impulsive noise from the noisy binary signal are not 

properly removed by the RLS and NLMS algorithm. The RLS filter is removing impulsive noise 

better than NLMS. The error plots of above mentioned algorithms are also compared with the 

original signal and received signal. 
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Figure 3.5: Comparison of original data, received data and recovered data using NLMS and SSRLS 

Filters 

The results of Fig. 3.5 illustrate that superior performance of SSRLS in suppressing impulsive 

noise from the noisy OFDM signal as compared to the NLMS adaptive algorithm. The error plots 

of above mentioned algorithms are also compared with the original signal and received signal.  

 

Figure 3.6: Comparison of original data, received data and recovered data using RLS and SSRLS 

Filters 
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Similarly the comparison of SSRLS and RLS filter error plots while cancelling impulsive noise 

from the OFDM signal are shown in Fig. 3.6. It is clear from the above simulation results that 

SSRLS exhibit better performance in cancelling the largest peaks of impulsive noise from the 

OFDM signal, while other two investigated algorithms fail to remove the noise with large 

amplitudes. 

 

 Figure 3.7: Comparison of MSE (dB) of adaptive filters 

The mean square error in terms of decibel simulation results also confirms that SSRLS give lowest 

MSE  while cancelling impulsive noise as depicted in Fig. 3.7. The conclusion drawn from Fig. 

3.4-3.7 is that SSRLS filter outperforms both NLMS filter and RLS in impulsive noise cancellation 

of OFDM signal. 
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3.5 Summary 

OFDM is widely employed in high data rate applications and is corrupted by impulsive noise. In 

this chapter of thesis, an adaptive impulsive noise suppressor for OFDM system has been proposed 

that is based on SSRLS algorithm. It gives the better tracking due to its state space model-

dependent recursive parameters. The proposed technique have better tracking characteristics and 

its effectiveness is demonstrated by the simulation results in MSE sense while impulsive noise 

cancellation in OFDM signal. 
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CHAPTER 4 

Hybrid Technique for Mitigation of Impulsive Noise 

in OFDM Systems 

4.1 Introduction 

It has been described in the previous chapter that OFDM communication systems have attracted 

much attention in past decades and are successfully implemented in the wired systems including 

Digital;Subscriber Lines (DSL) [94],;power line communications [95] and cellular communication 

standards like LTE/LTE-A and WiMAX [96].  

Forward error correction (FEC) codes are also used for mitigation of impulsive noise in literature 

[24], [38], [97-98]. The basic principle of FEC is based on introducing redundancies to the 

information to be transmitted. Reed Solomon (RS) codes are used in reversible steganography on 

OFDM channel for securing data in wireless communication by Praveen kumar et al. in [99]. 

Researchers presented an impulsive noise reduction method by combining iterative impulsive 

noise cancellation along with space time block codes [100]. Another hybrid technique comprising 

of clipping and adaptive filter is implemented by Alina et al. in [101] for impulsive noise removal. 

Jia et al. [101-102] used a dual protected scheme based on time domain pre-processing mean filter 

in combination with Reed Solomon (RS) coding in OFDM and ZigBee communication link that 

limits the effects of impulsive noise. Motivated by the idea of researchers in [99-102], a new hybrid 

technique based on RS coding and adaptive filter in OFDM systems for impulsive noise 

cancellation is proposed in this research. 
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In the section 4.2, a new hybrid dual protected technique for mitigation of impulsive noise is 

presented which is followed by comparative analysis along with the simulation results in section 

4.3. The summary of chapter 4 is presented in section 4.4. 

4.2.  Proposed Hybrid Technique 

In this section, we have proposed a new dual protected technique for cancellation of impulsive 

noise in OFDM communication systems employing Reed.Solomon (RS).coding and adaptive 

filter. In the first part of simulation, the Reed Solomon error correction scheme is used in 

combination with modified NLMS (NSSLMS) filter from the Least Mean Square family of 

adaptive algorithms as a dual protection strategy. RS code can remove the burst errors but the RS 

decoder error correction capability fails in presence of large;impulsive;noise. To avoid such 

situation, at the receiver side least mean square adaptive filter is applied before RS decoder for 

minimizing the impulsive noise;effects from OFDM signal. Adaptive filter creates a more accurate 

estimate of the original OFDM signal after impulsive noise cancellation. The residual impulsive 

noise is then managed by the RS decoder in the second stage of proposed technique. The proposed 

hybrid technique is depicted in Fig. 4.1. 

 

Figure 4.1:  Schematic of Proposed Hybrid Technique 
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4.2.1 Application of NLMS Filter as Noise canceller 

 NLMS filter belongs to the Least Mean Square family of adaptive algorithms. The most 

widely used adaptive filter is NLMS because of its simplicity and robustness. In this application, 

we have used NLMS filter as an adaptive noise canceller.  

Figure 4.2:  Adaptive filter noise cancellation configuration [46] 

 An Adaptive Noise Canceller (ANC) with primary and reference inputs is shown in Fig. 4.2. 

The primary input receives a signal 𝑠(𝑛)  from the signal source that is corrupted by the presence 

of noise 𝑛(𝑛) uncorrelated with the signal. The reference input receives a noise 𝑛0(𝑛) uncorrelated 

with the signal but correlated in some way with the noise  𝑛(𝑛) [103]. The noise 𝑛0(𝑛) passes 

through filter to produce an output �̂�(𝑛) that is a close estimate of 𝑛(𝑛) present in primary input. 

This noise estimate is subtracted from the received corrupted signal 𝑟(𝑛) to produce an estimate 

of the signal �̂�(𝑛) at the output of ANC system. 

          𝑒(n) = r(n) − n̂(n) =  s(n) +  n(n) − n̂(n) =  ŝ(n)                           (4.1) 

Thus the system error signal 𝑒(𝑛) should contain the original signal 𝑠(𝑛)  in an optimum sense. 

The output  �̂�(𝑛)of M-tap adaptive filter is given by 
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  n̂(n) = w(n)T n0(n)                                     (4.2) 

The weight update equation of NLMS algorithm is given as 

    w(n + 1) = w(n) +  µ(n)e(n)n0(n)                             (4.3) 

 µ(n) =  
µ̂

|n0(n)|2+δ
                               (4.4) 

where µ̂  is the optimum step size of algorithm, µ(𝑛) is the time varying normalized step size and 

𝑒(𝑛) is the error between the OFDM signal and Noisy OFDM signal.  The following modified 

normalized step size LMS (NSSLMS) algorithm for noise cancellation in OFDM systems with 

modified step size is given as 

 µ(n) =  
µ̂

|n0(n)|2+Ee(n)+δ
                 (4.5) 

 Ee(n) =  λ Ee(n − 1) +  (1 − λ)e2(n)               (4.6) 

where 𝐸𝑒(𝑛) is power of the residual error signal 𝑒(𝑛) and λ is the forgetting factor (0.9 < λ < 1). 

When LMS algorithm is excited by a signal having large variations such as impulsive noise, the 

residual error signal may also have large variations. Keeping in view, an inverse relation between 

step size parameter and power of residual error signal is therefore established in eq (4.5) [69]. 

When an impulse is encountered, the step size parameter reduces accordingly and the adaptation 

of the algorithm is ceased. Thus making it stable and robust enough for catering impulsive noise.  
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4.2.2 Application of Reed Solomon Decoding process: 

The remaining impulsive noise and AWGN from the received OFDM signal will be removed 

by the second step of the proposed scheme i.e., the Reed Solomon decoder, which is applied after 

the demodulation block. Reed Solomon decoder is used to remove the burst errors because it 

replaces the whole byte irrespective of the number of bits in error [104]. The b-bit RS codes (v,k), 

where v is the number of data symbols, b is the number of code symbols for each coding block, 

that is (v,k) = (2b-1,2b-2t-1), where t is the length of error correcting capability and 2t is the length 

of parity symbol. The syndrome computation is the parity check performed on output of FFT in 

OFDM systems, in order to remove error produced by noise. It is calculated as: 

          �̂� = �̂��̂�𝑇 = (�̂� + �̂�)�̂�𝑇 =  �̂��̂�𝑇 = (𝑠1̂, 𝑠2̂, … , 𝑠𝑣−�̂�)            (4.7) 

The received code word is �̂� , �̂� is the original transmitted code word, �̂� is the error vector 

given by �̂� = (𝑒1̂, 𝑒2̂, … , 𝑒�̂� ), and �̂�𝑇 is the parity check matrix transpose. The syndrome is 

dependent on error, not on the transmitted code word. Let’s assume that there are t errors in the 

code word at locations  𝑋𝑓1 , 𝑋𝑓2 , … , 𝑋𝑓𝑡 with error values 𝑌𝑓1
, 𝑌𝑓2

, … , 𝑌𝑓𝑡
where indices i=1,2,….t 

refer to the error number and f represents error location. The error polynomial can be represented 

as                                   

         �̂�(𝑥) =  𝑌𝑓1
𝑋𝑓1 + 𝑌𝑓2

𝑋𝑓2 + ⋯ + 𝑌𝑓𝑡
𝑋𝑓𝑡                       (4.8) 

In order to determine each location 𝑋𝑓𝑙 and its error value 𝑌𝑓𝑙
where l=1,2,…,t, an error location 

number is computed by εl =  α𝑓𝑙, where α is representation of Galois field elements. Next, 𝛼𝑐 is 

substituted into the received polynomial, where c =1,2,...,2t. Then the 2t syndrome symbols are 

obtained:      
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 𝑠𝑐 =  �̂�(𝑎𝑐) =  ∑ 𝑌𝑓𝑙
𝜀𝑙

𝑐                   (4.9) 

For finding the error values 𝑌𝑓𝑙
, and the locations 𝑋𝑓𝑙, the error location polynomial γ(x)  is: 

  γ(x) = (1 − ε1x)(1 − ε2x) … . (1 − εtx) 

         =  ∏ (1 − εlx)t
l=1 =  γtxt + γt−1xt−1 + ⋯ + γ1x + γo                    (4.10) 

Where the solution 1/ε1,…….,1/εt , are the roots, indicating the error location ε1,ε2….εt. The 

Berlekamp Massey (BM) iterative method is employed to find the given syndrome polynomial S. 

Ŝ(x) =  1 + s1̂x + s2̂x2 + ⋯ + s2t̂x2t 

ω(x) = Ŝ(x)γ(x) 

ω(x)  = 1 + (s1̂ + γ1)x + (s2̂ + s2̂γ1 + 2γ2)x2 + ⋯ + (st̂ + γ1 + st−2̂γ2 + γt)xt 

             ω(x) = 1 + ω1x + ω2x2 + ωtxt                                              (4.11) 

For the BM iterative processing, a step difference function 𝑏𝑖 is calculated by:- 

   Ŝ(x)γ(i)(x) = ω(i)(x)bix
i+1(mod xi+2)           (4.12) 

Where i is the ith  iteration and b,γ(x) 𝑎𝑛𝑑  ω(x) are calculated as below:- 

                                    𝑏𝑖 = 𝑠𝑖+1̂ + ∑ 𝑠𝑖+1−𝑐̂
∂ω(i)(x)
c=1 ωc

(i) 

  γ(i+1)(x) =             γ(i)(x) + 𝑏𝑖𝑏𝑗
−1xi−jγ(i)(x),      𝑏𝑖 ≠ 0 

            γ (i)(x),                                          bi = 0             (4.13) 

ω(i+1)(x) =     ω(i)(x) − 𝑏𝑖𝑏𝑗
−1xi−jω(i)(x),    𝑏𝑖 ≠ 0 

                                  ω(i)(x),                                         bi = 0 
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Where ∂  indicates a partial derivative operation. The roots in eq (4.10) are found by the chien-

search algorithm and the error location polynomial after 2t iterations,   

     γ(x) = γ(2t)(x)            (4.14) 

The error value is then evaluated by the Forney Algorithm:- 

        yf1
= −

ω(εl
−1)  

γ′(εl
−1)

             (4.15) 

Decoding with error correction is done when the error polynomial is obtained.  

In the second half of this chapter, we have used adaptive filters Recursive least square, Bhagyashri 

in our proposed hybrid technique and performed their comparison with already proposed RS-

NLMS based hybrid technique. The detail of parameters is shown in Table 4.1. 

Table 4.1:  Detail of Parameters for Proposed Hybrid Technique  

Variables Description 

µ Step size of NLMS algorithm 

µ(𝒏) Time varying normalized step size 

𝒆(𝒏) Error signal 

𝜷 Concavity control in the cost function of Bhagyashri algorithm 

𝒎 Mean of error signal 

𝝈 Standard deviation of error signal 

𝒌 Gain of RLS algorithm 

Φ Cross correlation matrix. 
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The weight update equations of investigated adaptive algorithms are given in Table 4.2. 

 

Table 4.2: Summary of Steps of  Adaptive Algorithms used for Simulation 

Adaptive 

Algorithm 

Weight Update Equation Step Size/Gain update Equation 

NLMS 𝑤(𝑛 + 1) = 𝑤(𝑛) +  µ(𝑛)𝑒(𝑛)𝑛0(𝑛) µ(𝑛) =  
µ

|𝑛0(𝑛)|2 + 𝛿
 

Bhagyashri 𝑤(𝑛+1) = 𝑤(𝑛) + µ. tanh [β. e(𝑛)] tanh [𝛽. 𝑒(𝑛)]= 

sign(e(𝑛))                        if |e(𝑛)|> 1/ 𝛽 

-e(𝑛).|e(𝑛)|β2 + 2β.e(𝑛),            if |e(𝑛)|≤ 1/ 𝛽 

    𝛽 = 
3

𝑚+3𝜎
 

RLS 𝑤(𝑛 + 1) = 𝑤(𝑛) + 𝑘(𝑛)𝑥(𝑛) 
𝑘(𝑛) =

𝜆−1𝛷−1(𝑛 − 1)𝑥(𝑛)

1 + 𝜆−1𝑥𝑇(𝑛)𝛷−1(𝑛 − 1)𝑥(𝑛)
 

𝛷−1(𝑛) = 

𝜆−1𝛷−1(𝑛 − 1) − 𝜆−1𝑘(𝑛)𝑥𝑇(𝑛)𝛷−1(𝑛 − 1) 
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4.2.3 Flow chart of Proposed Hybrid Technique 

The summarized algorithm for proposed dual protected technique in OFDM communication 

systems is as follows: 

 

 

 

 

Here: 

x(n) is system input 

s(n) is OFDM signal 

r(n) is noisy OFDM  

r̅(n) is output of adaptive filter 

ŷ(n) is system output. 

Initial values:  

       𝑏 = 0  

       𝑟(0) = 𝑟 

 

 

 

define length of b 

if b==length(s(n)) 

Apply adaptive algorithm    

�̅�(𝒃) = 𝒇𝒊𝒍𝒕𝒆𝒓(𝒓) 

Apply CR removal 

�̂�(𝒃) = 𝑪𝑹(�̅�) 

Take fast Fourier transform 

�̂�(𝒃) = 𝑭𝑭𝑻(�̂�) 

Demodulate off the OFDM 

𝒎(𝒃) = 𝑶𝑭𝑫𝑴_𝒅𝒆𝒎𝒐𝒅(�̂�(𝒃)) 

Apply RS-decoder 

�̂�(𝒃) = 𝑹𝑺_𝒅𝒆𝒄𝒐𝒅 = (𝒎(𝒃)) 

Fetch the output signal/data 

𝒚𝒐𝒖𝒕 = �̂�(𝒃) 

Calculate error 

𝒆(𝒃) = 𝒙(𝒃) − �̂�(𝒃) 

While 1 
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 4.3 Simulation Results 

OFDM system affected by impulsive noise is implemented using the MATLAB platform. The 

performance of proposed technique is compared with those of already reported techniques in 

literature [93] in both AWGN and Rician channel. The parameters used in simulating the OFDM 

system are tabularized below. 

Table 4.3: Simulation Parameter Set For Proposed Hybrid Technique 

OFDM System Impulsive Noise 

Parameters Values Parameters Value 

 

Modulation technique QPSK Sampling frequency 8Hz 

Size of cyclic prefix 2 Total time 4681s 

FFT-length 8 Samples intermediate average time 1s 

Number of bits generated 32767 Log amplitude mean value 3dB 

 Standard deviation of log amplitude 2dB 

Mean of AWGN 0 

Standard deviation of AWGN 0.8 

 

The binary random data is generated and passed to the RS encoder. After encoding and modulation, 

the signal is transmitted by OFDM transmitter which.is.illustrated in.Fig. 4.3. 
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Figure 4.3: Transmitted OFDM Signal 

This OFDM signal is then propagated from the channel containing AWGN and impulsive noise. 

The impulsive noise is generated by the algorithm mentioned in [77] and illustrated in Fig. 4.4(a). 

 

(a)                  (b) 

Figure 4.4: (a) Time Domain Impulsive Noise Signal    b) Histogram of Generated Impulsive Noise 

The histogram of the generated impulsive noise in Fig. 4.4(b) shows that noise pulses with 

amplitude less than 0.75 have very high rate of occurrence as compared to the pulses that have 

amplitude from 0.75 to 1. However, the high peaked impulses with amplitude between 1.5 and 2.5 
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occur rarely. When the OFDM signal propagates through the channel containing AWGN and 

impulsive noise, it gets perturbed. The noisy OFDM signal is shown below: 

 

 

Figure 4.5: Noisy OFDM signal with AWGN and Impulsive Noise 

This noisy received signal is filtered through proposed NSSLMS filter and then OFDM receiver 

operates in reverse order for sorting encoded symbols in original sequence. After demodulation 

Reed Solomon decoder is applied for further reducing the impact of noise in the original signal. 

The performance of both NLMS and newly proposed NSSLMS filter in combination with RS 

codes is compared regarding BER, MSE and SNR improvement. Extensive simulations are carried 

out to study the effect of step size on NLMS and proposed NSSLMS filters by varying different 

modulation schemes. These values are used as a guideline to tune the step size for the rest of the 

method. Fig. 4.6 and Fig 4.7 shows the BER curves obtained with proposed RS-NLMS and RS-

NSSLMS algorithms in AWGN channel for various values of step size for BPSK, QPSK and 16 

QAM constellations.                    
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      c) 

Figure 4.6:  BER curves of proposed RS-NLMS algorithm in AWGN channel for various values of 

step sizes for (a) BPSK, (b) QPSK, (c) 16-QAM constellation  
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Figure 4.7:  BER curves of proposed RS-NSSLMS algorithm in AWGN channel for various values 

of step sizes for (a) BPSK, (b) QPSK, (c) 16-QAM Constellation 
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From these experiments, the selected values of parameter step size are shown in Table 4.4.  

Table 4.4: Optimum step sizes for different modulations 

Modulation 

 

RS-NLMS Algorithm RS-NSSLMS Algorithm 

BPSK 0.05 0.1 

QPSK 0.01 0.05 

16QAM 0.01 0.01 

 

The performance comparison of proposed RS-NLMS and RS-NSSLMS algorithms for AWGN 

channel and Impulsive noise (IN) with their best step sizes is shown in Fig. 4.8. 

 

Figure 4.8:  Comparison of BER for proposed RS-NLMS and RS-NSSLMS algorithms in AWGN 
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It is noticed that the suggested NSSLMS filter gives better BER performance than that of 

NLMS filter when used in our proposed hybrid technique. It can be seen that the BER of proposed 

RS-NSSLMS algorithm is closest to AWGN BER curve for SNR up to 20 dB.  

 

 

 

 

 

 

Figure 4.9: Comparison of MSE for proposed RS-NLMS and RS-NSSLMS algorithms 

The mean square error simulation results also confirm that suggested RS-NSSLMS gives 

lowest MSE and fastest convergence as compared to the RS-NLMS as depicted in Fig. 4.9. The 

mean square value of RS-NSSLMS algorithm is below -8dB, whereas RS-NLMS algorithm has 

MSE value less than -12dB. 

Another representation of the MSE of two variants of proposed hybrid technique is depicted 

in Table 4.5. The x-axis of the bar chart represent the 5 sets of 3745 data samples and on the y-

axis the average MSE value of each 3745 samples block is illustrated. It is obvious that RS-

NSSLMS hybrid scheme gives lowest MSE as compared to the proposed hybrid technique based 

on RS-NLMS. 
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Table 4.5: Bar Chart of Average Mean Square Error 

 

 

The comparison of our proposed hybrid technique (RS-NSSLMS) with individual RS coding 

and NSSLMS filtering is performed in Fig. 4.10 for suppressing impulsive noise in AWGN 

channel. In these results, the NSSLMS filtering shows better performance when compared to RS 

coding alone. However, significant BER improvement is achieved in our proposed dual faceted 

technique by combining RS error correction codes with NSSLMS filter. This is because NSSLMS 

filter creates a more accurate estimate of the original OFDM signal after impulsive noise 

cancellation and the residual impulsive noise is managed by the RS decoder in the second stage of 

proposed technique. Moreover, the proposed technique outperforms another hybrid technique 
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based on clipping and NLMS filter reported in literature [93] in Fig. 4.10 for mitigation of 

impulsive noise. 

 

Figure 4.10: BER comparison of proposed hybrid technique with RS coding, NLMS filtering and 

Clip-NLMS based technique employed in OFDM system 

The new proposed algorithms that are RS-NLMS and RS-NSSLMS are also compared in terms 

of SNR degradation in Table 4.6. It is evident from the table that RS-NLMS based technique 

produces an SNR degradation which is more than RS-NSSLMS. This again verifies our claim that 

RS-NSSLMS gives better performance for impulsive noise mitigation in OFDM systems than that 

of RS-NLMS. The SNR degradation is obtained by the difference of SNR of OFDM signal and 

filtered signal, where the maximum SNR of the OFDM signal is 4.512dB. The SNR is estimated 

as: 

        𝐹𝑖𝑙𝑡𝑒𝑟𝑒𝑑 𝑆𝑖𝑔𝑛𝑎𝑙 𝑆𝑁𝑅 = 10 log10(
∑(𝑜𝑓𝑑𝑚 𝑠𝑖𝑔𝑛𝑎𝑙 𝑎𝑓𝑡𝑒𝑟 𝑓𝑖𝑙𝑡𝑒𝑟𝑖𝑛𝑔)2

∑(𝑁𝑜𝑖𝑠𝑒)2 )            (4.16) 
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  𝑀𝑎𝑥 𝑂𝐹𝐷𝑀 𝑆𝑖𝑔𝑛𝑎𝑙 𝑆𝑁𝑅 = 10 log10(
∑(𝑜𝑓𝑑𝑚 𝑠𝑖𝑔𝑛𝑎𝑙 )2

∑(𝑁𝑜𝑖𝑠𝑒)2
)             (4.17) 

 

Table 4.6: SNR comparison of Proposed Techniques 

Algorithms

  

Max Signal SNR  Filtered Signal SNR SNR Degradation 

RS-NSSLMS 
4.512 3.8069 0.7051dB 

RS-NLMS 4.512 3.39 1.12dB 

 

 

The performance gain of proposed technique is also investigated for Rician fading channel. The 

purpose of selecting Rician channel is to analyse the robustness of proposed technique against 

changes in the environment. Fig. 4.11 shows BER comparison of our proposed hybrid technique 

(RS-NSSLMS) with individual RS coding and NSSLMS filtering in Rician fading channel. The 

performance of our suggested composite technique also outperforms another hybrid technique 

reported in [93] for impulsive noise cancellation as depicted in Fig. 4.11.  
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Figure 4.11: BER comparison of proposed hybrid technique employed in OFDM system for Rician 

Channel 

 

Figure 4.12: Comparison of BER for proposed RS-NLMS algorithm and RS-NSSLMS algorithm in 
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Fig. 4.12 shows BER comparison for the two proposed techniques under Rician fading channel 

with impulsive noise. It can be seen that BER curves for suggested RS-NLMS and RS-NSSLMS 

algorithms overlap for low SNR values however for high SNR, RS-NSSLMS algorithm gives 

better performance. 

In order to further strengthen my point that adaptive filter can better mitigate impulsive noise, in 

the next part of chapter 4 simulation section, we have used two more adaptive filters RLS and 

Bhagyashri algorithm in suggested hybrid technique and their comparison is carried out with RS-

NLMS technique. The performance of NLMS, Bhagyashri and RLS filters in combination with 

RS code are compared in terms of BER. Extensive simulations are carried out to study the effect 

of step size on NLMS and Bhagyashri filters by varying different modulation schemes. Fig. 4.13 

and Fig. 4.14 shows the BER curves of RS-NLMS and RS-Bhagyashri algorithms in AWGN 

channel for various values of step sizes parameter for BPSK, QPSK and 16 QAM constellation 
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(c) 

Figure 4.13: BER Curves of RS-NLMS Algorithm in AWGN Channel for Various values of step sizes 

for a) BPSK b) QPSK c) 16-QAM Constellation 
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                                                                                 c) 

Figure 4.14: BER Curves of RS-Bhagyashri Algorithm in AWGN Channel for Various values of 

step sizes for a) BPSK b) QPSK c) 16-QAM Constellation 
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rate, provided that δ is chosen small enough; whereas, if noise level is very high it is preferable to 

initialize the algorithm with large value of δ [69]. The effect of varying delta (δ), from very small 

value to quite large values for impulsive noise is shown in Fig. 4.15. 
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                                                                            c)      

Figure 4.15: BER Curves of RS-RLS Algorithm in AWGN Channel for Various values of Delta for 

a) BPSK b) QPSK c) 16-QAM Constellation 

From these experiments, the optimum parameters selected for proposed hybrid technique are 

shown in Table 4.7. 

Table 4.7: Best Selected Parameters for Variants of Proposed Hybrid Technique 

Modulation 

 

RS-NLMS 

(step size values) 

RS-Bhagyashri 

(step size values) 

RS-RLS 

(delta values) 

BPSK 0.05 0.0001 1 

QPSK 0.01 0.0001 1 

16QAM 0.01 0.0001 0.05 
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Fig. 4.16 shows the performance comparison between RS-NLMS, RS-Bhagyashri and RS-RLS 

algorithms for AWGN channel uses the best parameters from Table 4.7. 

 

Figure 4.16: Comparison of BER Curves for RS-NLMS, RS-RLS and RS-Bhagyashri Algorithms 

It is important to note that RLS filter gives better BER performance than NLMS and Bhagyashri 

filter when used in our proposed hybrid technique. The proposed RS-RLS algorithm BER curve is 

close to AWGN curve up to 20dB SNR as illustrated in Fig 4.16.  

The Mean Square Error (MSE in dB) simulation result also confirms that RS-RLS gives lowest 

MSE and fastest convergence as compared to the RS-NLMS and RS-Bhagyashri algorithms as 

depicted in Fig. 4.17. The mean square value of RS-RLS algorithm is below -14dB, whereas RS-

Bhagyashri algorithm has MSE value less than -2dB. 
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. Figure 4.17: Comparison of MSE for RS-NLMS, RS-Bhagyashri and RS-RLS Algorithms 

The comparison of our proposed hybrid technique (RS-RLS) with individual RS coding and RLS 

filtering is performed in Fig. 4.18 for suppressing impulsive noise in AWGN channel. In these 

results,.the.RLS.filtering.shows.better.performance.when.compared.to.RS.coding.alone. 

However, significant BER improvement is achieved in our proposed dual faceted technique by 

combining RS error correction codes with RLS filter. Actually, OFDM signal accurate estimate 

can be achieved by RLS filter after suppression of impulsive noise and RS decoder removes the 

enduring impulsive noise in second step of proposed dual faceted technique. Moreover, the 

proposed technique outperforms another hybrid technique based on clipping and RLS filter 

reported in literature [93] in Fig. 4.18 for mitigation of impulsive noise. 
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. Figure 4.18: BER Comparison of proposed hybrid technique with RS coding, RLS filter and Clip-

RLS Algorithm employed in OFDM System 

The new proposed algorithms that are RS-NLMS, RS-Bhagyashri and RS-RLS are also compared 

in terms of SNR degradation in Table 4.8. It is shown from the table that the RS-RLS proposed 

technique produces minimum SNR degradation. This again verifies our claim that RS-RLS give 

better performance for impulsive noise mitigation in OFDM systems than other variants. The SNR 

degradation is obtained by the difference of SNR of OFDM signal and filtered signal, where the 

maximum SNR of the OFDM signal is 4.512dB.  

Table 4.8: SNR Comparison of Proposed Techniques   

Algorithms Max Signal SNR Filtered Signal SNR SNR Degradation 

RS-NLMS 4.512 3.8069 0.7051dB 

RS-Bhagyashri 4.512 0.27 4.242dB 

RS-RLS 4.512 3.966 0.546dB 
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The performance gain of proposed technique is also investigated for Rician fading channel. 

Fig. 4.19 shows BER comparison of variants of our proposed hybrid technique in Rician fading 

channel. The ` 

 

 Figure 4.19: Comparison of BER for Proposed Dual Protection Technique with RS Coding, RLS 

filter and Clip-RLS Algorithm in Rician Fading Channel 

 

4.4   Summary 

New technique for impulsive noise cancellation based on combination of Reed Solomon and 

adaptive filter for OFDM systems is presented in this chapter. The four variants of adaptive family 

i.e. NLMS, NSSLMS, Bhagyashri and RLS algorithm are used for mitigating impulsive noise from 

received OFDM signal. Due to adaptive algorithm`s ability to track time variations of signal 

0 5 10 15 20 25 30
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

SNR

B
E

R

 

 

RS-NLMS

RS-Bhagyashrii

RS-RLS

Rician+AWGN+IN

Rician+AWGN



 

99 

statistics in non-stationary environment, better reduction in impulsive noise is achieved and 

enhanced signal reception is attained by employing Reed Solomon error correction codes. The 

suggested scheme improves the quality of OFDM signal by exhibiting low MSE and BER, along 

with improved SNR, when compared with recently reported scheme. Moreover, the comparative 

analysis of proposed dual protection technique is tested in AWGN and Rician fading channel. It is 

verified from simulation results that proposed RS-RLS outperforms the other investigated variants 

in impulsive noise suppression.  
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Chapter 5 

Robust Adaptive Algorithm for Active Control 

of Impulsive Noise 

5.1 Introduction 

The biggest challenges incurred in the ANC of impulsive noise are convergence and stability of 

the noise reducing algorithms.  The simplest and less complex filtered-x least mean square 

(FxLMS) algorithm for ANC is designed to minimize the variance of error signal [4]. However, 

since the second order moment does not exist in case of impulsive noise [105], it cannot be used 

for impulsive noise reduction. Sun et al. [106] proposed a modification in FxLMS algorithm which 

ensures stability of the system. They applied fixed thresholds on the reference signal in order to 

eliminate the effect of large amplitudes of impulses. Instead of ignoring the samples as in [107], 

Akhtar et al. [55] improved the Sun’s algorithm by replacing impulses with new threshold values 

of error and reference signals and achieved faster convergence along with enhanced stability. The 

algorithms [2], [55], [107] are bound to update their threshold parameters during online operation 

which increases computational complexity. To reduce the complexity, another normalized step 

size FxLMS (NSS-FxLMS) algorithm is reported in [108], which does not need modified reference 

or error signal. And in consequence to that, no selection of the threshold parameters are required. 

Qiu et al. in [109] suggested a new technique (FxlogLMS) based on fair M–estimator that 

minimizes the squared logarithmic transformations of error signal to achieve robustness. However, 

the algorithm has the drawback of reaching a dead zone in process of updating the filter 
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coefficients. Bergamasco et al. [110] provided a solution based on online estimation of secondary 

path for ANC applications. A modified FxLMM algorithm established on two-part skewed 

triangular M–estimate, was presented to achieve stability in FxLMM when exposed to high-peaked 

impulses. Data reusing based normalized step size FxLMS (DR-NSSFxLMS) algorithm, 

recommended in [57] for ANC of impulsive noise improved the performance with increased 

computational complexity. Similarly, FxRLS algorithm [58] gives fast convergence along with 

high complexity during impulsive noise control. Gauss Siedal algorithm [111] and dichotomous 

coordinate descent algorithm (DCD) [112] are used for recursive least square adaptive filtering 

that gives reduced computational complexity. However, the main problem with RLS family 

algorithms is lack of robustness. To enhance the robustness of the RLS algorithm, a modification 

i.e. State Space RLS, is presented in [59], [113]. SSRLS exhibits excellent tracking performance 

due to its model dependent state space formulation but has not been tested in the ANC domain. 

Fig.5.1 demonstrates the schematic diagram of an ANC system for impulsive noise. Due to the 

presence of secondary path 𝑠(𝑧) in Fig. 5.1, SSRLS cannot be used in its existing form. Therefore, 

in this chapter, we have modified SSRLS algorithm to track the filtered reference noise, making it 

suitable for ANC applications. The SSRLS algorithm is used in combination with filtered reference 

input and hence named as Filtered-x SSRLS algorithm. 

In section 5.2, proposed Filtered-x SSRLS (FxSSRLS) algorithm for ANC domain with its 

associated schematics is presented. The results of proposed FxSSRLS algorithm came out to be 

more effective in the elimination of high-peaked impulses than that of the recently reported 

algorithms for ANC applications. Moreover, the suggested solution exhibits better stability and 

faster convergence without jeopardizing the performance of proposed solution in terms of residual 

noise suppression in the presence of impulses. In sub-section 5.2.1, detailed computational analysis 



 

102 

of presented algorithm along with that of recently reported algorithms is also done. The 

performance comparison of the proposed algorithm with other reported algorithms is shown in 

section 5.3. Finally, section 5.4 concludes the summary of chapter 5.  

 

Figure 5.1  Block diagram of ANC system for impulsive noise 

5.2. Proposed Algorithm 

Consider the unforced discrete time system 

 𝑟[𝑛 + 1] = 𝐴𝑟[𝑛]                                                                         (5.1) 

   𝑦[𝑛] = 𝐶𝑟[𝑛]                                                                    (5.2) 

Where r are the process states and y is the output, while A and C represent the system and the 

observation matrices respectively. We assume that the pair (A,C) is L-step observable and A is 

invertible. The state space formulation of SSRLS provides designer with the freedom to choose an 
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appropriate model for the underlying environment. However, the reasons that SSRLS cannot be 

used in its existing form for active noise control are as under: 

1)  SSRLS is designed for unforced system i.e system without input. 

2)   ANC applications have a secondary path s(z) followed by adaptive filter 𝑤(𝑧) as shown in 

Fig. 5. 1. 

3)  Impulsive noise state space model is unknown. 

According to the required modifications in SSRLS for ANC domain the schematic diagram of 

proposed algorithm is depicted in Fig. 5.2. 

 

Figure 5.2: Block diagram of proposed algorithm for ANC system 
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In this figure, the reference noise signal vector is x(𝑛) = [𝑥(𝑛), 𝑥(𝑛 − 1) … … . 𝑥(𝑛 − 𝐿 + 1)]′, 

where L is the length of the reference noise. The desired signal d(n) is calculated as 

𝑑(𝑛) = 𝑃(𝑛) ∗ 𝑥(𝑛)     where operator * represents the convolution                            (5.3) 

The filtered reference noise 𝒙′(𝑛) = [𝒙′(𝑛), 𝒙′(𝑛 − 1) … . . 𝒙′(𝑛 − 𝐿 + 1)]′  and the error signal 

𝐸(𝑛) measured by the error microphone is: 

𝒙′(𝑛) = �̂�(𝑛) ∗ 𝒙(𝑛)                                                            (5.4) 

𝐸(𝑛) = 𝑑(𝑛) − 𝒚𝒔(𝑛)                                                          (5.5) 

The  𝑠(𝑛) and  �̂�(𝑛) are impulse responses of the secondary path and its estimate respectively. Due 

to the presence of secondary path following the adaptive filter, phase mismatch occurs between 

the desired signal and output of the filter as shown in Fig. 5.2, which consequently degrades the 

performance of ANC system. Thus, for incorporating the effect of secondary path, an identical 

filter is placed in the reference signal path leading to input of the filter. The modified output of 

adaptive filter followed by the secondary path is given by 

                 𝒚𝒔(𝑛) = 𝑠(𝑛) ∗ �̅�(𝑛 )                                                        (5.6) 

The filtered reference noise signal 𝒙′(𝑛) is passed to the SSRLS adaptive filter block which 

computes  �̅�(𝑛).  Table 5.1 describes the parameters used for our modified Fx-SSRLS algorithm  
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Table 5.1 Detail of variables 

Variables  Description  

P(z) Primary path transfer function 

S(z) Secondary path transfer function of 

x(n) Reference impulsive noise 

S’(z) Estimated transfer function of secondary path 

d(n) Desired signal 

x’(n) Filtered reference noise 

�̂�[𝑛] Estimated states of adaptive filter 

�̅�[𝑛] Predicted states of adaptive filter 

𝐾[𝑛] Gain of adaptive filter 

𝜀[𝑛] Prediction error of adaptive algorithm 

Δ Regularization parameter 

𝜆 Forgetting factor 

 �̅�(𝑛) Predicted output of adaptive filter 

𝑦𝑠(𝑛) Adaptive filter output followed by secondary 

path 

N Total samples 

 

Since, the system given in eq (5.1) is for forced systems with 𝑥′(𝑛) being the input, the three 

special models of SSRLS in [59], [113] are modified in Table 5.2. ‘T’ represent the sampling 

time in the following Table 5.2. 
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Table 5.2 Modified state space models of SSRLS 

Sinusoidal model Velocity Model Acceleration Model 

 

 

𝐴 =  [
1   T
0   1

] 

𝐴 =  [
 1   T    

T

2

2

 0   1    T  
0    0    1 

] 

 

 

 

 

 

 

 

After modification of SSRLS models, the next objective is to select the appropriate model for 

impulsive noise.  To get the best match of the underlying environment with the presumed model 

of SSRLS for achieving enhanced performance of SSRLS. The exact model for impulsive noise 

cannot be determined because of its random nature. As the higher order models can better 

approximate the abrupt changes in impulsive noise therefore, we have used acceleration model in 

our application. The choice has been validated through extensive simulations. The proposed 

algorithm is summarized below. 

Proposed FxSSRLS Algorithm 

Parameters: 

Select A, C, N 

Initialize ,  Ts , �̅�[0] = 0, 𝛷[0]= I+CTC,K[0]=𝛷−1(0)𝐶𝑇, 𝜀[0] = 𝑦[0] − �̅�[0] 

Computation: 

While {x(n)} available 

 do 
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end while 

5.2.1 Performance Analysis and Computational Complexity 

For adaptive filters, when a new algorithm is developed, it is important to carry out its performance 

analysis. Although the FxLMS algorithm has been widely used for the implementation of ANC 

applications, its convergence analysis is still an active area of research [114-115]. The inclusion 

of secondary path in FxLMS makes its convergence analysis complex as compared to the standard 

LMS algorithm. Various attempts on derivation of theoretical convergence analysis for FxLMS 

algorithm have been made with different simplified assumptions on inputs being single or 

multitonal, stationary or purely white and secondary path being pure delay or moving average 

model etc [116 - 117]. The analysis of SSRLS algorithm for the standard adaptive filter has been 

presented in [59], [113], which may be extended to perform theoretical analysis of Fx-version of 

SSRLS algorithm for the ANC systems. This chapter of dissertation develops a modified SSRLS 

(FxSSRLS) algorithm for ANC of impulsive sources being modelled as SαS distributions. For 

stable distributions, the moments only exist for the order lesser than the characteristic exponent 

[105] i.e. for impulsive noise 2nd order moments do not exist. The lower order moments are more 
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difficult to compute than the second order moment [119], which makes the theoretical analysis 

difficult, if not impossible. The non-Gaussian signal processing is in general much more 

complicated in terms of finding statistics than that of Gaussian signal processing. This may be the 

reason that recent work on ANC of impulsive sources (being modelled as stable process) do not 

include the theoretical analysis, and in fact the simulations have been used as a major tool to 

demonstrate the effectiveness of the proposal (see for example, [106 - 107], [110]). The interested 

reader may also look into the recent works on ANC [120 - 126]. Though simulations do not prove, 

yet do demonstrate the effectiveness. In this chapter, we have also used computer simulations as 

the evaluation tool and it is observed that proposed algorithm outperforms the existing algorithms. 

Moreover, computational complexity of an algorithm is usually of significant importance 

particularly in real-time applications. The complexity of individual equations of proposed 

FxSSRLS algorithm is given in Table. 5.3. Followed by the complexity analysis of other 

investigated algorithms in Tables 5.4 - 5.7. 

Table 5.3 Complexity analysis of proposed algorithm 

Eq`s Operations * +/- ÷ 

1 x′(n)1𝑥1 = �̂�(𝑛)1𝑥𝑀 ∗ 𝑥(n)𝑀𝑥1 M M-1 - 

2 r̂[n]𝐿𝑥1 = r̅[n]𝐿𝑥1 + K[n]𝐿𝑥1ε[n]1𝑥1 L L - 

3 Φ[n]𝐿𝑥𝐿 = 𝜆(A−T
𝐿𝑥𝐿

Φ[n − 1]𝐿𝑥𝐿)A−1
𝐿𝑥𝐿 + CT

𝐿𝑥1
C1𝑥𝐿  2L3+2L2 2L3-2L2 1 

4 K[n]𝐿𝑥1 = Φ−1(n)𝐿𝑥𝐿CT
𝐿𝑥1 L2 L2-L - 

5 r̅[n]𝐿𝑥1 = 𝐴𝐿𝑥𝐿r̂[n]𝐿𝑥1 L2 L2-L - 

6 y̅[n]1𝑥1 = C1𝑥𝐿 r̅[n]𝐿𝑥1 L L-1 - 

7 ys(n)𝑀𝑥1 = 𝑠(𝑛)𝑀𝑥1 ∗ y̅(n)1𝑥1 M - - 

8 ε[n]1𝑥1 = y[n]1𝑥1 − ys[n]1𝑥1 - 1 - 

                Total: 2L3+4L2+2L+2M 2L3+M 1 
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Table 5.4 Complexity analysis of FxLMS algorithm 

Eq`s Operations * +/- ÷ 

1 x′(n)1𝑥1 = �̂�(𝑛)1xM ∗ 𝑥(n)𝑀𝑥1 M M-1 - 

2 y(n)1𝑥1 = wT(n)1𝑥𝐿 ∗ 𝑥(n)𝐿𝑥1 L L-1 - 

3 w(n + 1)𝐿𝑥1 =  w(n)𝐿𝑥1 − µ1x1 ∗ e(n)1x1

∗ x′(n)1𝑥𝐿  

L+1 L - 

4 e(n)1𝑥1 = d(n)1𝑥1 − ys(n)1𝑥1 - 1 - 

5 ys(n)1𝑥1 = 𝑠(𝑛)1𝑥𝑀 ∗ y(n)𝑀𝑥1  M M-1 - 

 Total: 2L+2M+1 2L+2M-2 - 

 

Table 5.5 Complexity analysis of NSS-FxLMS algorithm 

Eq`s Operations * +/- ÷ 

1 x′(n)1𝑥1 = �̂�(𝑛)1xM ∗ 𝑥(n)𝑀𝑥1 M M-1 - 

2 y(n)1𝑥1 = wT(n)1𝑥𝐿 ∗ 𝑥(n)𝐿𝑥1 L L-1 - 

3 w(n + 1)𝐿𝑥1 =  w(n)𝐿𝑥1 − µ(n)1x1 ∗ e(n)1x1

∗ x′(n)1𝑥𝐿  

L+1 L - 

4 
µ(n)1x1 =

µ(n)1x1
̅̅ ̅̅ ̅̅ ̅̅ ̅̅

δ + xT(n)1𝑥𝐿 ∗ x(n)𝐿𝑥1 + E(n)
 

L L+1 1 

5 e(n)1𝑥1 = d(n)1𝑥1 − ys(n)1𝑥1 - 1 - 

6 ys(n)1𝑥1 = 𝑠(𝑛)1𝑥𝑀 ∗ y(n)𝑀𝑥1 M M-1 - 

7 E(n)1𝑥1 =  𝜆𝐸(𝑛 − 1)1𝑥1 + (1 − 𝜆)E2(n)1𝑥1 3 2  

 Total: 3L+2M+4 3L+2M+1 1 
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Table 5.6 Complexity analysis of FxRLS algorithm 

Eq`s Operations * +/- ÷ 

1 x′(n)1𝑥1 = �̂�(𝑛)1xM ∗ 𝑥(n)𝑀𝑥1 M M-1 - 

2 y(n)1𝑥1 = wT(n)1𝑥𝐿 ∗ 𝑥(n)𝐿𝑥1 L L-1 - 

3 w(n + 1)𝐿𝑥1 =  w(n)𝐿𝑥1 + K(n)LxL ∗ e(n)1x1 L L - 

4 
K(n)Lx1 =

π(n)Lx1

𝜆 + x′(n)𝐿𝑥1 ∗ π(n)Lx1

 
2L L 1 

5 π(n)Lx1 = p(n − 1)LxL ∗ x′(n)𝐿𝑥1 𝐿2 𝐿2-L  

6 p(n)LxL = 𝜆−1 ∗ p(n − 1)LxL − 𝜆−1 ∗ K(n)Lx1 ∗ x′(n)1𝑥𝐿

∗ p(n − 1)LxL 

3𝐿2  2𝐿2 − 𝐿 1 

7 e(n)1𝑥1 = d(n)1𝑥1 − ys(n)1𝑥1 - 1 - 

8 ys(n)1𝑥1 = 𝑠(𝑛)1𝑥𝑀 ∗ y(n)𝑀𝑥1 M M-1 - 

 Total: 𝟒𝑳𝟐+4L+2M 3𝑳𝟐+L+2M-2 2 

 

Table 5.7 Complexity analysis of DR-NSSFxLMS algorithm 

Eq`s Operations * +/- ÷ 

1 x′(n)1𝑥1 = �̂�(𝑛)1xM ∗ 𝑥(n)𝑀𝑥1 M M-1 - 

2 y(n)1𝑥1 = wT(n)1𝑥𝐿 ∗ 𝑥(n)𝐿𝑥1 L L-1 - 

3 d1(n)1𝑥1 =  e(n)1𝑥1 + s(n)1xm ∗ y(n)mx1 M M - 

4 e1(n)1𝑥1 =  d1(n)1𝑥1 − w1
T(n)1xL ∗ x′(n)𝐿𝑥1 L L - 

5 Compute w1(n + 1)Lx1using DR algorithm in Table 2 from 

[25] 

N(3L+4) N(3L+2) - 

 Total: 2L+2M+N(3L+4) 2L+2M-

2+N(3L+2) 

- 

 

Here, L represents the total number of states in FxSSRLS algorithm while, in other investigated 

algorithms it represents the number of filter coefficients [55,57-58]. M represents the secondary 
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path and N represents the data reuse order for DR-NSSFxLMS algorithm. The computational 

complexities along with the memory requirements of the investigated algorithms are summarized 

in Table 5.8. The memory of investigated algorithms is calculated using the method given in [52]. 

Table 5.8 Performance analysis of investigated algorithms 

Algorithm Complexity Memory 

Additions Multiplications 

FxLMS 2L+2M-2 2L+2M+1 2(L+M) 

NSS-FxLMS 3L+2M+1 3L+2M+4 2(L+M) 

DRNSS-FxLMS 2L+2M-2+N(3L+2) 2L+2M+N(3L+4) (N+2)L+3M 

FxRLS 3𝐿2+L+2M-2 4𝐿2+4L+2M 3L+2M 

Proposed FxSSRLS 2L3+M 2L3+4L2+2L+2M 4L+2M 
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b) 

Figure 5.3: Complexity analysis of investigated algorithms (a) Number of additions (b) Number of 

multiplications 

 Fig. 5.3 shows the plots for computational complexities of investigated algorithms. The proposed 

FxSSRLS algorithm has high computational complexity as compared to FxLMS and FxRLS 

algorithms family, which makes it costly for few applications.  Nevertheless, in the practical 

applications where stability and fast convergence is a matter of concern, the implementation of 

FxSSRLS in ANC system can be easily handled by the latest DSP`s. 

5.3 Comparison with Existing Techniques and Simulation Results 

The ANC system for impulsive noise is implemented using the MATLAB platform. The 

performance of proposed algorithm is compared with that of already reported adaptive algorithms 

in literature [51], [55], [57 - 58], [106 - 107]. The parameters used in simulating the ANC system 

are tabularized below:- 
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Table 5.9 Parameter set for proposed technique simulation 

ANC System Impulsive Noise 

Parameters Symbols Values Parameters Symbols Value 

Primary path tap size L 256 Total samples N 10000 

Secondary path tap size M 128 Total realizations Avg      5 

Adaptive filter tap size Lw 192 Characteristic exponent 𝛼 1.85,1.65,1.45 

DR-NSSFxLMS algorithm step size �̅� 5e-2 Scale parameter  𝛾 1 

NSS-FxLMS algorithm step size  �̅� 5e-2 Location parameter   C 0 

RLS forgetting factor 𝜆 0.99 Skewedness parameter  𝛿 0 

SSRLS forgetting factor 𝜆 0.01    

 

In our simulation setup, the SαS distributions model the statistical parameters of impulsive noise 

[105]. The closed form for PDF of stable distributions doesn’t exist, so they are normally expressed 

by their characteristic equations which are actually Fourier transform of its PDF. 

𝜑(𝑡) = 𝑒−|𝑡|𝛼
                                                                       (5.7) 

Some PDFs for SαS distributions are shown in Fig. 5.4. The SαS distributions have parameter 𝛼 

(0 < 𝛼 < 2), which controls the spread of the PDF, i.e., smaller value of α indicates that noise will 

be more impulsive with heavier tail. For the stable distributions 𝛼 ranges between 0-2. It is 

characterized as normal distribution for 𝛼 = 2, while the distribution is Cauchy for 𝛼 = 1. In Fig. 

5.5, impulsive noise generated by standard SαS process with α=1.65 is shown with the parameters 

used for simulating the impulsive noise in the simulations are mentioned in Table. 5.9. 
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Figure 5.4: PDFs of standard SαS process with different values of α 

 

 

Figure 5.5: Impulsive noise generated by standard SαS process with α=1.65 

The primary noise d(n) for α=1.65 picked by reference microphone is depicted in Fig. 5.6. 
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Figure 5.6: Primary noise signal 

For the simplicity of our simulations, we have made an assumption that estimated secondary path 

model �̂�(𝑧) is same as 𝑠(𝑧) [55-58]. The numeric values of coefficients of primary 𝑝(𝑧) and 

secondary 𝑠(𝑧) acoustic paths are taken from data set given in [51]. Fig. 5.7 depicts the frequency 

response comprising of magnitude and phase of both path filters.  

 

Figure 5.7: Frequency response of acoustic primary and secondary path 

a

) 
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The performance metric used in this research for comparison of studied algorithms is mean noise 

reduction. It is calculated as  

𝑀𝑁𝑅(𝑛) = 𝐸 {
𝐴𝑒(𝑛)

𝐴𝑑(𝑛)
}                                                       (5.8) 

𝐴𝑒(𝑛) = 𝜆𝐴𝑒(𝑛 − 1) + (1 − 𝜆)|𝑒(𝑛)|                                      (5.9) 

𝐴𝑑(𝑛) = 𝜆𝐴𝑑(𝑛 − 1) + (1 − 𝜆)|𝑑(𝑛)|                                    (5.10) 

where 𝐴𝑒(𝑛) and 𝐴𝑑(𝑛) are estimated absolute values of residual error and disturbance signal. The 

impulses for the research are generated by the symmetric alpha stable model by considering 

α=1.85, α=1.65 and α=1.45 respectively, indicating small, mild and heavy impulsiveness. 

Extensive simulations are carried out to find the optimum values of controlling parameters of 

discussed algorithms. Fig. 5.8 shows the detailed simulation results for step size parameter of NSS-

FxLMS and DR-NSSFxLMS algorithm for α=1.65. It can be observed from Fig. 5.8 ( a & b), that 

optimum steps size value for both algorithms is 5e-2. 

 

a) 
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b) 

Figure 5.8: Effect of varying step sizes on the performance of a) NSS-FxLMS b) DR-NSSFxLMS 

for α=1.65 

Similarly, the effect of regularization parameter delta (δ) of FxRLS algorithm is shown in Fig. 5.9 

for α=1.65. The parameter δ depends on SNR [69], i.e. greater the value of SNR smaller value of 

delta is selected for better performance of algorithms and vice versa. The optimum value selected 

for further simulation is 100000 for α=1.65. 

a

) 
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Figure 5.9: Performance comparison of FxRLS with varying delta for α=1.65 

Fig. 5.10 depicts the convergence curves of most widely used adaptive algorithms in ANC domain 

for α=1.65. The optimum step sizes for the FxLMS, Sun`s, Modified Sun`s and Akhtar`s algorithm 

used in this simulation are 1e-3, 5e-6, 5e-5 and 5e-5 respectively. It can be seen that among the 

investigated algorithms of LMS family, the NSSFxLMS and DR-NSSFxLMS algorithms converge 

quickly after 1000 iterations and give good noise reduction by achieving the lowest MNR as 

compared to the other investigated algorithms. Similarly, the DR-NSSFxLMS algorithm is 

comparatively less affected by the occurrence of impulsive noise at different iterations and thus 

exhibits better stability. Therefore, we have selected the NSS-FxLMS and DR-NSSFxLMS 

algorithms for further comparison with our proposed FxSSRLS algorithm which can be visualized 

in Fig. 5.11. 
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Figure 5.10: Convergence curves comparison of various algorithms with α=1.65 

 

It can be noticed from Fig. 5.11, that NSS-FxLMS and DR-NSSFxLMS algorithms give slow 

convergence as compared to FxRLS and FxSSRLS algorithms that achieve steady state value at 

about 2000 and 500 iterations, respectively. The convergence curves of FxSSRLS and FxRLS 

algorithm almost overlap after 3500 iterations. However, when an impulse is encountered at about 

800th iteration, the FxRLS algorithm exhibits a sudden increase in MNR while the FxSSRLS 

algorithm is robust enough to remain unaffected. 
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Figure 5.11: Comparison of MNR of FxSSRLS algorithm with various algorithms α=1.65 

 

Similarly, other two simulation cases of alpha= 1.85 and 1.45 also proved the efficacy of proposed 

FxSSRLS algorithm over the investigated algorithms. Fig. 5.12 and Fig. 5.13 illustrates the steady 

state performance of FxRLS and proposed FxSSRLS is better than NSS-FxLMS and DR-

NSSFxLMS algorithms. Also, the proposed FxSSRLS can yield improved convergence rate and 

robustness even in presence of large impulses than that of FxRLS, NSS-FxLMS and DRNSS-

FxLMS algorithms. Thus, making our proposed solution an excellent choice for mitigating the 

influence of impulses in ANC applications. 
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Figure 5.12: Comparison of MNR of FxSSRLS algorithms with various algorithms α=1.85 

 

Figure 5.13: Comparison of MNR of FxSSRLS algorithm with various algorithms α=1.45 
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5.4. Summary 

In this chapter, impulsive noise in the ANC domain is analysed. The adaptive algorithms employed 

in the ANC applications become unstable and lack robustness in the presence of impulsive noise. 

To overwhelm this limitation in ANC applications, a new algorithm FxSSRLS is developed and 

presented in this chapter. Due to the recursive parameters of the proposed adaptive algorithm, the 

reduction in impulsive noise is achieved, which is further enhanced by the state space formulation 

of SSRLS models. To validate the improved performance of the newly suggested solution, 

extensive simulations have been performed. The results clearly show that with use of the presented 

algorithm for ANC, the large amplitude impulses are significantly reduced. Moreover, the 

proposed FxSSRLS is a good contribution in ANC domain. The suggested algorithm for ANC 

applications outperforms the existing algorithms in terms of mean noise reduction, convergence 

and stability. However, this improved performance is achieved at the cost of slight increase in 

computational complexity. In applications where stability and fast convergence is a matter of 

concern, little price paid in terms of computational complexity can be ignored. 
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Chapter 6 

          LESS COMPLEX SOLUTIONS IN ANC 

6.1 Introduction 

The main limitation of LMS based algorithms is their lower rate of convergence and 

larger steady state mean square error as compared to RLS [69].  The performance of proposed 

FxSSRLS in previous chapter gives a robust solution for active control of impulsive noise but at 

cost of high computational complexity. Therefore, there was a need to further investigate less 

complex solutions for ANC of impulsive noise. In this chapter, we tested FxBhagyashri algorithm 

in the ANC domain and also suggested two modifications for enhancing the stability of this 

algorithm in presence of impulsive noise.  

In section 6.2, the proposed FxBhagyashri algorithm with its two suggested modification 

is presented in detail. The simulation results along with their discussion is presented in section 6.3 

and 6.4 concludes the chapter 6 of this dissertation. 

6.2 FxBhagyashri algorithm based proposed solution for ANC of impulsive noise 

The first solution for active control of impulsive noise is FxBhagyashri algorithm 

proposed in this chapter. From the literature survey, it was found that Bhagyashri Algorithm was 

never tested in the ANC domain. So, we have tested the performance of this Algorithm in ANC 

domain for impulsive noise suppression. The schematic diagram of proposed FxBhagyashri 

algorithm for impulsive noise control is depicted in Fig. 6.1. 
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Figure 6.1: Schematic of proposed FxBhagyashri algorithm based ANC system 

 

The overall principle of ANC system remains same except that instead of conventional 

adaptive filter, Bhagyashri algorithm is used. The weight update equation of proposed Fx-

Bhagyashri algorithm is as follow:- 

 

The selection of optimum value of step size in proposed FxBhagyashri algorithm is a very critical 

point as the convergence of algorithm depends on the step size µ. The optimum value of step size 

is determined by repeated simulations for best convergence of the proposed algorithm.  
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The point to be noted is that if large amplitude impulses are encountered in reference 𝑥𝑓(𝑛) or 

error signal 𝑒(𝑛) of eq (6.1), then the proposed FxBhagyashri algorithm will diverge and become 

unstable. Practically in case of large impulsive noise, FxBhagyashri algorithm becomes unstable. 

Thus, there is a need to suggest few solutions to make it stable. Therefore, in this chapter, we have 

suggested two modifications in FxBhagyashri algorithm to make it stable in presence of impulsive 

noise. They are:- 

 

i) Clipped Filtered x Bhagyashri Algorithm (CFxBhagyashri Algorithm) 

ii) Modified Step Size Filtered x Bhagyashri Algorithm (MFxBhagyashri 

Algorithm) 

 

6.2.1 Clipped Filtered x Bhagyashri Algorithm 

First modification in FxBhagyashri algorithm is based on thresholding technique. If the magnitude 

of samples of reference and error signals of FxBhagyashri algorithm is greater than the selected 

thresholds, the reference and error samples are cropped above their threshold set by signal 

statistics. Practically, offline estimation of signal statistics is performed. The schematics of 

proposed Clipped Fx Bhagyashri algorithm is shown in Fig.  6.2. 
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Figure 6.2: Schematic of proposed Clipped FxBhagyashri algorithm based ANC system 

 The weight update equation of proposed clipped FxBhagyashri algorithm with modified 

reference and error signal is given as:- 

(6.3) 

 

The reference and error signals of proposed clipped FxBhagyashri algorithm are modified as 

follow:-  

𝑥′(𝑛) = {

𝑐1 ,        𝑖𝑓 𝑥(𝑛) ≤ 𝑐1

𝑐2 ,         𝑖𝑓 𝑥(𝑛) ≥ 𝑐2

     𝑥(𝑛),    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒           
            (6.4) 
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𝑒′(𝑛) = {

𝑐1 ,        𝑖𝑓 𝑒(𝑛) ≤ 𝑐1

𝑐2 ,         𝑖𝑓 𝑒(𝑛) ≥ 𝑐2

     𝑒(𝑛),    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒           
            (6.5) 

Where 𝑐1 and  𝑐2 are the two thresholds and are calculated by the 1 and 99th percentile of 

reference and error signal already reported in literature [55]. The performance of proposed clipped 

FxBhagyashri algorithm totally depends on the thresholds. Therefore, their values must be very 

carefully selected; otherwise the performance of first proposed modification clipped FxBhagyashri 

algorithm will be degraded as compared to the standard FxBhagyashri algorithm in the active 

control of impulsive noise.   

  

6.2.2 Modified Filtered x Bhagyashri (MFxBhagyashri) algorithm 

In this sub-section, the second modification is presented for making FxBhagyashri stable 

in presence of impulsive noise. As discussed in previous subsection 6.2.1 that first modification 

proposed clipped FxBhagyashri algorithm is dependent on thresholds and in appropriate selection 

of thresholds will affect its performance. So another modification named as Modified 

FxBhagyashri Algorithm (MFxBhagyashri Algorithm) based on varying the step size of 

FxBhagyashri algorithm is presented. The step size of FxBhagyashri algorithm is made variable 

and is given as:- 

 

(6.6) 

 

where 


 is the optimum step size of the FxBhagyashri algorithm, )(n  is the time varying 

normalized step size, )(nx f
is the excitation reference signal,  𝐸𝑒(𝑛) is the energy of the residual 

error signal 𝑒(𝑛) that is estimated online using a low pass estimator of the form 

 

          𝐸𝑒(𝑛) = 𝜆𝐸𝑒(𝑛 − 1) + (1 − 𝜆)|𝑒2(𝑛)|                    (6.7) 

 

)()(
)(

2

nEnx
n

ef 











 

128 

where 𝜆, called as forgetting factor, has value 0.9<𝜆<1. The FxBhagyashri algorithm is made stable 

by incorporating power of the excitation signal and error signal in the step size parameter. 

Furthermore, the step size parameter is inversely proportional to the power of the excitation and 

error signal. However, when the excitation signal is impulsive in nature, the error signal also has 

large variations that still cause gradient noise amplification in FxBhagyashri algorithm. In order 

to tackle the effect of large error signal variations, the power of the excitation signal 
2

)(nx f  as 

well as error signal 𝐸𝑒(𝑛) is incorporated in the denominator of modified step size. By doing this 

modification, the reduced step size of FxBhagyashri algorithm will freeze the adaptation of the 

algorithm momentarily for large impulses; the FxBhagyashri algorithm will become stable and 

robust enough for catering impulsive noise. Any positive number delta   is added in denominator of  

eq (6.6) to simplify calculations. 

The  update equation of proposed Modified FxBhagyashri algorithm is as follow:- 

(6.8) 

The proposed modified FxBhagyashri (MFxBhagyashri) algorithm does not depend on threshold 

parameters [𝑐1, 𝑐2]. Although the proposed MFxBhagyashri algorithm is based on an intuition 

based modification, the simulations suggest its improved robustness in comparison with other 

discussed algorithms.  

The two proposed modifications i.e. CFxBhagyashri algorithm and MFxBhagyashri algorithm 

have better stability than that of FxBhagyashri algorithm. The MFxBhagyashri algorithm has high 

convergence speed than the best variant of FxLMS family (NSSFxLMS) with almost same 

computational complexity as of NSSFxLMS algorithm [55] for ANC of impulsive noise.  

   

6.2.3 Complexity Analysis 

Computational complexity of an algorithm is usually of significant importance particularly in 

real-time applications. The complexity analysis of individual equation of newly proposed 

FxBhagyashri and MFxBhagyashri algorithms is carried out and are tabulated below in Table 6.1- 

6.2.  

)]()].[(.tanh[).()()1( nxnennwnw f
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Table 6.1 Complexity analysis of proposed FxBhagyashri algorithm 

Eq`s Operations * +/- ÷ 

1 x′(n)1𝑥1 = �̂�(𝑛)1xM ∗ 𝑥(n)𝑀𝑥1 M M-1 - 

2 y(n)1𝑥1 = wT(n)1𝑥𝐿 ∗ 𝑥(n)𝐿𝑥1   L-1 - 

3 w(n + 1)𝐿𝑥1 =  w(n)𝐿𝑥1 + µ1x1sign[e(n)1x1]x
′
𝑓(n)𝐿𝑥1 

                           w(n)𝐿𝑥1 + µ1x1[2β1𝑥1 − 𝛽2
1𝑥1

|e(n)1x1]|e(n)1x1]x
′
𝑓 (n)𝑙𝑥1  

L+1 

L+3 

L 

L+1 

- 

- 

4 
β1𝑥1 =

3

𝑚1𝑥1 + 3𝜎1𝑥1

 
1 1 1 

5 e(n)1𝑥1 = d(n)1𝑥1 − ys(n)1𝑥1 - 1 - 

6 ys(n)1𝑥1 = 𝑠(𝑛)1𝑥𝑀 ∗ y(n)𝑀𝑥1 M M-1 - 

 Total: 2L+2M+2 

2L+2M+4 

2L+2M-1 

2L+2M 

1 

1 

Table 6.2 Complexity analysis of proposed Modified FxBhagyashri algorithm 

Eq`s Operations * +/- ÷ 

1 x′(n)1𝑥1 = �̂�(𝑛)1xM ∗ 𝑥(n)𝑀𝑥1 M M-1 - 

2 y(n)1𝑥1 = wT(n)1𝑥𝐿 ∗ 𝑥(n)𝐿𝑥1 L L-1 - 

3 w(n + 1)𝐿𝑥1 =  w(n)𝐿𝑥1 + µ(n)1x1sign[e(n)1x1]x
′(n)𝐿𝑥1 

              w(n)𝐿𝑥1 + µ(n)1x1[2β1𝑥1 − 𝛽2
1𝑥1

. |e(n)1x1]|e(n)1x1]x
′(n)𝑙𝑥1  

L+1 

L+3 

L 

L+1 

- 

- 

4 
β1𝑥1 =

3

𝑚1𝑥1 + 3𝜎1𝑥1

 
1 1 1 

5 µ(n)1x1 =
𝜇1𝑥1

δ + 𝑥𝑇(n)1𝑥𝐿x(n)𝐿𝑥1 + E(n)
 L L+1 1 

6 E(n)1𝑥1 =  𝜆𝐸(𝑛 − 1)1𝑥1 + (1 − 𝜆)E2(n)1𝑥1 3 2  

7 e(n)1𝑥1 = d(n)1𝑥1 − ys(n)1𝑥1 - 1 - 

8 ys(n)1𝑥1 = 𝑠(𝑛)1𝑥𝑀 ∗ y(n)𝑀𝑥1 M M-1 - 

 Total: 3L+2M+5 3L+2M+2 2 
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3L+2M+7 3L+2M+3 2 

 

Here, L denotes filter coefficients length and M denotes secondary path. Table 6.3 represents 

the computational complexities of the newly proposed algorithms with the investigated algorithms 

[52], [55], [57]. 

Table 6.3 Performance analysis of Proposed Bhagyashri Algorithms and its variants 

Algorithm Complexity 

Additions Multiplications 

FxLMS 2L+2M-2 2L+2M+1 

NSS-FxLMS 3L+2M+1 3L+2M+4 

Proposed FxBhagyashri 2M+2L-1 

2M+2L  

2M+2L+2  

2M+2L+4  

Proposed Clipped FxBhagyashri 2M+2L-1 

2M+2L  

2M+2L+2  

2M+2L+4  

Proposed Modified FxBhagyashri 2M+3L+2  

2M+2L+3  

2M+3L+5  

2M+3L+7  

DRNSS-FxLMS 2L+2M-2+N(3L+2) 2L+2M+N(3L+4) 

FxRLS 3𝐿2+L+2M-2 4𝐿2+4L+2M 

Proposed FxSSRLS 2L3+M 2L3+4L2+2L+2M 

 

 

 6.3 Performance Comparison of Proposed Modifications in FxBhagyashri 

Algorithm  

The ANC system for impulsive noise is implemented using the MATLAB platform. The 

performance of proposed algorithms in this chapter is compared with that of already reported 
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adaptive algorithms in literature [52], [55], [57]. The parameters used in simulating the ANC 

system are tabularized below. 

Table 6.4 Parameter set for proposed technique simulation 

ANC System Impulsive Noise 

Parameters Symbols Values Parameters Symbols Value 

Primary path tap size L 256 Total samples N 10000 

Secondary path tap size M 128 Total realizations Avg      5 

Adaptive filter tap size Lw 192 Characteristic exponent 𝛼 1.65, 1.45 

NSS-FxLMS algorithm step size  �̅� 5e-2 Scale parameter  𝛾 1 

RLS forgetting factor 𝜆 0.99 Location parameter   C 0 

FxBhagyashri algorithm step size 𝜇 5e-1 Skewness parameter  𝛿 0 

 

Already discussed in chapter 5, the SαS distributions models impulsive noise [105]. Some PDFs 

for SαS distributions are shown in Fig.6.3. Fig 6.3- 6.6 are exactly same as Fig 5.4-5.7. for the 

better understanding of readers Fig 5.4- 5.7 are presenting in this chapter as Fig 6.3- 6.6  In Fig. 

6.4, impulsive noise is generated using standard SαS process with α=1.65 is shown with the 

parameters used for simulating the impulsive noise in the simulations are mentioned in Table. 6.4. 
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Figure 6.3: PDFs of standard SαS process with different values of α 

 

Figure 6.4: Impulsive noise modelled by SαS with α=1.65 

The primary noise d(n) for α=1.65 picked by reference microphone is depicted in Fig. 6.5. 
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Figure 6.5: Primary noise signal 

For the simplicity of our simulations, we have made an assumption that estimated secondary path 

model �̂�(𝑧) is same as 𝑠(𝑧) [55-58]. The numeric values of coefficients of primary and secondary 

acoustic paths are taken from data set given in [51]. The frequency response comprising of 

magnitude and phase of both path filters are depicted in Fig. 5.7 and for reader clarity it is provided 

again in the following Fig 6.6.  

a

) 
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Figure 6.6: Frequency response of acoustic primary and secondary path 

The performance metric used in this research for comparison of studied algorithms is mean noise 

reduction as discussed in section 5.3 of chapter 5.  

Fig 6.7 presents the performance of FxBhagyashri algorithm with its two modifications (i.e 

CFxBhagyashri and MFxBhagyashri algorithms) for the impulsive noise shown in Fig 6.4. The 

MFxBhagyashri algorithm is more stable and has high convergence rate as compared to proposed 

FxBhagyashri and Clipped FxBhagyashri algorithms. Moreover, FxBhagyashri and 

CFxBhagyashri have same convergence rate but CFxBhagyashri is more stable than FxBhagyashri 

algorithm. However, the CFxBhagyashri algorithm is dependent on appropriate selection of 

threshold parameters. If these parameters are not selected appropriately then the performance of 

CFxBhagyashri algorithm is degraded. 
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Figure 6.7: Comparison of MNR of proposed FxBhagyashri and its variants for α=1.65 

Similarly, other simulation case with SαS impulsive noises of alpha=1.45 was performed to certify 

the efficacy of proposed MFxBhagyashri algorithm for higher value of alpha. It is noticed that 

proposed MFxBhagyashri algorithm demonstrates its improved performance among other selected 

values of impulsive noise over the other proposed FxBhagyashri and CFxBhagyashri algorithms. 

The convergence speed of CFxBhagyashri algorithm is more than MFxBhagyashri algorithm for 

more impulsive case i.e alpha=1.45, but we will still continue with the MFxBhagyashri algorithm 

as CFxBhagyashri algorithm is limited by its threshold value. 
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Figure 6.8: Comparison of MNR of proposed FxBhagyashri and its variants for α=1.65 

Fig. 6.9 depicts the comparison of convergence curves of best variants of FxLMS and FxRLS 

family with the proposed MFxBhagyashri algorithm in ANC domain for α=1.65. It can be seen 

from Fig 5.10 of this dissertation that convergence speed of Normalized step size FxLMS 

(NSSFxLMS) algorithm is best among FxLMS family. And FxRLS algorithm is better than the 

FxLMS family with respect to fast convergence speed and low steady state error.  Therefore, the 

performance of proposed MFxBhagyashri algorithm is compared with that of NSSFxLMS and 

FxRLS algorithm for α=1.65. Fig.6.9 shows that proposed MFxBhagyashri algorithm gives better 

convergence than NSSFxLMS algorithm and almost achieve the same steady state error that of 

FxRLS algorithm. 
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Figure 6.9: Comparison of MNR of Proposed MFxBhagyashri algorithm with various algorithms 

α=1.65 

 

Figure 6.10: Comparison of MNR of Proposed MFxBhagyashri algorithm with various algorithms 

α=1.45 
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It can be noticed from Fig. 6.10, that NSS-FxLMS and proposed MFxBhagyashri algorithms give 

slow convergence as compared to FxRLS algorithm that achieve steady state value at about 200 

iterations. The convergence curves of proposed MFxBhagyashri algorithm and FxRLS algorithm 

almost overlap after 700 iterations. However, when an impulse is encountered, the FxRLS 

algorithm exhibits a sudden increase in MNR while the proposed MFxBhagyashri algorithm 

remains stable. The proposed MFxBhagyashri algorithm is a trade-off between FxLMS and FxRLS 

family. It has fast convergence speed than FxLMS family algorithms and can approach steady state 

error of FxRLS family with computational complexity of almost FxLMS family.  

6.4 Summary: 

In this chapter, Bhagyashri algorithm is first time tested in the ANC domain for impulsive noise. 

The FxBhagyashri algorithm becomes unstable in presence of impulsive noise, therefore two 

modifications Clipped FxBhagyashri and Modified FxBhagyashri algorithms are proposed in this 

chapter. Both modifications gave better performance in terms of stability and robustness than that 

of standard FxBhagyashri algorithm. Moreover, the results proved that the proposed 

MFxBhagyashri algorithm is a trade-off between FxLMS and FxRLS family. It has fast 

convergence speed than FxLMS family algorithms and can approach steady state error of FxRLS 

family with computational complexity of almost FxLMS family.  
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CHAPTER 7 

Steady State Analysis of Normalized 

Bhagyashri Algorithm 

 

 

7.1 Introduction 

It has been reported in literature that Bhagyashri algorithm is successfully implemented for 

impulsive noise suppression and was never tested in ANC domain. Therefore, we proposed 

FxBhagyashri algorithm for active control of impulsive noise in chapter 6 of this dissertation and 

simulation results proved its significant performance in impulsive noise suppression.  

In this chapter, we have performed the steady state analysis of normalized Bhagyashri algorithm. 

The steady state analysis of Bhagyashri algorithm is already done in [127]. This analysis will serve 

as a starting point for the researchers who intend to work in this area. 

In section 7.2, standard Bhagyashri algorithm cost function is explained with its pros and cons. 

The steady state analysis of normalised Bhagyashri algorithm is carried out on same lines as of 

Bhagyashri algorithm in section 7.3.1. Moreover, the assumptions for performing the steady state 

analysis of normalized Bhagyashri algorithm are kept same as of Bhagyashri algorithm [128] i.e. 

error produced is Gaussian. The steady state analysis of proposed FxBhagyashri algorithm has not 

been performed because of the presence of secondary path which makes its analysis difficult. The 
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analysis of proposed FxBhagyashri and its modifications for enhancing stability of FxBhagyashri 

algorithms may be recommended in future. 

7.2 Description of Bhagyashri Algorithm 

The cost function of widely used adaptive filters is based on MSE minimization. This 

error is assumed to be Gaussian, used by the adaptive filters to adjust their weights. In real time 

applications, noise encountered is impulsive rather than following Gaussian distribution. 

Therefore, different cost functions are reported in literature. A well-known solution in context of 

impulsive noise, based on robust statistics, is use of convex combination of cost functions.  

𝐽(𝑛) =⋋ (𝑛)𝐸{𝑒2(𝑛)} + [1 −⋋ (𝑛)]𝐸|𝑒(𝑛)|                                                (7.1) 

Where ⋋ (𝑛) ∈ [0,1] is the mixing parameter. The cost function used for Independent Component 

Analysis ICA is as follow [127] 

 

𝐽(𝑛) =  
log⌈cosh (𝛽𝑒(𝑛))⌉

𝛽
                                                               (7.2) 

 

Where 𝛽 is the concavity control about origin and sensitive to the large outliers in error signal 𝑒(𝑛) [127]. 

A L length FIR filter with coefficients  𝑤(𝑛) = 𝑤1(𝑛) + 𝑤2(𝑛) + ⋯ 𝑤𝐿(𝑛) and input vector 

𝑥(𝑛) = [𝑥(𝑛), 𝑥(𝑛 − 1) … … . 𝑥(𝑛 − 𝐿 + 1)]_ used for calculating the error signal is given by  

 

𝑒(𝑛) = 𝑑(𝑛) − 𝑤𝑇(𝑛)𝑥(𝑛)                                              (7.3) 

The filter coefficients are updated by the Delta rule, which is given by 

)()].(tanh[)()1( nxnenwnw                                           (7.5) 

 

(i) The proposed cost function in Eq (7.5) is noise-robust because hyperbolic tangent 

saturates to ±1 for extreme values i.e. the contribution of outliers in e(n) to the 

coefficient updates is limited and easily controlled with 𝛽. 

(ii) Eq (7.5) can be easily implemented on hardware because of availability of efficient 

hardware of hyperbolic tangent based on fuzzy logic. [129]. 
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Alternative expression using fuzzy logic approach is obtained in [129] and is as follow. 

tanh[𝛽 𝑒(𝑛)] =  {
𝑠𝑖𝑔𝑛(𝑒(𝑛))                                                              |𝑒(𝑛)| >

1

𝛽

2𝛽𝑒(𝑛) − 𝛽2|𝑒(𝑛)|𝑒(𝑛)                                                   |𝑒(𝑛)| ≤
1

𝛽
                 

(7.6) 

 

The value of 𝛽 is iteratively modified by classical threshold of three standard deviations to consider 

a pattern as an outlier. Moreover, since tanh(|3|) = |0.96|, i.e., a value close to unity, the parameter 

𝛽  can be obtained, as follows [129]: 

𝛽 =
3

(𝑚+3𝜎)
                                                                            (7.7) 

 

where m is the mean and 𝜎 is standard deviation of error signal.   

 

7.3 Normalized Bhagyashri Algorithm: 

NLMS algorithm was proposed to overcome the gradient noise amplification problem associated 

with LMS algorithm, by incorporating energy of input signal. Therefore, we have proposed 

modification in Bhagyashri algorithm that makes it stable and robust enough to cater impulsive 

noise i.e. energy of input signal is incorporated in step size parameter to remove the gradient noise 

amplification. The modified step size is given as:  









2
)(

)(
nx

n


                                                                        (7.8) 

The weight update of  normalized Bhagyashri algorithm is given below: 

 

𝑤(𝑛 + 1) =  {
𝑤(𝑛) + 𝜇(𝑛)[𝑠𝑖𝑔𝑛(𝑒(𝑛))]𝑥(𝑛)          |𝑒(𝑛)| >

1

𝛽

𝑤(𝑛) + 𝜇(𝑛)[2𝛽𝑒(𝑛) − 𝛽2|𝑒(𝑛)|𝑒(𝑛) ]𝑥(𝑛)          |𝑒(𝑛)| ≤
1

𝛽
                            

(7.9) 

 

7.3.1 Steady State Analysis of Normalized Bhagyashri Algorithm: 

 

The analysis of normalized Bhagyashri algorithm is performed on the method of energy 

conservation of an adaptive system [69] following the gradient updating rule. The system 
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identification problem of Fig.1.7 is assumed, where the unknown system with coefficients is 

𝑤(𝑛) = 𝑤1(𝑛) + 𝑤2(𝑛) + ⋯ 𝑤𝐿(𝑛), the output of  system is d(n) which is corrupted with 

Gaussian noise v(n). d(n) and v(n) are not correlated with input x(n) of the system. The x(n) and 

d(n) are wide sense stationary (W.S.S) and zero mean processes. The coefficients update equation 

of normalized Bhagyashri algorithm is given by 

 

)]()][([)()()1( nxnegnnwnw                                                   (7.10) 









2
)(

)(
nx

n


                                                                           (7.11) 

Where g[e(n)] is the gradient of error function and  n( ) is the modified step size. 

For any adaptive filter in the steady state (n->∞) following relation must be satisfied. 

 

𝐸{𝜇(𝑛)‖𝑥(𝑛)‖2 [𝑔(𝑒(𝑛))]
2

} = 2𝐸{𝑒𝑒
𝑏
(𝑛)𝑔[𝑒(𝑛)]}                                               (7.12) 

 

where 𝑒𝑒𝑏(𝑛) is the noiseless error produced by the adaptive system without  the effect of 𝑣(𝑛), 

i.e.: 

 

𝑒𝑒𝑏(𝑛) = 𝑒(𝑛) − 𝑣(𝑛)                                                              (7.13) 

                                             

Since 𝑣(𝑛) is not correlated to any of these errors, thereforewe can derive 

 

lim
𝑛→∞

|𝑒(𝑛)|2 = 𝜎𝑣
2 +  lim

𝑛→∞
|𝑒𝑒𝑏(𝑛)|2 =  𝜎𝑣

2 + 𝑈                                   (7.14) 

 

where 𝜎𝑣
2 is the standard deviation of 𝑣(𝑛). Here in after,𝑈 =  lim

𝑛→∞
|𝑒𝑒𝑏(𝑛)|2 , which is the 

performance metric of an adaptive algorithm. The input of adaptive filter and gradient of error are 

assumed independent [69], the gradient term in left side of eq (7.12) can be described as 

 

[𝑔(𝑒(𝑛))]2 = 2𝛽𝑒(𝑛) − 𝛽2|𝑒(𝑛)|𝑒(𝑛)                                    𝑒(𝑛) ≤
1

𝛽
                                               (7.15) 

 

Therefore, 
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𝐸{𝜇(𝑛)‖𝑥(𝑛)‖2 [𝑔(𝑒(𝑛))]
2

} = 𝐸 {
�̂�

{‖𝑥(𝑛)‖2 + 𝛿}
} 𝐸{‖𝑥(𝑛)‖2 }𝐸[2𝛽𝑒(𝑛) − 𝛽2|𝑒(𝑛)|𝑒(𝑛)] 

2
 

    = {
𝐸{�̂�}

𝐸{‖𝑥(𝑛)‖2 }+𝐸{𝛿}
+ 𝐶𝑜𝑣(�̂�, {‖𝑥(𝑛)‖2 + 𝛿)} {𝑇𝑟(𝑅)}{𝐸[4𝛽2𝑒2(𝑛) + 𝛽4𝑒4(𝑛) − 4𝛽3|𝑒(𝑛)|𝑒(𝑛)]} 

      (7.16) 

 

Where 𝑇𝑟(𝑅) = 𝐸{‖𝑥(𝑛)‖2 } is the trace of autocorrelation matrix of input signal and 

C=E(𝐶𝑜𝑣(�̂�, {‖𝑥(𝑛)‖2 + 𝛿) ) is the covariance and the 𝐸{�̂�} = �̂� 𝑎𝑛𝑑 𝐸{𝛿} = 𝛿′′
. The product  𝛽. 𝑒(𝑛) 

follows the Gaussian distribution (0,1). The expected values in eq (7.16) can be simplified by 

different moments of normal distribution. 

 

𝜇(𝑛)𝐸{‖𝑥(𝑛)‖2 [𝑔(𝑒(𝑛))]
2

} =  (
�̂�+𝐶

Tr(R)+𝛿′′}
) 𝑇𝑟(𝑅)(7 −

16

√2𝜋
)                                             (7.17) 

 

The right side of (7.12) consist of product of two correlated terms, therefore, the expression of 𝛽 

obtained for steady state eq (7.7) is considered i.e; m=0 and 𝛽 = 1
𝜎𝑒

⁄ . 

Error e(n) is assumed to be Gaussian [69], the probability of occurrence of upper part of  eq (7.9) 

is less i.e 0.32, and the probability of occurring lower part of eq (7.9) is considered high i.e. 0.68. 

Therefore,  

 

𝐸{𝑒𝑒𝑏(𝑛)𝑔[𝑒(𝑛)]} = 𝑝1𝐸{𝑒𝑒𝑏(𝑛)[2𝛽𝑒(𝑛) − 𝛽2|𝑒(𝑛)|𝑒(𝑛)]} +  𝑝1𝐸{𝑒𝑒𝑏(𝑛)𝑠𝑖𝑔𝑛(𝑒(𝑛))}                     

(7.18) 

 

Price`s Theorem is used to simplify first and second term of right side of eq (7.18) and consider   

𝛽. 𝑒(𝑛) follow Gaussian distribution. 

 

𝐸{𝑎𝑔(𝑏)} = 𝐸{𝑎𝑏}𝐸 {𝑎
𝑑𝑔(𝑏)

𝑑𝑏
}                                                  (7.19) 

 

Therefore, 

 

𝑝1 {2 −
4

√2𝜋
} 𝐸{𝑒𝑒𝑏(𝑛)𝛽𝑒(𝑛)}                                                 (7.20) 
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𝑝2√
2

𝜋
 𝐸{𝑒𝑒𝑏(𝑛)𝛽𝑒(𝑛)}                                                        (7.21) 

In steady state,  𝛽 is a constant and it value is close to 1 𝜎𝑒
⁄ , and accordingly eq (7.20) and eq (7.21) becomes  

 

𝑝1 {2 −
4

√2𝜋
}

𝐸{𝑒𝑒𝑏(𝑛)𝑒(𝑛)}

𝜎𝑒
                                                     (7.22) 

 

and  

 

𝑝2 √
2

𝜋

𝐸{𝑒𝑒𝑏(𝑛)𝑒(𝑛)}

𝜎𝑒
                                                                (7.23) 

     

 

Above eq`s (7.14), (7.16),(7.22) and (7.23) are used to estimate U.  

                                   

 (
�̂�+𝐶

Tr(R)+𝛿′′) 𝑇𝑟(𝑅) (7 −
16

√2𝜋
) = [𝑝

1
(2 −

4

√2𝜋
) +  𝑝

2 
√

2

𝜋
]  

𝑈

√𝑈+𝜎𝑣
2
                        (7.24) 

where L denotes all the constants in eq (7.24)  

 

𝐿 =

((
�̂� + 𝐶

Tr(R) + 𝛿′′) 𝑇𝑟(𝑅))  (7 −
16

√2𝜋
)

𝑝
1

(2 −
4

√2𝜋
) +  𝑝

2 
√2

𝜋
 

 

 

The following closed form expression for U is given as 

𝑈 =
𝜇𝐿

2
[ 𝜇𝐿 +  √(𝜇𝐿)2 − 4(1)(𝜎𝑣

2) ]                                           (7.25) 

And  eq 7.25 is derived below. 

𝜇𝐿 =
𝑈

√𝑈 + 𝜎𝑣
2
 

𝑈 = 𝜇𝐿√𝑈 + 𝜎𝑣
2 

𝑈2 = 𝜇2𝐿2(𝑈 + 𝜎𝑣
2) 

 

𝑈2 = 𝜇2𝐿2𝑈 + 𝜇2𝐿2𝜎𝑣
2) 
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𝑈2 − 𝜇2𝐿2𝑈 − 𝜇2𝐿2𝜎𝑣
2 = 0 

Apply quadratic equation 

 

𝑈 =
(𝜇2𝐿2) ± √(𝜇2𝐿2)2 − 4(1)(−𝜇2𝐿2𝜎𝑣

2)

2
        

 

The following expression is obtained for U:- 

 

𝑈 =
𝜇𝐿

2
[ 𝜇𝐿 +  √(𝜇𝐿)2 − 4(1)(𝜎𝑣

2) ]    

This closed form expression depicts the proposed algorithm robustness as error depends on noise 

standard deviation for low SNR. This expression is analogous to the relation obtained in [127] for 

the Bhagyashri Algorithm, except for L. The misadjustment in steady state of normalized 

Bhagyashri algorithm will be low than adaptation constant of Bhagyashri Algorithm due to 

presence of Tr(R) and Covariance C in the first term of adaptation constant L. 

 

7.4 Summary 

The steady state analysis of normalized Bhagyashri algorithm is carried out on same lines as of 

Bhagyashri algorithm in this chapter. This algorithm is robust to impulsive noise. This analysis 

will serve as a starting point for the researchers who intend to work in this area. The steady state 

analysis of modified step size Bhagyashri algorithm can be performed in future. 
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Chapter 8 

Conclusions & Future Suggestions 

In modern era of high speed communication and efficient bandwidth applications, impulsive noise 

severely affects the high data rate communication systems like Digital subscriber line (DSL), 

power line communication and cellular communication standards like LTE/LTE-A and WIMAX 

etc. A large amount of bandwidth is wasted with transmission impairments caused by impulsive 

noise. In this dissertation, efficient algorithms for impulsive noise reduction are proposed and 

implemented for OFDM and ANC applications. Adaptive filters can mitigate impulsive noise. The 

detailed description of proposed efficient algorithms is provided in chapter 2 to chapter 7.  In this 

chapter, we demarcate our contributions, present the existing problems and suggest future 

recommendations. 

We have proposed an adaptive impulsive noise canceller for supressing impulsive noise from 

sinusoidal and Electrocardiogram (ECG) signals. The proposed noise cancellation technique is 

based on state space recursive least square (SSRLS) algorithm, which show excellent tracking 

performance and low MSE as compared to Normalized Least Mean Square (NLMS), Recursive 

Least Square (RLS) and Bhagyashri Algorithms. 

 We then proposed an adaptive noise canceller for OFDM system based on SSRLS algorithm in 

chapter 3 of this dissertation. The presented adaptive noise canceller based on SSRLS gave low 
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MSE and BER than the adaptive canceller based on NLMS, RLS and Bhagyashri adaptive 

algorithms. 

We also proposed hybrid technique based on combination of error correction codes i.e Reed 

Solomon and adaptive filter in chapter 4 of this thesis. Due to adaptive .algorithm`s ability .to 

.track time variations of signal statistics in non-stationary environment, better reduction in 

impulsive noise is achieved and enhanced signal reception is attained by employing Reed Solomon 

error correction codes. The suggested scheme improves the quality of OFDM signal in terms of 

MSE, improved SNR and BER, when compared with recently reported scheme used. Moreover, 

the comparative analysis of proposed dual protection technique is tested in AWGN and Rician 

fading channel. It is verified from simulation results that proposed RS-RLS outperforms the other 

investigated variants in impulsive noise suppression. The presented hybrid technique on 

combination of Reed Solomon and adaptive filter for OFDM systems is presented. The three 

variants of adaptive family i.e. NLMS, Bhagyashri and RLS algorithm are used for mitigating 

impulsive noise from received OFDM signal.   

Furthermore, in chapter 5 of this dissertation, we proposed a new algorithm for Active noise control 

(ANC) applications. The impulsive noise makes adaptive algorithms in ANC applications unstable and less 

robust. Therefore, Filtered-x SSRLS (FxSSRLS), an SSRLS based practical and adaptive algorithm for 

Active noise control (ANC) applications is presented. The simulation results showed that large 

impulses are significantly reduced by the proposed FxSSRLS algorithm. Moreover, the suggested 

algorithm for ANC applications outperformed the existing algorithms in terms of mean noise 

reduction, convergence and stability. 

Moreover, chapter 6 presents another proposed efficient Fx-Bhagyashri algorithm with its two 

modifications Clipped FxBhagyashri and Modified Fx-Bhagyashri algorithms in the ANC of 
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impulsive noise. The both modifications gave better results in impulsive noise reduction as 

compared to standard Fx-Bhagyashri algorithm. It was also found that the proposed 

MFxBhagyashri algorithm can approach FxRLS algorithm in term of low steady state error with 

almost same computational complexity of FxLMS family algorithms.  

The steady state analysis of Normalized Bhagyashri algorithm is performed on same lines as of 

Bhagyashri algorithm in chapter 7 of this dissertation. This analysis will serve as a starting point 

for the researchers who intend to work in this area.  

The simulation results and their discussion is presented at the end of each chapter and new 

proposed algorithms are compared with existing techniques reported in literature through 

simulation results presented in terms of MSE, BER and SNR improvement. The results validate 

the effectiveness of the newly proposed algorithms based on adaptive filters for impulsive noise 

reduction. 

8.1 Future Recommendations  

Impulsive noise affects the information completely making difficult for the receiver to extract the 

actual information. This thesis focuses on the development of efficient algorithms for impulsive 

noise reduction in OFDM and ANC applications. 

 In this thesis the proposed algorithms are simulated for OFDM system. The same 

algorithms are suggested to be implemented in MIMO-OFDM systems as well which may 

reveal several impediments in implementation and evolve new research areas. 

 The proposed hybrid technique for impulsive noise suppression in OFDM system is a 

combination of Reed Solomon and Adaptive Filters. It can be recommended that variants 

of this hybrid technique be developed by using other error correction codes for different 
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applications.  Moreover, the impulsive noise suppression can also be tried with Wavelet 

transform approach in future. 

 The newly proposed algorithm for ANC application is based on modification in State Space 

RLS algorithm. The possible future work related to ANC application is to develop new 

algorithm based on State Space LMS algorithm and perform a comparison analysis with 

proposed algorithm for ANC. 

 This thesis defends the proposed algorithms for impulsive noise cancellation through 

simulation results. The effectiveness of these proposed algorithms may be tested through 

hardware implementation. These experiments may result in the evolution of some new 

research issues.  

 The convergence analysis of most commonly used FxLMS algorithm in ANC domain is 

still an active area of research. The convergence analysis of proposed FxSSRLS and 

already existing algorithms for impulsive noise reduction in ANC application can give new 

direction to the researchers. 

 There is a need of developing new methodologies for removing impulsive noise of images. 

It is suggested that State Space RLS filter can be used in supressing impulsive noise from 

images. 
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