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Abstract 

 
Functional near-infrared spectroscopy (fNIRS) is a portable non-invasive modality used 

excessively in modern brain computer interface (BCI) systems with ultimate goal of aiding 

people suffering from temporary or permanent disabilities. The brain data acquired using fNIRS 

devices is associated with the user intentions through mental activation and then, decoded into 

control commands. Classification accuracy is one of the measures of state-of-the-art BCI 

systems, identifying region of interest (ROI) or channel of interest (COI) and optimal channel 

selection may enhance classification performance. Effectiveness of fNIRS-BCI can be 

substantially increased by selecting cortical activity based channel selection methods. This 

research is aimed at selection of optimal channels for fNIRS-BCI system by proposing z-score 

method to improve classification accuracy. In the proposed method, cross correlation technique 

is applied between acquired brain signal and desired hemodynamic response function (dHRF). 

The z-scores of maximum values of correlation coefficients for each channel are calculated and 

channels showing positive z-scores are selected for further processing. Comparative analysis of 

the proposed method is done with already existing t-value method and it is further validated by 

calculating classification accuracies without channel selection technique i.e. using all channels. 

The study utilizes open access dataset that contained brain signals of 17 healthy subjects for a 

two-class fNIRS-BCI problem (task vs rest); right-hand finger tapping (RFT), left-hand finger 

tapping (LFT) and foot tapping (FT). Conventional statistical features i.e. mean, peak, slope, 

skewness, kurtosis and variance of the oxygenated hemoglobin (HbO) signal were used as 

features for classification by linear discriminant analysis (LDA). The classification accuracies 

achieved by using the proposed method for RFT vs rest, LFT vs rest, and FT vs rest tasks were 

72.24 ± 6.2%, 72 ± 8.1% and 69.41 ± 6.7%, respectively. The results yielded by the z-score 

method have shown a considerable improvement in classification performance as a step forward 

for performance enhancement for BCI systems. 

 

Key Words: functional Near Infra-Red Spectroscopy, Brain Computer Interface, z-score 

method, Cross Correlation, t-value method, Channel selection, Channel of interest 
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CHAPTER 1: INTRODUCTION 

This chapter presents in detail discussion about Brain Computer Interface (BCI) and its 

different stages, different modalities being used in BCI focusing mainly on function Near 

Infrared Spectroscopy (fNIRS), identifying the gap areas and scope of this research work. 

1.1 Background 

Brain Computer Interface (BCI), also known sometimes as Brain Machine Interface 

(BMI) is a method that generates control commands using brain signals for establishing an 

interface or link between brain and external devices by bypassing the involvement of muscles or 

peripheral nerves [1]. BCI provides an alternate channel for messages or brain signals to interact 

with external world. The main purpose of BCI is to serve as a rehabilitation tool for people 

suffering from motor disabilities (amputations, paralysis, Amyotrophic Lateral Sclerosis, Locked 

in syndrome disease, spinal cord injury etc). It can be used by impaired persons to control 

peripheral devices like prosthetic limb, wheel chair, computer etc. to interact and communicate 

with their surroundings. The overall theme of working of BCI system is shown in Figure 1.1. 

 

 

 
Figure 1.1: Brain Computer Interface (BCI) overview and its modalities (Chaudhary et al. 2016 [2]) 
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There mainly exist three approaches in BCI systems for detecting neural activity i.e. 

invasive BCI, semi-invasive BCI, and non-invasive BCI. The invasive method, also known as 

intracortical neuron recording, requires surgical procedures in brain to implant the micro-

electrode array inside cortex. This method acquires signal with very high spatial resolution and 

Signal-to-Noise Ratio (SNR) which resultantly provides accurate neuro-prosthetic control with 

multiple degree of freedoms [3], [4]. In semi-invasive BCI, the placement of electrode mesh is 

done beneath the skull and on the surface of cortex through craniotomy. Electrocorticography 

(ECoG), is a semi-invasive modality, that gathers electrical signals directly from cortex by 

means of the said placed electrodes. ECoG also receives a better signal in terms of SNR and 

spatial resolution as compared to non-invasive approaches like Electroencephalography (EEG). 

Although both invasive and semi-invasive modalities receive significantly better and less noisy 

brain signals, however it possesses major health risk due to involvement of surgery. The 

anatomical or technical issues that may arise in these methods are bio-compatability of implanted 

electrodes with brain tissues, potential risk of infection due to involvement of wireless hardware 

and failure of system or tissue damage due to continuous switching of equipment. Therefore both 

of these approaches prove to be less viable and a short term solution. 

 

Contrary to the abovementioned two modalities, there exists a non-invasive method for 

which no surgical procedures are required. This type of BCI system uses wearable devices 

mounted on surface of the scalp. Non-invasive BCI is widely used in research for being clinically 

safe and often provides portable solutions. It also acquires relatively more type of brain signals 

for further processing [2]. Nevertheless the downsides of non-invasive modalities are that it 

acquires weaker signal with low spatial resolution as compared to its counterparts. 

Electroencephalography (EEG), functional near-infrared spectroscopy (fNIRS), functional 

magnetic resonance imaging (fMRI) and magnetoencephalography (MEG) are typical non-

invasive BCI modalities currently used for research purposes. However, fNIRS and EEG are 

most frequently utilized for having several advantages like ease of accessibility, affordability, 

portability and offering flexibility for customizing different experimental paradigm.  

 

Due to the usefulness and easiness of non-invasive modalities, these are most commonly 

used in research field. However, these modalities have some advantages and disadvantages in 
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comparison to one another. Each of non-invasive modality is discussed here with their pros and 

cons. MEG, is type of non-invasive modality, measures magnetic field resulting from the flow of 

electric currents in the neurons. Its advantages include lower distortion due to skull & scalp and 

higher spatiotemporal resolution as compared to EEG. Therefore, it offers less training time, 

faster response and reliable communication channel. In spite of all these benefits, MEG device is 

too expensive and requires specialized shielded room maintaining environmental conditions 

(Figure 1.2). Due to which MEG is very often used and is practically less useful for everyday 

use. EEG records electrophysiological brain signals, by placing electrodes on the scalp (Figure 

1.3), which arise due to electrical neuron firings caused as a result of mental activity in the 

cortical area. This is the most commonly used modality in the field of BCI for being inexpensive, 

safe and easily available. Because EEG signal is acquired from the scalp, it is of poor quality 

mixed with superficial noises. EEG offers good temporal resolution but it has very low spatial 

resolution.  

 

 

Figure 1.2: Magnetoencephalography (MEG) Scanner 
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Figure 1.3: Electroencephalography (EEG) 

 

The working principle of fMRI and fNIRS are almost similar in nature. fMRI detects the 

changes in blood oxygenation level, cerebral blood flow and volume through scanners that 

generates electromagnetic fields. These changes are linearly related to neuronal activity, 

therefore it is indirect method of measuring cortical activation. It usually measures the Blood 

Oxygenation Level Dependent (BOLD) signal resulting due to metabolic activity inside brain. 

Like MEG scanners, fMRI devices are also cumbersome (Figure 1.4) and expensive making it 

less practical for normal applications. fMRI offers very good spatial resolution because of which 

it is very useful in localizing active brain regions. However, due to delay in response time it has 

low temporal resolution and is also sensitive to motion artifacts.  
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Figure 1.4: fMRI Scanner 
 

fNIRS is relatively new and emerging neuroimaging modality being used in BCI (Figure 

1.5). Similar to fMRI, it measures concentration changes in blood oxygenation level and cerebral 

blood flow due to neural activity in brain or local capillary network through Near Infra-Red 

(NIR) light. As penetrating depth of NIR light is limited to 1-3 cm, due to which it can measure 

metabolic activity in outer cortical layer of brain. Its advantages include its compact size, 

portability, simplicity, low cost and having reasonable temporal resolution. However, it has low 

spatial resolution and due to anatomical constraint localization of active brain region is difficult. 

fNIRS signal is corrupted by motion artifacts and physiological noises that includes heart beats, 

respiration and Mayer waves.  
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Figure 1.5: fNIRS device 

 

 

 BCI can also be classified, based on the stimulation technique, into two types. It can be 

exogenous or endogenous. If the stimulus is evoked by some external means either visually or 

auditory, it is called exogenous BCI. But endogenous BCI type does not require any external 

stimulus to generate brain potentials. Through constant training and feedback, user might be able 

to produce specific type of brain rhythms. This type has the advantage of self-generation of 

signals and control of devices at free will. On the other hand, exogenous type of BCI user is 

constrained to respond to specific type of choices presented to him.  

 

Another categorization of BCI is asynchronous and synchronous BCI based on the 

processing of input signals. In synchronous BCI, a predefined experimental protocol is followed 

in which only those signals are selected that lies within specified timeframe. This has an 

advantage of being aware of the activation period of brain well in advance and nullifying the 

possibility of unusual signals like physiological noises or motion artifacts in that time window. 

While in asynchronous BCI, monitoring of brain signals are carried out continuously 

independent of any cue based stimulus. This type is also known as self-paced as user can decide 

when to control the external devices.  
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BCI can also be classified into three types with respect to Human-Computer Interaction 

(HCI) [5]. These types are Active, Reactive and Passive BCI. The Active BCI is a direct and 

independent method for controlling interfaces or devices by generating user intentions without 

any external aid. Like in case of motor imagery, the signals are generated through motor cortex 

by visualizing the movements of specific body part in absence of any actual movements. While 

in Reactive BCI, external stimulus is required for controlling the output that is indirectly 

generated by user. An example of this is mental arithmetic, in which user calculate numbers 

based on what flashes on screen in front of him. Another example is acupuncture that generates 

its output as a reaction to external stimulation i.e. insertion of needle at Hegu points. Last one is 

Passive BCI, in which brain activity is acquired without any voluntary control commands by 

user, contrary to other two methods. In this type user is not required to perform any task. Passive 

BCI is usually used for assessing mental state of user or sometimes it is required for improving 

HCI.  

 

In order to effectively use brain signal for controlling external devices, it has to go 

through five stages i.e. Signal acquisition, Pre-processing, feature extraction, classification and 

application interface [6] as depicted in Figure-1.6. First of all brain signal is acquired by 

appropriate means using suitable devices placed on entire or specific brain region based on 

relative mental activity. Any of the aforementioned modality can be used keeping in view the 

suitability and ease for user. The most common brain areas used for acquiring brain signals are 

pre-frontal and primary motor cortices. Motor cortex generates signals that corresponds to 

activities like motor imagery and motor execution, while pre-frontal signals corresponds to 

music imagery, landscape imagery, mental arithmetic and mental counting etc. The study by 

Hong et al. (2018) [7] showed that total 13 types of activities can be performed and detected 

using prefrontal cortex. 

 

In second stage, i.e. the Pre-processing stage, different sort of noises in the signal like 

experimental, instrumental & physiological noises are removed by applying suitable filters or 

other methods. These noises arise due to system hardware, experimental setup, motion artifacts, 

external interferences, heart beats, respiration and blood pressure. Low pass filter is mostly used 

to remove instrumental noises because of its high frequency. Experimental noises are usually 
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removed by methods like Principal Component Analysis (PCA) based filtering, Wiener filtering, 

wavelet analysis and Savitzky-Golay filters. And for removal of physiological noises methods 

like Independent Component Analysis (ICA), PCA, adaptive filtering and band-pass filtering are 

used. 

 

After pre-processing of signal, appropriate features are extracted and selected. It is crucial 

to select appropriate features for generating commands that result in high classification accuracy. 

The features are generally characterized into three types i.e. spatial, temporal and spatio-

temporal features [7]. The most widely used heuristic features for EEG and fNIRS-BCI are 

signal mean, peak, slope, variance, kurtosis, skewness, zero-crossing, latency and power 

spectrum density. Some researchers have also used Genetic Algorithms for finding combination 

of optimal feature sets. Other commonly used features for EEG-BCI are logarithm power band, 

and Common Spatial Pattern (CSP). 

 

Afterwards, classification algorithms are applied on extracted features for identification 

of activities that are later used as commands for application interface. The classifiers, by 

implementing supervised learning techniques, are first trained and validated and then are able to 

detect mental activity in testing phase. Some of most common classifiers that are implemented 

are Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), Artificial Neural 

Network (ANN), Hidden Markov Model (HMM) etc.  

 

Finally, the applications of BCI include neuro-rehabilitation, motor restoration, 

communication and other etc. BCI can be helpful for patients with cerebrovascular diseases like 

stroke to regain and restore motor functions through manipulation or self-regulation of neural 

activity. Patients suffering from Locked-in Syndrome (LIS), Amyotrophic Lateral Sclerosis 

(ALS) diseases or spinal cord injury are unable to communicate freely with outside world. In that 

case, BCI is used as a mean of communication by decoding mental choices, controlling cursors 

or alphanumeric grids. BCI is also applied in assisting patients with motor disabilities, for 

example paralysis or amputations, by controlling wheel chair, robotic arm or prosthetic limb. 

Other applications of BCI include environment control, gaming and entertainment purposes. 
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Figure 1.6: Schematic of a Typical BCI system (Hong et al. 2018 [7]) 

 

1.2 Scope  

The scope of this thesis includes fNIRS-BCI and a focused and detailed discussion on 

fNIRS has been covered. fNIRS is a relatively a new technology and its experimentation was 

first reported to be performed in 1977 by Jobsis [8]. In field of BCI, its first implementation was 

done in 2004 by Coyle [9]. It uses optical method (Near Infra-Red light ~ 650-1000 nm 

wavelength) to detect changes in concentration of oxygenation in hemoglobin (main 

chromophore). fNIRS exhibits slow response time due to shallow penetration of NIR light into 

skull and in-built delays of hemodynamic response. In spite of that, it is considered feasible 

modality for BCI because of it is portable, non-invasive, and economical and offers relatively 

reasonable temporal resolution. 

 

fNIRS devices mainly operate in near-infrared spectrum (650 – 1000nm) and NIR light 

has the capability to penetrate into scalp, skull and brain tissues. Whenever a mental activity is 

performed, due to requirement of energy an increase in oxygen consumption and regional 

cerebral blood flow is resulted. The said intravascular activity in brain region is indirectly 

detected through NIR light by calculating changes in oxygen level of blood chromophores i.e. 

oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (HbR). Since fNIRS is an optical 

imaging modality, it consists of sources (LED, Laser diode) and detectors (Photo diode, 

Avalanche photo diode, Photomultiplier tube) and each pair of source-detector forms a channel. 
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The sources emit NIR light of multiple wavelengths (02 or more) that penetrate through scalp, 

skull and brain tissues where it is either absorbed or scattered multiple times. Some of these 

photons are reflected back, exiting brain layers and are detected by different detectors placed on 

the scalp. These detectors acquire the raw optical intensity resulting from incident illuminations.  

 

Because of multiple scattering and absorptions of NIR light by chromophores, the 

strength of illuminated light is reduced. The said variations in optical intensities are converted 

into respective changes in HbO and HbR by using using Modified Beer Lambert Law (MBLL)  

[10]. The method is an indirect way of detecting neuronal activity in blood capillary network and 

brain through HbO & HbR. The cortical activations causes increase in HbO, cerebral blood 

volume and regional cerebral blood flow and simultaneous decrease in HbR. As the mental 

activity tends to finish, rise in HbR and fall in HbO concentrations are observed. 

 

Three types of fNIRS measurement techniques exists namely continuous wave (CW), 

frequency domain (FD) and time domain (TD). CW type modality illuminates light continuously 

at fixed intensity and receive back attenuated signal with the help of detectors. In FD technology, 

modulated intensity light is emitted and received back along with phase shift. While TD 

technique emits light intensity of extremely short duration (usually in form of pulses) and 

subsequently measure the shape of pulse. 

 

Usually, brain signal in fNIRS is extracted from two of the most commonly used brain 

regions i.e. Pre-Frontal Cortex (PFC) and Primary Motor Cortex (PMC). Motor execution, motor 

imagery and other motor related tasks are associated to PMC while PFC corresponds to intuitive 

and logical tasks like music imagery, mental counting, mental arithmetic and landscape imagery 

etc. Placement of the device on one or both of the aforementioned brain areas depends on 

specific type of mental task that needs to be performed. 

1.3 Problem Statement  

By using larger section of brain region gives an advantage of extracting multiple numbers 

of control commands for application interface. However, increase in number of control 

commands is compromised by lower classification accuracy. Also, in order to keep optimal 
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separation distance (in fNIRS devices) between source & detector i.e. 3 – 5 cm [11], [12] 

optodes cannot be increased beyond a certain number. The downsides of using larger number of 

channels is that it is computationally complex, time consuming and inconvenient for subjects. 

 

Signal acquisition by using multi-channel device can cover larger area of brain and 

consequently give better performance of signals. In order to find the functionally active area of 

brain, determination of region of interest (ROI) / channel of interest (COI) is indispensable. 

Furthermore, some channels contain irrelevant or redundant information that is undesirable and 

may result into lower classification accuracy. The data on these redundant channels can be 

avoided to save computational cost and achieve better classification accuracy with fewer 

channels. In practical scenarios as well it is considered viable to use as minimum channels as 

possible. 

 

In this thesis, cross correlation method is applied between acquired cortical signal and 

desired hemodynamic response. Afterwards, z-scores of the obtained correlation coefficients are 

calculated and positive z-scores define the active channels. Subsequently, optimal channels is 

determined which resulted in better classification accuracy by curtailing the un-desired channels. 

Previously conducted studies that have implemented channel selection methods are covered in 

literature review section. The proposed method for channel selection used in this study and 

conventional t-value method is discussed in Materials and Methods section. The results obtained 

through are discussed in detail with comparison to the already existing method. Finally, the 

research is concluded and future research work is proposed in conclusion section. 
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CHAPTER 2: LITERATURE REVIEW 

As discussed in the introduction chapter that BCI system consist of five stages that 

includes signal acquisition, pre-processing, feature extraction, classification and application 

interface. There exists another step prior feature extraction stage, which is selection of active 

brain region, also known as Region of Interest (ROI). In field of medical imaging, ROI is the 

region that contains diagnostic information and is selected for further study in order to correctly 

identify the disease. In fMRI, specific region exhibits specific functionality among different 

brain regions from where the useful signal can be extracted. Sometimes it seems necessary to 

explore underlying signal from entire brain through ROI. ROI analysis is useful in finding 

activation across different variables and conditions, it also helpful in decreasing number of 

statistical tests and hence reducing type-I error and additionally to remain specified to smaller 

areas for limited test / trials [13]. In fNIRS context, the channels that belong to a specific ROI 

show considerable increase in hemodynamic response in comparison to baseline measurement as 

a result of applied stimulus. 

 

In fNIRS devices, there are limited numbers of optodes and it‘s usually placed on head at 

specified positions. Therefore, it is very challenging to know exactly that the placed optodes are 

correctly translating accurate ROI. Usually 10-20 system is being used for placement of optodes, 

however Jurcak et al. (2007) have also implemented 10-10 and 10-5 systems in addition to 10-20 

system for enhancing spatial resolution [14]. Morais et al. (2018) developed a toolbox that 

automatically places the fNIRS optodes at predefined positions based on 10-10 and 10-5 systems 

[15].   

 

Recently, bundled optode configurations have been used to precisely identify the active 

regions of the brain [16], [17]. This method is involved in Spatially Resolved Spectroscopy 

(SRS) and used for brain imaging of active regions. Nguyen and Hong (2016) used densely 

placed optodes for improving the spatial resolution of fNIRS [17]. It consisted of 02 scans and in 

1
st
 scan the active local brain region was identified with 12 channels placed on pre-frontal cortex. 

In 2
nd

 scan, bundled optode arrangement with 256 channels was used on active region for in-

depth analysis and brain imaging. In another work by Nguyen [16], bundled optode electrodes 

were used, however active channels in ROI were determined by t-value method.  
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Another approach is to divide optodes placed on specific brain region into local sub-

regions and finding out the most active sub-region amongst all by averaging over local region. 

During offline training stage the local sub-region is selected and afterwards it is used during 

testing stage. Khan & Hong (2015) [18] applied the same approach on 28 channels, placed on 

prefrontal cortex (PFC) and dorsolateral prefrontal cortex (DPFC), by dividing them into three 

sub-regions named as A (1-8 channels), B (9-20 channels) and C (21-28 channels). Their results 

showed that sub-region A was most active amongst the three separated regions. Although this 

method reduces overall number of channels by rejecting inactive regions, however there is a 

chance that the active sub-region may contain unwanted channels.  

 

Apart from hardware based approaches, there are few algorithms that have been applied 

w.r.t. channel selection for fNIRS devices. The methods that have been applied are t-value 

method, baseline correction method, cross-correlation and other techniques.  The t-value method 

finds out the statistical significance, by fitting the evoked response to the desired response, of 

estimated coefficients [16], [19]. The t-value is the ratio of weighting coefficients to its standard 

error and its positive (t>0) or threshold value (t>tcrt, where tcrt depends on degree of freedom) 

decides whether the channel data is significant or not. Santosa et al. (2014) [19] firstly applied 

this method in his study for selection of hemodynamic responses having positive t-values. In 

another study by Hong & Santosa (2016) [20], t-value method was used for detection of ROI 

against different sound stimulus by placing optodes on both right and left hemisphere. The 

channels that give t-values greater than threshold value of 1.6736 were selected. It is worth 

mentioning here that different channels against different subjects and stimulus were obtained. 

This shows that activation of channels is not uniform among different subjects due to variation in 

physical structure of brain. Similarly, specific task is associated to a certain brain region that‘s 

why identification of correct ROI is extremely important. As mentioned earlier, Nguyen et al. 

(2016) [16] also used t-value method for selection of active channels in the bundled optode 

configuration placed on left motor cortex. The criteria for selection was set as t>1.66 and p<0.05 

in accordance with degree of freedom and significance level, respectively. The t-value method is 

explained in detail in Materials and Methods chapter. 
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In another approach, the maximum values during rest and corresponding task states are 

compared for selection of active channels and is known as baseline correction method. If the 

maximum value during task period is higher than maximum value in rest period then channel is 

termed as active and used for further processing. If the value is negative then the channel is 

discarded. Khan & Hong (2017) [21] have applied this method for selection of active channels in 

hybrid EEG-fNIRS BCI and decoded eight commands for quad copter control. Although, this 

method of selection is easy and computationally inexpensive but it may result in higher variation. 

 

Rojas et al. (2016) [22] have applied cross correlation method for identification of 

potential dominant channel in both hemisphere and found out its relationship with neighboring 

channels in pain related cortical activations. Through visual inspection the potential dominant 

channel was verified then by calculation in delay of response the neighboring active channels 

were identified. Similarly in another study by Rojas et al. (2016) [23], potential dominant 

channels in ROI were identified that shows fastest and strongest activations. Then using cross 

correlation the effects on neighboring channels were computed and it was re-evaluated through 

optical flow analysis. 

 

Kovelman et al. (2008) [24] used PCA to identify channels in ROI and MRI 

coregistration was applied to verify location of active channels against hypothesized location. Li 

et al. (2017) [25] used General Linear Model (GLM) for selection of most significant single 

fNIRS channel and its adjacent EEG electrode in each hemisphere for hybrid EEG-fNIRS BCI 

system. In another hybrid fNIRS-EEG study, Kwon et al. (2020) [26] applied sequential 

backward selection algorithm and determined 02 EEG channels and 02 fNIRS source-detector 

(SD) pair. Ge. et al (2017) [27] selected suitable EEG and fNIRS channels though source 

analysis and spatial locations of cortical activations for bimodal EEG-fNIRS BCI system. 

 

Although placement of large number of sensors increases the number of channels and 

identification of active region is enhanced. However, large number of channels may contain 

redundant information and sometimes may have unwanted data. Also, the more channels there 

are the more difficult it is to post-process and analyze the brain signal data, thereby increasing 

computational complexity. Therefore, there is need to correctly identify the bare minimum 
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number of channels that contain useful data for further improving processing time, reducing 

complicated analysis and ultimately enhancing classification accuracy.  

 

In this thesis, cross correlation method is applied between a modeled hemodynamic 

response function and acquired data from different channels from which maximum of the 

correlation coefficients are extracted. The most significant correlation coefficients are selected 

based on its z-score (z>0), which shows active channels. In comparison to proposed method, 

channel selection was applied using conventional t-value method. Further validation is 

performed using all channels i.e. without any channel selection technique. Classification 

accuracies were calculated using z-score selected channels, t-value selected channels and all 

channels.  

 

As discussed above, the channel selection algorithms have been explored by researchers 

before, though it is difficult to draw a comparison between each algorithm with respect to 

suitability and effectiveness of the methods. It is worth mentioning here that, as cross correlation 

method for channel selection have been used earlier [22], [23], however the proposed method is 

applied with different approach and technique. Furthermore, in previous studies [22], [23] the 

scope of BCI was not covered. Notwithstanding above, the ultimate goal of channel selection in 

all methods is to reduce the complexity and enhancing the accuracies of fNIRS BCI systems. The 

same is the objective of this study. 

  

Table 2.1: Review of recently used channel selection techniques in fNIRS-BCI systems 

References 
Cortical Activity / 

Cortical region 
BCI Modality 

Channel 

selection 

methods 

Selected 

Channels 

Total 

channels 
Accuracy 

Kovelman et 

al. (2008) 

[24] 

Broca's area and 

Verbal Working 

Memory (Attention 

Prefrontal Cortex 

Area) 

No fNIRS 

Principal 

Component 

Analysis 

5 24 N/A 

Hu et al. 

(2013) [28] 

Resting state and Right 

hand finger tapping 

(Motor Cortex) 

No fNIRS 

Seed based 

correlation 

method 

11 34 N/A 

Rojas et al.  

(2016a) [23] 

Pain related activity / 

Acupuncture 

(somatosensory cortex) 

No fNIRS 
Cross 

correlation  
6-10 24 N/A 

Rojas et al.  

(2016b) [22] 

Pain related activity / 

Acupuncture 
No fNIRS 

Cross 

correlation 
6-9 24 N/A 
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(somatosensory cortex 

Nguyen et 

al. (2016) 

[17]  

Right little & thumb 

finger movements 

(Left motor cortex) 

No fNIRS 

t-value 

method 

(t>0) 

Not 

specified 
48 N/A 

Hong & 

Santosa 

(2016) [20] 

Auditory cortex using 

four sound categories 
Yes fNIRS 

t-value 

method 

(t>1.6736) 

14 (English) 

13 (annoying)  

5(non-english)  

4 (nature) 

44 

73.0 ± 

10.23%, 

70.9 ± 

11.05% 

Khan et al. 

(2017) [21] 

Mental Arithmetic, 

Mental Counting, 

Mental rotation, word 

formation, eye blinks 

and eye movements 

(PFC for fNIRS & 

PMC for EEG) 

Yes  
EEG-

fNIRS 

Baseline 

correction 

method 

2-10 16 
76.5 % ± 

11.3 

Ge et al. 

(2017) [27] 

Motor Imagery tasks 

(Primary Motor 

Cortex) 

Yes 
EEG-

fNIRS 

Source 

analysis of 

brain 

activation 

3 EEG 

10 fNIRS 

64 EEG  

31 fNIRS 

56.8% 
(fNIRS) 
74.7% 
(EEG) 
81.2% 
(Hybrid) 

Li et al. 

(2017) [25] 

Motor Execution task 

(Primary Motor 

Cortex) 

Yes 
EEG-

fNIRS 

General 

Linear 

Model 

(GLM) 

2 fNIRS  

2 EEG 

34 fNIRS 

14 EEG 

85.55% 
(fNIRS) 

85.64% 
(EEG) 
91.02% 
(Hybrid) 

Kwon et al. 

(2020) [26] 

Mental arithmetic, 

Right hand motor 

imagery, Idle State 

(motor and prefrontal 

cortices) 

Yes 
EEG-

fNIRS 

Sequential 

Backward 

Selection 

2 EEG  

2 fNIRS 

SD pairs 

21 EEG 

16 fNIRS 

77.6 ± 

12.1% 
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CHAPTER 3: MATERIALS AND METHODS 

 In this chapter the precise conduct of experiment and algorithms that have been applied in 

current research are covered in detail. The chapter is sub-divided into two sections that include 

materials section and methods section. In each section stepwise explanation is given about the 

entire setup and techniques applied to achieve the desired results. 

3.1 Materials 

The materials section describes about the subjects that have participated in experiments, 

device being used, experimental setup and protocol to acquire the desired brain signal. The 

details are ensued in following sub-sections. 

3.1.1 Participants 

 Open access dataset [29] have been utilized in this thesis containing unilateral finger 

tapping (Right and left hand fingers tapping) and foot tapping for 2-class classification; i.e. task 

vs rest. Seventeen healthy subjects (right handed, 23.4 ± 2.5 years old) participated in the 

experiment. None of the subject had any history of neurological or psychiatric disorder that 

could have affected the experiment. The participants were briefed about the experiment in detail 

and written consent was also recorded before performing data acquisition. All the 

experimentation was performed in accordance with latest ethical codes given in declaration of 

Helsinki.  

3.1.2  Experimental Setup 

 Multi-channel continuous-wave fNIRS device (LIGHTNIRS, Shimadzu, Kyoto, Japan) 

with triple-wavelengths semiconductor lasers (780, 805 and 830 nm), with sampling frequency 

of 13.33 Hz, was used for signal acquisition. The setup consists of total eight light sources and 

eight detectors. Four of each sources and detectors were placed around C3 and C4 on left and 

right hemisphere respectively of motor cortex area. Separation of 3cm was maintained between 

each source and detector. The placement of optodes and location of channels is shown in Figure 

3.1. 
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Figure 3.1: fNIRS optodes placement and channels location on motor cortex region. Ch 1-10 lies on left hemisphere 

region near C3 (Ch-9) area while Ch 11-20 lies on right hemisphere region near C4 (Ch-18). 

 

3.1.3  Experimental Paradigm 

 The experiment was carried out in a quiet room and participants were seated on a 

comfortable chair. Complete set of instructions and information related to the experiment were 

displayed on a 27 inch monitor placed in front of them. The experimental session consisted of 

three tasks i.e. right hand finger-tapping (RHT), left hand finger-tapping (LFT) and foot tapping 

(FT) conducted in three separate sessions.  Each task session comprised of 25 trials and single 

trial consist of 2 sec introduction period and 10 sec task period followed by inter trial rest period 

of 17-19 sec. The triggers were marked in a data file transmitted at the initiation of task period 

and specific type of task was displayed randomly to the participants. At the start of each task a 

short beep is generated and subjects are required to perform assigned task continuously in the 

task period. The inter trial rest period is also triggered through short beep along with display of 

‗STOP‘ sign on the monitor. In the RHT and LHT tasks, unilateral complex finger tapping was 

performed by participants. They were instructed to tap their thumbs with other fingers 

sequentially starting from index to little finger and then in reverse order. The tapping of fingers 

was repeatedly continued at a rate of almost 2 Hz. In FT task the foot on the same dominant hand 

side was tapped constantly at 1 Hz. The experimental paradigm is depicted in Figure 3.2.  
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Figure 3.2: Experimental paradigm followed in all three tasks i.e. RHT, LHT and FT. Single trial interval consisted 

of initial rest period of 2s, then task period of 10s and at the end inter-trial rest state of 17-19s. 

  

3.2 Methods 

 In this section, all the techniques and algorithms that have been applied after the 

acquisition of signals to generate binary control commands are explained in detail. The methods 

that convert raw optical signal into relative oxygen concentrations and pre-processing techniques 

for removal of different noises are explained in ‗Signal acquisition and Processing‘. The channel 

selection algorithms applied i.e t-value method and proposed z-score method are discussed in 

‗Channel Selection‘. The features and classifiers being used in current study are explained in 

‗Feature Extraction‘ and ‗Classification‘ sections, respectively. The overall methodology is 

depicted in Figure 3.3. 

 

Figure 3.3: The process flow of methodology (a) with t-value method and (b) proposed z-score method 
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3.2.1 Signal Acquisition and Processing 

 As discussed earlier, concurrent concentration changes in HbO and HbR due to evoked 

stimulus are measured through Modified Beer Lambert Law (MBLL) [10]. The dual wavelength 

signals are used for the purpose of finding out two unknown variables HbO and HbR. The device 

used in the existing setup consisted of three wavelengths which is helpful in finding 3
rd

 unknown 

variable i.e. total hemoglobin (HbT) level. However, values of HbO and HbR are only calculated 

using two wavelengths in the current study. The Beer Lambert Law, from which MBLL has been 

deduced, deals with intensity calculation in non-scattering media. The illustration of light 

entering and exiting from a medium without any scatter is given below: 

 

Figure 3.4: Phenomenon of light entrance (Io) and exit (I) from a non-scattering medium with pathlength of ‗l‘. The 

red arrows show the absorption of light and blue arrow shows the travel of light without any scatter  

 

In that case, the Beer Lambert Law equation is: 

           
          (3.1) 

 

Where I(t) and I0(t) is the detected and transmitted light at time ‗t‘, respectively. ‗µa‘ is 

the absorption coefficient and ‗l‘ is the pathlength or source-detector distance. However, in 

actual scenario light doesn‘t travel in straight path, there is geometrical factor ‗G‘ and scattering 

in the human tissues are involved. Additionally, the path of light traveled is not straight line and 

hence a differential path length is also incorporated in above equation. Considering these factors 

the equation becomes: 

           
                     (3.2) 
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Where, ‗µs‘ is the scattering coefficient and ‗G‘ is factor that is associated with 

measurement geometry. ‗d(  )‘ is the differential path length factor that is dependent upon µs and 

µa. By rearranging above equation and taking natural log on both sides, it becomes: 

            
    

     
                       (3.3) 

 

The term ‗A‘ is the absorbance in the medium (also known as optical density) and since it 

is ratio of light intensities, it is unitless. Absorbance ‗A‘ is both time ‗t‘ and wavelength ‗λi‘ 

(i=1,2 for two wavelengths) dependent. In MBLL it is assumed that loss due to scattering is 

constant and absorption in tissue is changed homogenously. Also the concentration changes are 

measured instantaneously so the geometrical factor is assumed to be negligible. 

                               (3.4) 

 

Since the optical density ‗A‘ is measured at two time instances, ‗t1‘ is the incident time 

and ‗t2‘ is the time of detection. Also the term ‗µa‘ can be decomposed into two components; i.e. 

molar extinction coefficient ‗ΔαHbX‘ and  concentration changes ‗ΔCHbX‘ of chromophores. 

Therefore the above equation becomes: 

                                                   (3.5) 

                                                          (3.6) 

 

The units of ‗ΔαHbX‘ and ‗ΔCHbX‘ are µM
-1

mm
-1

 and µM, respectively. By calculating the 

equation (3.6) at two wavelengths ‗λ1‘ and ‗λ2‘, we are able to find the two unknown 

concentration changes (ΔCHbO & ΔCHbR) in the tissue. 

                                                         (3.7) 

                                                         (3.8) 

 

By rearranging equations (3.7) and (3.8), we are able to calculate concentration changes 

of HbO & HbR [                  )]: 

[
        
        

]   [
                
                

]
  

[
 
 
 
 
        

     
⁄

        
     

⁄

]
 
 
 
 

   
 

 
   (3.9) 
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 The calculated HbO and HbR signals are contaminated with different noises like 

experimental, instrumental and physiological noises. The experimental noises arise due to 

motion artifacts and sudden motions causes intensity variations resulting in noise spikes. 

Instrumental noises are mainly due to some high frequency components in the hardware or 

environmental effects. The physiological noises are due to respiration (0.2~0.5 Hz), heart beat 

(1~1.5 Hz), and mayer wavers (~0.1 Hz).  

 

 Firstly and fore-mostly the physiological noises in the signal are removed using 4
th

 order 

butterworth bandpass filter. The pass-band of the filter was selected between 0.03Hz to 0.15Hz 

so that abovementioned physiological noises are effectively removed and signal can be further 

processed. In order to smooth the HbO & HbR signals and remove noises due to motion artifacts 

Savitzky-Golay (SG) filter is used. This filter is basically used to smooth the input signal with 

the help of polynomial fitting on a moving window. SG filter is a finite impulse response (FIR) 

filter that smoothes signal by keeping the shape and peak heights of the original signal. It defines 

a symmetric filter which discretely replaces the input signal with the values that lies on the 

smooth polynomial curve.  

  

Suppose that we have an input vector ‗x‘ with N-dimensional length and we wish to fit 

into our signal a polynomial curve ‗ ̂ ‘ of dimensions ‗d‘ having coefficients ‗cd‘. Also assume 

that ‗N‘ is odd and have ‗M‘ data points on each side with ‗x0‘ as middle point i.e. N = 2M+1. 

Then we will have following set of equations: 

                                       (3.10) 

 ̂              
           

                  (3.11) 

 

And the polynomial basis vector ‗si‘ (i = 0,1, … ,d) with dimensions d+1, in equation and 

matrix form is given below: 

              ;           (3.12) 

                           (3.13) 

 

The polynomial vector ‗ ̂‘ in terms of coefficients and basis vector can be written as: 
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     ̂   ∑   
 
                  [

  
  

 
  

]      (3.14) 

 

The main purpose of the above equations is to minimize mean square error (    ̂   ) 

and elaborative calculations are given in [30]. The summarized forms of equations are given 

below: 

                            (3.15) 

                             (3.16) 

 

In above equation, the columns of matrix B are SG filter set and ‗b0‘ is useful in sense 

that being central filter element it is used for further evaluation. The other important equations 

are of corresponding coefficient vector ‗ci‘ and smooth polynomial equation: 

      
                          (3.17) 

 ̂     
                   (3.18) 

 

So the middle smoothed value ( ̂      , that is actually required, is obtained through 

middle SG filter ‗b0‘ by putting m=0 in equation (3.18): 

     ̂         
    ∑        

 
       (3.19) 

 

So the resulting Savitzky-Golay filter of order ‗d‘, length of ‗N‘, after shifting vector ‗x‘ to the 

nth instant can be written as: 

      ∑              
      ∑              

      (3.20) 

 

3.2.2 Channel Selection Methods 

 The channel selection algorithms that are used in this study are t-value method and 

proposed z-score method. Prior implementation of both the methods, one of the common step is 

to model canonical hemodynamic response function (cHRF). Hemodynamic response is a 

process caused by short and intense neural activation in blood capillaries of brain region. It has 

been discussed earlier that fNIRS device measure metabolic activity that is directly interlinked 

with neuronal activity. During stimulation, the active neurons of brain require energy which is 



 

24 

provided by glucose and oxygen in the blood. Hemoglobin molecule, which is an oxygen carrier 

in blood, becomes oxygenated (i.e. HbO) and travels in blood stream to the active area causing 

rise in HbO level. Subsequently, due to consumption of oxygen in activated area, concentration 

level of deoxygenated hemoglobin (HbR) increases with decrease in HbO. The HRF function, 

also known as cHRF, results from three factors i.e. consumption of oxygen, blood flow and 

blood volume. It consists of majorly three characteristics / components i.e. initial dip, peak and 

undershoot and the signal usually lasts from 20-30 sec as shown in Figure 3.5.  

 

Figure 3.5: The typical cHRF response curve generated by two gamma functions. Where, a1: Peak of response, a2: 

Peak of undershoot, t1: time to peak, t2: time to undershoot, T1: time of activation period, T2: time of deactivation 

period, m1: mean in T1 and m2: mean in T2. [31] 

 

There exist different methods to model cHRF function, which are two gamma functions, 

three gamma functions, basis function under GLM approach, sum of inverse logit functions, FIR 

based models, cHRF with temporal derivative and cHRF with dispersion derivative etc. But the 

most common out of all these models are two and three gamma functions.  Formula for modeling 

cHRF using two gamma functions [32]–[34]is as under: 

        [
       

       

     
   

       
       

     
 ]          (3.21) 

 

The parameter ‗A‘ sets the amplitude, ‗α1‘ & ‗α2‘ set delays of the peak and undershoot 

respectively, while ‗β1‘ & ‗β2‘ set dispersions of the peak and undershoot respectively, ‗c‘ is ratio 

of the peak to the undershoot and ‗Γ‘ is the gamma distribution. In order to model the cHRF with 

initial dip, three gamma functions [32] are used. 
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      ∑  [  
      

 

       

     
 ] 

               (3.22) 

 

Similarly, for i=1 to 3, the parameters ‗A‘ sets the amplitude, ‗α‘ sets the delay, ‗β‘ sets 

the rate dispersion for initial dip, peak and undershoot of hemodynamic response function. In this 

research, two gamma function (equation 3.21) has been applied with parameter values as A=1, 

α1=6, α2=16, β1=β2=1 and c=1/6 [33]. 

 

 After modeling cHRF function, the modeled or desired hemodynamic response function 

(dHRF) is calculated by convolution cHRF i.e.       with boxcar function i.e.     . Formulation 

is given as under: 

        ∑               
        (3.23) 

 

Where the boxcar function is given below: 

      {
           
           

     (3.24) 

 

The boxcar function is basically a unit step function having value of ‗0‘ for rest period 

and ‗1‘ for task period.  

t-value Method 

Afterwards t-value or z-score methods are applied seperately. t-value method is an 

estimation based channel selection approach in which channels with positive t-value are selected. 

Alternatively, a threshold value of ‗t‘ (i.e t>tcrt) can also be set for selection of active channels. In 

that case, degree of freedom (N-1) is used to determine the value of threshold, where N is 

number of samples in an activity (N=373 in this case).  

 

This channel selection approach determines the cortical activation through statistical 

estimation by fitting measured response to the linear regression model [19]. The said estimation 

can be calculated by fitting dHRF with measured hemodynamic response function that results 

from cortical activation. It can be formulated as given below: 

  
       

          
       

       (3.25) 
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The term on left side of the equation i.e.   
              is the measured response function 

in which ‗N‘ is the number of samples in each stimulus, subscript ‗j‘ denotes the stimulus 

number, superscript ‗i‘ denotes the channel number and ‗k‘ is the stimulus type (i.e. k=0 is rest 

and k=1 is task in the stimulus). ‗ ‘ is the unknown coefficient to be estimated, the coefficient 

‗ ‘ is multiplied by column vectors of            for correction of baseline drift in the signal and 

           the error term in the linear regression method. The unknown coefficients ‗ ‘ are 

estimated through robustfit() function in MATLAB®.  

 

After estimation of coefficient ‗ ‘ by using the aforementioned model (equation 3.25), its 

statistical significance is calculated by ratio of the estimated coefficient and it‘s Standard Error 

(SE). The said statistical significance is also called ‗t-value‘. Its positive or threshold value 

greater than critical value shows that channel is active or otherwise.  

  
   

  
 

      
  
       (3.26) 

 

The above formula gives t-value in i-th channel of j-th stimulus. In this case, active 

channels are considered which have t-value greater than ‗tcrt‘, which is ‗1.66‘ (degree of freedom 

is 372 i.e. N-1). The method of channel selection using t-value can be depicted by flow chart as 

shown in Figure 3.6. 

 

Figure 3.6: Algorithm and stepwise procedure of t-value method 
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Proposed z-score Method 

 In z-score method, first two steps of modeling cHRF and dHRF is same as t-value 

method. Later, cross correlation technique is implemented between dHRF and acquired pre-

processed HbO signal. Correlation is the mutual relationship that exists between two signals and 

it measures the strength of relationship among one another. Cross correlation, is the type of 

correlation, which two signals are temporally matched to find out the strength of similarity 

between each other and mathematical expression is given in equation below: 

rxy (τ) = ∑            
      (3.27) 

 

Where τ is the time-lag between x(t) and y(t), the value of rxy denotes the difference 

(lag/lead) between channel signal y(t) and channel signal x(t). This method has been used earlier 

for finding relationship of potential dominant channel with its neighboring channels by observing 

delay in response between the channels [17, 18].  In current study, dHRF signal is swept over 

measured signal and integral of its product is found at each discrete position ‗t‘. The maximum 

value of integral product, i.e. correlation coefficient, is selected for each channel showing 

temporal similarity between two signals at that time instant ‗ ‘. 

       (∑        
       

    )   (3.28) 

 

The maximum of correlation coefficient ‗ ‘ is selected for each channel ‗ ‘, between 

measured hemodynamic response function               and dHRF              , where ‗N‘ is 

number of samples in the signal. Mean value of measured response is taken for each stimulus 

type (i.e. LFT, RFT and FT) and afterwards cross correlation is calculated with dHRF. z-scores 

of correlation coefficients for each channel are then calculated using the formula. 

 

   
(     ̅ )

  
     (3.29) 

 

Where ‗ ̅‘ is the mean value of correlation coefficients and ‗  ‘ is the standard deviation. 

Only those channels are selected which have positive z-score (i.e. z > 0). The method of channel 

selection using z-score can be depicted by flow chart as shown in Figure 3.7. 
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Figure 3.7: Algorithm and stepwise procedure of z-score method 

 

3.2.3 Feature Extraction  

 After selection of optimal channels through t-value and z-score method, the features set 

of the selected channels and all channels are extracted. The features that have been used in this 

thesis are mean, peak, slope, skewness, variance and kurtosis of HbO signal. The said features 

can be easily extracted by calculating statistical parameters of the pre-processed HbO signal. 

These are also known as conventional BCI features and the most commonly used in fNIRS BCI 

systems. There have been approaches used with certain window size (0-2s, 2-7s etc) to calculate 

these features. However, in this study the feature is extracted in entire task window. 

 

As the name describes, Peak of the signal is the highest value in the specific time 

window. It can be find out using max() function of MATLAB ®. Mathematically it can be 

written as follow: 

     ∑                
           (3.30) 

 

Where, ‗N‘ shows the number of samples and ‗        ‘ is the input signal. Signal 

Mean is calculated using the following formula: 
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 ∑          

       (3.31) 

 

In order to calculate Slope of the signal, there exist two methods. One is to fit a line 

through data points in specific interval, and second is to find it through start and end points of 

interval. In this study, line fitting approach was followed by using polyfit() function of MATLAB 

®. Variance is the measurement of scatter present in the data points and it‘s calculated through 

following formula: 

               
 

   
 ∑             

          (3.32) 

 

Where ‗σ‘ is the standard deviation and ‗µ‘ is the mean calculated from equation (3.31). 

Skewness of the signal is the measurement of the distortion or asymmetry present around mean 

value in a normally distributed data. It is measured through following equation: 

            [
               

  ]    (3.33) 

 

Where, ‗E‘ is the expected value of ‗        ‘. Kurtosis differentiates the tail of data 

curve with normal distribution curve and it‘s calculated as below: 

             [
               

  ]    (3.34) 

 

 

After extraction of above six features, all of them were normalized from a scale of 0 to 1 

with the help of following formula: 

 ̃    [
        

              
]     (3.35) 

 

Where, ‗ ̃‘ is the normalized feature vector of original feature vector ‗X‘.  

3.2.4 Classification 

 The user intentions are identified based on feature sets through regression or 

classification algorithms. In case of continuously distributed data in the feature space without 

any distinctive separation, regression algorithms are used to predict the output values. If the 
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dataset is distributed in feature space with clear decision boundaries then classification 

techniques are applied on the input labels. The learning algorithms are generally categorized into 

supervised and unsupervised learning. In supervised learning, a dataset with known input and 

output labels is used to train and validate a model beforehand and then the output prediction is 

made on unknown test data. However, in unsupervised learning method, unlabeled dataset is 

provided to the model and it tries to group the similar dataset into clusters and subsequently these 

clusters are used as classes for further classification of data.  

 

 The implementation of supervised classification algorithms in BCI system are known to 

be the most popular. In this current study, Linear Discriminant Analysis (LDA) method is 

applied for classification of two-class problem (Activity vs Rest). LDA is one of the most 

commonly used classifier in fNIRS-BCI [6], [7] due to its simplicity, acceptable classification 

accuracy and lower computational requirements. Nonetheless, its classification accuracy is 

sometimes compromised due to presence of strong noise or outliers in the data. LDA tends to 

draw a linear feature subspace to discriminate between two or more classes of multiple features. 

It is basically transformation technique used for dimensionality reduction algorithm but it‘s also 

a robust classifier. The selection of decision boundary or hyperplane, on which data is projected, 

is based on the criteria that results in maximum distance of intra-class means and minimum value 

of inter-class variance. The aforementioned criteria is also known as Fisher‘s criteria and purpose 

of it is to maximizes the following objective function:  

           
|     |

|     |
     (3.36) 

 

Where, W is the projection matrix onto which data is projected, SW is the within the class 

scatter matrix and SB is the between class scatter matrix. Both of these matrices are formulated as 

below: 

    ∑         ̅       ̅   
       (3.37) 

        ∑ ∑                 
 

            
 
     (3.38) 
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‗  ‘ is the mean within the class while ‗ ̅‘ is the overall mean of the dataset, ‗n‘ denotes 

the number of classes, ‗  ‘ is number of samples in class ‗c‘. If we can reformulate the equation 

(3.28), it can look like a generalized eigenvector problem: 

  
             (3.39) 

 

From above equation, we can obtain the optimal projection matrix ‗W‘ by finding the 

corresponding largest eigenvalue ‗λ‘. Finally, the original data ‗X‘ is projected onto new feature 

space ‗  ‘ by projection matrix ‗W‘. 

           (3.40) 

 

The set of classes in newly transformed data are then discriminated and classification 

accuracy is obtained. The dataset was validated and tested through leave-one-out-cross-

validation (LOOCV) technique. Through MATLAB ® commands cvpartition(), classify() & 

crossval () the dataset was partitioned into folds, classified and cross validated, respectively. 
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CHAPTER 4: RESULTS AND DISCUSSION 

4.1 Results 

The result obtained from the proposed method and conventional t-value method show 

that there is difference in selected channels for specific task type. It can also be seen in the 

activation maps that the three specified activities (i.e. RFT vs Rest, LFT vs Rest and FT vs Rest) 

are showing deviation in cortical activations for both the applied methods. The activation maps 

for subject 9 and subject 13 can be depicted in Figure 4.1 and Figure 4.2, respectively. It can be 

clearly seen that variations in activations have been occurred for both subjects. These differences 

are due to existence of anatomical and physical variations between each subject. Moreover, 

activation maps also portray that different brain regions are energized for different tasks and 

different subjects. 

 

Figure 4.1: Activation map of subject 9 for RFT, LFT and FT tasks obtained by t-value and z-score methods 
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Figure 4.2: Activation map of subject 13 for RFT, LFT and FT tasks obtained by t-value and z-score methods 

 

The number of channels selected for RFT task by z-score and t-value method is given in 

Table 4.1. The total number of selected channels using t-value method range from 2-20 and for 

z-score method the chosen channels varies between 10-16. The total number of common 

channels range from 1-15. Similarly, details of dominant channels for LFT task using t-value and 

proposed z-score methods are represented in Table 4.2. The range of selected number channels 

for aforementioned task for t-value and z-score methods are 8-20 and 9-16, respectively. The 

common number of channels for LFT task varies from 4-14. Likewise, subject-wise details of 

selected channels for FT task is being displayed in Table 4.3. The selected channels for FT task 

through t-value and z-score method range from 6-20 and 8-17 respectively. The common number 

of active channels for both the methods are from 2-16 for the said task. It is also clear from the 

results explained earlier that the selected active channels have distinction w.r.t subject, tasks and 
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methods applied. However, despite the differences yet there exist common active channels 

between both the techniques.   

 

Table 4.1: Comparative details of channels selected through t-value and z-score methods for RFT vs Rest task 

   Right Hand Finger Tapping (RFT) 

t-value method z-score method Total 

number of 

common 

channels 

Selected Channels Total 

number of 

channels 

Selected Channels Total 

number of 

channels 

Sub1 3-6 4 1-7,10- 14,16 13 4 

Sub2 2,11 2 1-10,12-13,18, 20 14 1 

Sub3 1-20 20 2,4-5,7-8,13-16,18,20 11 11 

Sub4 1,5,7-8,11-15,18-20 12 3-9,11-15,17-20 16 11 

Sub5 1-20 20 4-10,14-20 14 14 

Sub6 1-20 20 1-4,7-10,12-14,17-20 15 15 

Sub7 2,4-11, 14,18-20 13 3-8,11,14,19-20 10 9 

Sub8 1-20 20 1-5,7-9,11,14,16,18-20 14 14 

Sub9 1-4,11- 13,17,20 9 1-4,7-8,11-15,18,19 13 7 

Sub10 2-7,9-15,17-20 17 2,4-9,11-19 16 14 

Sub11 2,8-10, 12,15,17-20 10 1-3,5-11,14-15,17-20 16 9 

Sub12 2-10,14-15,17-20 15 1-13,18-20 16 12 

Sub13 1-2,7-20 16 2-14,16 14 10 

Sub14 1-20 20 2-5,7-11,14-15,18-20 14 14 

Sub15 2-13,15-20 18 2-12,15,18-19 14 14 

Sub16 1,3-5,7,11-20 15 2,4-11,15,18-20 13 8 

Sub17 1-7,9,12-14,17-20 15 2-7,9,11-12,17-20 13 12 
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Table 4.2: Comparative details of channels selected through t-value and z-score methods for LFT vs Rest task 

  Left Hand Finger Tapping (LFT) 

t-value method z-score method Total 

number of 

common 

channels 

Selected Channels Total 

number of 

channels 

Selected Channels Total 

number of 

channels 

Sub1 2-3,11-20 12 3,5-6,8,10,12-16 10 6 

Sub2 4-10,13-20 15 5,7,11,13-14,17-20 9 8 

Sub3 1-20 20 1,6-9,11,17-18,20 9 9 

Sub4 1,4,8,10-20 14 2-4,7-10,12-20 16 12 

Sub5 1-20 20 2-3,5-6,8,10,12,14-20 14 14 

Sub6 1-20 20 1-3,5-10,16,18-20 13 13 

Sub7 1-20 20 3-5,7,10-16,18-20 14 14 

Sub8 1-20 20 2-4,7-8,10,13-14,16-20 13 13 

Sub9 1-2,4-5,9,14-15,17-20 11 1-3,5,7,10,12-13,16,18 10 4 

Sub10 1-6,10- 18,20 16 2-6,9-19 16 14 

Sub11 2,6-10,13,17-20 11 6-10,12-15,17-20 13 10 

Sub12 3,7-11,15,20 8 1-3,8-9,12-16,18-20 13 5 

Sub13 1-4,6-11,15,17-18 13 3-4,7-18 14 10 

Sub14 1-20 20 2-6,9-11,14-17,19-20 14 14 

Sub15 4-10,14-20 14 1-5,9-14,17-20 15 9 

Sub16 1-3,5,7-8,11-16 12 1-3,5,7,9,11-13,15-18, 

20 

14 10 

Sub17 1-3,11-16,20 10 1,5-8,10,12,14-17,19-20 13 6 
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Table 4.3: Comparative details of channels selected through t-value and z-score methods for FT vs Rest task 

  Foot Tapping (FT) 

t-value method z-score method Total 

number of 

common 

channels 

Selected Channels Total 

number of 

channels 

Selected Channels Total 

number of 

channels 

Sub1 1,3,11,14,19-20 6 2,4-9,11-13,16,20 12 2 

Sub2 2-5,7-11,13,17-18,20 13 1-3,8-11,13 8 7 

Sub3 1-20 20 1-5,7-11,13-14,16,18-20 16 16 

Sub4 1,3,7-15,17-20 15 1,3,7-10,12-13,16-20 13 12 

Sub5 1-20 20 5-6,8-9,11-20 14 14 

Sub6 1-20 20 4,6-7,9,11-18,20 13 13 

Sub7 1-20 20 3,6-15,17-20 15 15 

Sub8 1-20 20 1-2,6,10-15,17-18,20 12 12 

Sub9 1-5,9,11-14,17-20 14 1-6,9,12-15,17-20 15 13 

Sub10 1-4,6,8,11-13 9 1-2,4-5,7,9,11-16,19-20 14 6 

Sub11 3-20 18 1-10,12-13,16-20 17 15 

Sub12 1-20 20 2,4-13,16-20 16 16 

Sub13 2-3,6-11,13-14,17-18 12 2,5-7,9-13,16,19 11 7 

Sub14 1-20 20 1-8,10-14,16,18 15 15 

Sub15 1-10,13-20 18 2-3,5,7,11-20 14 12 

Sub16 4-9,11-20 16 2,5,7,9-16,18 12 10 

Sub17 1-3,6-10,12,14-15, 

17-20 

15 1-3,5-10,13-14,16-18,20 15 12 
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Post selection of active channels, statistical spatio-temporal features i.e. mean, peak, 

slope, variance, skewness and kurtosis are extracted from the chosen channels. Additionally, the 

stated features for all channels were also extracted in order to obtain classification accuracy for 

further validation of proposed methodology. 3-dimensional feature scatter plots of mean, peak 

and slope and 2-dimensional feature scatter plot of mean and peak for t-value selected channels, 

z-score selected channels and all channels i.e. without any selection have been plotted for each 

task. The said for subject 9 are shown in Figures 4.3, 4.4 and 4.5 respectively; while the feature 

scatter plots for RFT, LFT and FT tasks for subject 13 are correspondingly shown in Figures 4.6, 

4.7 and 4.8.  

 

Figure 4.3: Feature scatter plot of RFT vs Rest task for channels selected by using t-value method, z-score method 

and all channels for subject 9 
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Figure 4.4: Feature scatter plot of LFT vs Rest task for channels selected by using t-value method, z-score method 

and all channels for subject 9 

 

 
Figure 4.5: Feature scatter plot of FT vs Rest task for channels selected by using t-value method, z-score method 

and all channels for subject 9 
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Figure 4.6: Feature scatter plot of RFT vs Rest task for channels selected by using t-value method, z-score method 

and all channels for subject 13 

 

Figure 4.7: Feature scatter plot of LFT vs Rest task for channels selected by using t-value method, z-score method 

and all channels for subject 13 
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Figure 4.8: Feature scatter plot of FT vs Rest task for channels selected by using t-value method, z-score method 

and all channels for subject 13 

 

The classification accuracies of across all 17 subjects achieved using LDA with 2-class 

(Task vs Rest) problem for RFT, LFT and FT tasks are tabulated in Tables 4.4, 4.5 and 4.6 

respectively. The tables display comparative analysis of classification accuracies of nominated 

channels obtained from z-score based method, t-value method and using all channels on all three 

tasks. The mean accuracies of all subjects and standard deviations are also displayed in the tables 

as well as in the bar chart graph, as depicted in Figure 4.9. It is evident from the results that 

improved classification accuracies have been resulted from proposed z-score method in all three 

tasks with average accuracies of 72.24 ± 6.2%, 72 ± 8.1% and 69.41 ± 6.7% for RFT, LFT and 

FT tasks respectively. However, the results obtained from t-value method for RFT, LFT and FT 

tasks are 51.29 ± 13.1%, 51.53 ± 12% and 54.12 ± 10.1% respectively. Nevertheless, accuracies 

obtained by selecting all channels resulted in classification accuracies of 54.71 ± 10.3%, 54.47 ± 

14.2% and 54.12 ± 11.1% for RFT, LFT and FT tasks respectively. It can be also seen from the 

results that t-value method accuracies for RFT and LFT tasks were lower as compared to all 

channel accuracies. The statistical verification of the results obtained by z-score method in 

comparison to t-value method and all channel data results were carried out by applying two-

tailed paired sample Student‘s t-test. For comparison of two hypothesis, Bonferroni correction is 
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being used to find the adjusted confidence interval level of 0.0167. Table 4.7 shows the p-values 

obtained for two comparisons for each task: z-score method vs t-value method and z-score 

method vs all channels. It can be seen from the results that performance of the proposed z-score 

method selected channels are significantly better (p<0.0167) than conventional t-value method 

selected channels and by using all channels for RFT vs rest, LFT vs rest and FT vs rest tasks. 

 

 
Table 4.4: Comparison of Classification accuracies obtained through z-score method, t-value method and all 

channels for RFT vs Rest task. 

 RIGHT HAND FINGER TAPPING (RFT) 

z-score t-value All channels 

Sub 1 62 52 46 

Sub 2 64 38 44 

Sub 3 82 64 64 

Sub 4 78 36 42 

Sub 5 74 64 64 

Sub 6 70 68 68 

Sub 7 76 50 54 

Sub 8 70 50 50 

Sub 9 76 50 66 

Sub 10 60 68 64 

Sub 11 70 22 56 

Sub 12 66 50 40 

Sub 13 74 40 46 

Sub 14 78 70 70 

Sub 15 74 42 40 

Sub 16 76 52 58 

Sub 17 78 56 58 

Mean 72.24% 51.29% 54.71% 

Std. Dev 6.2 13.1 10.3 
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Table 4.5: Comparison of Classification accuracies obtained through z-score method, t-value method and all 

channels for LFT vs Rest task.  

 LEFT HAND FINGER TAPPING (LFT) 

z-score t-value All channels 

Sub 1 68 50 62 

Sub 2 60 40 48 

Sub 3 72 72 72 

Sub 4 64 56 58 

Sub 5 76 58 58 

Sub 6 84 66 66 

Sub 7 68 62 62 

Sub 8 66 52 52 

Sub 9 84 50 66 

Sub 10 68 62 70 

Sub 11 64 28 20 

Sub 12 78 56 56 

Sub 13 86 40 62 

Sub 14 70 62 62 

Sub 15 78 48 40 

Sub 16 76 40 40 

Sub 17 62 34 32 

Mean 72% 51.53% 54.47% 

Std. Dev 8.1 12 14.2 
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Table 4.6: Comparison of Classification accuracies obtained through z-score method, t-value method and all 

channels for FT vs Rest task.  

 FOOT  TAPPING (FT) 

z-score t-value All channels 

Sub 1 68 34 24 

Sub 2 60 54 54 

Sub 3 80 66 66 

Sub 4 62 44 48 

Sub 5 60 48 48 

Sub 6 70 66 66 

Sub 7 76 72 72 

Sub 8 78 64 64 

Sub 9 70 54 56 

Sub 10 60 52 48 

Sub 11 68 54 46 

Sub 12 64 48 48 

Sub 13 68 46 58 

Sub 14 72 62 62 

Sub 15 72 52 50 

Sub 16 72 42 50 

Sub 17 80 62 60 

Mean 69.41% 54.12% 54.12% 

Std. Dev 6.7 10.1 11.1 

 
 

  

Table 4.7: Statistical significance of the proposed z-score method 

 
Bonferroni correction applied ( p < 0.0167) 

RFT vs rest LFT vs rest FT vs rest 

z-score method vs t-value method 1.24E-06 1.82E-06 1.08E-05 

z-score method vs all channels 1.10E-06 1.05E-04 2.95E-05 
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Figure 4.9: Average classification accuracies of RFT, LFT and FT tasks obtained with z-score selected channels, t-

value selected channels and all channels. 

 

 

4.2 Discussion 

 This research focuses on enhancement of classification accuracy by choosing optimal 

channels with the help of newly proposed approach. Previously studies have been conducted for 

improvement in classification accuracies through implementation of algorithms at different 

stages of BCI. Some researchers have used different temporal information of task data [18], [21], 

[35]–[37] to increase fNIRS-BCI performance. Optimal feature combinations [18], [38] have 

also been tried for improvement in the performance. Similarly, extraction and selection of 

optimal features [39]–[41] have been implemented as well to increase the desired classification 

accuracy. Additionally, different classifiers [18], [42]–[45] have also been used for optimization 

of classification results. Moreover, different channel selection algorithms have also been 

proposed previously for performance improvement of fNIRS-BCI systems which includes t-

value method [16], [17], [20], [46], baseline correction method [21], cross correlation method 

[22], [23] and others [16], [24]–[28]. 

 

 Out of the aforementioned channel selection methods, the t-value method is a 

conventionally applied technique firstly used by Santosa et al. (2014) [19] in which 

determination of active stimulus of auditory response was carried out. Later, it was applied by 
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Hong & Santosa (2016) [20], Nguyen & Hong (2016) [16] and Nguyen et. al (2016) [17] in their 

studies for selecting active channels. The cross correlation method for selection of cortically 

active channels, as applied by Rojas et al. (2016) [22], [23], have been applied to find a 

relationship between potential dominant channels and the neighboring channels in both 

hemisphere by calculating lag between each other.  

 

In this thesis cross correlation method has also been implemented but the proposed 

methodology is novel as compared to previously conducted method because of two reasons. a) 

This study covers the scope of BCI which was not covered before. b) This study applied cross 

correlation between desired hemodynamic response function (dHRF) and acquired cortical 

signal. Afterwards, the maximum of correlation values are segregated against each channel and 

z-score is applied on these maximum correlation coefficients. Later, z-score is used to find out 

the active channels based on positive value of z-score of each channel.  

 

Additionally, this study is also unique in a sense that it comparatively analyses proposed 

channel selection method with already existing t-value method. However, previously t-value 

method has been applied independently for identification of dominant channels without drawing 

any comparison. Moreover, further validation of proposed method was performed by calculating 

classification accuracy on all channels i.e. without any channel selection method. Another 

validation of proposed z-score method is based on using three different brain activation tasks. 

The results have shown that the proposed method performed better, in terms of classification 

accuracy, than t-value method and all selected channels for three tasks based fNIRS-BCI. 

Improvements in classification accuracies from 51.29±13.1% to 72.24±6.2% for RFT vs rest, 

from 51.53±12% to 72±8.1% for LFT vs rest, and from 54.12±11.1% to 69.41±6.7% for FT vs 

rest tasks were observed. The selected channels results also portrays that active channels in each 

subject with one another were inconsistent and it also non-uniformly differs with each activity. 

This suggests the existence of variation between each subject w.r.t brain size and anatomical 

variations. Due to these reasons, it is extremely important for obtaining superior performance 

that correct channel and region of interest in identified.   
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The technical evaluation of improvement in performance due to the proposed method 

suggests that it might be due to the reason that activity in brain is more significantly and 

informatively translated as compared to t-value method. The t-value method corresponds to 

linear regression of the mathematical model with actual and desired signal and later finding out 

the statistical significance of the estimated coefficients. The actual response and the desired 

response are used to estimate parameters that best fit the original response. The statistical 

significance of the estimated coefficients are calculated by calculating ratio of the weighted 

coefficients with its standard error. Positive t-value (t>0) or greater than threshold value (t>tcrt) 

suggests that whether the channels is active or not. However, the proposed method uses temporal 

information of the cortical activity and correlates the actual and desired signal. The degree of 

similarity and strength is measured in case of z-score method and it quantifies how much the 

actual signal and desired signal relate to one another. The more associated the actual signal is to 

the desired signal w.r.t its temporal features the more active the channel will be. Thereby, the 

maximum of correlation coefficient between the signals suggest the maximum strength of 

similarity between one another. Besides, the z-score which measures the distance of point from 

the mean of data and positive z-score quantifies that signal is cortically active or otherwise. 

Hence, cortical activity based channel selection possesses more useful and inherent brain 

information which plays useful part into enhancing performance of fNIRS-BCI system. 
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CHAPTER 5: CONCLUSION AND RECOMMENDATIONS 

 The current study targeted the selection of optimal number of channels for fNIRS-BCI 

system with the main purpose of improvement in classification accuracy. In order to achieve the 

performance improvement, a novel method have been proposed in which first cross correlation is 

used between desired hemodynamic response function and acquired cortical signal. The results 

of maximum correlation coefficients are gathered from each channel and later z-scores are 

calculated on the resulted maximum coefficients. The positive z-score value (z > 0) signifies the 

active channel of interest (COI). Already existing t-value method for channel selection has also 

been used to validate the results of the proposed z-score method and the results were also 

compared without using channel selection algorithms i.e. using all the channels. The spatio-

temporal features i.e. mean, peak, slope, skewness, kurtosis and variance of HbO signal were 

used on LDA classifier. The results achieved through proposed method on a 2-class problem for 

RFT vs rest, LFT vs rest and FT vs rest showed improvement in classification accuracies from 

51.29±13.1% to 72.24±6.2%, 51.53±12% to 72±8.1%, 54.12±11.1% to 69.41±6.7% respectively. 

The results showed that proposed method is a progression in already existing channel selection 

techniques and can identify channels of interest based on active cortical region more effectively 

through enhancement in classification accuracies of fNIRS-BCI.  

 

Nevertheless, despite showing increased classification performance yet the proposed 

method poses few limitations. Firstly, this method can be applied to a single task at a time as a 

particular brain region is associated with a specific activity. Secondly, specific channels 

remained active for specific subject due to the reason that variations exist in brain sizes across 

multiple subjects. Moreover, LDA based classification model was applied in the current thesis 

mainly because of its simplicity, speedy performance and it is computationally less expensive. 

Due to the above mentioned reasons, LDA is commonly used for the fNIRS-BCI systems [6], 

[42]. In order to further improve classification performance, other state-of-the-art classifiers like 

CNN, DNN, Ensemble classifiers or other deep learning algorithms may also be applied for 

analysis [7]. Additionally, optimal features combinations and vector phase analysis based 

features [38]–[41] can also be applied to enhance classification accuracies. 
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