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I started writing this book on 6 August 2015. On this particular day, the 
radio station I usually listen to while preparing breakfast played the sound 
of the Peace Bell in the Peace Memorial Park in Hiroshima. It did so to 
mark the 70th anniversary of the dropping of the atomic bomb “Little 
Boy” over this town in South Japan. I had visited Hiroshima the year 
before. There, despite having been aware of much of the historical facts 
and circumstances of this attack, and the devastating suffering it brought 
to the city’s inhabitants, the cultural rupture that the new superweapon 
brought with it became tangible to me. Little Boy and his fellow Fat 
Man, the bomb that was dropped over Nagasaki some days later, marked 
the rise of a new culture of insecurity, a culture that was, for the first time 
in history, truly of global scope.

I would like to start by thanking those who were available for face-to- 
face interviews. These were Daniel Ellsberg, Joan D.  Goldhamer, 
Theodore J. Gordon, Nicholas Rescher, and Martin Shubik. My ambi-
tion and, indeed, hope was that they find resemblance between the events 
described in the book and their own recollections. I am grateful also for 
the permissions to use parts of the interviews in the text. I also relied on 
a series of interviews carried out by Martin J. Collins as part of Smithsonian 
Institution’s RAND Oral History Project as well as on an interview with 
Olaf Helmer carried out by Kaya Tolon, which is included in the annex 
of Tolon’s PhD thesis “The American Future Studies Movement 
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tinued effort of their staff. Permission to reproduce materials was granted 
by the RAND Corporation Archives and the Massachusetts Institute of 
Technology.

People do not like insecurities, and over the centuries of human civili-
zation, countless numbers of ways have been devised to reduce insecurity. 
Among these ways, the council of others deemed wise and experienced 
ranks high. A lot of wise and experienced people offered support over the 
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1
Introduction: A Culture of Insecurity 

and Its Experts

 A Culture of Insecurity

Like almost any technology, the atomic bomb had effects that extended 
far beyond the field of its immediate use into the wider sphere of culture. 
When media reports of their detonation over Hiroshima and Nagasaki 
circulated worldwide, “Little Boy” and “Fat Man” became the symbols of 
the emerging global culture of insecurity. To an extent, unseen before in 
a weapon, the cultural effect of the weapon became its primary asset. 
Writing in retrospect, US Secretary of War Henry Stimson made clear 
that “the atomic bomb was more than a weapon of terrible destruction; it 
was a psychological weapon” (Stimson 1947, 66). The two bombs had 
killed hundreds of thousands of people and left many more injured. Yet 
precisely because of its cruelty, the use of the atomic bomb as a means 
of deterrence became more effective than its actual detonation. The 
bomb’s primary objective was political and cultural: to create an atmo-
sphere of existential fear and insecurity among those threatening the 
values of the West. And its outreach was global: while the bombs had 
been dropped over Japan, the Soviet Union and its potential allies around 
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the globe became the main addressee of the psychological and cultural 
effects of the bomb.

Yet, as US strategists soon were to realize, a strategy of deterrence 
always has repercussions on all parties involved. The culture of insecurity 
that was emblematized and initiated by the launching of the bombs over 
Hiroshima and Nagasaki was not restricted to the “East”—quite to the 
contrary, it pervaded US American culture, especially after the first suc-
cessful test detonation by the Soviets in 1949. In contrast to its physical 
radiation, the bomb’s psychological radiation could not be restricted in 
terms of space. Its cultural effects were global. As a “psychological 
weapon,” it paradoxically also affected those who used it.

Two factors fostered the diffusion of the culture of insecurity in the 
United States. Chief among them was technical ignorance: were the Soviets 
capable of producing a bomb? How well developed was their knowledge 
of nuclear physics? Could they secure the service of experienced German 
scientists, as the United States did? Or, being one of the occupying forces 
in postwar Germany, did they get access to crucial data and results 
unknown to US scientists? In large parts, the Cold War game of deter-
rence was played along lines of technical ignorance, with each side 
attempting to occlude its capabilities and to deceive the other side into 
assuming the worst. However, a theoretical or philosophical void accompa-
nied this technical ignorance. While those involved in the game of deter-
rence tried to apply their means to the most desired outcome, they had to 
do so without knowing the rules of the game. The atomic bomb pro-
foundly changed how people thought about war. Upon reading about 
the dropping of the Hiroshima atomic bomb in the newspaper, accom-
plished strategist and Yale professor Bernard Brodie reportedly “turned 
to his wife and said, ‘Everything that I have written is obsolete’” 
(Kaplan 1983, 10). To Brodie, and to a majority of his fellow strate-
gists, the bomb had destined the entire body of military knowledge 
accumulated over the past centuries to be moved to the deep caves of 
archival oblivion. The world was confronted with a weapon of disastrous 
force but had not developed theories to understand, let alone handle it. 
“The whole conception of modern warfare, the nature of international 
relations, the question of world order, the function of weaponry, had to 

 C. Dayé



3

be thought through again. Nobody knew the answers; initially, not many 
had even the right questions” (Kaplan 1983, 10).

One common human reaction to ignorance and insecurity is to endow 
large and potentially unjustified amounts of trust in selected social or 
cultural positions and their proponents. When the world set out to return 
to a peacetime organization of life in the aftermath of World War II, there 
was a window of opportunity for a new social figure to climb up the lad-
der of cultural relevance. The age of the expert in foreign and military 
politics was about to dawn; and by creating a culture of ignorance and 
insecurity, the atomic bomb acted as leverage for the expert’s success in 
entering the court of power. The bomb had completely shaken up the 
structures in this field. Almost every claim to authority had to be newly 
established and negotiated. Scientists entered the struggle by arguing that 
a scientific procedure was the most reasonable way to cope with the over-
whelming task of restructuring US military defense and foreign policy. 
They claimed the opportunity to participate in political and military 
decision processes. In the same breath, they emphasized that earlier expe-
rience was no convincing guide in the realignment of the field.

Conceived of as a mediator between knowledge and power, the expert 
occupied an important position in US Cold War culture. To describe the 
epistemological characteristics of this position is the objective of this 
book. It focuses on the capacities ascribed to this social figure and the 
hopes that were related to it in this culture of insecurity. To anticipate the 
conclusion, and quite unsurprisingly, both the ascribed capacities and 
hopes were grand. In the early years of the age of the expert, mass media 
treated this new figure as a source of the general reason (Brint 1994; 
Herman 1995). With regard to experts in foreign policy, a widespread 
hope was that they were able to level out the warmongering impulses 
from military officials as well as the shortsightedness of political leaders. 
Since using the atomic bomb was so obviously irrational and inhuman, 
the expectation toward the civilian experts in foreign policy was that they 
would ensure a level of reason and rationality in the decision processes.

This expectation was not confined to mass media but was an essential 
part of the self-image of those scientists who came to be addressed as 
experts. As such, it influenced their doings. The analytic approach devel-
oped in this book makes use of this relation by examining a specific line of 
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methodological thinking within the social sciences. The main idea of this 
line of thinking was that the expert could be used as a source of knowl-
edge about the future. This idea was developed at the RAND Corporation, 
a research organization that emerged from a collaboration between the 
US Air Force and Douglas Aircraft Company shortly after the end of 
World War II. Here, scientists created a series of techniques that aimed at 
producing knowledge about the future by systematically collecting expert 
opinions and allowing for a certain degree of interaction among 
these experts.

The book explores a series of studies done in the 1950s and 1960s by 
two groups of RAND researchers. One group, consisting of members of 
the Mathematics Division, designed the Delphi technique; the other, 
consisting of members of RAND’s Social Science Division, proposed 
and developed a technique they called political gaming. Delphi distrib-
uted questionnaires to a pool of experts, asking them to estimate when 
specific future events would take place. These estimations were then 
averaged and fed back to the participating experts with the intent to 
have them think about their initial answers again. The expectation 
behind this repeated procedure was that the estimates would converge 
over time to a range which could then be called expert consensus. The 
political games carried out at RAND invited experts to participate in 
various groups, each of them representing a national government, or a 
block of national governments (e.g., Western Europe). The groups were 
then asked to discuss how the government they represented would react 
toward specific actions of the other governments, thereby simulating a 
political and military crisis. After each step, game leaders would collect 
the decision of the groups and use them to synthesize a new game state. 
Both techniques are still in use today, mainly in the areas of applied 
policy, market, and trend research.

As the ensuing chapters show, there are considerable differences 
between the two techniques. Above all, they embody different episte-
mologies and philosophies of science. They bear the marks of the aca-
demic tribes from which their inventors came—the program of logical 
empiricism in the philosophy of science in the case of Delphi, the sociol-
ogy of knowledge developed by German sociologist Karl Mannheim in 
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the case of political gaming (cf. Dayé 2014). On the one hand, the logi-
cians involved in creating Delphi, chief among them Olaf Helmer, 
Norman Dalkey, and Nicholas Rescher, all studied with important repre-
sentatives of logical empiricism—Rudolf Carnap, Carl Gustav Hempel, 
Hans Reichenbach, to name a few (cf. Dayé 2016). On the other hand, 
the leading social scientists at RAND—Hans Speier, Herbert Goldhamer, 
and Paul Kecskemeti—had all known Karl Mannheim personally and 
had been influenced by his understanding of a social determination of 
ideas. RAND’s political gaming incorporated ideas formulated in 
Mannheim’s classic text, Ideology and Utopia (Mannheim 1997; orig. 
1929; cf. Bessner 2014).

Thus, while there are interesting differences between the two tech-
niques, some of which I explored in earlier articles, the main interest of 
this book is with the similarities of the two techniques of prognosis. Since 
both techniques rely on expert opinions or expert knowledge to produce 
statements about the future, these techniques can be understood as mani-
festations of the expectations and hopes related to the alleged capacities 
of the expert. Thus, an analysis of these expectations and hopes might 
help us understand how in a culture of insecurity, trust in a social figure 
was created, justified, maintained, and corroborated.

 Techniques of Prognosis

Many in the military saw the advent of the expert as an attempt to oust 
military officers and other proponents of the armed forces from their 
positions of authority. However, this was more than just a struggle over 
organizational power. It concerned the question of whom to entrust with 
decision-making in the new culture of insecurity. The stakes were unprec-
edentedly high and nobody knew the rules of the game. This corrobo-
rated the experts’ claim that what the world required in order to confront 
the challenges of the new culture was the production of new knowledge 
by the sciences, not the outdated wisdom passed on by one generation of 
military artisans to the next (Connelly et al. 2012). As a matter of fact, 
many military officials acknowledged, if somewhat grudgingly and hesi-
tantly, that times had changed. As US Air Force General Curtis E. LeMay, 
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who had been involved in planning and executing the strategic bombing 
campaign against Japan during World War II and after the war became 
deputy chief of Air Staff for Research & Development at the Pentagon, 
claimed in 1946: “Warfare is no longer a military problem” (cited in 
Jardini 2000, 314).

In the attempt to cope with the culture of insecurity, the newly 
appointed experts on foreign policy and military strategy perceived it as 
their task to develop techniques of prognosis, instruments, and proce-
dures informed by (social) scientific methodology with the objective of 
“envisioning an unknown future” (Mallard and Lakoff 2011, 339). 
Bestowed with the expectation to deliver to the nuclear age what the 
augurs delivered to the people of ancient Rome, they searched for innova-
tive ways of social scientific prognosis. The most established form of a 
scientific prognosis, statistical extrapolation, was deemed inadequate 
both with regard to scientific-technological advances and to social and 
cultural processes. In both cases, data were rare. Yet, more importantly, 
non-schematic actions on the micro level could lead to leap-like changes 
or revolutions that completely transformed the social, cultural, and soci-
etal scenery on the macro level. Statistical data of the past might help, the 
experts were convinced, but it would not suffice to allow for solid prog-
noses. “Thoughtful observers had recognized that the existential fact of 
the bomb altered time significantly and permanently” (Ghamari-Tabrizi 
2012, 269). This had a huge impact on all those involved in decision- 
making in the nuclear age; for them, “the present, future, and conditional 
worlds ran together” (Ghamari-Tabrizi 2012, 269; see also Byrne 2010).

One solution to this methodological problem of social prognosis that 
the foreign policy experts explored is in the focus of this book. This solu-
tion was to conceive of experts as persons with a privileged amount of—
explicit as well as tacit—knowledge and to devise techniques and tools 
that would make systematic use of this knowledge in producing progno-
ses. The methodological solution pursued by the RAND researchers, 
however, implies a telling irony. In search of ways to cope with the culture 
of insecurity, decision-makers asked experts to deliver prognoses. They 
trusted them to find methods and ways to deliver stable knowledge of the 
future of the social, technological, and political sphere. And the solution 
proposed by the experts was: ask scientific experts. The circular character 
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of this argument astonishes, especially when one realizes that it went vir-
tually unnoticed by the experts themselves. From the historical distance, 
however, we can use this circularity. To explore how experts feature in the 
two techniques informs us very broadly of the expert’s role in US 
American Cold War culture. The epistemic role attributed to the expert 
within the relatively narrow frames of the techniques can be interpreted 
as a manifestation of the hopes and expectations attached very generally 
to the social figure of the expert during this period. And these expecta-
tions and hopes, in turn, formed the basis of trust.

Two concepts, thus, are at the core of this study: epistemic roles and 
epistemic hopes. Building on the traditional sociological concept of the 
social role as a bundle of expectations attributed to a specific social posi-
tion, the epistemic role of the expert consists of the expectations related 
to the participating experts in the methodologies of the various tech-
niques of prognosis. What knowledge can we expect from experts? What, 
and how, does she/he know? And what is the epistemic character of expert 
statements? Epistemic hopes, on the other hand, refer more generally to 
the cultural functions of expert knowledge. In a culture of insecurity, 
experts were trusted to bring clarity, certainty, and guidance into an 
increasingly Byzantine world. That these hopes were sometimes largely 
exaggerated, has been repeatedly observed (recently for instance by 
Collins 2014, 1–11); that coeval experts nonetheless thought them plau-
sible is evinced by the abovementioned circularity. However, both the 
epistemic roles assigned to experts in the techniques of prognosis and the 
epistemic hopes attributed to them in contemporary culture are key to 
understanding the rise of the age of experts. It is their framing as sources 
for understanding a social figure so crucial for Cold War culture, the sci-
entific expert, that motivates and at the same time justifies the in-depth 
study of the two techniques.

In focusing on techniques, this book takes a path only rarely followed 
in the historiography of the (social) sciences. Most publications in this 
field are concerned with either scholars or theories (Fleck 2015; Fleck 
and Dayé 2015). However, in concurrence with other scholars sharing 
this focus (e.g., Platt 1996), I argue that there is a lot to learn from ana-
lyzing in some depth the history of methods or techniques. While analyz-
ing techniques sheds light on the actual practices of social researchers, it 
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also allows for exploring the more intrinsic sediments of coeval ideas, 
conceivabilities, imaginations, and worldviews. To focus on these sedi-
ments means to write the history of the social sciences in a way that rec-
ognizes the core tenet of historical epistemology, as proposed by Gaston 
Bachelard (1984, 2002): scientific reasoning shows implicit and nonra-
tional traces of human existence: fears, myths, beliefs, dreams, and so on; 
and sometimes, these traces can explain both the success of a scientific 
idea and its demise (on Bachelard, see Lecourt 1975; Tiles 1984; Chimisso 
2013; Dayé 2019).

The history of social science—or, for that matter, of any science—can 
be written in various ways and for various reasons (Dayé and Moebius 
2015). Yet, chief among the reasons is the wish to provide something of 
value to current problems tackled in the discipline. In order to do so, 
histories can attempt to strengthen the disciplinary identity, for example, 
by the construction of a disciplinary canon and the continued critical 
assessment of its value. They can serve as resources in the teaching of 
students about the core ideas of the discipline. They can reflect on the 
current shape of the discipline and its position in the social, cultural, and 
societal whole. And finally, they can attempt to inform current research 
and theorizing, for example, by historically contextualizing the develop-
ment of important notions in order to ensure a more sophisticated, 
history- conscious handling of the notions, or by understanding the his-
tory of a science as a strategic research material (Merton 1987) that allows 
for addressing contemporary scientific problems (cf. Dayé 2018b).

This last position motivated the writing of this book, and it is the one 
that comes the closest to Bachelardian historical epistemology. The his-
tory of the two techniques of prognosis is of interest because it delivers 
knowledge that might lead to more sophisticated use of the two tech-
niques. By systematically addressing the epistemic role of the expert, we 
question the tacit assumptions on which the two techniques—and those 
many that are similar in this regard—rely. Yet beyond that, the history of 
the two techniques also allows us to address contemporary (or perhaps 
eternal) questions regarding the role of hope in science—how it informed 
the invention, development, and reception of scientific techniques.

There is another aspect of Bachelardian historical epistemology that I 
had to confront in writing this book. To seek for the sediments of implicit 
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ideas requires one to be very attentive to details. Apart from the risk that 
the reader might perceive an overwhelming precision with regard to out-
moded and seemingly peripheral ideas to be exaggerated at best, unjusti-
fied at worst, there is also the fact that one is tempted to enter a 
methodological discourse about the method itself and its (current or 
optimal) use. While I attempted to keep reflections in this direction to a 
minimum in order to not endanger the readability of the text, such reflec-
tions certainly relate to what the word “epistemology” meant in this lin-
guistic compound to Bachelard: investigate the history of a line of 
thinking in order to improve its current use by sensitizing current practi-
tioners for the historical, psychological, cultural—brief: nonscientific—
ideas it entails as sediments.

Some final words on the use of specific terms. To begin with the easier 
one, I use technique as a very generic term, comprising both procedures 
deemed to produce true knowledge (as implied, e.g., in the term scientific 
method) and procedures deemed to produce useful knowledge (as implied, 
e.g., in the term tool). As anyone with a basic understanding of the his-
tory of science will realize, the debate on whether there is a fundamental 
link between these two realms of knowledge is centuries-long and ongo-
ing, and it is not the task of this book to explore the underlying under-
standings of science and its counterparts (cf. Dayé 2018a). The term 
technique is used in this book to cover all sorts of reasoned and explicit 
procedures in the realm of prognosis.

Further, there is considerable confusion in the literatures involved with 
regard to the use and the precise meanings of terms like prognosis, prog-
nostication, prediction, prospection, forecast, and foresight. While I have 
not tried to iron out this confusion, the following definitions in my view 
still match the understanding currently shared by the majority of com-
mentators. In this book, prognosis is used as a generic term, encompassing 
a variety of types of foreknowledge production, that is, knowledge about 
the future. If all the techniques discussed in this book are concerned, I 
will thus speak of techniques of prognosis.

Three specific types of foreknowledge are treated in this book: predic-
tion, forecast, and prospection. Each of these types results in statements 
of different epistemic status. A prediction is defined as a statement made 
by a person (or an organization) without reference to evidence 

1 Introduction: A Culture of Insecurity and Its Experts 



10

 corroborating the statement. The credibility of the statement fully 
depends on the authority of the person (or organization) uttering the 
statement.1 In contrast, a forecast always relies on a set of evidence (or 
data). Further, this evidence is assessed “using tools not easily employed 
by the general public” (Friedman 2014, x), but requiring some specialist 
(scientific) training. The relation, however, between evidence and forecast 
is not strictly logical or mathematical; a forecast is not simply a statistical 
projection but involves judgment. Finally, a prospection singles out factors 
that are relevant in shaping the future and explores their interdepen-
dence. A prospection refrains from making firm statements about the 
future, but instead indicates potentialities and tries to determine how 
current developments might play out in the future. Thus, as Mallard and 
Lakoff (2011, 339–340) note, techniques of prospection are sometimes 
used to understand the present rather than the future. For instance, in 
national security, the use of these techniques helps to understand whether 
or not ambiguous events in the present can pose security threats in 
the future.

None of these types of foreknowledge had its origin at RAND; and as 
the current historical literature on prognosis shows, scientists and entre-
preneurs of various stripes developed techniques across the three types 
(Andersson 2018; Andersson and Rindzevičiūtė 2015; Friedman 2014; 
Harper 2012; McCray 2013; Pietruska 2018). Also, many of these earlier 
techniques had involved expert opinions. What the RAND researchers 
added to this already extant body of knowledge, however, was interac-
tion. The techniques developed at RAND were diverse, but all provided 
for some form of (controlled) interaction between the experts. The idea 
that emerged at RAND was that interaction would lead the experts con-
tributing to these prognoses to produce results of higher stability and, 
thus, credibility.

Each of the subsequent chapters introduces a specific phase of RAND 
prognostic studies. Since the focus is on the development of the core 
idea—systematically using expert opinions to produce prognoses—the 
chapters are ordered chronologically. After Chap. 2 introduces the place 
of origin of the various techniques of prognosis, the RAND corporation, 
Chap. 3 describes the first attempts at RAND to produce predictions 
based on expert knowledge. In 1951, these attempts led to the first Delphi 
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study, yet there had been an earlier RAND study from 1948 that the 
Delphi developers conceived of as “precursor.” The analysis shows that 
the two studies confronted the expert with different epistemic expecta-
tions. While in the precursor study, the expert had the epistemic role to 
produce a prediction, the first Delphi study expected the expert to deliver 
a forecast. Chapter 4 then turns to a series of political games conducted 
by RAND’s Social Science Division between 1954 and 1959. This tech-
nique, in contrast, attributed to the expert the epistemic role of prospec-
tion. Chapter 5 describes an attempt to develop a philosophical 
foundation for the various techniques of prognosis developed at 
RAND.  In line with the first Delphi study described in Chap. 3, the 
proposed “epistemology of the inexact sciences” was built around the idea 
that under certain conditions experts were able to deliver forecasts. The 
ensuing Chap. 6 assesses the long-range Delphi study carried out by 
members of the Mathematics Division in 1963. This study became the 
paradigmatic example for the use of the technique. The curious finding is 
that in spite of the earlier effort spent on philosophically corroborating 
the use of experts to produce forecasts (described in Chap. 5), the long-
range Delphi study was again based on the idea that experts could come 
up with predictions. This applied also to a parallel study that addressed 
methodological issues of Delphi. Prior to a summary of the book’s main 
argument, Chap. 7 sketches the further trajectories of techniques of 
prospection.

Note

1. Although not treated in this book, a prophecy thus is a subtype of a predic-
tion where the credibility fully depends on the ascribed transcendental 
abilities of the person making the prediction.
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2
Experts, Think Tanks, and the Delicate 

Balance of Public Trust

 The Organization of Scientific Policy Advice

The very idea to conceive of “experts” as potential sources of foreknowl-
edge drew upon the relative prominence of the term and the idea of 
“experts” in US-American public discourse. When in a speech during his 
1912 campaign, presidential candidate Woodrow Wilson (cited in J. A. 
Smith 1991, 1) exclaimed: “God forbid that in a democratic country we 
should resign the task and give the government over to experts,” the term 
“expert” was already well known, albeit with a pejorative connotation.1 
To be sure, the role knowledge had to play in the organization of polity 
had been an issue of debate since ancient times. In Western political 
philosophy, this debate has centered on concepts like freedom, order, 
democracy, and the public good. Famously, in his programmatic utopia 
New Atlantis first published postmortem in 1627, Francis Bacon 
(1521–1626) envisioned an order called Salomon’s House, “the noblest 
foundation (as we think) that ever was upon the earth.” Dedicated “to 
the study of the Works and Creatures of God” (Bacon 1989, 58), the 
order applied scientific methods to inform policy-making and steer the 
development of the visionary society. Certainly, Bacon was not the first to 
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bestow scientists with political influence. There are many earlier examples 
of visionary societies steered by scholars or scientists, among them the 
reign of philosopher kings developed in Platon’s Politeia. All of these 
visions and programs devise institutions that relate knowledge to polit-
ical power.

However, in these classic accounts, the separation between knowledge 
and power was mainly one of spatial or social geography. In order to 
bring these two together, one simply had to devise a meeting place. The 
idea that science and politics operate according to specific logics and thus 
are in large parts incompatible with each other appears to be of later ori-
gin. Most probably, the rise of this idea was tied to the rise of an educated 
bourgeoisie seeking to increase their autonomy. Be it as it may, during the 
eighteenth and nineteenth centuries the classic project of creating meet-
ing places found its manifestation in the establishment of national acad-
emies of science. However, as crucial as national academies were for those 
scientific disciplines already well established at that time, they were not 
the most fertile soil for the social sciences that were yet barely formed. In 
their struggle for recognition as scientific endeavors, the social sciences 
did not find considerable support from the academies and instead turned 
toward the universities.

The need of the modern state for more exact knowledge on which to base 
its decisions had led to the emergence of new categories of knowledge 
already in the eighteenth century, but these categories still had uncertain 
definitions and frontiers. […] It was in this context that the university 
(which had been in many ways a moribund institution since the sixteenth 
century, the result of having previously been linked too closely with the 
Church) was revived in the late eighteenth and early nineteenth centuries 
as the principal institutional locus for the creation of [policy relevant] 
knowledge. (Wallerstein et al. 1996, 6)

Similar things can be said about the early history of the social sciences 
in the United States. It has been suggested that the institutionalization of 
the social sciences at the American universities toward the end of the 
nineteenth century was essentially driven by the need for trained person-
nel in dealing with the social problems caused by rapid urbanization and 
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impoverishment of certain social strata (J. A. Smith 1991, 24ff). New 
graduate programs at Johns Hopkins, Columbia, Chicago, and Wisconsin 
produced the first generation of trained social scientists—most notably 
Richard T. Ely, John R. Commons, and Frank Lester Ward—who “cre-
ated a pattern in which teaching and public service were combined” and, 
as the first and exemplary experts, “helped build even closer ties between 
experts and the government” (J. A. Smith 1991, 28). In France, to bring 
another example, although there existed an academy specifically for the 
social sciences, the protagonists of the institutionalization of the social 
sciences nonetheless concentrated on the universities. “The formation of 
economics, psychology, and sociology as university disciplines arose pri-
marily out of a struggle against the doctrines and practices of the Academy 
[of Moral and Political Sciences], and the very success of these university 
pioneers is the main reason why the Academy has virtually disappeared 
from collective memory” (Heilbron 2015, 15). Similarly, the efforts of 
early proponents of culture-oriented anthropology in the German- 
speaking countries to gain recognition for their scientific project sur-
mounted to an authority struggle against representatives of the National 
Academy and their rigid understanding of the natural sciences as models 
of science in toto (Weiler 2018). The formation of social scientific disci-
plines occurred against the backdrop of the differentiation of two fields, 
the political and the scientific, and academies of science were often seen 
as institutions of a time when these two fields had been too strongly 
intermingled for science to follow its own ethos.

Consequently, neither the organizational innovations of the nine-
teenth century nor the utopian visions of the centuries before referred to 
the idea of the expert (or used the noun). The term used was scientist. In 
contrast to the scientist or the philosopher, the expert is an interstitial 
figure. The expert bridges the realms of knowledge and power, of science 
and policy. He or she fills a void that opens only after the two fields have 
sufficiently differentiated from each other and follow their own logic. 
As interstitial figures, experts had to find ways to unite the divergent 
expectations emanating from four fields: academic science, politics, 
businesses, and the media public (cf. Medvetz 2012). The resulting 
ambivalence is obvious in the various labels these experts have received 
over the decades, some inventive, some pithy, some apparently neutral. 
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In US foreign policy discourses, they have been called defense intellectuals 
by some, a label that alludes to a breadth of knowledge and a concern 
over the developments of culture and society. Others called them civilian 
strategists, a term apparently neutral and still in use today. Sociologist 
Irving L. Horowitz (1963) dubbed them civilian militarists, a term living 
on the irony that originates from the intermingling of two presumably 
separate spheres of society. The originality award certainly goes to thermo-
nuclear Jesuits. With reference to an article in the London Times Literary 
Supplement, Fred Kaplan used the term to describe how these men (and 
few women) moved as freely through the corridors of the Pentagon and 
the State Department as the Jesuits had moved through the courts of 
Madrid and Vienna three centuries earlier (cf. Kaplan 1983, 11). In her 
study on the history of rational choice liberalism, S. M. Amadae (2003) 
called them defense rationalists (see also Szalai 2014). And with a hint of 
sarcasm, historian Bruce Kuklick (2006) proposed the term cerebral strat-
egists to emphasize the intellectual limits of the ways of thinking that in 
his view dominated the field throughout much of the Cold War era.

Immediately upon entering the scene, the new breed of experts had 
to confront the necessity of foreknowledge to come to reasoned deci-
sions. Strategic decisions have their consequences; once a strategy is 
chosen, it might be virtually impossible or at least very costly to change 
it. There are path dependencies meaning that the initial decision prede-
terminates which further decisions one may take and which not. In 
order to select the best path, knowledge of what one will encounter 
during the journey is crucial. The necessity of foreknowledge in strate-
gic decision-making was, of course, not a new phenomenon per se. Yet 
again, the bomb had changed its urgency at least in two respects. First, 
it convinced even the utmost skeptic that the impact of science and 
technology on society had increased tremendously. To anticipate the 
future of society meant, to a large degree, to anticipate correctly the 
technological and scientific advances and their transformative force. 
Second, the presence of the bomb tied the fate of any nation to those of 
the others. A nation’s future depended not only on its own decisions 
but also on those of all (or most) other nations. Isolationism was no 
longer an option.
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Think tanks, modern organizations offering research and expertise to 
public and private agencies, became central players in this emergent scen-
ery of expertise. Think tanks provided knowledge to whoever was willing 
to have it, and in most cases, this knowledge concerned social phenom-
ena. They became far more important for the social sciences than for the 
natural sciences because for the latter, a void between knowledge and 
(economic and political) power never really opened up (Leslie 1993). 
Initially, think tanks were a unique US-American phenomenon, and it is 
safe to say that for the most part, they still are, since the majority of think 
tanks worldwide still is located on the US soil and their influence on 
policy processes undisputed (Grossman 2014; McGann 2015; Medvetz 
2012; Ricci 1993; Rich 2004; J. A. Smith 1991). In a sense, the blossom-
ing of this organizational form in the United States can be treated as a 
consequence of the early establishment of the expert within US politics. 
For European countries, political scientists have not been able to iden-
tify many comparable organizations but instead had to contend them-
selves with what they assumed to be “functional equivalents” (e.g., 
Gellner 1995; Braml 2004). Though some historians follow the traces of 
think tanks back to the seventeenth century (e.g., Soll 2009), it is rea-
sonable to claim that the modern think tank appeared toward the end of 
World War II.

 A New Ethos of Social Science?

Despite the ambivalence characterizing the expert as a participant in two 
social spheres, and ironically partly due to it, scientists successfully occu-
pied this new social position in the first decades after the end of World 
War II. The experts in foreign policy and military strategy were a rather 
diverse bunch of people. They came from the social as well as from the 
natural sciences and the humanities. Quite a few of them had managed 
to flee from Europe immediately before the Nazi takeover or shortly 
afterward and had succeeded in finding a place for themselves in the US 
American scene. Others came from more or less well-established American 
families. Many of them had served in the wartime effort, some as soldiers, 
but most as members of US-based agencies like the Applied Mathematics 
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Panel (AMP), the Office of Strategic Services (OSS), or the Office of War 
Information (OWI), that produced a variety of studies commissioned by 
the military and the government. The wartime effort consolidated a new 
form of social science that had emerged earlier but only arrived at full 
blossom in the density of events and the resulting urgency of quick results 
brought about by the war. Proponents thought this new form engendered 
a complete rupture from earlier traditions of social science. Theoretically, 
the main thrust of the new social sciences consisted of a blend of positivism- 
inspired rigor with what one may be called practicality thinking. 
Organizationally, this thinking was well anchored in agencies like those 
named above during the war effort. After the war ended, the proponents of 
the new form of social science felt the danger that with society moving back 
into a peacetime mode of organization, this new form would lose its infra-
structure. Supported by large philanthropic foundations and organizations 
like the Social Science Research Council (SSRC) or the National Science 
Foundation (NSF), they promoted the spread of this new form of social 
science (among other sources, see Hauptmann 2012, 2016; Heyck 2015; 
Solovey 2004, 2013). Part of their strategy was to establish a new label—
“behavioral sciences”—that sought to demarcate the new form from the 
old (Pooley 2016). The emergent class of strategy experts appeared to be 
among the torchbearers of this new form of social science.

The closeness of the nexus between social sciences, philanthropic foun-
dations, and political and military decision-makers appeared historically 
new to some critics. “For the first time in the history of their disciplines,” 
C. Wright Mills wrote in 1959,

“social scientists have come into professional relations with private and 
public powers well above the level of the welfare agency and the county 
agent. Their positions change—from the academic to the bureaucratic; 
their publics change—from movements of reformers to circles of decision-
makers; and their problems change—from those of their own choice to 
those of their new clients” (Mills 2000, 95f ).

The liberal practicality that had characterized US-American social sci-
ence since the nineteenth century transformed into illiberal practicality: 
instead of the public, elites had become the target audience of the new 
social sciences. A consequence of this situation, one heavily criticized by 
Mills and other intellectuals, was a withdrawal of large parts of social 
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scientific research from the public discourse. “Of central significance to 
the scientific identity that sociology was forging for itself was the corol-
lary that the discipline’s scientific endeavors could only flourish if they 
took place in isolation from public discourse and insulated from publics” 
(Haney 2008, 9).

Not discussed by Mills, but obvious to today’s observers, was the gen-
der dimension involved in this development. During the early decades of 
the twentieth century, male academic social scientists had spent consider-
able effort in differentiating themselves from allegedly “female” activities 
in social betterment and reform, an effort shaping the lives of women like 
Jane Addams (Deegan 1988; Schneiderhan 2015) as it shaped the face of 
the discipline. Yet, while successful in achieving and securing status, the 
men in academic social science still sought for a field to apply their 
knowledge. Foreign policy became a prime field for them—and the battle 
for the hearts and minds also became a struggle over the definition of 
(social) science (Cohen-Cole 2014; Wolfe 2018).

The rise to relevance of the experts in foreign policy and military strat-
egy happened in the slipstream of yet another fundamental transforma-
tion in the social position of science, with which however it is not 
identical. This transformation concerned the ethos of science, and again, 
the atomic bomb, while not having initiated it, provided the final and 
crucial impulse. Some branches of the natural sciences had gained con-
siderable recognition and public acclaim during the two World Wars. 
This was true especially for the physicists, epitomized—in the view of the 
public—by the team led by J. Robert Oppenheimer that had successfully 
developed the atomic bomb. The launching of this bomb and its devas-
tating “success” in killing civilians led to fierce debates about the respon-
sibility of the scientist for the results of his or her research. In his famous 
account of the ethos of science, written in the early 1940s, Robert 
K.  Merton (1996) had not included responsibility as core norm. His 
argument was that the system of science functioned best if it adhered to 
the norms nowadays known by the abbreviation, CUDOS.  The first 
norm of communism meant that the results of scientific research were not 
the property of the scientist, but of society. The second norm, universal-
ism, referred to the expectation that the social system of science should 
provide structures to ensure that the validity of results was not related to 
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the person of the researcher. Scientific standards should apply to all scien-
tific work, regardless of its authors’ ethnicity, religion, gender, or other 
subjective characteristics and preferences. Third, disinterestedness should 
steer the scientist. In the pursuit and development of ideas, the scientist 
shall not seek for their marketability, but only for the truth. Finally, 
fourth, science must institutionalize a system of organized skepticism: all 
necessary provisions must be taken to ensure that results can be assessed 
and evaluated by peers.

While not on Merton’s list, responsibility became a most problematic 
issue for scientists in the war effort, both for those involved with the 
development of the new superweapon and for those evaluating opera-
tional plans or propaganda schemes. However, it did so in different ways. 
As mentioned above, the experts on foreign policy and military strategy 
saw it as their responsibility to enter the arenas—public and secret—of 
strategy and foreign policy deliberation, because without a proper scien-
tific, “neutral,” and matter-of-fact analysis, the culture of insecurity could 
not be managed or controlled and global nuclear devastation was immi-
nent. They felt the responsibility to alert the public to the dangers of 
lacking scientific knowledge. However, other scientists, J.  Robert 
Oppenheimer chief among them, felt responsible to warn the decision- 
makers and the public about the potential harm resulting from already 
available scientific knowledge. They realized that their scientific success 
had led them to a position where they could no longer keep detached 
from the practical uses of their results. Adopting the terminology by 
Hans Reichenbach, the atomic bomb forced many natural scientists to 
consider the context of using their findings more profoundly than they 
had deemed it necessary prior to Hiroshima and Nagasaki (on 
Oppenheimer, see Bird and Sherwin 2005).

Experts on foreign policy and military strategy thus occupied a differ-
ent argumentative position than the natural scientists involved in weap-
ons development. The trust in their capacities was fostered by successes 
that were not their own. Their rise depended on the fact that in the wake 
of breakthroughs in specific scientific fields, the public generalized from 
these specific instances of success to all branches of science. To borrow a 
term coined by Norbert Elias (Elias and Scotson 1994, xix), it was a pars- 
pro- toto distortion: the parts of science that were most visible to the  public 
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were taken to represent the whole of it—but as parts of “heroic science,” 
they were “quite unrepresentative for most of the science that goes on” 
(H. Collins 2014, 9). Nonetheless, the experts on foreign policy and mil-
itary strategy saw themselves confronted with the comfortable prejudices 
that they were competent and skilled to deliver solutions to the cultural 
and ethical dilemmas raised by the bomb. Hope and trust rested upon 
them. And although some experts retained their skepticism toward their 
own capability to fully live up to these expectations, they were nonethe-
less convinced that since there was no better alternative at hand, it was 
their historical duty to accept the task conferred upon them. The close-
ness of the nexus between scientists, philanthropic foundations, and 
political and military decision-makers promoting the new form of social 
science further nurtured this conviction.

 A Brief History of RAND

The RAND Corporation, the place where the techniques of prognosis 
treated in this book originated, has been repeatedly called a paradigmatic 
case of a think tank, something like an organizational prototype. Initially 
installed as a collaborative project between high-ranking Air Force offi-
cers and representatives of Douglas Aircraft Company, it has maintained 
close links to the armed services and the Pentagon ever since. Even though 
it has steadily broadened its research spectrum, half of its annual revenue 
of $293.3 million in 2015 came from the Pentagon, the US Air Force 
(USAF), and the US Army. Today, it entertains four principal locations, 
three in the United States and one in Cambridge, United Kingdom. The 
organization’s headquarters are still located close to the Santa Monica 
pier. In 2015, RAND employed 1875 persons.2

Since the history of the RAND Corporation has been in the focus of 
several books and articles (among them B.  L. R.  Smith 1966; Digby 
1990; Hounshell 1997; M. J. Collins 2002; Abella 2008; Rocco 2008, 
2011; Augier and March 2011, chap. 5), some brief remarks might be 
sufficient. The corporation was an offshoot of Project RAND (an acro-
nym of Research ANd Development), a project initiated by US Air Force 
Officers together with Douglas engineers in March 1946. It was only one 
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of a set of comparable institutions inaugurated at that time. Also in 1946, 
the US Navy established the Office of Naval Research (ONR; Allison 
1985; Sapolsky 1990). Further, the US government founded the Research 
and Development Board (RDB) within the Department of Defense “to 
oversee the research activities of the military services” as well as the 
National Research Foundation (NRF) “with the purpose of invigorating 
academic research in the sciences and providing the military with a con-
tinuing flow of information and technique to improve weapons and 
operations” (M. J. Collins 2002, viii).

Project RAND began work on the premises of Douglas in Santa 
Monica, California, in early 1947 before moving into a building of its 
own. Since the end of World War I, Californian towns had already 
battled over the allocation of military organizations in their confines 
and had been quite successful (cf. Lotchin 1992). The Los Angeles area 
was home to several military bases as well as an impressive number of 
military- related enterprises when RAND opened its doors. By the end 
of the 1960s, half a million people reportedly worked in aerospace in 
Southern California, and this had been the result of efforts by local 
politicians to attract military bases already 40 years earlier (cf. Lotchin 
1992, 4). Thus, RAND quickly became a part of a well-established 
network of military bases as well as firms working in the ship, aircraft, 
and weapon industries. Partly because of this already extant “metro-
politan-military complex” and the chances and challenges it offered, 
Air Force representatives, Douglas Aircraft directors, and RAND 
researchers concluded that an excessively close relationship might lead 
to charges of both scientific intransparency and economic protection-
ism. Thus, the registration of RAND as a non- profit research organiza-
tion in California was initiated. In parallel, mathematician John 
D. Williams, one of the first employees at RAND, was commissioned 
to recruit social scientists. With the help of Olaf Helmer, the head of 
the group that later invented Delphi, Williams organized a conference 
in New York that assembled a range of established social scientists (RAND 
1948). Their task was to discuss directions for further research, but 
implicit was the objective to identify persons for some new to be founded 
divisions at RAND, the Economics Division and the Social Science 
Division. After some negotiations, Charles Hitch and Hans Speier agreed 
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to become the directors of the Economics Division and the Social Science 
Division, respectively. One condition for both of them was that the orga-
nizational split from Douglas Aircraft was completed, which finally hap-
pened in 1948 when the RAND Corporation was registered as a separate 
non-profit organization according to Californian law (Fig. 2.1).

Throughout the 1950s and for the most part of the 1960s, RAND 
engaged in research on strategic and technical analyses of (nuclear) war-
fare and its social, societal, and economic consequences (Kaplan 1983; 
Edwards 1996; Hounshell 1997, 2000; Mirowski 1999, 2002; Amadae 
2003; Ghamari-Tabrizi 2005). During these years, RAND was involved 
in policy research on the Korean War, on the Berlin Crisis, and on the 
Cuban Missile Crisis. The Vietnam conflict escalated, and RAND 
researchers were busy with analyzing and developing strategies on which 

Fig. 2.1 Aerial view of the second RAND building, Santa Monica, CA. Photograph 
was taken in 1960 (RAND Corporation Archives, Santa Monica, CA)
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they briefed decision-makers in the US Air Force, the Pentagon, and 
other government agencies. Some RAND sponsors did not leave any 
doubt about their understanding of the role of military-funded science. 
In 1953, Don K.  Price, then deputy chairman of the Department of 
Defense’s Research and Development Board, expressed his bewilderment 
that scientists were “still struggling to reconcile their eighteenth-century 
devotion to science as a system of objective and dispassionate search for 
knowledge and as a means for furthering the welfare of mankind in gen-
eral, with the twentieth-century necessity of using science as a means for 
strengthening the military power of the United States.” The military 
unswervingly followed “its cardinal principle: it does not make research 
contracts for the purpose of supporting science, but only ‘in order to get 
results that will strengthen the national defense’” (cited in Herman 
1995, 132).

In retrospect, however, researchers working at RAND tend to empha-
size the relative autonomy of RAND toward its sponsors and attribute 
this to the authority of director Franklin Collbohm. And indeed, in the 
first three decades of its existence, RAND was an important place for 
basic research in various disciplines. As regards the social sciences, RAND 
was among the small number of institutions to develop game theory after 
its initial conception by John von Neumann and Oskar Morgenstern 
(Leonard 1992, 2010; Erickson 2011). Game theory as practiced at 
RAND, that is, not only in a strict mathematical form but also in a more 
open form of thinking about decisions, led to a variety of influential pub-
lications. The vast majority of those economists who received a Nobel 
Memorial Prize in Economic Science for their contributions to game 
theory or decision theory—Kenneth Arrow (1972), Herbert Simon 
(1978), John F. Nash (1994), and Thomas Schelling (2005)—had spent 
considerable parts of their career at RAND.

Whereas this work was carried out predominantly in the Economics 
and Mathematics Divisions, also the Social Science Division comprised 
impressive number of staff: as of 1 January 1956, for example, the Social 
Science Department consisted of 39 persons.3 Ten of them performed 
administrative tasks, whereas all the others in RAND’s Santa Monica and 
Washington offices were engaged in research. Further, 23 persons pro-
vided “professional services”; they probably had short-term task-related 
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employment contracts with RAND. Irving Janis, Otto Kirchheimer, 
Harold D. Lasswell, Paul F. Lazarsfeld, and Edward Shils belonged to this 
category. Six years later, on 1 January 1962, the Social Science Division 
had grown to a staff number of 46, 13 of them responsible for adminis-
trative and organizational tasks. This staff number was completed by a 
further 57 persons in the category professional services, where we find, in 
addition to some of those already mentioned above, scholars such as 
James S. Coleman, Morris Janowitz, Ithiel de Sola Pool, Philip Selznick, 
and Immanuel Wallerstein.

The researchers working for RAND during the first two decades of the 
Cold War were mainly engaged in foreign policy and strategy research. 
However, institutional mechanisms existed that clearly limited the Air 
Force’s participation in determining research topics or questions. Thus, 
while the Air Force was the main financial source of RAND, the organi-
zation managed to convince USAF officials that sound research required 
certain freedom and independence. But still, this did not mean public 
accessibility. The money for research came from public sources, but for 
the most part, the results were not communicated in accessible outlets. 
Internal reports and briefings with Air Force and Pentagon officials were 
the main channels of communication. The cognitive authority of RAND 
experts was acknowledged among their peers, that is, among those per-
sons with an academic background that worked for the government or 
the armed forces. It was less acknowledged by military officers since they 
felt the new civilian strategists threatened their position of power. And 
with some notable exceptions, academic social science also did not take 
notice of the work of RAND researchers, and only a few RAND social 
scientists participated in the publication and recognition game required 
for university careers.

 Experts and the Media, Part 1: Strategic 
Surrender

Eventually, however, as RAND grew over the course of the years, the 
public became more and more interested in its doings. It was roughly 
around 1960 when the public began to question the political implica-
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tions of the emergence of RAND and similar think tanks. In 1961, folk 
singer Malvina Reynolds recorded “The RAND Hymn” in which she 
described the work of RAND scientists with the following words:

    Oh, the Rand Corporation’s the boon of the world,
    They think all day long for a fee.
    They sit and play games about going up in flames;
    For counters they use you and me, honey bee,
    For counters they use you and me.4

The same year, Pete Seeger included a take of this song on his album 
Gazette, Vol. 2, and thus RAND had entered the public culture. A few 
years later, the movie by Stanley Kubrick, Dr Strangelove or: How I 
Learned to Stop Worrying and Love the Bomb (1964), modeled parts of its 
script to mimic RAND style research and thought. These and other prod-
ucts of popular culture constructed for RAND an image of cold-blooded 
ruthlessness, of rationalized unreasonableness.5 Counter to its self- 
understanding as securing peace, RAND appeared to these creatives to be 
a stronghold of secret and elitist warmongers, and the threat that this 
posed to liberal democracy was assessed mostly by the stylistic device of 
ironic exaggeration.

Interestingly, for RAND, the chain of events leading to its public 
image as a stronghold of warmongers was triggered by an expert who 
acted like a scholar addressing its academic peers. In the following, I 
describe briefly how the relationship between RAND, its funders, and 
the public evolved over the first two decades of its existence. Analytically, 
the following interpretation is based on two premises. The first premise is 
that the public image of think tanks depends to a large degree on the act-
ing of a handful of publicly visible experts. To take up an earlier reference 
to the pars-pro-toto distortion (Elias and Scotson 1994), there is a flip side 
to this mechanism of status distribution. While the public may perceive 
the best of those scientists visible in media to represent good science, 
it might also attribute the worst characteristics of visible experts to all 
think tank researchers. And indeed, it did. This, of course, was momen-
tous. The second premise, thus, is that the public image of think tanks 
decisively influences the organizational behavior of think tanks and 
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the substantial orientation of the work carried out under its auspices. 
This is why media work and PR became an important field of think tank 
activity (cf. Rich 2004; Medvetz 2012). By determining the character of 
the relations between think tanks and their principals, their public image 
shapes the agency of think tanks. At least twice in its history, RAND’s 
agency was restricted to a degree that necessitated a comprehensive 
restructuration and transformation of the organization.

Throughout the first years of its existence, the media public took hardly 
any notice of RAND. Those newspaper articles that mentioned RAND 
reported research results and did not describe, neither normatively nor 
objectively, the place where these results were produced. Things began to 
change when in early 1958 RAND social scientist Paul Kecskemeti pub-
lished a lengthy historical study on instances of Strategic Surrender 
(Kecskemeti 1958) with Stanford University Press. Kecskemeti compared 
the French surrender of 1940, the Italian surrender of 1943, and the sur-
renders of Germany and Japan in 1945. Based on these historical com-
parisons, he argued that the enforcement of the US American policy of 
unconditional surrender actually prolonged the phases of war and suffer-
ing and that conditional surrenders were more likely to be achieved 
sooner, and with less loss of human lives. First book reviews appeared in 
May 1958, most of them neutral or mildly sympathetic to the argumen-
tation. Writing for the Washington Post, Forrest C. Pogue (1958) points 
out that Kecskemeti was “convinced that the atomic bomb was not neces-
sary to force the Japanese surrender.” Hartford Courant’s Thomas E.  J. 
Keena (1958) emphasized the moral implications of Kecskemeti’s study: 
“[N]ations may have to limit drastically what they hope to gain [from the 
defeated opponent] if they are not to force all-out conflict. […] In today’s 
world, total conflict could be self-defeating.” So far, no tumult.

The outcry came a few months later. On August 5, the St. Louis Post- 
Dispatch published a review of the study written by retired Brigadier 
General Thomas R.  Phillips. However, Phillips discussed Strategic 
Surrender within a context it did not address itself. While apart from the 
case studies, Kecskemeti used the neutral terms “winner” and “loser” and 
focused his analysis on the structural, theoretical aspects of conflict, 
Phillips saw Kecskemeti’s considerations as speaking to the crisis caused 
by the launch of Sputnik 1 the year before and the widespread fear of a 
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technological supremacy of the Soviet Union. Phillips, as one commenta-
tor noted (Sokolsky 1958a, b), aimed to use Kecskemeti’s study to 
increase the pressure on politicians to invest more money in military- 
technological development. To the uncritical reader of the review article, 
however, it appeared that Strategic Surrender was, at least hypothetically, 
concerned with scenarios of future surrender by the United States. This, 
in turn, troubled senator Stuart Symington (D-Mo.), who filed the Post- 
Dispatch article in the Congressional Record with the explanation that 
“the article has prompted considerable correspondence from disturbed 
constituents who asked whether the article has any basis of truth” (cited 
in Sokolsky 1958a). The turmoil took off. Angered by the supposed fact 
that somebody, funded by public money, may have studied scenarios of 
possible US surrender, a group of Republican senators asked President 
Eisenhower about the truth of this. The president’s attempt to calm things 
down was obviously not sufficient, as a few days later, Senator Richard 
B. Russell (D-Ga.) introduced an amendment to the debate on a pending 
appropriation bill, stipulating “to bar funds for any research or planning 
on ‘when and how or in what circumstances the government of the 
United States should surrender this country and its people to any foreign 
power.’ […] [T]he same amendment […] also would cut off the salary of 
any official who ordered such a study” (Donovan 1958a).

A heated and partly tumultuous debate over the amendment ensued 
on August 14 and 15, after the Senate’s Democratic leader, Lyndon 
B.  Johnson (D-Tx.), had suggested a recess until the next day. In the 
hours leading to the senate’s decision, Eisenhower again tried to reassure 
senators of the pointlessness of their anger and authorized a spokesperson 
to issue a statement: “As far as the President is concerned, all this talk 
about surrender is nonsense. … There has been no public money spent to 
study how or when the United States will surrender. There will be no such 
money spent for such purpose. The whole matter is too ridiculous for any 
further comment” (Donovan 1958b). Regardless of this intervention, 
and despite the very fact that nobody in the senate was informed of any 
study, extant or planned, of how the United States might surrender in a 
nuclear war, the amendment passed with 88:2 votes (cf. B. L. R. Smith 
1971, 56ff; Solovey 2013, 89–90; Rohde 2013, 29–30). In the culture of 
insecurity that characterized the Cold War, the fear of what the mere 
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mentioning of such a study might signal to the Soviet enemy weighed 
heavier than any attempt to question the reasonability of such action.

Paul Kecskemeti was conspicuously absent from these debates. While 
a repeated contributor to various high-ranking newspapers before and 
after the incident, he did not use this channel to correct the misunder-
standings surrounding his book. The reasons for this are unclear. RAND 
policies may have required him to remain silent, but I found nothing that 
would corroborate this assumption. His wife, Elisabeth Lang Kecskemeti, 
died on 23 November 1959, at a relatively young age, but this was more 
than a year after the debates. Since Paul did not resign from his duties at 
RAND, where he contributed substantially to the Social Science Division’s 
efforts in organizing political games and began to write a book on the 
Hungarian Revolution of 1956 (Kecskemeti 1961), we can conclude that 
even if Elisabeth was severely ill, he still would have found the time to 
issue a statement. A bit harder to reject is the hypothesis that he was too 
preoccupied with other tasks; he was to participate in the first MIT- 
sponsored Endicott House game that took place in September 1958, and 
since he served as advisor to the organizer, Lincoln P.  Bloomfield, he 
might have found no time to write a newspaper commentary.

 Experts and the Media, Part 2: Thinking 
the Unthinkable

In the debate on Kecskemeti’s Strategic Surrender, RAND figured as a 
more or less unknown actor. Obviously copying from each other, some 
newspapers introduced the organization incorrectly as a “non-profit sci-
entific agency operated for the Air Force by a group of universities” (cf. 
Drury 1958; Lawrence 1958). Other articles were more precise and had 
obviously received information materials from RAND. The Evening 
Independent, published in St. Petersburg, Florida, offered the following 
description:

Rand is an independent, non-profit organization which does research in 
the interest of national security and welfare. Its subjects range over virtually 
the whole field of warfare, mass behavior and war-making capabilities—of 
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both foreign nations and the United States. Many of the corporation’s 
studies are made at the request of the Air Force, for which Rand is a con-
tractor. But some studies are made on the corporation’s own initiative. (The 
Evening Independent 1958)

Most probably as a reaction toward the political uproar triggered by 
the Strategic Surrender study and the ensuing media inquiries, RAND 
increased its funds for public relations. One of the first initiatives of the 
respective office after the Kecskemeti incident was an invitation extended 
to selected reporters to visit RAND. Their efforts proved successful. On 
11 May 1959, a large report on the RAND Corporation appeared in Life 
Magazine. Entitled “Valuable Batch of Brains—An Odd Little Company 
Called RAND Plays Big Role in U.S.  Defense,” Leonard McCombe’s 
article described RAND as an intriguing mixture of unconventional, but 
highly intelligent humans who, with high concentration and without the 
distractions induced by academic teaching, were able to follow their sci-
entific—and at the same time politically relevant—research interests. 
Although there were high security measures to keep unauthorized per-
sons from entering the building or rooms with restricted access, the 
atmosphere was casual and uncomplicated once inside. RAND, in short, 
was presented as a place where highly talented scientists were given the 
freedom they needed to unfold their creativity.

However, the connotations were to change soon, and the image of the 
RAND Corporation quickly metamorphosed from being a Mount 
Olympus of intellectual creativity in the name of national security to 
being a Mordor of warmongers, a place where civilians create and assess 
plans for global nuclear disaster. This metamorphosis was triggered by 
another book-length study published by a RAND researcher, On 
Thermonuclear War by Herman Kahn (1961), the first edition of which 
was published in late 1960. In this book, Kahn put forth the argument 
that a nuclear war between the United States and the Soviet Union was 
not only possible at any moment, but indeed was even probable. In such 
a case, he continued, the United States should conduct the first strike, 
because this increased the likelihood of destroying such extensive parts of 
the Soviet nuclear arsenal that the counter-strike would not fully eradi-
cate civilized life in America.
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Virtually overnight, the book became a hot topic for popular media. 
The reactions it caused ranged from furious outrage and mild apprecia-
tion—also by pacifists like Bertrand Russell, who lauded the book’s ruth-
lessness in thinking about nuclear war—to the conjecture that the whole 
book was a hoax invented by a mad brain. “Is there really a Herman 
Kahn?,” asked a reviewer in Scientific American, just to answer “It is hard 
to believe. Doubts cross one’s mind almost from the first page of this 
deplorable book: no one could write like this; no one could think like 
this” (cited in Ghamari-Tabrizi 2005, 19). The media turmoil that arouse 
around Herman Kahn had several consequences. The first consequence 
was that the RAND management did not object to Kahn’s decision to 
leave RAND some months after the publication of On Thermonuclear 
War. He became the director of the Hudson Institute, a think tank he 
had previously co-founded. Kahn increasingly conceived of himself as 
public person and started systematically to raise media attention, thereby 
preforming a new social type of media expert. Understandably, RAND 
would have preferred to have, if any, noncontroversial media coverage of 
its endeavors. This, however, was at odds with the interests of Kahn to 
become a media figure. Ironically, while On Thermonuclear War had been 
cleared—albeit with reluctance—by both the Air Force and RAND, this 
happened just one month prior to the installation of a new review process 
at RAND, which stipulated “that manuscripts had to be cleared by every 
relevant air force office and other federal agency” before publication 
(Ghamari-Tabrizi 2005, 207).

Of more sustained impact, however, were the repercussions of this 
media event for the public image of RAND and of think tanks in general. 
Similar to the Kecskemeti incident, RAND found itself put in a semipo-
litical role it never sought to acquire (cf. B. L. R. Smith 1971, 56). While 
RAND’s position and self-understanding were to contribute neutral and 
factual analyses, journalists and politicians were quick to represent RAND 
as the mouthpiece of whatever elites they wished to counter. Artists- 
activists like Malvina Reynolds and Pete Seeger and politicians from 
across the ideological spectrum seemed to agree that RAND, and think 
tanks in general, were potentially promulgating political interests. From 
the perspective of the organization, a new actor had entered the field: the 
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media public. Managing this new actor was set to become a major source 
of concern and tensions for RAND in the following decades.

These tensions incidentally culminated in the Pentagon Papers affair. 
The Pentagon Papers were a comprehensive, 9000 pages long series of 
studies on the Vietnam War that testified to systematic misinformation 
of the American people by its government. They proved that the American 
government, and especially Minister of Defense Robert McNamara, had 
continued to assure the public that the war would be won although they 
were demonstrably informed about the devastating and irredeemable 
situation in Vietnam and the obvious failure of the US strategy. 
Understandably, the study received the highest security restrictions. 
However, it was available at RAND, and there it fell into the hands of 
Daniel Ellsberg. After he had worked for RAND as a young man, Ellsberg 
had moved to the Pentagon where he contributed to the strategic plan-
ning of the Vietnam War. Following his own wish, he served as a State 
Department civilian in Vietnam, where he arrived in mid-1965. While 
there, he saw the Pentagon calculations fail. Gravely disappointed, he 
returned to the United States and, though returning to RAND in the 
hope of changing war strategy from within, he finally ended up copying 
the Pentagon Papers and leaking them to the press (Ellsberg 2002). 
Several national newspapers published extracts of the Pentagon 
Papers in 1971.

This affair had immediate consequences for RAND. The US Air Force 
and other organizations of the military-government complex abolished 
the rules that granted most RAND analysts access to classified informa-
tion. The process of opening RAND to new fields, like public health and 
social issues, which had been begun in the late 1960s (Light 2003), 
gained economic importance, because financial contributions from the 
armed forces decreased. More intensively than before, RAND now had to 
act as a participant struggling for income and orders under market condi-
tions of scarcity. And as it is the rule for think tanks today, RAND had to 
learn to operate in a crossing of various fields that included academic 
science, political power, business interests, and public media. All these 
fields had their own interests, and all applied their own rules to under-
stand the new organization. It is in this context that the two techniques 
of prospection treated in this book have been invented, used, and 
developed.

 C. Dayé



35

Notes

1. The Oxford English Dictionary gives the year 1825 as the earliest mention-
ing of the noun “expert” (cf. http://www.oed.com/view/Entry/66551, 
visited August 1, 2017) and 1868 for “expertise” (http://www.oed.com/
view/Entry/66556, visited August 1, 2017).

2. Figures for 2015 are: $60.6 million (20.7%) came from the office of the 
US Secretary of Defense and other national security agencies, making it 
the second biggest source of income for RAND; $44.7 million (15.2%) 
came from the US Air Force, and $42.4 million (14.5%) from the US 
Army. Source: http://www.rand.org/about/clients_grantors.html, last vis-
ited September 7, 2016.

3. The following figures have been calculated from organization charts which 
were sent to me by Vivian Artebery (RAND Corporation). See also the 
table summarizing staffing 1946–1959 in Collins (2002, 141).

4. Lyrics are available at http://people.wku.edu/charles.smith/MALVINA/
mr140.htm. Accessed September 13, 2016.

5. In the MARVEL universe, for instance, a “RAND Corporation” made its 
first appearance in “The Fury of Iron Fist,” Marvel Premiere vol. 1 # 15 
(May 1974).
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3
The Wisdom of the Group: RAND’s First 

Experiments with Expert Prediction, 
1947–1951

 Experts as Predictors

With the culture of insecurity on the rise after the bombings of Hiroshima 
and Nagasaki, policy analysts began to search for new ways of social prog-
nosis. At RAND, researchers followed a specific approach to prognosis 
that was based on expert knowledge. The basic idea was that pooling the 
opinions of knowledgeable people, or experts, allowed for sketching pos-
sible futures. This, to be sure, was not new. Asking “experts” to provide 
long-term predictions has been a journalistic genre already in the late 
nineteenth century (cf. Pietruska 2018, 23), and experts had been sources 
of information and judgment in forecasting the economy or the weather 
(Friedman 2014; Harper 2012; Pietruska 2018). Yet, the techniques 
developed at RAND in the 1950s and 1960s that implemented this idea 
added another dimension, which hitherto was not used: controlled inter-
action. The forecasters of the nineteenth century had well listened to the 
opinions of other experts when devising their predictions. Yet, they did 
not systematically bring these opinions and their holders in interaction 
with each other. Notwithstanding the differences among them, the tech-
niques developed at RAND were all informed by the notion that 
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 systematic interaction among experts and/or expert opinions increased 
the stability of the prognosis. Exactly this differentiated the RAND 
approach from earlier ones. This chapter describes the earliest techniques 
of social prognosis developed at RAND. It starts by discussing RAND’s 
first study on expert prognosis in the context of earlier approaches to 
group prediction and then turns to the first Delphi study.

In early January 1948, Abraham Kaplan, A. L. Skogstad, and Meyer 
Abraham Girshick carried out a series of experiments to test the predic-
tive capabilities of a group of people. Not yet called a Delphi, and 
indeed showing procedural differences, the study by Kaplan et al. was a 
RAND- internal starting point for using groups to predict social and 
technological events. The study report first circulated as RAND Paper 
P-93 and was eventually published in The Public Opinion Quarterly 
(A. Kaplan et al. 1950).1 In the introduction to their article on “The 
Prediction of Social and Technological Events,” Kaplan, Skogstad, and 
Girshick explain their decision to seriously consider expert opinions in 
policy-making.

Many policy decisions require foreknowledge of events which cannot be 
forecast either by strict causal chains (as can eclipses) or by stable statistical 
regularities (as can the number of traffic deaths in a given period). For 
prediction of such events, the policy maker has no recourse but reliance on 
the judgment of experts. (A. Kaplan et al. 1950, 93)

However, the problem was how to improve the procedures in gath-
ering expert judgments. And the solution proposed was to install 
more systematized procedures. The method deemed most appropriate 
for this was polling. In the United States, public opinion polls were a 
well- running business in the late 1940s. George Gallup, Archibald 
Crossley, and Elmo Roper had successfully established the legitimacy 
of polling methods (and especially of sampling techniques) in the late 
1930s and in parallel created a market for their products (cf. Igo 2007, 
103–149; Fleck 2011). The year 1936 had marked a watershed in the 
career of opinion polling. The “scientific pollsters” had challenged the 
results of a Literary Digest straw poll and correctly predicted the 
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 outcome of the presidential race between the Democrat Franklin 
D. Roosevelt and Republican Alfred Landon. While they relied on a 
sample size that was much smaller than that of the Literary Digest, it 
was constructed properly along the lines of statistical theory (cf. Igo 
2007, 103–104).

However, Kaplan and his colleagues argued, the predictive capacities 
of polling techniques had not yet been systematically explored, let alone 
realized. Most contemporary polls understood their results “as an expres-
sion of a point of view rather than as a verifiable prediction.” Moreover, 
polls would “rarely distinguish between verifiable predictions about mat-
ters of fact and unverifiable judgments of value” (A. Kaplan et al. 1950, 
95). The approach proposed by Kaplan and his colleagues was to use the 
established techniques of polling but also to conceive of the results of 
these polls not as opinions, but as projections. Unlike election polls, 
where the analyst takes public opinions to construct a prediction, their 
approach was to invite the study participants to predict. The predictors, 
then, were not the poll takers, but the interviewees.

Only in passing do  Kaplan, Skogstad, and Girshick mention that 
there have been earlier studies taking a similar approach. As a matter of 
fact, two papers had been published a decade earlier in two consecutive 
issues of the Journal of Abnormal and Social Psychology, “The Major 
Determinants of the Prediction of Social Events” by Douglas McGregor 
(1938) and “The Prediction of Social Events” by Hadley Cantril (1938).2 
Both papers offered very sophisticated analyses of the psychology of pre-
dicting and would have provided a sound basis for further development. 
However, despite the fact that at the time of writing, both McGregor 
and Cantril held professorships at two of the most prestigious American 
universities, MIT and Princeton, Kaplan and colleagues did not engage 
with their arguments. Whether this was caused by the wish to not com-
promise their own claims of novelty, by the lack of understanding on 
their behalf about the intricacies of the psychological arguments or by 
the trial-and-error approach to scientific study characteristics taken by 
some parts of RAND, has to remain open. However, there are indica-
tions that the last factor had at least some impact. RAND mathemati-
cian Olaf Helmer, who was of supportive help to Kaplan and his 
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colleagues, remembered that the idea to pool expert opinions for predic-
tions came from observing the forecasts on horse races.

RAND to some extent was interested in future problems [with] which the 
Air Force might be confronted. So, we asked ourselves “how can I make 
some reasonable forecast about what’s likely to happen?” And one of us—I 
cannot remember it was me or one of my colleagues, I don’t want to claim 
it for myself, I really can’t remember it as it was such a collaborative effort—
came to the idea that we are to look at the forecast that are traditionally 
made about the outcome of horse races. So called horse race handicappers 
put out forecasts of who’s likely to win. So, we persuaded the fellow in 
charge of procurement in RAND—who were used to quaint requests—to 
subscribe to these horseracing journals. So we collected this information, 
and what we found, which wasn’t very surprising. Took any particular fore-
caster and followed his forecasts systematically, he lost a lot of money. 
Because he was more often wrong than right. So then we had the idea, of 
not using one, but combining a number of these forecasters and somehow 
seeing if we could improve these forecasts by using the recommendations 
of several forecasters. (Interview with Olaf Helmer by Kaya Tolon, 3 June 
2009, p. 5)

Against this background, Kaplan et al.’s study appears to have been an 
attempt to explore this line of everyday thinking more systematically. 
They did not pursue a problem left open in earlier scientific literature but 
instead started with the problems of the decision-maker in the culture of 
insecurity. Later RAND authors interested in similar social epistemologi-
cal approaches to prediction took the Kaplan et al. paper as their starting 
point and ignored the earlier literature.3

Sparing a direct discussion of the earlier work of the two eminent psy-
chologists, Kaplan and colleagues proceed with explicating their research 
design. They gathered a group of 26 participants—in a side note, we 
should mention that McGregor (1938, 181) had 400 and Cantril (1938, 
368) 500 study participants. A vast majority of them, 15, were mathema-
ticians and statisticians, 4 were engineers, and another 4 were economists 
or business administrators. The other three participants were “one office 
manager, one secretary, and one writer” (A.  Kaplan et  al. 1950, 96). 
Except for two persons, group members had a college education; eight 
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members held a doctorate. In their paper, there is no direct evidence, but 
it seems plausible to assume that some of the group members—if not 
all—were working at RAND.

The study authors decided to use questionnaires to gather the predic-
tions. In line with the principles of experiment design, Kaplan, Skogstad, 
and Girshick decided to vary the setting in which the participants filled 
out the questionnaires. Thus, they separated the participants into groups. 
One half of the participants received the questionnaires with the instruc-
tion to answer them on their own, without any research, and within the 
following three hours (cf. A. Kaplan et al. 1950, 97)—the control group, 
in the parlance of experimental research. The other 13 participants—the 
treatment group—went through various settings. Each week, they were 
divided into three quartets. One quartet, dubbed the “independent 
group,” filled in the questionnaire in the same setting as did the first half 
of the participants: alone, without research, and within a three-hour 
timeframe. The second quartet discussed the questions within the group 
of four and then went on to fill in the questionnaire individually; this was 
called the “cooperative group.” The third quartet, the “joint group,” was 
instructed to discuss each question and decide upon a single answer for 
the whole group. Each week, subjects participated in a different group 
with different co-members, so that in the end each had worked together 
once with each of the other 12 subjects.4 The 13th person served as a 
form of backup in case some of the other participants were absent.

After a few months of preparation, the study participants received the 
first questionnaire in January 1948. New questionnaires were distributed 
weekly for 13 weeks in a row. Each of these questionnaires comprised 
about a dozen items.

In each question the predictor was offered four exhaustive and exclusive 
alternative outcomes with a time limit for occurrence of the predicted 
event set at 20 weeks (or less) from the date of the questionnaire. The pre-
dictor was required to give for each alternative his judgment of “the likeli-
hood of its occurrence,” expressed as a value from 0 to 100, inclusive. 
(A. Kaplan et al. 1950, 96–97)

With regard to content, the questionnaire items concerned both tech-
nological and social or political events (see Table 3.1). Among others, 
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participants were asked to estimate the development of a cost of living 
index, the number of TV stations operating in the United States, and 
results in both domestic and foreign elections.

The study by Kaplan, Skogstad, and Girshick addressed three prob-
lems: the problem of evaluation, the problem of improvement, and the 
problem of appraisal. The problem of evaluation, to begin with, is con-
cerned with determining how successful people were in predicting 
events. Clearly, as regards their epistemic character, the statements col-

1. (Asked on January 12, 1948) The monthly average of the 
BLS Cost of Living Index for September was 164 (1935-
39=100). The Cost of Living Index monthly average for 
April 1948 will be to the nearest integer:
a. Less than 160. a.   …........................
b. 161-165. b.   …........................
c. 166-170. c.   …........................
d. More than 170. d.   …........................

100%
Basis of your judgment:

4. (Asked on February 17, 1948) On June 10, 1946, 
Italians elected by proportional representation a 
Constituent Assembly of 556 members, comprising 
104 Communists, 115 Socialists, and 207 Christian 
Democrats. On April 18, 1948, there will be an 
election for 557 Deputies. Of these, the combined 
number of Communists and Socialists will be:
a. Less than 150. a. ........................
b. 150-219. b. ........................
c. 220-290. c. ........................
d. Over 290. d. ........................

100%
Basis of your judgment:

2. (Asked on January 12, 1948) Charged particles have now 
been accelerated up to energies of less than 300 Mev. 
(million electron volts). Plans are now under ways to 
construct more powerful accelerators. By J-Day energies 
will be announced of:
a. Up to 300 Mev. a.   …........................
b. 301-500 Mev. b.   …........................
c. 501-1000 Mev. c.   …........................
d. Over 1000 Mev. d.   …........................

100%
Basis of your judgment:

5. (Asked on March 16, 1948) The Radio
Manufacturers Association estimated that the 
television output reached a new monthly peak in 
February with a jump of nearly 170 per cent in 6 
months. There are now 19 stations operating in 22 
cities, 82 have construction permits in 51 cities, and 
93 applications are being investigated with 64 more 
pending. By August 3, 1948 the total number of 
television stations operating in the U.S. will be:
a. 19 or fewer. a. ........................
b. 20-25. b. ........................
c. 26-30. c. ........................
d. More than 30. d. ........................

100%
Basis of your judgment:

3. (Asked on February 3, 1948) The Republican party at its 
convention June 20th will select as its presidential 
candidate:
a. Dewey. a.   …........................
b. Stassen. b.   …........................
c. Taft. c.   …........................
d. Other. d.   …........................

100%
Basis of your judgment:

6. (Asked on March 29, 1948) In view of the danger of 
war, there is a possibility that (1) production of 
automobiles for civilian use will be legally restricted 
to save steel and (2) one or more auto factories will 
be converted to military production. By August 17, 
1948, there will occur:
a. (1) only. a. ........................
b. (2) only. b. ........................
c. (1) and (2). c. ........................
d. Neither (1) nor (2). d. ........................

100%
Basis of your judgment:

Table 3.1 Sample items of the study on exert prediction by Kaplan et al. (1950, 
109–110)5
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lected by the questionnaires were to be taken as opinions. But was it 
justified to ascribe to opinions a predictive capacity? And, if yes, were 
there differences in predictive success over different topical areas? More 
precisely, was prediction easier  with technological matters than with 
social issues?

Kaplan and his colleagues defined a prediction as successful when the 
alternative to which the predictor assigned the highest likelihood became 
true. They first discussed the success of individual predictors: study par-
ticipants’ success ranged from 28% to 71% with a mean of 53%. In addi-
tion, a measure for definiteness was developed based on the values 
individuals attributed to each of the four alternative answers. Definiteness 
was defined as the extent to which the attributed value differed from 25, 
the value that would result from an even distribution of all the available 
100 points to the four alternative answers.

Quite against intuition, Kaplan, Skogstad, and Girshick found no sig-
nificant correlation between success and definiteness. The rank correla-
tion coefficient was not higher than r = 0.2. “Predictors who were often 
right were, on the whole, scarcely more definite in their predictions than 
those who were often in error” (A. Kaplan et al. 1950, 98). Definiteness 
thus cannot be taken as a simple measure of the quality of the expert 
predictor, but can also be caused by other factors: “A predictor might be 
indefinite, that is, not because he cannot appraise his prediction, but 
because he is correctly estimating the four alternatives to have approxi-
mately equal probabilities” (A. Kaplan et al. 1950, 98).

Kaplan et al. then turned to the question of whether the temporal 
proximity or distance was a factor influencing predictive success. The 
presumption was that the success of any prediction would be higher the 
closer the event was to the date of prediction delivery. This presump-
tion was supported by the data. Predictions of events that occurred 
within up to six weeks from the date of the questionnaire showed 49% 
of success, whereas this success slightly decreased to 45% and 35% for 
the following two six-week periods. After that, somewhat counterintui-
tively, predictive success increased again, turning out to be 55% for the 
full 20 weeks horizon of the study. This increase is partly an artifact, 
because in many cases, the predictions were verified without the 
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 occurrence of a specific event: “Twenty weeks could be recognized by 
most of the predictors too short a time for the occurrence of events of 
the type asked about, and so a fair measure of success was achieved by 
selecting the ‘No Change’ alternative” (A. Kaplan et al. 1950, 100). They 
conclude that although predictive success decreased with time during 
the 20-weeks period, it was not justified to assume that this trend con-
tinued beyond that period. Instead, it was considered possible that on a 
larger time scale, predictive success increased again with time and distance.

In addition, Kaplan and his colleagues also turned to the question of 
whether predictive success depended on the subject matters. They were 
interested in predicting both social and technological events. Interestingly, 
and in spite of the fact that the majority of the study participants had 
received natural science training, results indicated that developments in 
political and economic affairs could be predicted with slightly more suc-
cess than developments in science and technology (53% resp. 51%). 
Several success rates were calculated for different kinds of questions, and 
though not all differences passed the significance threshold, all pointed in 
the same direction. After the expectable caveat that these were only results 
of an exploratory study and therefore limited in generalizability, the 
authors offered an interesting interpretation of these differences in pre-
dictive success. They argue that

[i]t must also be recognized that the differences revealed in this study may 
be due in part, and perhaps altogether, to the fact that the predictors were 
not specialists on precisely the matters to be predicted. While it may be 
true that, for the non-specialist, social science subject matters are some-
what more predictable than those of the natural sciences, this need not 
hold for the specialist. (A. Kaplan et al. 1950, 102)

This echoed a finding that had emerged from the study of McGregor 
(1938). McGregor, who was interested in predictions as instances of psy-
chological inferences, had argued that social phenomena were easier to 
predict because our interpretations of daily life constantly involve pre-
dicting possible future developments. “Perusal of the front page of any 
newspaper, or observation of a discussion of current events at the dinner- 
table will reveal that we do not ordinarily interpret social events as 
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momentary or isolated. We see them, instead, as meaningful links in a 
chain of happenings extending from the past into the future” (McGregor 
1938, 180). Polling approaches to prediction might thus be more suc-
cessful with regard to social issues.

The second problem that Kaplan, Skogstad, and Girshick considered, 
the problem of improvement, concerned the improvement of the reli-
ability of experts’ predictions by statistical and mathematical means. 
Questions concerned the methodological procedure itself: What options 
in designing the procedure did the researchers have if they wished to 
increase the predictive success? The study approached this question via 
two measurable subtasks. The first was to find out whether the predictive 
success of the group was improved if the answers of the participants were 
assigned weight in accordance with the degree of expertise or, if available, 
to their predictive success in earlier studies. Since they had no perfor-
mance record of their study participants, the authors decided to admin-
ister a knowledge test. In order to assess how “informed” a predictor was, 
the study participant had to fill in parts of the “Cooperative General 
Culture Test” (Revised Series Form X) issued by the American Council 
on Education in 1947 (Blair et al. 1947). The two parts selected were 
“Current Social Problems,” and “Science.”6 The scores obtained in these 
two tests by the participants were then related to their predictive success 
in the two knowledge fields of interest. For both fields, a significant posi-
tive correlation (0.6) resulted which meant that the greater the knowl-
edge in a given field, the higher the likelihood of successful prediction. 
However, the effect was below the expectations of the authors. “The suc-
cess of the best informed predictors was not vastly greater than that of the 
worst informed” (A. Kaplan et al. 1950, 102).

In an attempt to interpret this minor correlation, Kaplan and his col-
leagues list several potential causes. First, one possibility would be that 
“the tests used are an inadequate measure of the knowledge actually 
brought to bear in the predictions themselves” (A. Kaplan et al. 1950, 
103). They might measure general knowledge, but general knowledge 
might not be the kind of knowledge required for prediction. It might also 
be that, apart from knowledge and also independent of it, a factor of 
“judgment” might be operative. “As to whether the first, second, or 
indeed some other explanation is preferable, our meager data on the psy-
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chological side of the matter provide no indication” (A.  Kaplan et  al. 
1950, 103).

Again, Kaplan, Skogstad, and Girshick might have been able to come 
up with a better interpretation if they had paid attention to the work by 
the two psychologists a decade earlier. McGregor, for instance, had evi-
dence that corroborated the hypothesis that the decisive factor was not 
the expertise of the individual, but the clarity—or ambivalence—of the 
problem. When the current state of events—the “stimulus situation,” in 
McGregor’s terms—was complex, diffuse, or ambivalent, it did not pro-
vide a stable and consistent basis for prediction. This effect, McGregor’s 
data showed, had more or less the same strength across all levels of exper-
tise (1938, 195). “It is the nature of one’s information that is determina-
tive, not the amount. And the nature of the information will depend 
upon both the ambiguity of the stimulus situation and the subjective 
factor of importance. If ambiguity is zero, more facts can only strengthen 
an already firm conviction. If the ambiguity of the stimulus situation is 
maximal, more information may but add to the confusion” (McGregor 
1938, 194; emphasis in original).

Although one can debate their interpretation, Kaplan et al. maintained 
that the effect of prior knowledge on the success of the prediction is neg-
ligible. Therefore, knowledge assessments were no sensible means to 
improve predictive success, and Kaplan and his colleagues turned their 
attention to potential alternatives. The first alternative they discussed was 
to seek not for the predictive wisdom of an individual, but of a group. 
Could it be, they asked, that predictive success increased if a group, not 
an individual, produced the prediction? To answer this question, the 
authors referred to the subgroups described above—the independent 
group, the cooperative group, and the joint group. Hence, they com-
pared the success rates of the three groups and found that while the 
 independent group achieved a success rate of 52%, the cooperative group 
scored 10% higher, and the joint group even 15% (62% resp. 67%; see 
Table 3.2). They concluded that “[t]he group effort is thus significantly 
better than that of the individuals composing the group working inde-
pendently” (A. Kaplan et al. 1950, 103).

Seeking explanations for this improved success, the authors asked 
whether it could be attributed to the social-psychological effects of the 
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group or whether it was the result of a process of averaging that could also 
be obtained by statistical means. Answering this question, they stated 
that their “data strongly indicates that the latter is the case” (A. Kaplan 
et al. 1950, 103). The collaborative effort of the group did not add any-
thing—there was no specific emerging group property that allowed for 
higher predictive success. Rather, some kind of averaging took place in 
the group that countervailed or discouraged extreme positions. If there 
was wisdom in the group, it lay in the leveling-out of extreme opinions.

But did the data support this interpretation? In order to assess that, the 
authors argued that the averaging effect they assumed to be operating in 
groups is similar to mathematical averaging. Thus, if instead of taking the 
individual estimates, one took the mean value of all estimations to calcu-
late the success rate, it should increase to a level close to the rates of the 
cooperative and joint groups. And indeed, by so doing, the success rate of 
the whole group increased from 52% to 66%, which meant that its pre-
dictive success was comparable to those of the joint group (67%) The 
high success rate of the joint group, in other words, could also be achieved 
without any kind of social interaction between the group members. 
Avoiding further reflection on this finding, the authors concluded that 
“in this study the success of collective psychological effort was duplicated 
by statistical methods” (A. Kaplan et al. 1950, 104).

Finally, Kaplan, Skogstad, and Girshick addressed what they call the 
problem of appraisal. The core question here was whether predictions 
made with high confidence were more likely to be successful than predic-
tions made with lower confidence. The authors argued that the percent-
ages provided by the participants were a reasonable indicator of their 
confidence. Assuming this, they showed that the degree to which their 

Table 3.2 Predictive success per group (Adopted from Kaplan et al. 1950, 104)

Groups Success rate (%)

All predictors 53
Best informed predictors (top half) 56
Worst informed predictors (bottom half) 50
Independent group 52
Cooperative group 62
Joint group 67
Mean prediction 66
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participants were convinced about the veracity of their predictions cor-
related with the success of their predictions: the higher the percentage 
attributed to an option, they found, the higher the success rate. Predictions 
that were given a likelihood of 90–100% came true in 73% of the cases; 
predictions thought to come true with a chance of 51–89% realized in 
61% of the cases. Neglecting the differences between the self-assessed 
conviction and the success rate, which showed that human predictors 
tend to be overly certain about their predictions, Kaplan et  al. main-
tained that the positive correlation between the degree of conviction of 
the predictor and predictive success justified using the self-assessed con-
viction as a means of appraising estimates.

Finally, they turned their attention to the field in the questionnaire 
where the study participants were asked to explain the basis of their estima-
tion. In the first step, the answers were classified into four categories. 
Statements were ordered into the category “justification” if they showed 
“some degree of logical warrant for the prediction” (A. Kaplan et al. 1950, 
107). Factual elaborations of details or appeals to evidence were included, 
as was the formulation of hypotheses and so on. The category “rationaliza-
tion” comprises statements that on the level of rhetoric pretend to be logi-
cal arguments but in fact were not. “Rationalizations consist in … references 
to completely unspecified ‘evidence of past experience’; in appeals to what 
is ‘reasonable,’ ‘obvious,’ etc.; and in mere statements of belief” (A. Kaplan 
et  al. 1950, 107). The third category, “guess,” refers to statements were 
participants frankly disclosed their ignorance of the topic. And, finally, the 
category “special” comprised statements that commented on the question 
rather than provided information on the basis of the prediction.

Related to predictive performance, the results are the following (see 
Table 3.3):

Table 3.3 Success by basis statements (Adopted from Kaplan et al. 1950, 107)

Basis category Number of predictions Frequency (%) Success (%)

“Guess” 290 11 40
“Rationalization” 181 7 48
“Special” 67 2 55
“Justification” 499 19 62
No comment 1161 61 51
Total 2653 100 52
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Again, these final results from the Kaplan et al. study implicitly cor-
roborate the finding of McGregor, who claimed the nature of knowledge, 
and not its amount, to be of crucial importance for successful prediction. 
In situations where people have a clear and unambiguous knowledge and 
thus can come up with a sound justification, they are more likely to pre-
dict correctly than in other situations. However, even when they guess, 
they are more likely to choose the correct answer than a random proce-
dure running over the four alternatives (i.e., even guesses have a success 
rate considerably higher than 25%).

If one were to assess the novelty of the approach taken by Kaplan and 
his colleagues, it should be clear that the two major methodological 
ideas—first, the idea that a structured interrogation of experts can be 
used to produce predictions in fields where there is nobody of adequately 
formalized theory to do so, and second, the idea that questionnaires 
might be a valuable research tool for this purpose—had already been put 
forth a decade earlier. While there is not much reason to doubt that those 
who developed the Delphi design perceived the Kaplan et al. study as a 
precursor to their own approach, it is clear in historical hindsight that it 
was less innovative than it appeared to the actors. Nonetheless, the study 
was influential at RAND. It paved the way for how RAND researchers 
conceived of the predictive capabilities of experts and possible ways to use 
them. Apart from the organizational proximity, the continuation of this 
line of research at RAND was also fostered by the involvement of Olaf 
Helmer in the Kaplan et al. study, as a footnote acknowledged. Shortly 
after the completion of the report, and based on its results, Helmer, 
together with Norman C. Dalkey, began with the development of an 
improved procedure, a project which the two decided to call Delphi.

 The First Delphi Study

The very name Delphi was another sign of the closeness of the two research 
groups. It had been, as Dalkey remembered, suggested by Abraham 
Kaplan. In retrospect, however, Dalkey thought that this baptism was 
“unfortunate—it connotes something oracular, something smacking a 
little of the occult—whereas as a matter of fact, precisely the opposite is 
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involved. It primarily is concerned with making the best you can of a less 
than perfect fund of information” (Dalkey 1968, 8). At its core, Delphi 
established estimations, mostly in the form of numeric estimates. In con-
trast to the study by Kaplan et  al., however, it introduced a multilevel 
assessment of the opinions of experts. Participants were interrogated 
repeatedly, and their answers were fed back into the next phase of data 
collection.

One particular result of the Kaplan et al. study had caught the atten-
tion of Helmer. While the study had shown that some kind of coopera-
tion or interaction resulted in a higher predictive success, it had also 
shown that face-to-face interaction was not required to achieve this posi-
tive effect. Instead, the beneficial averaging of the experts’ opinions could 
also be achieved by way of mathematics. There was thus no reason to 
physically assemble a group of experts. It would be sufficient, Delphi 
inventors thought, to make them interact only indirectly by feeding back 
aggregated questionnaire results. Moreover, the possibility to avoid inter-
personal face-to-face situations was cherished as a methodological advan-
tage, because one could rule out the social-psychological processes 
otherwise unavoidable in human groups, for example the desire to estab-
lish and maintain a positive self-image within a group, or the fear of 
social exposure.

When studying the forecasts of horse race handicappers, the group 
around Helmer realized that using a pool of several forecasters produced 
forecasts that realized more often than those of the single handicapper. 
Still, they were not highly successful.

What we found was, if we did that [pooling of single forecasts of horse race 
handicappers], the result was that we would have lost much less money, but 
we still would’ve lost money. At least you didn’t lose as much money, so the 
purses would improve by combining the forecasts. So that was the intel-
lectual basis for Delphi. […] We asked ourselves, if we have a group of 
people who are asked to make a forecasted [!] about a particular develop-
ment, whatever it might be. How can you make the best use of this group 
of forecasters in order to get the most reliable forecast? (Interview with Olaf 
Helmer by Kaya Tolon, 3 June 2009, p. 5)

The answer, inspired partly by coeval lines of reasoning from cyber-
netics and general systems theory, was to introduce a feedback loop. 
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Delphi thus became a technique designed to “obtain the most reliable 
consensus of opinion of a group of experts […] by a series of intensive 
questionnaires interspersed with controlled opinion feedback” (Dalkey 
and Helmer 1962, 1). The expectation was that this iterative proce-
dure  would lead to more stable results and a higher level of predic-
tive success.

Olaf Helmer (1910–2011) had been born in Berlin. He completed his 
studies of mathematics and logic at the University of Berlin with a dis-
sertation that he had begun under the direction of Hans Reichenbach. 
When Reichenbach decided to leave Germany due to the power seizure 
by the Nazis in 1933, Wolfgang Köhler became Helmer’s Doktorvater. 
Helmer finished his studies in the following year; he submitted the dis-
sertation as “Olaf Helmer-Hirschberg,” a name he hardly ever used after-
ward. Rescher assumes that by so doing, Helmer was following a request 
to make explicit his Jewish ancestry. While I found no evidence of any 
official regulation in this regard, Hirschberg in fact had at some point 
been the name of Olaf ’s family. His father, born Fritz Hirschberg, was an 
actor, who struggled to make ends meet in the years after World War I 
(see the interview with Olaf Helmer included in Tolon 2011, 109–210). 
Partly to increase the likelihood of further engagements, Fritz’s agent one 
day suggested he should consider adopting a stage name. This was in 
1914–1915, at a time when Hirschberg was playing Torvald Helmer in 
Henrik Ibsen’s A Doll’s House, and in allusion to this part, he decided to 
pick Helmer.7 Most probably, however, he did so without initiating an 
official change of name, neither for himself nor for the rest of the family; 
still, the doorbell might have read “Helmer-Hirschberg,” to accommo-
date both private and professional needs. The student record at the 
University of London, to where Olaf emigrated shortly after receiving his 
doctorate, shows the double name “Helmer-Hirschberg” (The University 
of London n.d., 662), as does the entry in the Sonderfahndungsliste G. B., 
the Nazi Black Book for emigrants in Great Britain (Forces War Records 
n.d.). The reasons leading Olaf to prefer Helmer alone upon his arrival in 
the United States remain obscure.

Be it as it may, when Helmer left Germany for Britain, he enrolled at 
the University of London and completed a second doctorate in  philosophy 
in 1936. In 1937, Helmer was appointed a research assistant to Rudolf 
Carnap at the University of Chicago. There, he met Carl Gustav Hempel 
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again, his close friend from Berlin student times, who also was a research 
associate to Carnap with a Rockefeller fellowship. Helmer went on to 
teach mathematics first in Urbana, Ill., and then in New York City. When 
the United States entered World War II, he took a position as mathemati-
cian for the National Defense Research Council, where he met John 
Williams (cf. Rescher 2006, 288). When Williams became one of the first 
scientists to sign a work contract with RAND in 1946, Helmer almost 
immediately followed him. Helmer’s RAND ID card bore the number 5, 
and he was obviously proud of that fact (cf. Rescher 2005, 184).

Norman Crolee Dalkey (1915–2003) was born in Santa Clara, 
California. He took graduate courses with Carnap in philosophy at the 
University of Chicago from 1939 to 1940, where he met both Helmer 
and Hempel. He continued his studies at UCLA, where he received a 
PhD two years later with a dissertation on “The Plurality of Language 
Structures,” written under the supervision of Hans Reichenbach. Probably 
upon the initiative of Helmer, he joined RAND’s Mathematics Division 
in 1948. He remained at RAND for the rest of his career.

Clearly, thus, the inventors of Delphi had received their academic edu-
cation not in the social sciences, but in philosophy, mathematics, and logic. 
They shared this background with both Abraham Kaplan and Meyer A. 
Girshick; of these early RAND prognosticators, only Skogstad, an econo-
mist, had a background in the social sciences. Furthermore, it is also clear 
that the Delphi inventors shared the same academic pedigree. They all were 
trained by philosophers who were committed to the program of logical 
empiricism or neopositivism blossoming in Europe before the Nazis came 
into power, with Hans Reichenbach, Rudolf Carnap, Carl Hempel, and 
Paul Oppenheim being among the most important contributors to this 
program. Today’s observers sometimes assemble them as members of the 
so-called Berlin School of Logical Empiricism (Rescher 2006). It is impor-
tant to keep in mind their common epistemological socialization since it 
helps to understand some of the peculiarities of their approach as well as 
some differences to other approaches to expert prognosis followed at RAND.

Helmer and Dalkey conducted the first Delphi study in the first half 
of 1951. Their initial report, published 14 November 1951 under the 
title “The Use of Experts for the Estimation of Bombing Requirements,” 
remained classified for about ten years. In summer 1962, an abridged 
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version was declassified, now entitled “An Experimental Application of 
the Delphi Method to the Use of Experts. RM-727/1-ABRIDGED” 
(Dalkey and Helmer 1962). This text was eventually published under the 
same title in Management Science one year later (Dalkey and Helmer 
1963). Since the original report is still secret, I have relied on the abridged 
version of the RAND report. Apparently, the abridgments concerned 
mainly the results, not the design of the methodological procedure.

The study’s objective was twofold. First, the authors wanted to deter-
mine a reliable estimate of a factor relevant to military decision-making. 
The participating experts were invited to change their usual perspective: 
their task was to select, from the viewpoint of a Soviet strategic planner, 
a list of important US industrial targets—“an optimal U. S. industrial 
target system” (Dalkey and Helmer 1962, 1). Based on that, participants 
had to estimate the number of atomic bombs required to ruin those 
branches of the US economic system that were required for munition 
production. The questionnaire distributed to the participating experts 
started by sketching a scenario:

Let us assume that a war between the U.S. and the S.U. breaks out on 1 
July 1953. Assume also that the rate of our total military production 
(defined as munitions output plus investments) at that time is 100 billion 
dollars and that, on the assumption of no damage to our industry, under 
mobilization it would rise to 150 billion dollars by 1 July 1954 and to 200 
billion dollars by 1 July 1955, resulting in a cumulative production over 
that two-year period of 300 billion dollars. Now assume further that the 
enemy during the first month of the war (and only during that period) car-
ries out a strategic A-bombing campaign against U. S. industrial targets, 
employing 20-KT bombs. Within each industry selected by the enemy for 
bombardment, assume that the bombs delivered on target succeed in hit-
ting always the most important targets in that industry. What is the least 
number of bombs that will have to be delivered on target for which you 
would estimate the chances to be even that the cumulative munitions out-
put (exclusive of investment) during the two year period under  consideration 
would be held to no more than one quarter of what it otherwise would 
have been? (Dalkey and Helmer 1962, 6; emphasis in original)

The question at the end of this paragraph was called the primary ques-
tion of the study. When we paraphrase it and leave aside some of the 
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technical details, the study thus was concerned with finding out how 
many atomic bombs were needed to damage the relevant US industries 
(steel, petroleum, aluminum, etc.) to such a degree that as a consequence, 
only a fourth of the expected munition could be produced. To keep 
things in perspective: A 20 kt bomb would have a higher blast yield than 
Little Boy that detonated over Hiroshima with approximately 15 kt, and 
only a little less than Nagasaki’s Fat Man (ca. 21 kt). In the culture of 
insecurity, apparently, the exploration of disastrous futures was part of 
the responsibility of the social scientist.

The second objective of the study was methodological. Dalkey and 
Helmer wanted to test whether the proposed innovation—to ask experts 
to give their opinion repeatedly while feeding back the results of previous 
rounds as well as additional materials—resulted in a convergence over time 
of the individual estimates, so that in the end, the range of estimates was 
smaller than in the beginning. In line with Kaplan et al.’s finding that the 
leveling of opinions could be reproduced by mathematical means, mea-
sures were taken to avoid direct contact between the experts. The experts 
were interrogated individually via questionnaires that were designed to (1) 
assess the answers to so-called primary question; (2) allow for sketching the 
expert’s reasoning that led to her answer  to the primary question; (3) 
list the factors considered relevant for the primary question, thus inform-
ing the answer; (4) provide estimates of these factors; and finally, (5) ask 
for “information as to the kind of data that he feels would enable him to 
arrive at a better appraisal of these factors and, thereby, at a more confident 
answer to the primary question” (Dalkey and Helmer 1962, 1f ).

The questionnaires were sent to the panel of participating experts, 
which comprised seven persons: four economists, a physical-vulnerability 
specialist, a systems analyst, and an electronics engineer. The participants 
were strictly advised not to discuss these matters with colleagues and 
other scientists. In the words of Dalkey and Helmer (1962, 2),

[t]his mode of controlled interaction among the respondents represents a 
deliberate attempt to avoid the disadvantages associated with more conven-
tional uses of experts, such as round-table discussions or other milder forms 
of confrontation with opposing views. […] Direct confrontation […] all 
too often induces the hasty formulation of preconceived notions, an incli-
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nation to close one’s mind to novel ideas, a tendency to defend a stand once 
taken or […] a predisposition to be swayed by persuasively stated opinions 
of others.

Estimates were collected in a first round of questionnaire interrogation 
and used to calculate established measures of central tendency. In addition 
to informing the participants about the median and the percentile distribu-
tion of the answers to the primary questions (1) given in the previous 
round, each new round of the Delphi study provided the experts with both 
(3) information on the factors considered relevant to the primary questions 
by other participants—“e.g., the extent to which power transmission facili-
ties permit reallocation of electric power”—and (5) data requested in the 
previous round—“e.g., output statistics for steel mills” (Dalkey and Helmer 
1962, 2). The experts were asked whether—given the new data, selected 
justifications by other experts, and the aggregated estimates—they wanted 
to revise their first answers or whether they needed any additional informa-
tion. The rationale for so doing was that it allowed for exploring the factors 
informing the individual estimates. This made it “possible to correct any 
misconceptions that he [the individual expert] may have harbored regard-
ing empirical facts or theoretical assumptions underlying those factors, and 
to draw his attention to other factors which he may have overlooked in his 
first analysis of the situation” (Dalkey and Helmer 1962, 3).

Altogether, five questionnaires were distributed to the participants in 
roughly weekly intervals. In addition to the questionnaires, Dalkey and 
Helmer decided to interview the experts in order to explore the reasoning 
behind their estimates. This first Delphi thus combined both quantitative 
and qualitative research techniques. The interviews were carried out after 
the experts had completed the first and third questionnaires. Further, in 
addition to the 50% likelihood of successful destruction mentioned in 
the primary question, they also asked the participants to give estimates 
for 10% and 90% likelihoods.

This procedure resulted in the first distribution of estimates (see 
Table 3.4). Based on these results and the rationales given both in the 
questionnaires and in the follow-up interviews, Dalkey and Helmer 
drafted and distributed a second questionnaire. This questionnaire was 
concerned with establishing within the pool of experts a common under-
standing of the issues under scrutiny. At the outset, it identified four 
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major factors that appeared to be relevant for answering the primary 
question: (A) the vulnerability of industrial plants and infrastructures, 
(B) the recuperability of industries, (C) the initial stockpiles available to 
the industries, and (D) complementarities among the different indus-
tries. The questionnaire of the second phase did not ask the experts to 
estimate, but instead invited them to expose their lines of reasoning on 
the subject. It was distributed together with a list of those ideas and state-
ments related to the aspects of vulnerability (A) and recuperability (B) 
that had been mentioned in the follow-up interviews.

The second questionnaire had a completely different design than the 
first. It comprised six questions, which all invited the participants to lay 
down in full sentences their reasoning and the basis of their analytical 
approach (Dalkey and Helmer 1962, 8):

Question 1. Does the preceding breakdown of the problem [into A, B, C, 
and D] agree with your intuitive approach to a solution? If not, explain 
in detail; in particular, are there major items in addition to A, B, C, D 
which should be taken into consideration?

Question 2. [With regard to the items concerning A on the distributed 
list:] What additional factors, if any, do you consider relevant to the 
problem of vulnerability? Which of the factors listed do you consider 
irrelevant?

Question 3. [With regard to the items concerning B on the distributed 
list:] What additional factors, if any, do you consider relevant to the 
problem of recuperability? Which of the factors listed do you consider 
irrelevant?

Question 4. [With regard to C:] What factors should be taken into 
account for our problem in assessing the size and role of initial 
stockpiles?

Table 3.4 Bomb estimates in the first round (Adopted from Dalkey and Helmer 
1962, 7)

Response

Respondent

1 2 3 4 5 6 7

Primary response (50% confidence) 125 50 150 300 200 1000 5000
10% confidence 75 25 100 250 70 – 2500
90% confidence 200 150 175 800 500 – 10,000
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Question 5. [With regard to D:] What factors should be taken into 
account for our problem as regards determining complementarities 
among industries?

Question 6. Are there any general comments which you wish to make?

The data collected by this second questionnaire was rich, and Dalkey 
and Helmer report that only selected parts of it could be considered in 
the design of the following phases of the study. However, the breadth and 
depth of the information provided by the participants allowed for a more 
sophisticated analysis of the study’s primary question. It helped the ana-
lysts to appreciate the intricacies of the phenomenon under scrutiny in 
more detail—a cognitive progress that they set out to share with their 
participants. The openness and flexibility of their research design allowed 
for exactly that.

The third questionnaire focused again on the primary question. It pro-
vided data on both the US economy—informing for instance about the 
share of the national output of specific metals that went into munitions 
production—and on the vulnerability of industrial (infra-) structures. 
For the latter, they used “[e]xamples of damage with 20-KT bomb 
obtained from Japanese bombings” (Dalkey and Helmer 1962, 9).8 With 
this shared knowledge basis established, the researchers went on to ask 
five questions, the most important of which were the first and the fifth 
(Dalkey and Helmer 1962, 9f ):

Question 1. What is your revised answer to the primary question of 
Questionnaire 1?

[…]
Question 5. For the following industries, how would you allot the mini-

mum number of bombs on target called for in the primary question?

Steel Heavy steel fabrication
Petroleum refining Machine tools
Aluminum Electron tubes
Copper Aviation fuel
Power Anti-friction bearings
A-bombs Other industries
Aircraft engines
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After this third questionnaire, Dalkey and Helmer again carried out a 
series of follow-up interviews to clarify some of the issues involved, which 
for some experts resulted in minor revisions of their estimate. The results 
thus produced in round three are given in Table 3.5.

At this point it was already conceivable that the procedure would result 
in a convergence of estimates. Those experts who had initially given 
rather low estimates tended to increase their figures, while those with 
initially high estimates decreased them.

The fourth questionnaire, in addition to providing even more data and 
information on specific issues, employed two innovative forms of ques-
tioning. First, it contained sheets with empty coordinate systems and 
asked the participants to draw graphs which indicated “the estimated 
progress of steel and of munitions output recuperation after bombing” 
(Dalkey and Helmer 1962, 11). Second, and more important to our con-
text, it made use of the estimates obtained in the above-stated Question 
5 of the preceding questionnaire. Question 5 had resulted in 7 different 
allocations of bombs to 13 industries. These “bombing schedules” were 
then used in Questionnaire 4 to construct a highly sophisticated item. 
The schedules “were roughly ordered cyclically in such manner that each 
was as similar as possible to its two neighboring schedules” (Dalkey and 
Helmer 1962, 10). Together with Questionnaire 4, each participant 
received those two schedules that were most similar to his own schedule. 
The participants were first asked to revise their figures again, if they 
wished to do so, and then provide reasons for assessing their bombing 
schedule as superior to the other two schedules. The revised bombing 

Table 3.5 Bomb estimates in the third round (Adopted from Dalkey and Helmer 
1962, 7, 10; own calculations)9

Response

Respondent

1 2 3 4 5 6 7

Questionnaire 3 158 89 200 250 256 800 450
Interview 158 106 184 250 256 525 450
Difference 0 +17 −16 0 0 −275 0
Difference to Questionnaire 1 

(50% confidence)
+33 +56 +34 −50 +56 −475 −4550
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schedules that thus resulted from Questionnaire 4 were then used to cal-
culate an answer to the primary question, that is, a revised total estimate 
of bombs to be delivered on target. Thus, instead of directly restating the 
primary question, it was calculated by summing up the estimates given 
for the various industries. Table 3.6 shows the results.

Finally, Dalkey and Helmer circulated the fifth questionnaire. Again, 
they added some new information and data, and some of the drawings of 
the participants were inconclusive to the extent that the study authors 
wished to offer the participants the opportunity to correct them. After 
this was done, the participants were asked to revise their bombing sched-
ules one last time. Dalkey and Helmer decided to apply a series of math-
ematical operations to these final estimates. Selected individual estimates 
on single industries were replaced by the median of the final estimates, 
producing what they called, in a striking move, “a consensus of estimates” 
(Dalkey and Helmer 1962, 13f ).11 The final and corrected final estimates 
are given in Table 3.7.

The figures are summed up by Dalkey and Helmer in a graph (see 
Fig. 3.1) which, in their words, “brings out very clearly the gradual con-
vergence of the answers” (Dalkey and Helmer 1962, 14).

Table 3.6 Bomb estimates (totals) in the fourth round (Adopted from Dalkey and 
Helmer 1962, 10, 12; own calculations)10

Response

Respondent

1 2 3 4 5 6 7

Questionnaire 4 166 153 200 250 300 332 500
Difference to Questionnaire 3 +8 +47 +16 0 +44 −193 +50

Table 3.7 Final and corrected final bomb estimates (Adopted from Dalkey and 
Helmer 1962, 7, 10; own calculations)12

Estimates

Respondent

1 2 3 4 5 6 7

Final (Questionnaire 5) 177 159 200 255 312 314 494
Corrected final 167 179 206 276 292 349 360
Difference −10 +20 +6 +21 −20 +35 −134
Difference to Round 4 +1 +27 +6 +26 −8 +17 −140
Difference to Round 3 +9 +73 +22 +26 +36 −176 −90
Difference to Round 1 +42 +129 +56 −24 +92 −651 −4740
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Thus, while the initial answers ranged from 50 to 5000, the iterative 
interrogation together with the additional materials and the specification 
of the primary question led the study participants to revise their answers 
in such a way that they finally ranged from 167 and 360. The range was 

Fig. 3.1 The convergence of estimates (Source: Dalkey and Helmer 1962, 15; 
reproduced with permission)13
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thus reduced from 4950 to 193. Dalkey and Helmer interpreted this 
convergence as the emergence of a consensus. It was understood that the 
study participants had agreed that “the least number of bombs that will 
have to be delivered on target,” that is, on facilities of the US munition 
industry, to decisively damage production ranged between 167 and 360.

Whether this figure was perceived as posing a threat to US security can 
only be guessed. There is no interpretation in the study. The study authors 
as well as its readers were certainly aware of the fact that the Soviet Union 
had the capacity to produce atomic bombs. The first Soviet atomic bomb, 
RDS-1 (nicknamed “Joe-1” in America), was successfully detonated on a 
testing site in the Kazakh plains near Semipalatinsk in late August 1949, 
two years prior to the publication of the Delphi study report. Still, there 
were different opinions within the US government and military forces 
about whether the Soviet Union also had developed the capacities to 
produce large numbers of atomic bombs. Further, since President 
Truman had authorized the research required to produce hydrogen 
bombs in late 1949, four months after the detonation of Joe-1, the 
destructive capacity of a warhead was likely to increase tremendously 
within the next decade. Scientists expected this increase to amount to 
multiplication with factor 1000 (cf. Ghamari-Tabrizi 2005, 105). The 
first US tests of the new superweapon, the hydrogen bomb applying the 
Teller-Ulam configuration, took place in 1952. It delivered a yield of 
10.4 megatons—in other words, 10,400 kilotons or 520 times the bomb 
dropped over Nagasaki. Contemporary defense intellectuals expected the 
Soviet nuclear capacities to increase approximately at the same pace as 
those of the United States. Moreover, with a president hesitant to increase 
federal military expenditures as rapidly as military officials would have 
hoped for, the fear that the Soviet Union would soon outweigh the 
United States in nuclear capacities became more and more widespread. 
Most prominently, the 1957 report of the Security Resources Panel of 
the President’s Science Advisory Committee, better known as the Gaither 
Report after the panel’s chair (and longtime RAND trustee) Rowan 
Horace Gaither (1909–1961), claimed without any hint of doubt that 
the Soviets had “produced fissionable material sufficient for at least 1500 
weapons” (Sprague and Foster 1957, 4). Origin of the infamous Missile 
Gap thesis, this report is an utterly valid indicator of the widespread fear 
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of US inferiority in the nuclear arms race (Amadae 2003, 47–57; 
F. Kaplan 1983, 123–173). Its hope was that by transforming this fear 
into unwavering, seemingly factual statements, it would finally be taken 
seriously.

By 1951, as we know today, the Soviet Union had installed six of at 
least ten Atomgrads, closed cities in which scientists carried out research 
on weapon design and production. However, from what we know today, 
it is improbable that the factories in these closed cities were already able 
to produce such numbers of bombs. The current estimations are that by 
1964—more than ten years after the scenario of the first Delphi study—
the Soviet Union had assembled 500 warheads, whereas the United States 
had a stock of 6800 (M. Bowker 2002, 95). This, however, is knowledge 
from hindsight. Even though we know today that the Soviet Union had 
by  far no sufficient number of bombs—and that signs indicating this 
were generally ignored by decision-makers—, the estimates from this first 
Delphi were probably assessed as worrisome by those who produced and 
read them.

 The Wisdom of the Expert Group

What is the epistemic role of the expert in the two or, including the stud-
ies from the 1930s, three approaches outlined above? What is the expert 
expected to know, how is she expected to know it, and what follows from 
this for designing a prospective methodology based on expert estimation? 
In comparing these studies, we find a series of continuities. The first and, 
since it functions as the axis of comparison, the most obvious similarity 
is of course the idea of interrogating experts via questionnaires to produce 
valid predictions. Also, one can note a very peculiar continuity in style. 
The words chosen to describe the studies come from the repertoire of the 
experimental design. Even Dalkey and Helmer, in their own text, repeat-
edly refer to themselves as “experimenters.” This is as astonishing—their 
study lacks the constitutive features of experimental design—as it is tell-
ing. Their understanding of the nature of an experiment was the under-
standing of philosophers, not of psychologists (or, for that matter, of 
natural scientists). When using the term experiment, they did not think 
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about the detection of causal relations. Rather, they were thinking of a 
trial-and-error approach to testing the feasibility of the research tech-
nique they were developing (cf. Dayé 2018).

Another striking feature of RAND’s first studies in expert prediction is 
the obviously unquestioned belief in the predictive superiority of experts 
over laypeople. The earlier studies by McGregor (1938) and Cantril 
(1938) had shown no difference in predictive success between experts 
and laypeople, and Kaplan, Skogstad, and Girshick also found evidence 
supporting the view that prior (general) knowledge had no influence on 
predictive success. Nonetheless, Dalkey and Helmer continued to focus 
on experts.

In the context of their study, however, this appeared justified. In con-
trast to the earlier studies, their questionnaire items were not concerned 
with everyday predictions, but with a primary question that assumed an 
extremely high level of expert knowledge and intellectual capacities. One 
only has to repeat the primary question to see that it is appropriate for 
addressing a general audience: “What is the least number of bombs that 
will have to be delivered on target for which you would estimate the 
chances to be even that the cumulative munitions output (exclusive of 
investment) during the two year period under consideration would be 
held to no more than one quarter of what it otherwise would have been?” 
(Dalkey and Helmer 1962, 6). For the study participant, yet to under-
stand what the task already involved required a considerable amount of 
acquaintance with logical complexity and mathematical thinking.

In line with this difference in research interest—various general pre-
dictions in Kaplan et al., a very concrete and specific prediction in Dalkey 
and Helmer—we can find another crucial difference between the two 
studies. This concerns how the study designs treated the participants. 
Kaplan, Skogstad, and Girshick asked the participants to make predic-
tions based on their knowledge of the field. The interest in assessing the 
nature and content of the knowledge behind the participant’s predictions 
was small. The items provided some space for providing the “basis of 
judgment,” but the analysis was superficial. More importantly, however, 
the participants’ reasoning behind their answers was not a decisive ele-
ment in the methodological design. Since the study by Kaplan et al. did 
not apply an iterative design, there was no option to feed back the partici-

3 The Wisdom of the Group: RAND’s First Experiments… 



68

pants’ reasoning into the prediction process. And while there certainly 
was an exchange of opinions and arguments in those groups who were 
given the chance to discuss (the collaborative group and the joint group), 
the inherent intellectual quality of these arguments never was a concern 
of the researchers. Their interpretation of the differences in predictive 
success across the groups further corroborates the impression that Kaplan 
et al. did not deem the quality of arguments important. What they saw 
happening in the groups with discussion was not the victory of the best 
argument, but a procedure of mutual adjustment toward the center, a 
leveling-out of the most deviant opinions—in fact, an averaging that 
could also be mathematically modeled.

In contrast, the reasoning behind the estimates was a crucial element 
of the first Delphi study. Most of the effort by the study leaders concen-
trated on elucidating and communicating these ways to think about the 
problem, always with the intention to improve among the participants 
the mutual understanding of the approaches of others. In other words, 
Dalkey and Helmer asked experts to evaluate the extent to which the 
iteratively improved data and informational base accessible to all of them 
altered their estimates. As they elaborated in a later article described in 
Chap. 4, the basic idea was to collaboratively construct a set of evidence 
(explicit knowledge) which the experts, based on their tacit or implicit 
knowledge, would then be asked to evaluate with regard to the question 
or hypothesis at hand. And the iteration implemented by the feedback 
loop gave this collaboration a structure.

This is one of the two major differences in how the first Delphi study and 
the precursor study conceived of the epistemic role of experts. While Kaplan 
et al. had expected their experts to predict ex nihilo, Helmer and Dalkey 
expected them to evaluate a primary question in the light of an evolving set 
of evidential materials that was made accessible to all. Their task was not 
simply to give their opinion on a question regarding the future, but to evalu-
ate how a body of information related to such a question. While, in a word, 
the research designs by Kaplan et al. (and Cantril and McGregor) had con-
ceived of the participant as predictors, Helmer and Dalkey, by emphasizing 
the relevance of factual information, conceived of them as forecasters. While 
predictors deliver statements (predictions) without reference to corrobo-
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rating evidence, forecasters use a set of available evidence to judge the likeli-
hood of realization of a specified development or hypothesis.

The second difference between the two RAND studies described in 
this chapter is hidden behind what at first appears to be a continuity. As 
already mentioned, Dalkey and Helmer started from the precursor study’s 
finding that the highest rate of predictive success was shown in a collab-
orative setting. This success, the authors had argued, resulted from some 
kind of averaging effect that took place within the group. But they had 
also shown that this averaging effect could be modeled by means of math-
ematics without leading to a decline in predictive success.

In the argumentation of the first Delphi study, however, the point 
established by Kaplan et  al. was put in a subtly different context. For 
Dalkey and Helmer, the fact that the averaging effect could be modeled 
was reason enough to completely dismiss any form of direct interaction 
between the study participants in favor of a methodological structure in 
which interaction was fully controlled by the researchers. In the eyes of 
Dalkey and Helmer, mathematics fully substituted for direct interaction 
among the experts: the predictive success being the same, there was no 
need to have direct interaction. Indeed, since it increased the control on 
behalf of the study leaders, avoiding such interaction was perceived as an 
advantage.

In a concluding section titled “Critique of the experimental procedure,” 
Dalkey and Helmer mentioned several shortcomings of their study. The 
list opened with three points that are worth investigating more thoroughly14:

(i) The experts’ responses were not strictly independent. Although the 
respondents on the whole complied with the initial cautioning not to dis-
cuss the experiment with one another while it was in progress, their other 
working assignments on related subjects required some contact among sev-
eral of them. (ii) At least one of the respondents was also used by the 
experimenters as a consultant on one aspect of the subject matter of the 
experiment. (iii) Some “leading” by the experimenters inevitably resulted 
from the selection of the information supplied by the experts. (Dalkey and 
Helmer 1962, 16)

As these points clearly suggest, the authors’ initial intention was to cre-
ate an experimental method that was as “clean” as possible. They wished 
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to completely control what information was communicated to the par-
ticipating experts; they wished to avoid direct interaction between the 
participants; and they wished that their operating as experimenters would 
not influence the process of opinion formation throughout the multiple 
stages of the study. Certainly, these wishes were only partly fulfilled in 
practice. But more important is the fact that they mirror an unques-
tioned understanding of group interaction as being not only valueless but 
potentially distorting. Face-to-face interaction was a threat to the quality of 
the results. “[I]f a group of people are brought together,” a later commen-
tator remarked, “a great many socio-psychological interactions occur that 
detract from the development of a good forecast or a good decision. The 
Delphi technique is a way of allowing only those interactions to occur 
that are likely to improve the quality of the forecast or decision” (Cornish 
1977, 119). Which social-psychological effects exactly the authors had in 
mind, remained obscure.

The epistemic role of the expert in these first predictive studies at 
RAND, thus, was the following: Against stable evidence, the belief was 
upheld that experts were more capable than laypeople of coming up with 
good predictions. To gather their predictions, questionnaires were a sen-
sible instrument, not least because they allowed for research designs that 
avoided direct interaction amongst the experts—a factor suspected of 
having distorting effects. As regards the presumed capacities of the experts 
and, as a consequence, the epistemic status of the results of the tech-
niques, there was ambivalence. While the study by Kaplan et al. was an 
exercise in prediction, the experts in Helmer and Dalkey’s study had pro-
duced a forecast.

Notes

1. The affiliations stated in the article—UCLA for Kaplan, Stanford for 
Girshick, RAND for Skogstad only—might obscure that it reported, in 
fact, a study carried out at RAND. Kaplan joined RAND initially as a 
consultant in June 1947, but quickly became an employee in September 
1947 and only resigned from this (part-time) position when he advanced 
from associate to full professor at UCLA’s Department of Philosophy in 
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1952. Nonetheless, Kaplan continued to work for RAND as consultant 
until 1965. Girshick had joined RAND in summer 1947 and stayed for 
a little more than a year before getting hired by Stanford University in 
September 1948 (cf. Blackwell and Bowker 1955; Daly 1955; A.  H. 
Bowker et al. n.d.).

Before working on the prediction study, Kaplan wrote a research 
memorandum on “The Concept of Military Worth. RM-37” (A. Kaplan 
1948) that became an influential point of reference for RAND’s analyses 
in these early years. Robert Leonard (2010, 281 fn. 46) suggests that the 
concept of military worth had been introduced by mathematician 
Merrill Flood, then at Princeton’s Fire Control Research Office, in a 
1944 report that applied game theory to the study of World War II 
bombing campaigns. This might match with, but add to the finding of 
William Thomas (2015, 127f ), who identifies a report written in 1945 
by Warren Weaver, then the director of the Applied Mathematics Panel 
(AMP) as an early instance of a text applying this notion. The Fire 
Control Research Office was working under contract for the AMP, and 
despite working at Princeton, Flood was the secretary of AMP’s steering 
committee (cf. Erickson 2015, chap. 3). The main achievement of this 
concept was to establish a direct link between military strategy and tac-
tics and the established tools of economic analysis. At RAND, military 
worth became a core concept for roughly a decade. John D. Williams, a 
former AMP researcher who became the first mathematician employed 
by Project RAND in 1946, immediately built up a “Military Worth 
Evaluation Section” which only later was renamed into Mathematics 
Division (cf. Collins 2002, 119ff). Flood joined RAND in the late 1940s 
and continued to work on game theory-based strategic analyses. Despite 
the change of the name of the section, then, military worth remained a 
central concept of RAND analyses.

2. McGregor (1938) develops a methodology to discern the effects of an 
individual’s attitudes, wishes, and prior knowledge on his or her predic-
tion. He shows that the degree of ambiguity in an individual’s knowl-
edge as well as the importance he or she attributes to the question at 
hand are much more significant determinants of the prediction than his 
or her expertness. Building on that, Cantril (1938) emphasizes the rele-
vance of external frames of reference for the objectivity of a prediction.

3. Repeatedly, for instance, Nicholas Rescher referred to the Kaplan et al. 
study as the “precursor” of the Delphi technique (e.g., Rescher 1997, 
353; 2007, 104).
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4. This part of the study design, the authors add in a footnote, was contrib-
uted by William J. “Jack” Youden (1900–1971), a chemist and statisti-
cian known for his works in test design (cf. Cornell 1993).

5. The meaning of Question 2 remains unclear. J-Day usually refers to the 
day an assault occurred. Apart from corroborating the assumption that 
the study participants were familiar with military parlance, the use of 
this term is puzzling, since J-Day is variable as concerns the factual date 
of occurrence. The term denotes the day an operation will be carried out. 
One possible interpretation is that the authors identified a specific J-Day 
for the questionnaire and forgot to mention it in the article. Another 
interpretation is that the participants, closer to the event than we are 
today, understood by J-Day what Americans nowadays call V-J Day, the 
Victory over Japan Day or, more precisely, the day of the Japanese sur-
render. V-J Day is celebrated in the United Kingdom on August 15, the 
day of the actual surrender, and in the United States on September 2, the 
day of the formal surrender ceremony on the USS Missouri. However, 
assuming that the date given in the questionnaire (January 12) is correct, 
both dates transcend the proclaimed maximum of 20 weeks (22 resp. 24 
weeks).

6. A few examples might be appropriate: Item 23 of the “Current Social 
Problems” part reads: “Which of the following has most recently become 
an important feature of dispute between labor and industry? (1) Sit-
down strikes (2) Lockouts (3) The yellow-dog contract (4) Government 
intervention (5) Sabotage” (Blair et al. 1947, 3). Item 38 of the “Science” 
part, in turn, reads: “Osmosis is a process of (1) oxidation (2) diffusion 
(3) adsorption (4) reduction (5) magnetic attraction” (Blair et al. 1947, 
22).

7. With this name, he starred in “Im Bewusstsein der Schuld” (1916), a 
movie directed by William Wauer that received wide acclaim from con-
temporary critics (on Wauer, see Wedel 2014, 90–103). Since Torvald 
Helmer is by far no heroic character, Hirschberg’s choice of name is 
interesting.

8. Both the wording “Japanese bombings” and the fact that figures from the 
devastating attacks on Hiroshima and Nagasaki are used as examples to 
estimate the destructive force of A-bombs on US territory might appear 
odious to the reader in our times. They should however not be misun-
derstood as cynical or bloody-minded. In the culture of insecurity that 
characterized the Cold War era, many perceived using all available means 
to counteract the potential disaster as their prime moral duty toward 
humanity.
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9. The difference to the estimates from the first round was calculated with 
the figures from the interviews.

10. Again, the difference was calculated with the figures from the 
interviews.

11. The procedure applied was intricate: “Our procedure was, first of all, to 
tabulate for each of the industries considered the medians of (i) the 
expected numbers of plants respectively producing 50%, 75%, and 
100% of the total output in mid-1953, and (ii) the number of plants 
requiring two rather than one bomb on target for destruction. We then 
listed (iii) the percent of damage to each industry that each expert 
intended as indicated from the figure he gave for the numbers of plants 
in mid-1953, the number of bombs needed to destroy 75% and 100%, 
and of bombs to be allocated to each industry, and (iv) the correspond-
ing numbers of bombs as computed with the aid of the tabulation 
obtained under (iii)” (Dalkey and Helmer 1962, 14).

12. The differences to the estimates from the previous rounds were calcu-
lated with the corrected final figures. The figures from round 3 are those 
of the follow-up interview.

13. To be clear, the 2nd and 3rd responses had been given in Questionnaire 
3 and the follow-up interview, respectively.

14. The other items on the list concern the time schedule (“[t]he experiment 
was terminated prematurely”), the comparative task in Questionnaire 4, 
the vague wording of some questions in Questionnaire 2, and the  missing 
theoretical foundation for the correction of the final estimates (Dalkey 
and Helmer 1962, 16f ).
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4
Negotiating Rules for the Game: 

Political Games at RAND, 1954–1956

 War Simulations, Hot and Cold

Unlike Delphi, which was in essence a social science method developed 
by philosophers of science, political gaming had been developed by social 
scientists. They were members of RAND’s Social Science Division (SSD) 
headed by Hans Speier (1905–1990), a native German who escaped to 
the United States in the early 1930s. The development of political gaming 
must be seen in the context of, as well as in contrast to, other approaches 
to policy analysis then dominant at RAND, most prominently game 
theory. In brief, while the main thrust of game theory consisted in apply-
ing mathematical and logical reasoning to strategic problems, gaming 
approaches allowed for exploring the potential  trajectories of a conflict 
or any other social process by simulating them in a step-by-step man-
ner, similar to the moves of a game. The relations between game theory 
and political gaming are manifold and complex, both as regards discus-
sions about their scientific and methodological complementarity or 
 antagonism and their historical development. Insofar as they have been 
important for the development of political gaming, some of these rela-
tions are treated in the following.1 The most important similarity, of  
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course, is that in both approaches, the guiding idea is that the results of a 
process are an emergent property of the interaction between various par-
ties. What results from a specific move depends on the move of the other 
players. In this perspective, strategic action always implies a moment of 
uncertainty, a moment that is beyond the capacities of one party 
to control.

Political gaming was neither the only type of gaming used at RAND 
nor the first. RAND analysts had already been involved in war gaming 
before the SSD developed its proposal.2 And of course, the use of game 
boards and pawns to represent battles was not a modern invention. Earlier 
versions of today’s probably most famous war game, chess, have been 
played since the sixth century. Whereas the objective of war games was 
entertainment in the majority of cases, boards and pawns were also used 
as devices in probing and evaluating factual military tactics. In his analy-
sis of war games in the European Middle Ages and the Baroque period, 
Philipp von Hilgers found that “mathematical and military semiotics 
could initially coincide entirely with the concept of the game and only 
gradually underwent a differentiation. Only in this way can it become 
clear that the divided mathematical and military professions of the twen-
tieth century ultimately remain, at a subterranean level, in thrall to the 
game as a medium” (Hilgers 2012, x). The heuristic function of war 
games from a military perspective was systematically used, if not before, 
in the nineteenth century. The Prussian Army had conducted a Kriegsspiel 
around 1865, and an American counterpart was devised by Major 
William Roscoe Livermore in 1879 and played by the Volunteer Militia 
of Rhode Island and other states in the years following the civil war (cf. 
Specht 1957, 7). In short, at the time RAND was created, war gaming 
had been a military art for more than a century at the very least.

The most important change that occurred in this tradition in the twen-
tieth century was the transformation of this military art into a scientific 
technique. On the social level, this transformation had been prepared by 
the increasing involvement of scientists in foreign policy research during 
World War II. The event that finally triggered the transformation, how-
ever, took place on the cognitive level. It was the publication in 1944 of 
Theory of Games and Economic Behavior by John von Neumann and Oskar 
Morgenstern (1953) that operated as the metaphorical catalyst of this 

 C. Dayé



79

transformation. To become a field of activity to the civilian militarists at 
RAND, gaming had to gain scientific character. The mathematical and 
the military semiotics first had to become related again. This is what 
Theory of Games and Economic Behavior, widely known by the abbrevia-
tion TGEB, accomplished.

In the places where the two authors received their scientific training—
von Neumann’s Göttingen, Morgenstern’s Vienna—parlor games were 
very popular. Not only was chess a game commonly played in Central- 
European coffee houses but as a mode of thinking, it had also entered 
into the scientific discourses in which the two scientists participated, 
which was mathematics in the case of von Neumann and economics in 
the case of Morgenstern. Both were trained, thus, in cultural contexts 
where the idea to conceive of a parlor game as scientific heuristic was not 
completely beyond the scope of reasonable consideration, even if, as 
Leonard (2010, 77) argues, the two initially used chess in different intel-
lectual contexts. While the mathematician in Göttingen conceived of 
chess as a logical structure allowing for the mathematical formulation, 
the Viennese economist rather took it as a metaphor for the infinite 
struggle of competing interests and the high degree of complexity and 
psychological factors involved in such struggle.

That the two overcame their differences in intellectual interest and 
outlook to write TGEB is, in Leonard’s perspective, a result of the histori-
cal events. From the 1920s on, the political situation worsened in both 
Germany and Austria, and anti-Semitism was on the rise. In these times 
of high insecurity, writings and talks by Karl Menger led to Morgenstern’s 
conviction that societal and economic problems—group coherence, 
social integration, and societal stability—could be addressed with the 
instruments of mathematical logic. Sticking to this conviction increas-
ingly alienated Morgenstern from his Viennese fellow economists. As 
regards von Neumann, he began to concern himself with political prob-
lems as a reaction to the political events in Europe. “Unlike at Göttingen 
a decade previously, where he [von Neumann] had been concerned with 
the behaviour of the chess- or poker-player, his concern was now with the 
rationality of the social actor or unit. […] His concern became that of 
understanding social coalitions” (Leonard 2010, 222–223), and he 
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attempted to model them by mathematical means. This is the point 
where von Neumann’s and Morgenstern’s interests converged.

In spite of the claim to demonstrate the applicability of mathematical 
procedures on decision-making in economics or other fields of strategic 
action, game theory as formulated in TGEB yielded hardly any immedi-
ate response in economics nor in the social sciences. It was, in Leonard‘s 
(1992, 59) words, “without a ‘natural’ audience:” neither mathematicians 
nor economists initially felt attracted to game theory. So when RAND, 
under the aegis of the director of the Mathematics Division, John 
D. Williams, took up game theory already at the time of the establish-
ment of Project RAND in 1947, it became virtually the place to be for 
those researchers who pursued von Neumann and Morgenstern’s pro-
gram.3 Although admittedly not the only habitat for game theorists in the 
field’s first decade, RAND nonetheless was one with considerable 
resources and a genuine organizational interest in developing game the-
ory. However, because of its thematic and organizational setting, RAND 
promoted peculiar lines of development with more emphasis than and to 
the disadvantage of others. Williams’ initial objective for the Mathematics 
Division was the development of a general, mathematical theory of war, 
which he wanted to base on game theory. A trained astronomer, Williams 
had worked at the Applied Mathematics Panel (AMP) in New York City 
during World War II (cf. Collins 2002, 80). The AMP was a subunit of 
the National Defense Research Council, itself a subsidiary organization 
of the Office of Scientific Research and Development. Established in 
1942, its creator and first director Warren Weaver took measures to focus 
the AMP’s research activities on operations research (Thomas 2015, 
102–109). Williams’ inspiration and enthusiasm for applying mathemat-
ical analysis to problems of combat was certainly a result of his time at the 
AMP. He also met a series of people who later joined him—as employees 
or consultants—at the RAND Corporation, among them John von 
Neumann, Olaf Helmer, or Ed Paxson, the creator of systems analysis. 
After the war had ended and on the recommendation of Weaver, Williams 
moved to Santa Monica to become one of the first employees of 
Project RAND.

In the negotiations over his first assignments, Williams had agreed to 
take over the task of recruiting social scientists and economists for the 
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envisaged new Social Science and Economics Divisions. The reason for 
Williams’ willingness to do so related to his larger project of a general 
theory of war. Though the theory he projected was basically mathemati-
cal, algorithms still needed figures. And it appeared logical to him that 
social scientists were in charge of delivering these figures, most preferably 
in the form of preference matrices or utility functions for each of the 
involved war opponents. If that was too much to ask, Williams thought, 
they should at least produce studies in a form that made possible an 
empirically funded attribution of figures (cf. Kaplan 1983; Leonard 
1992; Abella 2008).

Members of the Social Sciences Division never complied with that 
expectation and it can be doubted whether the RAND management 
shared Williams’ views of what kind of research should be done at 
RAND. A general science of war implied “that Williams’ mathematical 
group ought to oversee and coordinate the work of RAND’s various 
departments and sub-units—which […] did not happen. RAND’s 
emerging research departments […] were more or less equals in the life of 
the organization” (Collins 2002, 136f ). Although Williams himself soon 
veered away from this endeavor, the work on game theory at RAND 
continued to follow the line of thinking that had inspired Williams’ ini-
tial plans. For instance, while von Neumann and Morgenstern had 
focused preponderantly on games with n participants, the RAND 
researchers concentrated on games with only two opponents. This made 
sense in the specific organizational context of RAND, but of course could 
be seen as less challenging in terms of mathematical theory. Nonetheless, 
“[t]his postwar work was done with von Neumann’s sanction and encour-
agement, even though he alone had developed the mathematics of coop-
erative games, had devoted the bulk of the Theory of Games to that topic, 
and saw the analysis of n-person games as the theory’s crowning achieve-
ment” (Leonard 1992, 30). In the 1940s and 1950s, RAND was the 
regular meeting point of a group of mathematicians, young and old, most 
of them having received their degrees from Ivy League universities like 
Harvard, Columbia, or Princeton, and many of them are still remem-
bered for their contributions to game and decision theory: RAND had 
contracts with, in alphabetical order and with no claim of completeness, 
Kenneth Arrow, George Dantzig, Melvin Dresher, Merrill Flood, 
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R. Duncan Luce, J. C. C. McKinsey, John F. Nash, Lloyd Shapley, and 
Martin Shubik.4 Von Neumann and Morgenstern both held consultant 
contracts with RAND;5 the former also supported the construction of 
RAND’s first computer, which the engineers, to honor this contribution, 
named JOHNNIAC.6

Perhaps as a result of the currency of game theory in RAND’s first 
years, RAND proved to be fruitful soil for game thinking more generally. 
Apart from developing the mathematics of game theory, several 
approaches to games and gaming were devised, ranging from the simula-
tion of the man-machine interaction involved in military operations 
logistics (Edwards 1996, 122–124) to the simulation of the political 
intricacies of conflicts and to economic bargaining theory (Schelling 
1968).7 Considerable effort was spent on experiments testing game theo-
retical propositions and derivations. One early set of experiments was 
conducted by Merrill Flood, the co-inventor, with Melvin Dresher, of the 
infamous prisoner’s dilemma. Flood was concerned about the lack of 
empirical or experimental testing of game theory. As he put it “[i]t has 
too often been forgotten that a theory is simply something to be tested 
experimentally, and to be rejected for any application where it fails to fit 
the condition” (1952, 1). To remedy this, Flood had conducted a “prefer-
ence experiment” with three Harvard undergraduates in 1951. He had 
used the facilities of the Harvard Laboratory of Social Relations, then 
directed by Robert F. Bales, and acknowledged the valuable suggestions 
on the experiment’s design that he received from Bales, C.  Frederick 
Mosteller, and Samuel A. Stouffer (cf. Flood 1951, 3). The students were 
sitting together in the laboratory and were asked to select one of a range 
of alternative options. “The experiment is arranged so that each individ-
ual has a strong incentive to guide the group selection toward the alterna-
tive that he prefers” (Flood 1951, 1). The experimenters urged the group 
to discuss the problem but informed them that the first decision 
announced by anyone of them was final.8 Flood complemented such for-
mal experiments by informal ones concerned with ordering dinner at a 
restaurant (cf. Flood 1951, 11–13), or RAND colleagues selling their 
cars (cf. Flood 1952, 5–14). In each of these cases, it was attempted to 
relate the experiment to game theory and inform or modify the latter 
according to the experimental results.
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A later instance of RAND’s experimental game theory endeavors was 
the Public Opinion Game construed by W. Phillips Davison (1960). It 
attempted to simulate opinion-forming processes within groups. The 
participants were assigned “roles” arbitrarily. These roles were defined by 
the following information: sex, age, marital status (including number of 
children), socioeconomic status, occupation (in the case of a “housewife,” 
the occupation of the husband was given), religious affiliation, member-
ships, and the affiliation to a primary group (or better subgroup) among 
the participants. Additionally, a scenario was described in the instruction 
sheets that were distributed at the beginning of the experiment. One such 
scenario read (Davison 1960, 6):

You live in a medium-sized city in a mid-Western state, with a large farm-
ing hinterland. Recently a number of developments of some importance 
have taken place in your area, although these have not been publicly 
announced or generally discussed. First, geologists from the local univer-
sity have discovered that one of the local parks in the city almost cer-
tainly has a large supply of oil beneath it. Second, the county clerk’s 
office has noted that the percentage of unwed mothers has doubled dur-
ing the past year. Third, several members of the city council are consider-
ing the introduction of a law to require all motorists to install an 
exhaust-purification mechanism, costing about 25 dollars, on their cars 
and trucks.

Using such scenarios as points of departure, experimenters expected to 
observe the processes by which group opinions emerged and consolidated.

However, the dominant approach to gaming in RAND’s early years—
and as a consequence, the second reference point for political gaming apart 
from game theory—was war gaming, that is, the simulation of battles with 
pawns on a stylized map (see Fig. 4.1). A report by Robert D. Specht (1957), 
published by RAND in 1957 as “War Games. P-1041,” provides an over-
view of various approaches to war gaming. It opens with some remarks on 
the history of war gaming. Beside the already mentioned Prussian and 
American versions of Kriegsspiel,  attention was drawn to the fact that Japan 
had established a Total War Research Institute in October 1940 (Sōryokusen 
Kenkyūjo). Throughout Summer 1941, the institute played games with 
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players representing “the Italo-German axis, Russia, United States, 
England, Thailand, Netherlands, East Indies, China, Korea, Manchuria, 
and French Indochina” (Specht 1957, 2). An increase in complexity and 
realism was reached by representing Japan not as a single group of deci-
sion-makers but “as an uneasy coalition of Army, Navy, and Cabinet” 
(Specht 1957, 2), in other words by instituting multiple national organi-
zations with the intent to simulate the conflicts within the Japanese gov-
erning forces. These games took place in immediate relation to the 
contemporary diplomatic exchange between Japan and the United States. 
As of 17 August 1941, the status of this exchange was that President 
Franklin D.  Roosevelt had welcomed the Japanese proposal to restart 
informal discussions, provided that Japan committed to complete open-
ness and avoided strategic maneuvers. Based on the war games as well as 
on other studies, the institute’s suggestions was: “To the proposal of 
America, we shall neither give our word clearly concerning the position 

Fig. 4.1 Debate during the STRAW Strategic Air War Game, 1953; the man in the 
center without a tie is John D. Williams, longtime director of the Mathematics 
Division (RAND Corporation Archives, Santa Monica, CA)
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of Japan, but adopt a delaying policy by diplomatic  negotiations, replet-
ing war preparations in the meantime” (Boister and Cryer 2008, 1:501).

A few weeks later, the Japanese Navy conducted a war planning game 
at the Naval War College in Tokyo, which was concerned with two gen-
eral problems, “first, the details of a surprise raid on Pearl Harbor and, 
second, a carefully worked-out schedule for occupying Malaya, Burma, 
the Dutch East Indies, the Philippines, the Solomons, and the Central 
Pacific Islands, including (ultimately) Hawaii” (Specht 1957, 4; cf. 
Boister and Cryer 2008, 1:505). Even the infamous code fixed to initiate 
the attack, “The cherry blossoms are in all their glory,” was part of the 
series of games. Specht also states that some of the plans that resulted 
from these games, for example, with regard to the control of consumer 
goods, were eventually put into force in the aftermath of the attack on 
Pearl Harbor.

Presumably, war gaming had been practiced at RAND very early in its 
history. So, when in 1954 mathematician Alexander McFarlane Mood 
(1954) wrote a paper on “War Gaming as a Technique of Analysis. 
P-899,” he was able to critically assess some of the methodological devel-
opments of the previous years. Whereas the traditional understanding of 
the scope of war games has been that it represented the final step in the 
preparation of a war plan, the procedure had recently been “modified to 
make it a method for solving problems previously thought to be beyond 
analysis and answerable only by appeal to the judgment of experts” 
(Mood 1954, 1). This modification, Mood explained, concerned the 
nature of the problems one conceived as being solvable by such games. In 
principle, one could discern problems that can be treated detached from 
their context, so-called factorable problems, and problems where such 
detachment cannot reasonably be achieved. A factorable problem, for 
instance, might be to determine “the best size for a bomber cell [a small 
group of bombers which flies together over enemy territory and attacks 
one or a few targets] given various reasonable assumptions regarding 
enemy defenses, target lists, electronic countermeasures, and so on. The 
cell-size question can be studied intelligently” (Mood 1954, 1) and the 
solution of such factorable problems along explicit criteria is called 
“sub-optimization.”
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On the other hand, non-factorable problems are withdrawn from any 
easily calculable solution because of the complexities of the situation. In 
a war, for instance, decisive elements of the situation “are in the control 
of the enemy” (Mood 1954, 3). Thus, unless one assumed full under-
standing and explicitness of the opponent’s strategy, it could not be cal-
culated. This was not a small problem for the way in which games had 
been discussed in the previous decade. Inspired by the publication of 
TGEB, Mood said, this period saw much theoretical investigation of 
games and rational modes of behavior in conflict situations. This had led 
to “a considerable body of clarifying ideas and a technique which can 
analyze quite simple economic and tactical problems. These techniques 
are not even remotely capable, however, of dealing with complex military 
problems” (Mood 1954, 3f ).

This is where gaming, the actual playing of a game in contrast to calcu-
lating the matrices of strategies and outcomes, entered the stage (Fig. 4.2). 
At RAND, war gaming had players forming two or three teams who sat 
in separate rooms. All teams had the same map of the war region on 
which, in most cases, a grid of pentagons was protracted. War games at 
RAND followed one of two basic designs. One could either institute an 
umpire who, based on his or her military experience, assessed the value 
and effectiveness of any move, “the link between the tactics chosen by Red 
and by Blue and the results of the engagement as measured by movement 
and attrition of forces” (Specht 1957, 9). The structure of such a “conven-
tional” war game was simple, at least from Mood’s perspective.

Three teams (Red, Blue, and the Umpire Team) play through a war in 
detail on maps. Blue’s strategy is fixed by the plan. Red devises a strategy 
particularly intended to expose weaknesses in the plan. The results of the 
players’ moves are adjudicated (after a certain amount of debate) by the 
Umpire team. It is not a game in the ordinary sense in which players freely 
choose their strategies and the outcomes of their moves are determined by 
written rules. (Mood 1954, 4)

Alternatively, the game could be played without an umpire but rather 
be based on a comprehensive body of rules and planning factors: “Some 
of these planning factors were fixed numbers, others were in the form of 
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probability distributions—the toss of a coin or roll of dice being used to 
choose between alternatives” (Specht 1957, 10). This second alternative 
design would not forgo the expertise of experienced militarists; instead, 
“[e]xperience and judgment and intuition are here but they have been 
used to set up the rules and factors of the game” (Specht 1957, 10). 
RAND researchers used both designs (Fig. 4.3).

Clearly, the two alternatives, for which RAND researchers found vari-
ous names but which we will, for their rigidity toward formalized rules, 
call the non-rigid and the rigid variety, provided for different functions to 
be fulfilled by the umpire team. The ubiquitous Olaf Helmer, who dur-
ing the 1950s together with Lloyd Shapley had developed the Strategic 
War Planning game (SWAP) which formed the basis for the Strategy and 

Fig. 4.2 RAND experts discussing air strategy during a SAFE war planning game, 
January 1963; the man in the center wearing a black suit is Milton G. Weiner, a 
major proponent of war gaming at RAND (RAND Corporation Archives, Santa 
Monica, CA)
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Force Evaluation game (SAFE) introduced in the early 1960s (Helmer 
and Bickner 1961), described these functions as follows:

If the game is non-rigid, additional expertise, through the person of the 
umpire, must come into play. In this case, if realistic simulation is intended, 
his discretionary intervention may be necessary in order to eliminate by fiat 
such player behavior as, in his predictive opinion, is incompatible with the 
decision making behavior of the player’s real-life counterpart. If the game 
is rigid, on the other hand, since the umpire then acts merely as a proce-
dural technician rather than a substantive expert, the burden of realism 
falls either on the game constructor, who through rule constraints may be 
able to enforce realistic player behavior, or on the good sense of the players 
themselves. (Helmer 1960, 18)9

However, divergent opinions existed as to the epistemic potential of 
such games (Figs. 4.4 and 4.5). Specht, to begin with, thought that the 

Fig. 4.3 A RAND analyst throwing dices to introduce “chance” into a SAFE stra-
tegic air-war planning game, January 1963 (RAND Corporation Archives, Santa 
Monica, CA)
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main value of such a war game “is not that it predicts the future nor that 
it allows the testing of a war plan” (Specht 1957, 12). The crucial tension 
between replicability and realism prohibited serious testing of strategies. 
On the one hand, attempts to increase realism quickly led to overly com-
plex simulations which could not be replicated within a reasonable period 
of time. Easy replicability, on the other hand, per force implied simplifi-
cation, which in turn undermined its degree of realism. Thus, “[t]he 

Fig. 4.4 The SAFE game’s umpire team observing the players, January 1963; Olaf 
Helmer, in the checked jacket on the left, his back turned to the camera, func-
tioned as the game director (RAND Corporation Archives, Santa Monica, CA)
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value of the game—and this is a value to be treasured—is that the players 
are taught to consider carefully all their resources—ground, air, atomic” 
(Specht 1957, 12; emphasis in original).

Alexander Mood, a close collaborator of Specht, had a quite different 
view of that issue. He claimed that war games could be used to test war 
plans. A game forced the analyst to evaluate each step in the order of the 
(simulated) events “with a view to uncovering flaws in that plan” (Mood 
1954, 4). Of course, since the very notion of testing implied replicability, 

Fig. 4.5 Postmortem evaluation discussion between Olaf Helmer and Milton 
G. Weiner, SAFE strategic air-war planning game, January 1963 (RAND Corporation 
Archives, Santa Monica, CA)
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the installing of umpires to adjudicate moves and outcomes was not suit-
able. Testing was not possible in an open game since such a game “must 
be easily playable and must be played numerous times by the same play-
ers so that they can develop a knowledge of the structure of the game and 
a feel for good strategies” (Mood 1954, 4). In view of Mood, this could 
only be achieved by defining a fixed set of rules. From the perspective of 
the players, such a set of rules ensures that the “experience gained in one 
play is valid in other plays” (Mood 1954, 4). Further, “[t]he game should 
include whatever context is needed for a proper treatment of the problem 
at hand, but no more” (Mood 1954, 4). And the contextual factors 
included should be simplified and/or combined to make them easily 
manipulable, which, we might add, was achieved most probably by rep-
resenting them in numerical form.

As Mood reported, RAND had developed three such games which 
were located at different levels of the military decision hierarchy, namely 
at the level of the divisional commander, the theater commander, and the 
commander-in-chief. They all shared the characteristics that they

have two opposing teams which make a succession of moves. The outcomes 
of moves are determined by rules, not by umpires. Generally the teams are 
small, often just one or two persons. Because it is envisaged that a game 
must be played frequently if it is to be understood, every effort is made to 
keep the playing time short; most games can be played through once in a 
few hours or a few days. (Mood 1954, 7f )

None of these characteristics of the games Mood presented applied to 
political gaming as it was under development at the time when Mood 
wrote his report. And the political gamers also had a different take to 
offer on the problem of realism.

 The Realism of Political Gaming

In the section of his report on “War Gaming as a Technique of Analysis” 
in which he described the promise of war games, Alexander Mood (1954, 
9ff) included some remarks on how realistic such games were. It should 
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be clear that the term realism here was used with the meaning attributed 
to it in simulation and gaming ventures—as a measure of a simulation’s 
resemblance with reality—and not in a philosophical sense. In stark con-
trast to Specht’s (1957, 12) warning that part of the price for the “height-
ened effectiveness” in rigid-rule games was “that the game may persuade 
us equally convincingly of things that are not true in the real world,” 
Mood (1954, 9f ) contended that realism was not much of an issue for the 
designers of games.

[T]he question of how correctly games can reflect reality does not trouble 
game makers for two reasons. In the first place, they feel that the number 
of significant factors in any given situation is not so large as to be out of the 
question in the game representation. In the second place, modern high- 
speed computers will enable the number of factors which can be included 
in a game to be increased tremendously, if necessary, without adding to the 
complexity of the game from the player’s standpoint. The computer can be 
made to make a host of minor decisions on the basis of certain general 
instructions from the players.10

Amongst other things, it was this understanding of realism being a 
function of the amount of relevant quantitative factors that appalled the 
group of social scientists around Speier. Even if such an understanding 
might be appropriate on the operational level of a battle, this was truly 
not so for the political aspects of war. War could never be reduced to an 
operational level where all relevant factors are factorable. War, they 
argued, was always political. And it was impossible to capture the social 
and cultural levels of any conflict, armed or not, by means of numerical 
variables in a way that one could justifiably describe as a realistic model.11

A place where the social scientists presented this argument was a 
description of a political game carried out within the German army in the 
late 1920s. Citing from the then freshly published recollections of Erich 
von Manstein, Herbert Goldhamer, and Hans Speier wrote:

Before Hitler assumed power in 1933, the leaders of the German Reichswehr 
were much concerned about Polish military strength and political designs. 
The German armed forces were then restricted to 100,000 men in strength. 
In 1929, a young staff officer, the later General Erich von Manstein, 

 C. Dayé



93

charged with the responsibility for the organization of a war game involv-
ing German defense against a Polish attack on East Prussia or Upper Silesia, 
realized that the outbreak of war would be preceded by mounting political 
conflict. In that conflict, he thought, Germany would have to avoid giving 
France and Czechoslovakia cause for entering the war as Poland’s allies and 
the League of Nations a pretext for not declaring Poland the aggressor. 
Manstein proposed that the strictly military exercise be introduced by a 
political game in order to let political and military leaders learn from each 
other. High-ranking members of the Foreign Office played the roles of the 
president of the League of Nations Council and of the Polish and German 
Foreign Ministers. In his recently published memoirs, Manstein writes that 
the inventiveness of the player representing Poland in alleging German 
provocations left his German counterpart “completely speechless” and that 
the skillfully simulated procrastination of the League was grimly appreci-
ated by all participants. “We had the impression also,” Manstein reports, 
“that the gentlemen from the Foreign Office, to whom such a playing- 
through of possible conflicts seemed to be completely novel, were thor-
oughly convinced of the value of the game.” (Goldhamer and Speier 
1959a, 71f )

Thus, both game theory and war gaming formed a context that simulta-
neously offered points of critique and of connection for Speier’s group of 
social scientists, with realism being at the center of critique. The key mem-
bers of the Social Science Division in promoting the genuinely new 
approach to gaming were Hans Speier, Herbert Goldhamer, Paul 
Kecskemeti, and Victor Hunt. Hans Speier (1905–1990) was born in 
Berlin five years before Olaf Helmer.12 He studied economics and sociol-
ogy in Heidelberg with Emil Lederer and Karl Mannheim (Bessner 2018). 
Via Lederer, he met Alvin Johnson who had made plans together with 
Lederer about whom among the German social scientists to approach for 
the University in Exile Johnson planned to install at the New School for 
Social Research in New York City. After his emigration to the United States 
in 1933, Speier became a faculty member of the “University in Exile” at the 
New School. Shortly after the war had begun in Europe, he met the émigré 
psychoanalyst Ernst Kris, with whom he successfully carried out a project 
on German Radio Propaganda funded by the Rockefeller Foundation (Kris 
and Speier 1944).13 With the United States preparing to enter World War 

4 Negotiating Rules for the Game: Political Games at RAND… 



94

II, this made him a sought-after specialist in Washington. Speier held sev-
eral positions in government service, among them with the propaganda 
analysis unit of the Foreign Broadcast Intelligence Service (FBIS) of the 
Federal Communications Commission (FCC) and with the United States 
Office of War Information (OWI) both located in Washington, DC. While 
there, he continued to analyze Nazi propaganda, and these analyses were 
distributed among various government agencies, among them the State 
Department and the Department of Defense. In 1947, he was invited to 
participate in the RAND-sponsored conference on social science organized 
by John D. Williams, after which he was asked to become the first director 
of RAND’s Social Science Division. Speier accepted this offer after some of 
his concerns—most notably that RAND would establish an office in the 
political center of the United States, in Washington DC—had been 
resolved to his satisfaction. He worked for RAND from 1948 to 1963 
(Speier 2007; Bessner 2013), then becoming a professor of sociology at the 
University of Massachusetts, Amherst.

Goldhamer (1907–1977) was born in Canada and after earning B.A. 
and M.A. degrees from the University of Toronto and spending a year of 
graduate study at the London School of Economics (1933–1934), enrolled 
at the University of Chicago where he received a Ph.D. in  sociology in 
1938. Upon completing his doctorate, he was appointed assistant, later 
associate professor at Stanford University (1938–1946) before he returned 
to Chicago for another two years. He joined RAND in 1948 and remained 
there virtually for the rest of his life, until 1972 as a senior staff member, 
and afterward as resident consultant. He received some fame for being the 
only civilian to participate in the Korean peace treaty negotiations (cf. 
Robin 2001, 126). Given the importance of gaming at RAND and, more 
generally, the influence of parlor games on the  development of game theory 
(Leonard 2010), it is significant that Goldhamer was an outstanding chess 
player. For four consecutive years (1925–1929), he won the championship 
of the University of Toronto’s Hart House Chess Club.14 In 1956, this pas-
sion also had him play against the later grandmaster Bobby Fisher 
(1943–2008), then only 13 years old, at the Eastern States Open in 
Washington, DC. Fisher, already famed for having won the “Game of the 
Century” against Donald Byrne (1930–1976) some weeks earlier, beat 
Goldhamer in 25 moves.15
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The biographical data on Paul Kecskemeti (1901–1980, born Pál 
Kecskeméti), who has already been mentioned in the discussion of the 
impact his study Strategic Surrender had on RAND, is scarce and not very 
reliable. With this caveat in mind, it is secured that Kecskemeti was born on 
31 October 1901, in Makó, Hungary. He moved to Berlin in the late 1920s 
and, after a short stay in London, allegedly managed to get one of the last 
ships leaving from Casablanca to the United States, where he arrived on 
2 August 1942. Some sources (e.g., Reisch 2005) describe him as a student 
of philosopher Charles W. Morris. Speier remembered that the two became 
friends in Washington during the war effort, with Speier working for the 
State Department and Kecskemeti for the War Department.16 Kecskemeti 
worked for RAND from 1948 to 1966 and afterward held various visiting 
professorships at Brandeis University and MIT. After the death of Karl 
Mannheim, who had been the husband of his wife’s sister, Kecskemeti 
edited and partly translated three volumes of Mannheim’s essays on the 
sociology of knowledge (Mannheim 1952), on sociology and social psychol-
ogy (Mannheim 1953), and on the sociology of culture (Mannheim 1956). 
Apart from the widely received publication of Strategic Surrender (Kecskemeti 
1958), he wrote a book on the Hungarian Revolution entitled The Unexpected 
Revolution (Kecskemeti 1961). The title of the latter book is telling. The 
situation in Hungary had been a topic in at least one of the political games 
in which Kecskemeti participated; yet, the revolution was not foreseen.

Victor Myron Hunt (1908–1965) trained as a historian in Berkeley, 
California. After teaching for ten years at San Jose State College, he 
entered government service in 1943. He joined the Office of War 
Information and worked there together with Speier. Some months later, 
he transferred to the State Department where he “played a leading role in 
developing American information policy with respect to the Soviet 
Union” (DeWeerd 1966a, 161; cf. 1966b). He joined RAND in 1948.

Another important, yet not always acknowledged inspiration for the 
shape of political gaming was Project Troy, in which Speier had partici-
pated. Starting in October 1951, Project Troy was a “brainstorming 
council” on propaganda and psychological warfare that was carried out in 
a joint effort by the Massachusetts Institute of Technology MIT and 
Harvard University (Nedell 1998). Apart from Speier, participants 
included, in alphabetical order: radio expert Dana K. Bailey, psychologist 

4 Negotiating Rules for the Game: Political Games at RAND… 



96

Alex Bavelas, radio engineer Lloyd Berkner, psychologist Jerome 
S.  Bruner, law professor Burnham Kelly, anthropologist Clyde K.  M. 
Kluckhohn, psychologist Donald Marquis, economist Max Millikan, his-
torian Elting Morison, geographer John A. Morrison, electronics expert 
John R. Pierce, physicist Edward M. Purcell, and electronics professor 
Jerome Wiesner (cf. Nedell 1998, 11f ).17

After introductory briefings in Washington, DC, the participants of 
Project Troy met in MIT’s Lexington Field Station northwest of Boston. 
They stayed there for the following three months, “interrupted only by a 
group sojourn to Washington to meet with [Secretary of State] Dean 
Acheson” (Nedell 1998, 13). Clearly, Project Troy was neither a simula-
tion nor a game. It was a summit, a work meeting of people outside the 
government who were invited to confront a specific problem of foreign 
policy. Donald Marquis remembered the meetings to be “very cloak-and- 
daggerish. We met in an underground, windowless building in Lexington 
and I’d go home [to Michigan] weekends” (Oral history interview with 
Donald Marquis, Ford Foundation Archives, cited in Schwoch 
2009, 185).

The problem Project Troy assessed was given by the State Department, 
which financed the project with a contribution of $150,000 (Nedell 
1998, 11), a sum approximating $1,507,400 in 2019.18 It concerned the 
fact that the Soviet Union had found ways to jam the Voice of America 
broadcasts; Project Troy should counteract by proposing measures for a 
propaganda offensive to get “the truth behind the Iron Curtain” (broad-
caster Justin Miller, cited in Nedell 1998, 3). “Modeled after the 
Manhattan Project, Project Troy undertook an unprecedented interdisci-
plinary and collaborative approach to work between natural scientists, 
engineers, and social scientists” (Gilman 2003, 157).

The participants were free to decide about the organization of their 
work. They were divided up into panels, attempting to staff them with 
experts from various fields. These panels were assigned problem areas and 
had the task to produce outlines of solution approaches. The outlines 
were discussed by the whole group and forwarded to working groups 
which comprised predominantly, but not exclusively, persons with exper-
tise in the area of concern. The reports produced by these working groups 
were again discussed by the whole group. Based on these preparations, an 
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editorial committee was put in charge of drafting the final report, which 
again, was submitted for review by the whole group before finalization. It 
is important to note that in spite of the blossoming behavioral sciences 
creed to which many of the project participants felt attracted, the final 
report concluded that “a psychological superweapon, one that could 
apply to all countries and all segments of the enemy population, con-
flicted with empirical data” (Robin 2001, 45). Despite being united in 
their communist conviction, cultures differed, and the strategies to 
address various populations would have to take these cultural differences 
into account. “Communism in China and Southeast Asia does not con-
stitute a simple extension of Soviet power. Mao in China and Ho in 
Vietnam are not automatic tools of the Kremlin […]” (Project Troy 
report, cited in Robin 2001, 45–46).

In the end, a report of 80 pages was sent to the State Department on 
15 February 1951, where it was received very positively (cf. Nedell 1998, 
13, 19f; Gilman 2003, 157). As regards how to counter the Soviet jams, 
the report singled out no specific tactics. Rather, the innovative feature of 
Project Troy’s report was the comprehensive perspective on political war-
fare. As the authors of the report noted, “the newness of our idea […] lies 
in the understanding of the strategic power of the several elements [of 
political warfare] when combined as a well rounded and coordinated 
whole” (Project Troy report, cited in Nedell 1998, 14). This, it was 
argued, was a direct result of the interdisciplinary collaboration realized 
in Project Troy.

Project Troy was important for the history of political gaming in three 
ways. First, Hans Speier’s active participation had convinced him that the 
interaction of experts from a variety of disciplines can result in a sophis-
ticated, comprehensive picture that acknowledges the complexities of 
reality to a higher degree than any single analyst might reasonably do. As 
Bessner (2015) has convincingly argued, the interdisciplinarity embodied 
in political gaming was a strategy of the SSD to further its integration 
within RAND. Second, the positive reception at the State Department of 
this joint interdisciplinary effort encouraged Speier. Finally, Project Troy 
had a third effect which incidentally would later become relevant to the 
history of political gaming. After the project’s completion, the adminis-
trators of MIT and Harvard announced a follow-up project. MIT presi-
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dent James Killian led the effort, aiming at “the establishment of a 
permanent research facility aimed at continuing and extending the inter-
disciplinary collaborative research exemplified and advocated by the 
Project Troy report” (Gilman 2003, 157). In January 1952, the MIT 
Center for International Studies (CENIS) was established, and, appar-
ently after Speier declined an initial offer (cf. Schwoch 2009, 64), another 
former participant of Project Troy, Max Millikan, became its first direc-
tor. Initial funding came from the CIA, but the Ford Foundation, which 
had recently established a Behavioral Science Program (cf. Solovey 2013, 
chap. 3; Crowther-Heyck 2005, 152–156), decided to allocate $875,000 
($8,450,120  in 2017) to the newly founded center.19 As discussed in 
more detail in Chap. 6, CENIS was the organization that continued the 
development and use of political gaming after RAND withdrew from 
such endeavors toward the end of the 1950s.

The idea of using a gaming approach—as opposed to a game theory 
approach with a complete set of formal rules—to simulate a likely chain 
of events in the arena of the Cold War was first discussed in early 1954 in 
RAND’s Washington office (cf. Goldhamer 1955a, 1). Participants of 
this discussion were Goldhamer, Joseph M. Goldsen, Hunt, and Speier. 
It was concluded that this idea should be followed by members of RAND’s 
Social Science Division as soon as “some of the Division’s immediate 
commitments permitted” (Goldhamer 1955a, 1). Over the following 
summer, Goldhamer and Hunt continued discussions on devising a Cold 
War game in Santa Monica, and finally proposed their idea to RAND 
director Franklin Collbohm. Collbohm agreed that pursuing the idea 
would be worthwhile, and in the autumn months of 1954, Goldhamer 
began to prepare materials that could form the basis of deliberation in the 
envisaged Cold War game. As a first step, he tried to put together a com-
prehensive analysis “of the current cold-war situation, of the major threats 
to which the U.S. was currently and prospectively exposed, immediate 
and long-range U.S. objectives, major policy alternatives, and the effect 
of weapon developments on these” (Goldhamer 1955a, 2). However, this 
analysis turned out to be beyond his capacities, and only “[l]ittle progress 
was made” (Goldhamer 1955a, 2). Thus, the preliminary analysis

served effectively to throw into relief the many areas of expert knowledge 
which a proper analysis would require. In pursuing this analysis, it was pos-
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sible to see more clearly the manner in which collaborative activity in the 
framework of a cold-war game might serve to overcome some of the diffi-
culties faced by the current attempt at analysis. (Goldhamer 1955a, 2)

The experience with his attempt to put together a comprehensive anal-
ysis of the status quo of American foreign policy led Goldhamer to put 
forth some methodological considerations on why and how an open 
form political game can be expected to deliver valuable results. These 
are collected in the first RAND-internal text on political gaming, a piece 
entitled “Toward a Cold War Game. D(L)-2603” (Goldhamer 1954). To 
Goldhamer, although the conventional division of labor in the military 
and foreign policy analysis could deliver stable and useful descriptions 
and diagnoses, it systematically failed when it came to strategic and tacti-
cal planning. Here, the interrelatedness of relevant factors called for the 
collaborative effort of a wide range of specialists. Yet again, as with Delphi, 
the question was how to organize the interaction of experts. Games, he 
claimed, offered an interesting option for several reasons. Gaming struc-
tures were likely to raise the motivation of the participating scientists and 
to stimulate creativity and innovation. Also, with reference to the con-
ventional division of labor, he thought that gaming procedures might 
achieve an exchange across the specialties, thus permitting “a more effec-
tive collaboration, one which does not divide up the problem in a man-
ner which obscures the issue” (Goldhamer 1954, 1).

Finally, the proposed game would also result in a higher degree 
of realism:

It is likely that a high degree of realism can be more readily achieved by a 
cold war game than by an analyst. This is a surprising statement. Most 
gaming procedures introduce a variety of simplifying assumptions and spe-
cial restrictions which have quite the opposite effect. This is not the case 
with the game proposed here. The plan of the game encourages the intro-
duction of many real life details that an analyst might not deal with. 
(Goldhamer 1954, 2)

Quite in contrast to other approaches to gaming and policy analysis in 
general, the main thrust of the approach proposed by the SSD was not to 
achieve simplification but to be as omnivorous as possible with regard to 
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factors informing the game. Of course, this was not to say that all factors 
were assessed as relevant. Nor was this to mean that the games could be 
carried out without any reduction of complexity. However, their argu-
ment was that in order to carry out games of war and conflict with a high 
degree of realism, one had to be as open and non-rigid as possible.

Building on this methodological viewpoint, the SSD proposal was to 
assemble a group of experts and order them into three groups: the play-
ers, the referees (or Umpires), and the so-called Committee on Nature. 
The players were the largest group. Their task was to represent national 
governments, thereby taking into account possible frictions between and 
amongst political and military leaders. While, in line with their claim to 
principle openness, a game could include all the countries affected by a 
specific crisis, it was decided that to “economize manpower,” the pro-
posed Cold War game would provide for only three teams—the United 
States, the Soviet Union, and “other governments” (Goldhamer 1954, 
2).20 Two or three experts would be selected to each of these groups and 
were given the task of representing the respective governments. They 
would be allowed to make any move they could reasonably justify as a 
plausible action or reaction of the government they represented. Further, 
they could also specify moves “that are not directly government actions 
but can reasonably be supposed to be produced by government decision 
and influence” (Goldhamer 1954, 3).

Apart from the players, the proposal provided for a “Committee on 
Nature.” This committee was conceived of as a subgroup of the referees; 
however, unlike the referees, Nature was entitled to make moves on its 
own. Its responsibility was to introduce events independent from the 
government action, but also to make moves that were plausible conse-
quences of the decisions of the players but not taken by them, be it 
because they were beyond the scope of (governmental) action or because 
the players hoped to avoid them. “The Nature Committee thus performs 
a vital function since without it reality would be reduced to government 
initiated action” (Goldhamer 1954, 4). Finally, referees were in charge of 
organizing the communication process: they were entitled to “transmit 
appropriate information to the players, judge the feasibility of moves, 
and evaluate the outcome of actions and counteractions that are under-
taken by the government players” (Goldhamer 1954, 5). Together with 
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the Committee on Nature, the referees would be “responsible for defin-
ing the situation at any point of the game” (Goldhamer 1954, 5).

Goldhamer suggested not to attempt to devise too many rules before 
the game but instead let the referees and the members of the Committee 
on Nature develop a set of rules in the course of the game. Clearly, the 
lack of fixed rules in advance of the game countered any attempt to con-
ceive it as an experimental situation. The comparison of the results of 
several successive games was rendered difficult. “But this disadvantage is 
more than offset by the gain in realism; elements of the game can become 
formalized without endangering the objective of the game” (Goldhamer 
1954, 6). The issue of realism was also addressed in “War Games and 
Political Games. D-2849,” a research memorandum by Paul Kecskemeti 
(1955). Kecskemeti reported that it had been repeatedly argued that in 
comparison to war games, political games lacked stability. To him, how-
ever, this lacuna did not result from the superiority of knowledge avail-
able to run good operational war games. Rather, it was caused by the 
ontological difference of the subject matters. To make his point, 
Kecskemeti claimed that the notion of games comprised two semantic 
levels that had to be discerned properly. There was the meaning of a game 
as “play,” and there was the meaning of game as “contest for real stakes,” 
in the sense of a serious game. Consequently, Kecskemeti used the abbre-
viations “P-game” and “S-game.” In his view, all approaches to gaming 
were P-games. However, war games and political games differed with 
regard to the formal correspondence between them and the S-games they 
ought to represent. In war games, on the one hand, “there is a far- reaching 
formal correspondence between war as an S-game and war games as 
P-games” (Kecskemeti 1955, 3). This allowed for a fair amount of abstrac-
tion without endangering the realism of the game. On the other hand, 
political P-games were (Kecskemeti 1955, 9)

played against an existing S-game constellation as a background […]. In 
this P-game activity, the formal structure of one actual play of an S-game 
(politics) is preserved; it is not broken down into ‘abstract’ elements. But 
precisely because of this, the political P-game as such does not create the 
image of the political S-game as a whole [as does the war P-game], and 
hence its playing does not give proficiency in playing the game itself.

4 Negotiating Rules for the Game: Political Games at RAND… 



102

Thus, if the results from political games differed from those obtained 
from rigid war games, it was “not because less political knowledge than 
military knowledge is now available or because our political science is just 
too imperfect, but because the political S-game universe is different from 
the military S-game universe and the conditions of P-gameability are differ-
ent” (Kecskemeti 1955, 13). However, Kecskemeti’s argument of the onto-
logical differences of the realities which the games attempted to simulate 
was not taken up by later commentators, who continued to see the lack of 
“knowledge” or “theory” as responsible for the difficulties in achieving both 
realism and replicability in games simulating political processes.

From the available materials, it appears that the development of politi-
cal gaming was a cautious process. The contributing scientists—
Goldhamer, Speier, Hunt, Goldsen, and Kecskemeti—were apparently 
not determined to move forward at any rate. Rather, they appear to have 
groped their way through the forest of factual and organizational intrica-
cies. Documents of repeated discussions with RAND director Collbohm 
and lengthy preparatory memoranda debating the potential of such an 
approach testify to the hesitation with which the social scientists pro-
ceeded. In reality, their approach was novel, and their game was “one of 
the earliest post-World War II games conducted in the United States” 
(Hermann 1968, 275). But quite in contrast to the typical way of 
approaching things at RAND, there is no sign of a light-hearted trial- 
and- error philosophy. They were aware that their proposal was unusual 
for RAND—and at the same time, they were determined to ensure that 
its status as a proper research procedure was acknowledged by relevant 
others. The stakes were high for the social scientists: they wanted to prove 
their division’s value for RAND, and political gaming appeared to pro-
vide a means for that.

 Players, Nature, Referees: Three Rounds 
of Political Gaming, 1955

Bolstered in repeated briefings and conversations, the proposal outlined 
by Goldhamer (1954) was accepted by RAND management and plans 
were made to further develop and finally test the proposed procedure 
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during the first half of 1955 (cf. Goldhamer 1955a, 3). In February 1955, 
after some preparatory sessions, the first game was played in Santa 
Monica. Apart from the already mentioned Speier, Hunt, and Goldhamer, 
the participating scientists were Andrew Marshall, Paul Kecskemeti, 
Nathan Leites, Harvey DeWeerd, and Eleanor Sullivan Wainstein. Joseph 
Goldsen, who had contributed to earlier discussions in the Division’s 
office in Washington, did not travel to Santa Monica. Apart from 
Marshall, who was a member of the Economics Division, all participants 
were members of the Social Science Division. “It was hoped that later an 
opportunity would arise for the participation of other members of the 
Social Science Division, and that at a still later period we would be in a 
position to arrange for the collaboration of additional persons in other 
divisions” (Goldhamer 1955a, 3).

In the first sessions in February, Goldhamer’s proposal was presented 
and assessed. It was then decided not to enter the game at this stage, but 
instead to discuss openly some of the issues the participants expected 
would almost certainly arise in the course of such a game. The purpose of 
this delay was that, on the one hand, the participants would get an 
impression of how substantive issues could be integrated into the pro-
posed game. On the other hand, such a phase of open discussion would 
allow the participants to develop some steps of the analysis required later 
in the game, with the effect that in the game, decisions could rely on their 
results. This phase of open discussion, however, consumed most of the 
time allocated for the game. Participants openly discussed a series of 
issues related to the playing of such a game—for example, the debate on 
limitation or non-limitation of nuclear weapons then of topical interest 
to international policy-makers (cf. Goldhamer 1955a, 4). On the request 
of the participants, Goldhamer prepared “a classification of the threats 
and dangers which U.S. foreign policy was required to meet” (Goldhamer 
1955a, 4) which would serve in steering the discussion. With this classi-
fication at hand, the participants decided to focus on only one specific 
class of conflicts. Furthermore, it was decided that the game should be 
restricted to only one arena (or theater) and that this arena should be 
selected along the available knowledge of the participants. The decision 
was that this arena should be Western Europe. The aim was
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to arrive at a statement of those factors which were likely, on the one hand, 
to increase and, on the other hand, to decrease the likelihood of the S.U. 
making a decision to attack Western Europe […] In the light of the factors 
increasing or decreasing the likelihood of Soviet military attack on Western 
Europe, we then wished to specify what U.S. policies seemed appropriate 
in order to give greater force to the inhibiting factors and less force to the 
inciting factors. (Goldhamer 1955a, 6)

The final list of factors on which the participants agreed is given in 
Table 4.1. As such, this enumeration provides one of the two major out-
comes of RAND’s first political game. Each factor was intensively dis-
cussed, sometimes controversially, but an agreement—the authors did 
not use the term consensus—was reached on all of them as well as on 
their relative importance as regards decreasing or increasing the risk of a 
Soviet attack.

The Soviet willingness to attack was conceived of as an immediate 
product of the listed factors. As Goldhamer (1955a, 11; emphases in 
original) puts it, the game participants “found that the maintenance of a 
U.S. nuclear strategic threat and capability was a dominant factor inhib-
iting the Soviet Union and that this factor was capable of compensating 
for the combined effect of several other factors that might move the S.U. 
toward aggression.” However, Goldhamer added, the participants 
acknowledged that the mere fact that the United States was in the posses-
sion of nuclear weapons was not sufficient—rather, the SU would also 
have to be convinced that this is the case. The question resulting from 
this analysis was how to foster the Soviet belief in American nuclear 
capabilities.

In a next step, the participants decided to define two options for each 
of these factors, a low-cost variant (L) and a high-cost variant (H), always 
speaking from the perspective of the Soviet Union. For instance, when 
the nuclear ability of the United States (factor 2) was low or inexistent, 
this factor would cause only low costs, which in turn increased the likeli-
hood of a Soviet attack. This resulted in eight possible situations (“cases”). 
Factor 6c—harmony at the Kremlin—was omitted because participants 
perceived this to be a prerequisite to Soviet aggression. The resulting 
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Table 4.1 General and specific factors influencing Soviet policy. (Reproduced 
from Goldhamer 1955a, 7–8, with permission of the RAND Corporation)

I. General motivation Power Denial of Western Europe to the West
Gain of Western Europe to the SU

II. Specific factors governing Soviet calculations
1. Strategic use of nuclear weapons

US agreement to the proscription of strategic use of nuclear weapons 
would increase Soviet willingness to accept risk and cost of attack.

2. Nuclear tactical ability
A limitation on nuclear tactical weapons or a low capability in the use of 

them would increase Soviet willingness to attack.
3. Non-nuclear capability immediately and prospectively available in Europe

The higher this capability, the less the likelihood of an attack. We 
recognized here and in point 2 above, however, that an impending 
future large-scale increase in these capabilities can provide a motive to 
attack before they are attained […].

[T]his point suggested that a distinction be made between offensive and 
defensive military capabilities (to the extent that some weapons can be 
distinguished in this manner): the political consequences of these capabilities 
differ. Thus, for example, a belt of nuclear mines is obviously more defensive, 
and therefore less provocative, than deliverable nuclear weapons.

4. European political receptivity
The greater the likelihood, in the event of a Soviet attack, of sabotage or 

civil disorder in the Allied countries, the greater the likelihood of Soviet 
attack. Here again we recognize, however, that, if Western Europe were 
to move politically leftward, this would inhibit Soviet attack, since the 
likelihood of a cheaper acquisition of Europe would be in prospect.

5 (a) US involvement elsewhere
The more committed and the more preoccupied the United States is 

elsewhere, politically and particularly militarily, the greater is the 
likelihood of Soviet attack.

(b) US indifference to Europe
The more the United States appears to have written off Europe, the greater 

is the likelihood of Soviet attack. Similarly, any breach between the United 
States and its European allies would operate in the same direction.

6 The SU internal situation
(a) The military domain
Included here are a variety of points, for example, military loyalty and 

morale, existing military capabilities, commitments elsewhere.
(b) Civil domain
Included here are, among others, civilian loyalty and morale, the state of 

the economy.
(c) Harmony in the Kremlin
It is held unlikely that the SU will engage in a war at a moment when a 

high degree of internal dissension exists at the top levels of the 
leadership. This, of course, does not preclude the possibility that a drive 
toward war may itself produce disharmony.
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matrix (see Table  4.2) informed about what consequences the partici-
pants expected to arise in case one of these specific (future) situations 
would become real or, more precisely, how the risk of Soviet aggression 
was expected to change in case one or more of the enlisted factors 
were changed.

For instance, consider case 4 which denotes the situation that factors 
1, 2, 3, and 6a put the only low cost on a Soviet attack (and are thus 
highly incentive) whereas factors 4, 5, and 6b require high costs. In such 
a situation, what spoke in favor of a Soviet attack was the United States’ 
agreement to limit the use of nuclear weapons to strategic purposes (fac-
tor 1); the US military having shown inability to use the available nuclear 
weapons (factor 2); a lack of other military forces in the Western European 
theater (factor 3); and a high military potential and determinedness on 
the Soviet side (factor 6a). Countering these incentives for aggression, 
what spoke against a Soviet attack was the high probability of resistance 
from the population of Western Europe (factor 4); the minor involve-
ment of the United States in other conflicts and a demonstrated high 
interest in the fate of Western Europe (factor 5); and the internal political 
situation of the Soviet Union which would make it hard for Soviet leaders 
to explain the aggression to their own population (factor 6b).21

Only after clarifying all these issues, the participants felt “that we had 
reached the point where our discussion had provided us with some useful 
themes for cold-war gaming and had clarified some of the gaming proce-
dures themselves” (Goldhamer 1955a, 14). Starting in the second half of 
February 1955, the game “was played in a very informal and tentative 

Table 4.2 Matrix of the likelihood of Soviet aggression. (Reproduced from 
Goldhamer 1955a, 12, with permission of the RAND Corporation)

Case

Factors

1 2 3 4 5 6a 6b

1 L L L L L L L
2 L L L H L L H
3 L L L L H L H
4 L L L H H L H
5 L L H – – L H
6 L H L – – L H
7 L H H – – L H
8 H H H – – H H
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fashion” (Goldhamer 1955a, 14). Goldhamer, Hunt, Marshall, and 
DeWeerd formed the US team; DeWeerd additionally played Great 
Britain. Leites played both the Soviet Union and France, Speier played 
Germany, and Kecskemeti the “rest of the World.” Further, Speier and 
Kecskemeti took over the tasks of the referees and the nature committee. 
The role of the German, British, French, and SU desks in the State 
Department was played by Speier, DeWeerd, and Leites.

The game started from the actual date of the first session, which “meant 
that the state of the world as defined in the game was the real state of the 
world as we understood it to be from both classified and unclassified 
sources” (Goldhamer 1955a, 15). Unlike in later games, moves were not 
written on paper and handed to the referees for inspection. Rather, par-
ticipants discussed openly. They did not attempt to have some form of 
secrecy, which meant that all moves and all justifications were known to 
all the participants all the time.22 “In the first, very informal exercise 
almost all the work of the exercise was done in full sessions of the partici-
pants, the moves being transmitted orally and accompanied by consider-
able analysis as we went along” (Goldhamer 1955b, 7). As a consequence 
both of the informal and open character and of the decision to have an 
extended phase of discussion prior to the start of the game, there was 
little success in “mov[ing] much ahead of the time point at which the 
exercise began” (Goldhamer 1955b, 7).

Based on these first experiences with the new methodology, a second 
political game was played in May 1955 in Washington, and a third game 
again in Santa Monica, taking a full month, from 11 July to 11 August 
1955. From the second game onward, participants were required to make 
their moves in written form and to justify them; open discussion and 
critique of moves as well as the plenary evaluation of the overall situation 
took place in occasional plenary sessions during the game and after its 
conclusion.

Again, the participants of the third game were mostly members of the 
Social Science Division (Schnitzer 1955, iii). The US team consisted of 
Joseph Goldsen, Victor Hunt, and Paul Kecskemeti. The Soviet govern-
ment was represented by J. Gliksman, Léon Gouré, and Andrew Marshall 
(Economics Division). Harvey DeWeerd and Ewald Schnitzer made up 
the European team. Herbert Goldhamer, Abraham M.  Halpern, and 
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Hans Speier were the referees. Additional consultancy came from Oleg 
Hoeffding (Economics Division) and Herman Kahn (Nuclear Energy 
Division). In a side play on the “Formosa question,” Halpern played the 
Asian part.23

Furthermore, an innovation was introduced in the third game, namely 
the “international conference”: the teams could arrange meetings with 
some other teams to discuss specific issues. However, it was not clear how 
the results of these conferences could effectively be integrated into the 
currently running game without losing too much time (cf. Goldhamer 
1955b, 7). Game time started on the day when the game itself started and 
proceeded for eight months, so that the analysis covered the period from 
August 1955 to March 1956.

Again, the game focused on the European theater. The US team 
decided that it would want to put to test the current framework of US 
American policy for Europe, namely the maintenance and strengthening 
of North Atlantic Treaty Organization (NATO). The Soviet team contin-
ued the strategy it perceived as being in current operation. In the course 
of the game, a series of specific events took place of which Goldhamer 
(1955b, 17ff) perceives eight worth mentioning:

 1. A four-minister conference on German reunification and a Western 
security system. Neither side was willing to concede the points of 
major interest to the other side, and the conference was a standoff, 
although both sides were anxious to issue an amicably worded joint 
communiqué. This conference had been preceded by a visit of 
Adenauer to Moscow, which had been equally indecisive.

 2. A unilateral SU demobilization of seven divisions and the withdrawal 
of a corresponding number of troops from East Germany. At the end 
of the exercise the SU was preparing to announce further demobiliza-
tions and also the withdrawal of troops from the Satellites.

 3. A unilateral SU declaration that it would not employ nuclear weapons 
unless they were first used by another power. The SU made strenuous 
but so far unsuccessful efforts to enforce a similar declaration from the 
West. At the same time, the SU tested three thermonuclear devices in 
the five- to twenty-megaton range, and demonstrated short-range 
missile prototypes in Red Square.
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 4. The SU announced the dissolution of the Cominform and moved 
toward creating a worldwide front of left groups, communist and non-
communist. In secret, the Cominform continued.

 5. The SU instigated a European economic conference as a prelude to 
further attempts to increase East-Western trade. During the confer-
ence the Western European powers requested free access to Western 
trade delegations to Iron Curtain countries.

 6. The United States agreed to give Germany naval units within the lim-
its imposed by the Paris Pact.

 7. A four-power disarmament conference led to no positive results but 
also ended with an amicably worded joint communiqué. Neither 
party was willing to concede the minimum requirements of the other. 
Among the proposals advanced was one by the United States to estab-
lish internationally manned radar warning stations located along a sea 
frontier in suitable areas between the United States and SU.

 8. The United States, through the mediation of the United Kingdom, 
arrived at an agreement with Communist China and the Nationalists 
that provided for: a five-year cessation of hostilities between the latter 
two; a plebiscite at the end of this period; admission of Communist 
China to the UN Assembly; annual election of an Asian power to 
Nationalist China’s current seat on the Security Council.

The interpretation of these results, agreed upon by the participants, 
was that the Soviet Union had not considerably improved its position 
within the eight months covered by the game. “Its only important imme-
diate success, however, was its progressive alienation of Yugoslavia from a 
Western or neutralist orientation” (1955b, 20). Furthermore, the Soviet 
Union (in the game) had declared publicly that it did not intend to use 
its nuclear capacity in an aggressive manner.

 The Fourth Round, April 1956

After the third game, it was discussed whether or not to continue with 
organizing such games. Although the members of the Social Science 
Division saw that the potential of the method had, mostly for procedural 
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and/or technical reasons, not yet been fully explored, they were also aware 
of the considerable efforts required to conduct a further gaming exercise, 
especially if it was to counter the shortcomings of earlier rounds. Yet, the 
decision was to give it a go. “The immediate objective for having a Fourth 
Round was to enable us to reach a more definitive judgment on the worth 
of the gaming technique” (Goldsen 1956, 2).

The game took place in April 1956 and was organized like a summer 
school. Participants stayed in Santa Monica for the whole time, so that 
unlike in previous games, “all team members devoted practically full time 
to the exercise” (Goldsen 1956, 6). It took more than three weeks of 
intensive playing and, in terms of man-months spent, was the largest of 
the series. As with the earlier games, it dealt with the “activities of the 
United States and the Soviet Union with respect to each other and to 
Western Europe” (Goldhamer and Speier 1959a, 75). Participants pro-
duced 150 papers in total (Goldsen 1956, 11). In addition to the RAND- 
internal report by Goldsen (1956), W.  Phillips Davison compiled a 
“summary of RAND’s experiments in ‘political gaming’ […] prepared for 
Mr. Henry Heald, President of the Ford Foundation” (Davison 1958, ii) 
from which RAND had received financial support.24 The results of 
RAND’s experiences with political gaming were further summarized in 
what appears to be the best-known paper from this series, namely an 
article cowritten by Goldhamer and Speier, “Some Observations on 
Political Gaming” (Goldhamer and Speier 1959a).25

The fourth round differed from the earlier ones in various respects. 
Most importantly, it did not recruit its participants exclusively from 
RAND. Speier and his colleagues decided to invite external experts to 
join RAND experts. Prior to the start of the game, leading members of 
the Foreign Service Institute (FSI), the US Department of State’s 
 diplomatic training institution, had shown interest in learning about 
the game. Fascinated by its potential applicability as a training device, 
the FSI arranged for the participation of three officers (cf. Goldsen 
1956, 4ff). Partly as a consequence of this decision, the teams were 
considerably larger than in the previous exercises. Together with 
Andrew Marshall and Hans Speier, the Dean of FSI’s School of 
International Studies, Albert B.  Franklin, formed the referee team. 
The United States was represented by Joseph Goldsen, Victor Hunt, and  
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Jeffrey C. Kitchen, an officer from the US Department of State. The 
Soviet Team comprised another Foreign Service Officer, Edward Page, 
Jr., as well as Raymond Garthoff and Robert Tucker from RAND’s 
Social Science Division. Finally, the Western European Team consisted 
of Harvey DeWeerd, Paul Kecskemeti, and Nathan Leites.

In addition, the game provided for a set of RAND experts that were 
available to the teams to tackle questions that went beyond their special-
ties. The list of these Consultants on Special Problems comprised Lewis 
Bohn, Abraham Halpern (both from the Social Science Division), the 
economists Malcolm W. Hoag, Oleg Hoeffding and Charles Wolf, Jr., 
and the physicists Herman Kahn and Arnold Kramish. Ewald Schnitzer 
operated as a Special Assistant. In addition, “[t]he players were assisted by 
a sizable secretarial staff” (Goldhamer and Speier 1959a, 74).

One lesson drawn from the previous rounds was to disentangle game 
time from real time. Instead of starting game time on the date of the 
opening session of the game, the game organizers decided to use a sce-
nario which defined as the start time of the game a time point in a not 
too distant future but sufficiently remote from the present as to inhibit 
actual events from interfering with the game. The scenario of the fourth 
game was written in March 1956 and described a possible state of the 
world of 1 January 1957. The scenario thus allowed for a higher amount 
of control, which engendered two improvements. It “rid them [the par-
ticipants] of the intrusion of current news into the game and served to 
focus it on problems of special analytical interest” (Goldhamer and Speier 
1959a, 74). While the scenario was some sort of extrapolation from the 
state of affairs at the time of writing, and thus was deemed to be plausible 
to the expert, the game organizers also used this increased control capac-
ity with the intent to direct the game: “A certain degree of plausibility was 
worked into the scenario, but some events were introduced primarily in 
order to provide challenging problems for action and analysis” 
(Goldsen 1956, 7).

What did the scene look like? From a global perspective, no wars were 
to begin. In the United States, the favorite Republican candidate, 
President Dwight D. Eisenhower, was to be elected for a second period, 
and the scenario described the atmosphere in US foreign policy with the 
following words (cited in Goldsen 1956, 8):
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Serious U.S. observers note the passing of the year 1956 with considerable 
uneasiness. There is greater confidence that total war is rejected by all major 
powers as a calculated act. The fear of local war abates, partly because no 
U.S. forces are involved in war and partly because it is known among inter-
ested persons that the U.S. government is making a real effort to develop a 
force suitable for peripheral wars.

Whereas the military strength of the U.S. makes some gains, commenta-
tors do not spot any significant political tide turning in favor of the West. 
France’s stability leaves much to be desired. The German scene is of greater 
concern than it was in 1955. Nationalism and anti-colonialism in Africa 
and Asia offer the Soviets more opportunities for activity than are seen or 
seized by the U.S. government. The policies of deterrence and containment 
are seen as more on the defensive than before, while rollbacks of commu-
nism appear less possible. With 1956 being an election year, the 
U.S. Congress and Administration are careful to avoid risky initiatives in 
foreign affairs lest domestic political opposition be aroused. The uneasy 
peace continues as the new year dawns.

The Soviet Union, in the perspective of the scenario writers, made no 
overly aggressive move in the nine months covered by the projection. It 
continued to modernize its armed forces and to pursue a moderate for-
eign policy.26 Further, it was assumed that throughout 1956, a war 
between Arabs and Israelis could be avoided, but that the whole region 
was characterized by high political instability.

The scenario was distributed prior to the beginning of the game. Thus, 
lengthy and retarding discussions about the state of the world at the 
beginning of the game, as had happened in the first game, were avoided. 
Similar to the earlier games, all teams except the US team were told to 
make only the most plausible moves. They “were expected to behave 
according to their best judgments of how in fact the governments they 
represented would behave in the context of the events developed in the 
game” (Goldsen 1956, 10). In contrast, the US team had more freedom 
to choose strategies that at first sight appeared unlikely to be those taken 
in real life. They were not required to follow what they perceived as being 
the most plausible alternative but instead could test several strategies. 
Although their moves were tested for plausibility by the referees, they 
were deliberately and openly less strict. A paper assembling these and 
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further rules was distributed among the participants prior to the start 
of the game.

In principle, players could make two kinds of moves, open moves and 
“game classified” moves. Open moves were announced to all participants 
after inspection by the referees. Game-classified moves, on the other 
hand, were the (Goldsen 1956, 11)

equivalents of private or secret diplomatic exchange or of intelligence. The 
Referees, in their capacity as controllers of information, could “leak” the 
contents of “game classified” papers, in whole or in part, accurately or in 
distorted form—thus serving as surrogates for the intelligence function in 
the political process or for actual “leaks” of classified information in the 
free press.

Moves had to be put down on paper, “dated in game time and numbered 
sequentially with reference both to the action of each team and to the game 
as a whole” (Goldhamer and Speier 1959a, 75). They were then checked by 
the referees for plausibility; the referees could also ask for further clarifica-
tion or justification. In turn, the decisions of the referees were also open to 
criticism and revision by the game participants. As it turned out, the major-
ity of the 150 papers produced by the participants were open moves; some-
times, game classified papers providing background information on the 
policy calculations behind the moves accompanied them. The events simu-
lated in the three weeks of playing reached far into the summer 1957 game 
time. After the game had finished, all records were thrown open for inspec-
tion by the participants, who then assembled in “assessment sessions” to 
discuss the outcomes and procedural features of the game.

Initially, the social scientists at RAND had embarked on the political 
gaming exercises to find answers to a set of questions which the final 
report (Goldsen 1956, 1f; cf. Brewer and Shubik 1979, 61) summarizes 
as follows:

 1. Would a political “game” be a useful technique for generating fore-
casts of political developments and for sharpening our estimates of the 
probable consequences of policies pursued by various governments in 
international affairs? Is gaming a useful way to test the comparative 
worth of political strategies and tactics?
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 2. Would the partial simulation of reality in the game, in which partici-
pants try to play the role of responsible government officials, provide 
a stimulus to political inventiveness? Does the game situation intrinsi-
cally foster a stronger motivation for imaginative political thinking 
than other forms of political stimulation [!]? Would a game approach 
add significantly to the quality of political analysis over and beyond 
that which might be achieved by the more conventional techniques of 
research and analysis?

 3. Would the game device serve to call sharpened attention to those 
problems of international politics in need of special research and fur-
ther study? Would these problems be elicited in a clearer and more 
useful way than might otherwise be the case if one looked for worth-
while research projects outside of the action context imposed 
by the game?

 4. Would the game procedure be especially useful for educational and 
training purposes? Would it substantially help research people to 
acquire a heightened sensitivity to problems of political strategy and 
policy consequences? And would it be useful for giving policy-makers 
a means for analyzing more deeply the implications of events in the 
context of an unfolding political process?

The answers of RAND’s social scientists to these questions were partly 
positive, partly dismissive (cf. Goldsen 1956; Goldhamer and Speier 
1959a). As regards the first question, the social scientists were skeptic that 
the proposed procedure could be used for testing political strategies. 
Although the third and the fourth games took several weeks each, the 
time was not sufficient to thoroughly develop strategies or sensibly com-
pare several strategies against each other. “Sets of policies were enunciated 
and several important problems were worked on, but the three weeks of 
play were far too brief a time for a ‘test.’” (Goldsen 1956, 31) Goldsen 
concluded that while the SSD now felt safe to claim that the technique 
could theoretically be used to compare various strategies, practical mat-
ters made this more or less impossible. Referring to a huge collaborative 
effort in tactical and strategic simulation undertaken by RAND at that 
time, SIERRA, he stated that
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[f ]rom a practical standpoint we have grave doubts about the wisdom of 
attempting a program of the requisite scale involving a relatively prohibi-
tive commitment of manpower and expenditure of other resources. Since 
we must consider the marginal utility of our resources we have concluded 
that it is beyond our capacity to embark upon a program of the magnitude 
of SIERRA, or quite possibly larger. It is our judgment that the results 
which might be achieved would not be worth the sacrifice of the time, 
money, energy, and neglect of other pressing problems. (Goldsen 1956, 32; 
emphasis in original)

Nonetheless, several instances could be observed where the real devel-
opments did “‘confirm’ a number of the statements made or propositions 
taken in the game in the sense that reality has ‘imitated’ the play” (Goldsen 
1956, 33). However, Goldsen warned against taking these “confirma-
tions” too seriously. Quite a few of them, he said, were not a proof of the 
players’ capacities, but rather of the rootedness of the future in what can 
be observed in the present.

When assessing the second question, the social scientists argued that 
the potential of political gaming with regard to inventiveness should be 
assessed in comparison to the situation where a single analyst—or a team 
of analysts collaboratively—produces an evaluation of a specified set of 
strategies. While being reluctant regarding the stability of results, the 
social scientists were nonetheless convinced that “the game does provide 
some testing of a strategy prior to the test made by history itself ” 
(Goldhamer and Speier 1959a, 78). It did so by restricting the influence 
of the individual analyst. The game provided a structure of analysis that 
traded the freedom of the individual analyst for a higher degree of real-
ism. In a game, the outcome emerged from the interaction of various 
ideas, thereby moving the control away from the single analyst. The anal-
ysis itself is thereby transformed into a collaborative endeavor, and it was 
this feature that justified the inclusion of political gaming in the ana-
lyst’s toolkit.

Finally, questions three and four were answered positively. The involved 
social scientists saw strong evidence that gaming led to an increased polit-
ical sensibility. They reported that this was a widespread impression 
among the participating experts. “Seeing new inter-connections of earlier 
insights or the acquisition of factual knowledge seems to have been con-
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siderably fostered by the game and by the psychological impact of the 
game context on the productivity of the players” (Goldsen 1956, 36). 
This was especially the case, Goldsen reported, with the participating offi-
cers from the US Department of State, who “were particularly emphatic 
in their belief that much had been learned” (Goldsen 1956, 36). 
Considering the use of political games in academic training, Goldsen 
cautioned that the same educational value would probably not emerge in 
academic training: “We are convinced that the educational value of the 
RAND Exercise is largely due to the fact that very considerable area 
knowledge and political sophistication are brought to bear” (Goldsen 
1956, 37). Nonetheless, students could profit from both the 

lively setting in which students of politics, acting as observers or apprentice 
participants, can learn a good deal about the structure of the contemporary 
political world and about some of the reasons behind political decisions. 
Factual information takes on a new interest and importance when it is 
required for intelligent participation in the game, and political principles 
assume special significance when they are illustrated by political actions 
and situations with which the student is associated as a participant. 
(Goldhamer and Speier 1959a, 79)

A further “educational benefit” realizable by political gaming could be 
seen in its potential “to give players a new insight into the pressures, the 
uncertainties, and the moral and intellectual difficulties under which for-
eign policy decisions are made” (Goldhamer and Speier 1959a, 79).

Considering the massive financial and administrative effort required to 
carry out political games, the SSD finally suggested not to pursue this 
approach any further. RAND stopped with political gaming after this 
fourth round and left it to other organizations—most notably a group 
directed by Lincoln P. Bloomfield at the MIT—to further develop this 
approach (see Chap. 7).

 The Surplus of Direct Interaction

The political gaming structure developed by RAND’s Social Science 
Division in the 1950s received wide acclaim. In hindsight, Brewer and 
Shubik (1979, 61) contended that the game’s “place in the development 
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of manual or free-form gaming, both within Rand and in the larger gam-
ing community, is central.” True, political gaming was novel, and 
RAND—as a place where the concepts of game and gaming were already 
held in high currency—turned out to be the fertile soil required to turn 
an invention into an innovation. Yet what kind of innovation political 
gaming represented was not so clear. A constant cautioning against any 
premature labeling of political gaming as “scientific,” “reliable,” or even 
“predictive” research procedure permeated the papers produced by the 
inventors of political gaming. Summarizing RAND’s experiments with 
political games, Goldhamer and Speier (1959a) maintained that the prin-
cipal difficulties encountered by political gaming are those inherent in all 
applied social scientific work: To predict future developments in the 
social life on the basis of currently available empirical and theoretical 
knowledge was impossible.

But, granted this, the authors continue, “there still remains the prob-
lem of making the most effective use of any given level of empirical 
knowledge and theory” (Goldhamer and Speier 1959a, 77). And political 
gaming was a method which attempted to make use of available knowl-
edge. It did so by setting in interaction the knowledge brought to the 
game by the various experts. Expert opinions crucially informed the dis-
cussions both within the smaller group and in the plenary sessions. But 
expert opinions were certainly not on the same epistemological level as 
empirical data or theoretical propositions. Especially in comparison to 
Delphi, there was a high agreement amongst the practitioners as to the 
purposes for which one could use political gaming, and which expecta-
tions the technique would probably never be able to meet. As a conse-
quence, the shape of the technique and the methodological reasoning 
that accompanied its uses show a high degree of continuity: the para-
digm, so to speak, was stable from the very beginning. The caveats put 
forth by Goldhamer in the first paper on political gaming, written even 
before the first game had been carried out, are essentially the same as the 
caveats mentioned later by Lincoln Bloomfield and his colleagues at MIT.

With the Delphi inventors, the developers of the political game agreed 
that experts are valuable sources of information in policy analysis. Both the 
proponents of Delphi and of political gaming argued that the implicit 
knowledge of experts should be used to supplement available knowledge 
and to point out implicit, non-formal relations and interdependencies 
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between empirical and theoretical knowledge. Both techniques of 
prospection represented attempts to pool expert knowledge and expert 
opinions in a way that transgressed the limitations involved in listening 
to single experts. However, the expectations toward the expert, and 
consequently their epistemic roles, differed considerably  (cf. Dayé 
2014, 2016). Delphi implied that the success of the method increased 
with the amount of control the study leader had on the interaction 
amongst the participants. If possible, any direct interaction had to be 
avoided, because social-psychological processes of mutual exchange 
and adaptation potentially distorted the individual expert’s opinion. 
Political gaming, on the other hand, deliberately used face-to-face inter-
action as a means to achieve a more realistic outlook. Thus, questionnaires 
were not deemed useful methods for gathering data, but group discus-
sions were.

The first Delphi study had claimed that the expert was able if not to 
predict, then at least to forecast—that is, to evaluate how likely a state-
ment on the future appeared in view of a set of evidence. Political gaming 
also produced perspectives on the future, but from an epistemological 
standpoint, these perspectives were different. Rather than producing a 
forecast, political gaming resulted in a collective version of what psy-
chologists call foresight, that is, the mental capacity of humans to imag-
ine a future as an aid to decision-making in the present (Suddendorf and 
Corballis 2007; Bulley et al. 2017). Following Mallard and Lakoff (2011), 
this collective version of the subjective foresight can be called prospection. 
The perspective emerging from political gaming was marked by higher 
uncertainty than the one resulting from Delphi; yet, it helped to orient 
decision-making in the present, and it did so within a collective, which in 
turn diminished the uncertainty.

Notes

1. A comprehensive and systematic treatment of the issue has been pro-
duced by Martin Shubik (1975).

2. In the popular use of the term, war gaming can refer to a rather diverse 
range of unrelated activities. The term is used to denote lay actors who, 
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dressed in historical uniforms, reenact famous battles (e.g., cf. Thompson 
2010), or the activities of the owners of tin-soldier armies. In our case, 
war games are simulations that aim to provide insights into problems 
related to operations on a battlefield for testing tactics and thereby sup-
porting military decision-making (Weiner 1959). Similar procedures 
can also be used for the scientific reconstruction of historical battles 
(e.g., see Sabin 2009) and for educational purposes (Sabin 2012).

3. The history of game theory has been the subject of a range of studies 
from scholars with diverse backgrounds. One important source is the 
collection of essays edited by Roy Weintraub (1992); more recent contri-
butions to the intellectual history of Cold War game theory include 
Erickson (Erickson 2015) and Amadae (2016).

4. The range and reverberation of the work of RAND-affiliated game theo-
rists can for instance be assessed by browsing the bibliography of the first 
textbook-like monograph publication in the field, Luce and Raiffa 
(1957), or the collection of essays edited some years later by Shubik 
(1964). A similar listing of prominent game theorists in William 
Poundstone’s popular book on game theory, Prisoner’s Dilemma 
(Poundstone 1993, 94), wrongly names Anatol Rapoport. I thank 
Andreas Diekmann, Zurich, for pointing out that Rapoport never had 
an affiliation with RAND.

5. There is an anecdote on John Williams offering a RAND consultant 
contract to von Neumann. In a letter to von Neumann, Williams 
described his expectations as follows: “In practice I would hope […] that 
members of the Project [RAND] with problems in your line (i.e., the 
wide world) could discuss them with you, by mail and in person. We 
would send you all working papers and reports of RAND which we 
think would interest you, expecting you to react (with frown, hint or 
suggestion) when you had a reaction. In this phase, the only part of your 
thinking time we’d like to bid for systematically is that which you spend 
shaving: we’d like you to pass on to us any ideas that come to you while 
so engaged” (Poundstone 1993, 94).

6. JOHNNIAC is said to be a tongue-in-cheek acronym for John v. 
Neumann Numerical Integrator and Automatic Computer. The machine 
is based on the architecture von Neumann developed for the computer 
of the Princeton Institute for Advanced Studies (Gruenberger 1968; 
Campbell 2004; Akera 2007; Gerovitch 2002).

7. Certainly the most sophisticated overview of RAND gaming activities is 
Brewer & Shubik (1979, esp. 59–66). The authors discern five types of 
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games and simulations: (1) political, diplomatic, military, and crisis 
games; (2) strategic games; (3) tactical games; (4) logistics games; and (5) 
applications of game theory.

8. On the next page, one finds a nice example for the state of the art in 
research ethics at that time. “A series of trials will be made, in some 
instances, in which some subjects will repeat. Such a series enables the 
experimenter to condition his subjects. It also provides information con-
cerning the dynamics of the group process. ‘Stooges’ may be used to give 
the experimenter stronger control over the subjects. Drugs, hypnosis, 
and surgery could eventually be employed for similar purposes. It may 
be instructive to make some trials with rats, or pigeons, as well as with 
normal and abnormal human subjects” (Flood 1951, 2).

9. On the series of SAFE games played at RAND (or with RAND involve-
ment), see also Helmer and Brown (1962), Brown and Paxson (1975), 
and Brewer and Shubik (1979, 103–106).

10. One of the games developed at RAND reportedly relied on the IBM 704 
computer and some predefined algorithms (Mood 1954, 10).

11. In The War Game, sociologist Irving L. Horowitz made a similar point: 
“A major difficulty with the thinking of the new civilian militarists is that 
they study war while ignoring politics. […] [I]n the universe of cold war 
we are confronted precisely with politics. The difficulties of United States 
foreign policy in relation to those emerging nations undergoing rapid 
social and economic changes stem, in the main, from nonmilitary causes. 
The difficulties of Soviet foreign policy in relation to such ostensible 
socialist allies as China and Yugoslavia also arise from nonmilitary 
sources. Hence, the settlement of world problems cannot very well be 
made in terms of a ‘delicate balance of terror’ [a concept developed by 
RAND’s Albert Wohlstetter] simply because this mode of analysis hap-
pens to nicely fit a two person, zero-sum framework supplied by game 
theory. Quite on the contrary, if von Clausewitz was correct in asserting 
that war implies politics by other means, then it must also be the case 
that peace implies policies by political means” (Horowitz 1963, 60–61; 
emphases in original).

12. Apart from Speier’s autobiographical writings, an important source is the 
interview conducted with him by Martin J. Collins in Speier’s home in 
Hartsdale, NY, on 5 April 1988, as part of the Smithsonian Institution’s 
RAND Oral History Project, Box 10, Folder 14; see http://sova.si.edu/
record/NASM.1999-0037 (last visited 25 April 2017).
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13. Another collaborator on the project was political scientist Harold 
Lasswell who had written his dissertation on propaganda during World 
War I. When the US entered World War II, both Speier and Lasswell 
went to Washington, where Lasswell served as Chief of the Experimental 
Division for the Study of War Time Communications at the Library of 
Congress (Herman 1995, 24, 32, 160).

14. Cf. https://harthousechess.com/history/ (last visited 23 August 2019).
15. The game can be inspected at http://www.chessgames.com/perl/

chessgame?gid=1044407 (last visited 23 August 2019) and https://www.
youtube.com/watch?v=CyFma_qk-J0 (last visited 23 August 2019).

16. Transcript of interview with Hans Speier by Martin J. Collins, 1988, 
Smithsonian Institution RAND Oral History Project, Box 10, Folder 
14, p. 60. One thus can conclude that even though they both lived in 
Berlin at the same time, they did not meet there.

17. Professionals who could not arrange their participation included 
McGeorge Bundy, George Kennan, and Robert K. Merton.

18. Here and below, the current equivalents were calculated using http://
www.dollartimes.com/inflation/dollars.php.

19. The story behind the founding of Ford’s Behavioral Science Program 
(BSP) is a wonderful example of the density of the personal networks 
that defined Cold War social science. The BSP was instigated by a report 
written for Ford by a committee led by H.  Rowan Gaither, the San 
Francisco lawyer and long-term trustee of RAND, in 1949 (cf. Solovey 
2013, 112–19). Internal discussions at Ford continued, and in early 
1951, the foundation’s new president, Paul Hoffman, asked Gaither to 
implement the report’s suggestions and create a program for behavioral 
science. Gaither agreed, and asked three persons to join him: psycholo-
gist Donald Marquis, who had already been his co-author for the 1949 
report and also was a Project Troy veteran; Bernard Berelson, a public 
opinion researcher who would later become the head of the BSP; and, 
finally, another Troy veteran, Hans Speier, for whom Gaither arranged a 
four-months leave from RAND with a monthly salary of $1416.67 
($14,240 in 2017) plus social expenses (letter from Goldstein to Gaither, 
15 June 1951, HSP Box 9 Folder 17). It was this group who decided to 
support the founding of CENIS. Already prior to Project Troy, Speier 
reportedly had close ties to the Ford Foundation, fostered in part by the 
fact that a considerable proportion of the foundation’s activities were 
steered from their offices in Pasadena, CA, and thus not far from RAND’s 
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headquarters (cf. Schwoch 2009, 185). Speier was also involved in the 
foundation of Center for Advanced Study in the Behavioral Sciences (cf. 
Bessner 2018, chap. 7).

20. Goldhamer (1954, 3) emphasizes that the members of the latter two 
groups do not have to speak with one voice: “The fact that a group of 
players represents a multiplicity of ‘other governments’ or, in the case of 
the communist bloc, such countries as the Soviet Union, China, Poland, 
etc. does not, of course, imply that the players representing these groups 
operate as if all these governments were without interest of their own. 
Teams representing diverse governments are simply assuming multiple 
roles and are not operating as the representative of a unified interest.”

21. A further “result” of this matrix and the accompanying discussion was 
that “relationships of dominance” between the various factors could be 
determined (Goldhamer 1955a, 12):

1, 2, 3, 6a > 4, 5, 6b
1, 2, 6a > 3
1, 6a > 2
6c > 1, 6a

Apart from the harmony in the Kremlin, thus, the most dominant fac-
tors increasing the likelihood of a Soviet attack were, in the view of the 
experts, the limitation of nuclear weapons use on the American side and 
the morale and status of the Soviet armed forces. Put in terms of policy 
advice, in order to avoid a major nuclear war, one has to undermine 
morale in the Kremlin (6c) and the Soviet army (6a), and maintain and 
develop the potential to destroy the enemy by means of nuclear weap-
ons (1, 2).

22. Nonetheless, since they had access to restricted information, participants 
were expected not to discuss the games with people outside RAND. 
Herbert Goldhamer, his wife recalled, never mentioned anything sub-
stantial from the games at home (cf. Interview with Joan D. Goldhamer 
by the author, 24 August 2011, pp. 8–9).

23. Formosa was the name the Portuguese sailors gave to the Island of Taiwan 
when they reached it in the mid-sixteenth century. In January 1955, 
some months before the Social Science Division started the first game, 
the Eisenhower Administration had decided on a commitment of the 
United States to shield specific territories in the West Pacific against an 
imminent invasion of the Chinese army. The Formosa Resolution was a 
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reaction to the Chinese bombing of several islands in the Taiwan Strait, 
and eventually led to a peace agreement between China and the United 
States.

24. In the documents I inspected, there were no details regarding the amount 
of support or the exact source. Such information can very likely be found 
in the Ford Foundation Records in the Rockefeller Archive Center in 
Sleepy Hollow, NY.  However, one can assume that the money came 
from the BSP to which Speier still functioned as a consultant. And the 
fact that there was a separate report prepared for the FF’s president fos-
ters the conclusion that the financial support was not insignificant.

25. The report was distributed as P-1679-RC at RAND in the spring of 
1959 (Goldhamer and Speier 1959b) and appeared in print in World 
Politics in October that year (Goldhamer and Speier 1959a). It was 
republished at least twice: in Martin Shubik’s (1964) reader Game Theory 
and Related Approaches to Social Behavior and in Speier’s (1969) book 
Force and Folly.

26. We might note here that the Hungarian revolution of October 1956 and 
the violent reaction by the Red army had not been anticipated in the 
scenario.
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5
The Oracle’s Epistemology: Expert 

Opinions as Scientific Material, 
1955–1960

 Pragmatic Positivism

In many ways, RAND was a special place in the first decades of its exis-
tence. An informal yet rigorous style of intellectual exchange distin-
guished it from contemporary academia. A famous episode has it that 
John von Neumann, “one of the greatest mathematicians of our time” 
(Interview with Hans Speier by Martin Collins, 1988, p. 39), was giving 
a talk at RAND. Hans Speier remembered the scene:

So here is this great man, Johnny von Neumann, and writes something on 
the blackboard, and people listen. An unknown person from the mathe-
matics division in his early twenties says, “No, no, that can be done much 
more simply.” […] Now my heart stood still because I wasn’t used to this 
sort of thing. Johnny von Neumann said, “Come up here, young man. 
Show me.” He goes up, takes the piece of chalk, and writes down another 
derivation, and Johnny von Neumann interrupts and says, “Not so fast, 
young man. I can’t follow.” (Interview with Hans Speier by Martin Collins, 
5 April 1988, p. 39)
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As required for such stories, it later turned out that the young man was 
right. Moreover, Lloyd S. Shapley (1923–2016), as the young man was 
called, would go on to receive the 2012 Nobel Memorial Prize in 
Economic Sciences (with Alvin E. Roth).

Such events certainly made a place like RAND unique, at least for 
some observers. For others, the distinct character of RAND arose from 
the high value it placed on interdisciplinary collaboration. “The very nice 
thing about RAND,” philosopher Nicholas Rescher stated, was that it 
was “less given to tight disciplinary matrices and had more opportunities 
for interaction and interrelationships. They weren’t always seized, but 
they were at least there as opportunities” (Interview with Nicholas 
Rescher by the author, 1 September 2011, p. 5). RAND researcher Albert 
Wohlstetter emphasized that interdisciplinarity distinguished RAND 
from the universities where “there was really no genuine interdisciplinary 
work” (Wohlstetter, cited in Bessner 2015, 31).1 To be sure, interdiscipli-
narity at RAND was not without its frictions. In his biographical recol-
lections, Speier pointed out that some colleagues assumed an implicit 
hierarchy of the scientific disciplines, with the social sciences at the bot-
tom and mathematics, physics, and the highly mathematized forms of 
economics practiced at RAND at the top. Speier complained:

Only a few mathematicians, physicists, or engineers had an adequate 
understanding of the contribution social scientists could make in working 
on problems of national security. Either they believed in the omnipotence 
of social scientists, expecting that they could build castles in the air the way 
one builds bridges across a river, or they held the equally inappropriate 
view that socials scientists were not concerned with anything scientific at 
all and the solution of political problems could therefore just as well be left 
to astrologers, charlatans, or poets. (Speier 1989, 22)

Former RAND affiliate Martin Shubik concurred:

There were a few of us, and RAND encouraged it, who did considerable 
interdisciplinary work. And certain groups, like the political group that I 
mentioned, Wohlstetter, Goldhamer, did talk to the mathematicians and 
to the war gamers fairly openly and often. But to a certain extent,  disciplines 
still stayed apart. And it was only a handful of us who really wandered over 
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all of the disciplines. So I say this because to some extent, I saw RAND 
from a heavy interdisciplinary area, but had I been an engineer, it would 
have looked very different. Or had I, you know, there were lots of other 
people, or for … except for Herman Kahn, the physicists were basically off 
in a corner. (Interview with Martin Shubik by the author, 2 September 
2011, p. 4)

Thus, praising RAND as the (lost) paradise of true interdisciplinarity, 
as it is sometimes done (e.g., Campbell 2004), almost certainly conceals 
the underlying frictions, inequalities, struggles, and disagreements (cf. 
Bessner 2015).

Another aspect positively emphasized by RAND affiliates was the easi-
ness with which the boundaries between RAND and the universities 
could be crossed. Researchers from both camps took sabbaticals to spend 
time on the other side. RAND invited university professors to spend the 
summer months in their Santa Monica buildings close to the Pacific 
Ocean. In turn, RAND researchers held visiting professorships at presti-
gious universities or were invited as fellows to places like Stanford’s Center 
for Advanced Study in the Behavioral Sciences. In fact, as Joy Rohde 
(2013) argues, this ease of transgressing the boundaries between academic 
and non-academic sites of knowledge production was a more general 
phenomenon. Many campuses across the country housed organizations 
engaged in researching topics of relevance to military and political 
decision- makers, mostly in the form of Federal Contract Research Centers 
(FCRCs). To repeat the metaphor Rohde uses, a gray area of policy- 
relevant knowledge production had emerged, uniting FCRCs with uni-
versities, non-academic research organizations, the armed forces, 
government agencies, and other, especially philanthropic, patrons. Only 
in the late 1960s, the gray of this area began to separate more clearly into 
its two constituents black and white, when student protests and other 
developments led to an increasing separation of university and non- 
university research and forms of oppositions like basic versus applied 
became more important tropes in the self-description of academic social 
science. “By retreating from government research and advising, academic 
social scientists unwittingly ceded more territory to the Pentagon’s 
increasingly insular network of contract research agencies” (Rohde 2013, 
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147). The walls had grown, and intellectual exchange faded. As a conse-
quence, non-university policy research disappeared from the fora of aca-
demic quality control.

Nonetheless, during the 1950s, the situation was still characterized by 
a high permeability between academia and other research organizations. 
This concerned both individuals and their ideas. While the close relation-
ship to the Air Force certainly fostered a technical and practical spirit, 
RAND researchers were also able to pursue more academic, or basic, 
projects. A case in point is Olaf Helmer. In parallel to his contributions 
to the development of techniques of prognosis, like Delphi and various 
war game designs, Helmer still entertained an interest in philosophical 
and epistemological issues. In the years following the first Delphi study, 
he became interested in establishing an epistemological foundation for 
the systematic use of experts. Discussions on such topics intensified when 
Nicholas Rescher (1928–) joined the Mathematics Division in 1954. 
Born in Germany, Rescher had moved to the United States with his fam-
ily at the age of ten. Later, he enrolled at Queens College, New York, 
where he took some courses led by Carl G. Hempel. After graduate stud-
ies in Princeton, Rescher earned a Ph.D. in Philosophy in 1952 upon 
submitting a dissertation on Leibniz’s philosophy of science. This earned 
him a teaching assignment for the following year, which he also used to 
collaborate with another German émigré philosopher Paul Oppenheim 
(cf. Rescher 2006, 292). After two years of military service spent mainly 
in Washington, DC, Rescher was happy to learn that RAND had accepted 
his job application and moved to California together with his wife. At 
RAND, Rescher remembers, things were changing when he arrived. 
“When I came, there was a kind of transition, a transition from people 
worrying specifically about one particular issue and people worrying 
about a more general methodology, and its rationale and how it might 
work” (Interview with Nicholas Rescher by the author, 1 September 
2011, p. 3). Helmer and Rescher realized that they shared an interest in 
epistemology and decided to pursue this interest together. In early 1955, 
they began meeting weekly in either Helmer’s or Rescher’s home—in 
Mandeville Canyon Road or Bestor Boulevard, respectively—and “spent 
many pleasant evenings […] talking epistemology” (Rescher 2002, 91).2 
The outcome of these discussions was a longer piece entitled “On the 
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Epistemology of the Inexact Sciences” (OEIS). OEIS was first issued as 
RAND paper P-1513, in October 1958, and published in Management 
Science in the following year (Helmer and Rescher 1959).3

The article provided the basis of several to follow in which Helmer 
addressed the question whether or not operations research, policy analy-
sis, or however one wanted to call the research activities carried out at 
RAND and elsewhere, figured as “science,” a question that puzzled many, 
so by far not all, contemporaries (cf. Thomas 2015, 193–198). It opened 
with an attack on the belief that among the academic sciences, some were 
exact and some inexact. This belief was, as the authors put it, “a fiction of 
long standing,” because it “finds a difference in principle where there is 
only one of degree” (Helmer and Rescher 1959, 25). Exactness, they 
claimed, was not a defining characteristic for a science; neither was the 
use of formalization or mathematical notation. Rather, what rendered 
any intellectual effort scientific was, firstly, the attempt to explain and 
predict specific and specified phenomena and, secondly, to do so in an 
intersubjectively verifiable manner. This definition of science, they 
emphasized, potentially included all branches of science, the natural as 
well as the social sciences as well as the humanities. “[A] discipline which 
provides predictions of a less precise character, but makes them correctly 
and in a systematic and reasoned way, must be classified as a science” 
(Helmer and Rescher 1959, 25).

We might note in passing that this definition, by pushing the defini-
tional weight to the concept of discipline as well as to terms like “rea-
soned” without any further explication, remained itself unclear. However, 
it was already a servant to the main thrust of their position: to rehabilitate 
those sciences that were pejoratively labeled as inexact. To the authors, 
exactness as a criterion for judging about sciences was a myth held as 
widely as—and related to—the belief in the existence of two classes of 
sciences. Instead, a closer look at the sciences would reveal that whole 
branches of the natural sciences were inexact. Indeed, they maintained, 
only a minority of fields in the natural sciences were exact in the sense 
that they predominantly consisted of formal and mathematical expres-
sions. Referring to medicine, parts of aerodynamics and high tempera-
ture physics, Helmer and Rescher argued that many parts of the natural 
sciences were “still intermingled with unformalized expertise” and that 
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“inexactness is not a prerogative of the social sciences” (Helmer and 
Rescher 1959, 26). Were exactness a sensible criterion, one would have to 
negate the scientific character of these branches of activity. On the other 
hand, the definition they submitted would allow calling these endeavors 
scientific, because obviously, they attempted to explain and predict phe-
nomena in an objective, that is, intersubjectively verifiable manner.4

This misconception of the character of science as adherent to the myth 
of exactness has had disturbing consequences. “Indeed, the artificial dis-
crimination between the physical sciences with their (at least in principle) 
precise terms, exact derivations and reliable predictions as opposed to the 
vague terms, intuitive insights and virtual unpredictability in the social 
sciences has retarded the development of the latter immeasurably” 
(Helmer and Rescher 1959, 26).5 But if there was such thing as inexact 
science, what was specific about it? And taking into account that the 
exact sciences dominated much of the thinking in the philosophy of sci-
ence, how might “the foundations for a uniform epistemology of all of 
the inexact sciences” (Helmer and Rescher 1959, 27) be laid?

In seeking to answer this question, Helmer and Rescher explored the 
role of selected epistemological concepts in the inexact sciences. They 
began with historical laws, which they define “as a well-confirmed state-
ment concerning the actions of an organized group of men under certain 
restrictive conditions (such group actions intended to include those of 
systems composed conjointly of men and nonhuman instrumentalities 
under their physical control)” (Helmer and Rescher 1959, 27). In con-
trast to the idea that history is merely a descriptive undertaking, they 
claimed that any historical argument required such general statements.6 
Historical laws shared three features: they were (or could be) formulated 
in a law-like manner, they had clear references to (past) time and space, 
and they were loose. “Loose” in this context meant that the conditions 
implied in historical laws cannot be spelled out completely. To make their 
point, Helmer and Rescher discussed in more detail the example of marine 
battles in early modern history: “In the sea fights of sailing vessels in the 
period 1653–1803, large formations were too cumbersome for effectual 
control as single units” (Helmer and Rescher 1959, 27). The claim that 
historical laws were loose was supported by pointing out that the law-like 
statement on sailing fleet tactics depended on knowledge of sailing, 
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weather, and ordnance; to take only the latter, knowledge about the ord-
nance ramified into ballistics, metallurgy, mining, and so on.

As the authors noted, this looseness obviously contradicted the univer-
sal character usually attributed to natural laws. Since the historical com-
plexity required a selection of specific factors out of the pool of all relevant 
factors, historical laws must perforce allow for exceptions. It was thus 
more precise to understand historical laws as rules, Helmer and Rescher 
wrote, proposing to call such rule-like laws “quasi-laws.” In order for a 
quasi-law to be valid,

it is not necessary that no apparent exceptions occur; it is only necessary 
that, if an apparent exception should occur, an adequate explanation be 
forthcoming, an explanation demonstrating the exceptional characteristic 
of the case in hand by establishing the violation of an appropriate (if hith-
erto unformulated) condition of the law’s applicability. (Helmer and 
Rescher 1959, 29)

In line with their earlier argument, Helmer and Rescher claimed that 
quasi-laws were found quite often even outside the historical or social 
sciences. They would appear frequently in the natural sciences, a fact that 
writers on the methodology of the physical sciences tended to overlook.7 
“Indeed some branches of the social sciences are in better shape as regards 
the generality of their laws than various departments of physics, such as 
the theory of turbulence phenomena, high-velocity aerodynamics, or the 
physics of extreme temperature” (Helmer and Rescher 1959, 30). 
Therefore, quasi-laws appeared not only to deserve a more sustained 
interest by philosophers of science; rather, they might also serve as a sta-
ble and fertile starting point for an epistemology of the inexact sciences. 
Philosophers of sciences, Helmer and Rescher (1959, 30) pleaded, 
“should realize that the seemingly thin line between vagueness and vacu-
ity is solid enough to distinguish fact from fiction reasonably well in 
practical applications.”

The first litmus test of quasi-laws as starting point of a new epistemol-
ogy concerned their function in explanation and prediction. The authors 
noted that Hempel and Oppenheim’s (1948) well-known definition of 
explanations as deductive-nomological inferences failed to include statis-
tical laws and quasi-laws. As both statistical laws and quasi-laws were 
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non-universal statements, a deductive inference was impossible. 
Nonetheless, the basic requirement remained the same: since a satisfac-
tory explanation relying on non-universal laws could not logically entail 
the hypothesis, it must succeed “in making the statement to be explained 
highly credible in the sense of providing convincing evidence for it” 
(Helmer and Rescher 1959, 31; emphasis in original).

On the basis of the discussion so far, Helmer and Rescher turned 
against the parallel usually drawn by fellow philosophers of science 
between explanation and prediction. A standard proposition in contem-
porary philosophy of science—and certainly with Hempel and 
Oppenheim8—was that explanation and prediction were logically identi-
cal, the only difference being that the former is concerned with past 
events and the latter with future ones. In line with other coeval positions, 
Helmer and Rescher set out to challenge this claim.9 From their point of 
view, the first difference between explanation and prediction was that 
“there are such things as unreasoned predictions—predictions made with-
out any articulation of justifying argument” (Helmer and Rescher 1959, 
32; emphasis in original). At first, this argument might appear naïve. 
One is tempted to rebut it by pointing to the obvious case that in science, 
even the best predictions probably would not get on without justifying 
arguments. However, there was more to this argument, and this related to 
credibility as a substitute for logical deduction. Predictions must be cred-
ible prior to the events that will potentially verify them. Whereas expla-
nations achieved credibility by providing a justifying argumentation and 
“plausible arguments,” predictions “may, for example, reside in proving 
sound ex post facto through a record of successes on the part of the predic-
tor or predicting mechanism” (Helmer and Rescher 1959, 32)—hence 
being credible, but unreasoned predictions.

Further, Helmer and Rescher saw a second difference between expla-
nation and prediction with regard to the “logical strength,” or the degree 
of epistemological exclusivity that rendered an explanation or a predic-
tion sufficiently credible. “By the very meaning of the term, an explana-
tion must establish its conclusion […]. On the other hand, the conclusion 
of a (reasoned) prediction need not be well established in this sense; it 
suffices that it be rendered more tenable than comparable alternatives” 
(Helmer and Rescher 1959, 32; emphases in original). Although predic-
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tions might be as firmly based on empirical material and laws as explana-
tions are, they need not be. In practical circumstances, even predictions 
that do not conform with the strict rules applied to explanations might 
be immensely useful.

The belief that explanation and prediction were identical in their logi-
cal structure had, so the authors concluded, too long detained philoso-
phers of science from developing a methodology of prediction. To pursue 
such a project would probably lead to a reorientation within philosophy 
of science, because a better understanding of prediction would result in a 
reappraisal of “possibly unorthodox items of methodological equipment, 
such as quasi-laws” (Helmer and Rescher 1959, 33). Furthermore, such 
“unorthodox items” could be used to develop specific predictive methods.

Apart from quasi-laws, a major element of the class of unorthodox items 
was the opinion of experts. Since essential parts of expert opinion were tacit 
and non-explicit, the traditional philosophy of science had excluded cogni-
zant, yet unreasoned assessments of phenomena as reliable sources of 
knowledge. OEIS undertook the attempt to remedy the consequences of 
this exclusion by constructing a methodological rationale for the use of 
expert opinions for prediction. It was meant to fill an epistemological gap, 
especially at RAND, where many approaches to strategy analysis had relied 
profoundly on the knowledge, estimation, and opinion of experts—a com-
plex of cognitive elements and actions that Helmer and Rescher, in the 
following, subsume under the term “expertise.” As we have seen in Chap. 
3, Helmer had been a crucial member of the team that developed Delphi, 
and in fact, a passage in OEIS appears to be the first published mention of 
Delphi (Helmer and Rescher 1959, 47).10 However, it is important to note 
that OEIS was intended to deliver a philosophical foundation not only for 
this technique, but also for many other approaches to predictive analysis 
developed and used at RAND, including war games and political gaming.

 Probabilities and the Degree of Confirmation

Having thus established that the logical structures of explanation and 
prediction differed in the inexact sciences, the authors approached the 
problem of constructing a logical structure of prediction. Their efforts 
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centered on the theory of probability, a theory that, as the authors noted, 
found itself in a peculiar position, drawing from fields like formal seman-
tics and logics, but also from the empirical social sciences. Moreover, in 
the view of the authors, “[e]ven for the logical part of the theory, the 
foundations are not yet established very firmly, and only with regard to 
applications of the simplest forms of one-place predicate languages has 
real progress been made to date” (Helmer and Rescher 1959, 33). In 
addition, apparently several concepts of probability existed, which some-
times caused difficulties in understanding. Helmer and Rescher discussed 
three of these concepts: relative frequency, degree of confirmation, and 
personal probability. Relative frequency referred to a class of objects of 
which one or more characteristics are known. Examples are the frequency 
of males in the United States and the frequency of days with rain in the 
Los Angeles area. If we know that in 2010, there were 23 days of precipi-
tation, we can form the statement that the probability of having a rainy 
day in Santa Monica, CA, is 0.063, or 6.3%.11

From this relative frequency concept of probability, the degree of con-
firmation must be discerned. While the mathematical procedure is iden-
tical, the crucial difference is its theoretical value. The degree of 
confirmation is the degree to which a hypothesis H is confirmed by the 
available evidence E. In the simplest case, there is a uni-dimensional set 
of evidence that can be described in the form of a statistical record. 
Formally, this would result in a set with n entries, all of them either posi-
tive or negative toward the hypothesis H. H, in this context, is under-
stood as a predictive and singular statement and not, in usual parlance, as 
a statement aiming at generalizability. It is a statement about a further 
(and possibly future) event at a given spatiotemporal point. It would not 
have the form of “The sun always shines in Santa Monica,” but instead 
read “Tomorrow will be a sunny day in Santa Monica.” This statement H 
was then related to a record of past events. Let the data mentioned above 
be the content of our set of evidence E. Each day enters this set of evidence, 
informing us whether there was precipitation or not. To make things 
 simple, we use the above mentioned 23 days with precipitation. Further,  
we apply the rule that in case there was precipitation, the sun did not 
shine. Each day when there was precipitation is thus an entry in E that 
contradicts H, whereas each day without precipitation contributes to the 
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 confirmation of H.12 We thus can conclude that the degree of confirma-
tion of H on the basis of E is

 
dc H E,( ) = −






 =

365 23

365
0 937.

 

Thus, the hypothesis that tomorrow will be a sunny day in Santa 
Monica, CA, is confirmed by the available (or reasonably selected) evi-
dence with a degree of confirmation of 0.937, or 93.7%. This, of course, 
is exactly the converse probability to the one from the previous example. 
This is a result of the different statements, which focused on rain and sun, 
respectively. However, as mentioned above, the difference between the 
two kinds of probability is not mathematical but theoretical, since the 
second kind refers to a process of confirmation.

The concept of the degree of confirmation just described formed the 
core of the proposed epistemology of the inexact sciences. It functioned 
as a bridge between the credibility of predictions on the one hand and the 
use of expert estimations on the other (see Fig. 5.1). The link between the 
degree of confirmation and credibility was established by identifying the 
former with the amount of credibility one can rationally attribute to the 
statement under scrutiny. “The degree of confirmation of H on the basis 
of E is intended to be a measure of the credibility rationally imparted to 
the truth of H by the assumed truth of E” (Helmer and Rescher 1959, 
34; emphases in original). The degree of confirmation thus related to the 
concept of credibility by assuming that the mathematical result of the 
formula for the degree of confirmation of a hypothesis corresponds to the 
amount of credibility that can rationally be attributed to it. If the degree 

Credibility of
prediction

Personal probability
estimation of expert

Degree of
confirmation (dc) 

Fig. 5.1 The degree of confirmation as a bridge concept
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of confirmation of the Santa Monica-sunshine hypothesis is 0.937, then 
it was 97.3% rational to believe in the hypothesis. In contrast to explana-
tions à la Hempel-Oppenheim, where the explanandum was contained 
in the sentences of the explanans and then deduced by means of logical 
conclusion, the prediction à la Helmer-Rescher attempted to achieve 
credibility by providing evidence that corroborated the rationality of 
believing in the truth of a prediction.

The second link offered by the bridge concept of degree of confirma-
tion, that is, its link to the use of expert estimations, was established in 
a comparable, though slightly different move. It referred to the third 
concept of probability, that is, the personal probability, a concept iden-
tical to the Bayesian concept of probability, although the authors did 
not acknowledge this. The personal probability was understood as indi-
cating how convinced or confident a person was toward the truth of a 
given statement. One could measure such personal probability “behav-
ioristically,” as the authors put it, for instance by asking individuals to 
bet on a given situation. If a person was asked to bet which side of a 
coin would show up, she should be indifferent toward the bet as the 
likelihood of the two possible outcomes was the same (or p1 = p2 = 0.5; 
in other words, she will hold a bet of 1:1), provided that she was ratio-
nal. If, like in the mentioned example, the objective likelihood of the 
outcome was known, a comparison between this objective likelihood 
and the personal probability was possible. This conception of rational 
behavior subsequently formed the basis of a definition of the predic-
tive expert:

We shall call a person “rational” if (1) his preferences (especially with regard 
to betting options) are mutually consistent or at least, when inconsistencies 
are brought to his attention, he is willing to correct them; (2) his personal 
probabilities are reasonably stable over time, provided he receives no new 
relevant evidence; (3) his personal probabilities are affected (in the right 
direction) by new relevant evidence; and (4) in simple cases where the 
 evidence E at his disposal is known, and E and H are such that dc(H,E) is 
defined, his personal probability regarding H is in reasonable agreement 
with the latter […]. A (predictive) “expert” in some subject-matter is a 
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person who is rational in the sense discussed, who has large background 
knowledge E in that field, and whose predictions (actual or implicit in his 
personal probabilities) with regard to hypotheses H in that field show a 
record of comparative successes in the long run. (Helmer and Rescher 
1959, 36; emphases in original)

In behavioristic terms, then, one could identify a person as rational by 
comparing her personal probability as expressed in betting behavior with 
the objective odds, provided that they were known. On the basis of the 
same information, rational persons attributed personal probabilities to 
hypotheses that were identical or reasonably close to the computed degree 
of confirmation.

The idea of Helmer and Rescher was to turn this relation upside down. 
While at first, they had been talking about assessing the rationality (and 
partly the expertise) of a person by comparing her personal probabilities 
with (stable and known) odds, they proposed to assess the probability of 
a given event by using the estimations of experts. In cases where the 
“objective odds” were unknown, Helmer and Rescher argued, a person’s 
personal probability toward a given hypothesis could reasonably be taken 
as approximation of the hypothesis’ actual degree of confirmation, pro-
vided that the person is both rational and an expert in the field under 
question. The Bayesian “degree of belief ” was taken to be a stable estima-
tor of the degree of confirmation of a hypothesis concerning future 
events. In their words,

dc(H,E) is intended to be a conceptual reconstruction of the personal prob-
ability which an entirely rational person would assign to H, given that his 
entire relevant information is E. In practice this relation can be applied in 
both directions: In simple cases where we have a generally acceptable defi-
nition of “dc” we may judge a person’s rationality by the conformity of his 
personal probabilities—or of his betting behavior—with computable (or, if 
his information E is uncertain, estimable) dc-values. Conversely, once a 
person has been established as rational and possibly even an expert in a 
field, we may use his personal probabilities as estimates, on our part, of the 
degrees of confirmation which should be assigned given hypotheses. 
(Helmer and Rescher 1959, 36; emphases in original)
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Of utmost importance, then, for the success of predictions, was the set 
of evidence E available and relevant for the hypothesis.

 Evidence and Implicit Expertise in Prediction

While much attention so far had been dedicated to the link between the 
credibility of a prediction and the personal probability of an expert, the 
underlying notion of a set of evidential materials E had not yet received 
similar scrutiny. Acknowledging this, Helmer and Rescher pointed out 
that knowledge came in a variety of forms. Some forms would not easily 
integrate into a set of statistical sentences as required for E in the under-
standing suggested by the earlier examples. They described the example 
of a fare for riding a bus that, after amounting to 10 cents throughout the 
previous months, had increased to 15 cents. Despite the fact that the 
evidence E, if understood as a statistical set of data, confirmed to a high 
degree the hypothesis that the fare would decrease to 10 cents again, this 
hypothesis was not reasonable for those understanding how prizes vary in 
such markets. Because it was based on our background knowledge about 
how and why new fare schemes are adopted, the personal probability 
would differ considerably from the degree of confirmation calculated 
with the formalisms introduced above.

Thus, knowledge of past instances or statistical distributions in many 
cases does not suffice to set up convincing predictions.

[T]he evidential use of such prima facie evidence must be tempered by 
reference to background information, which frequently may be intuitive in 
character and have the form of a vague recognition of underlying regulari-
ties, such as analogies, correlations, or other conformities whose formal 
rendering would require the use of predicates of a logical level higher than 
the first. (Helmer and Rescher 1959, 37–38; emphasis in original)

Such tempering was the primary function of expertise in prediction in 
the inexact sciences. Among them, Helmer and Rescher thought, the 
social sciences certainly stood out, because they constantly dealt “with 
situations in which statistical information matters less than knowledge of 
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regularities in the behavior of people or in the character of institutions, 
such as traditions and customary practices, fashions and mores, national 
attitudes and climates of opinion, institutional rules and regulations, 
group aspirations, and so on” (Helmer and Rescher 1958, 30). The back-
ground knowledge, which on many occasions was a precondition of rea-
sonable prediction, was often “non-explicit”; while being only intuitively 
understood, it was nonetheless “typical” of the inexact sciences. “Hence 
the great importance which must be attached to experts and to expertise 
in these fields” (Helmer and Rescher 1959, 38).

In formal notation, the definition of the degree of confirmation must 
be supplemented by the body of potentially relevant background knowl-
edge K, so that dcK(A)(H,E)—meaning the degree of confirmation of H 
on E in the view of expert A’s background knowledge K(A). This degree 
of confirmation is estimated via A’s personal probability ppA(H,E). 
“Thus the device of using personal probabilities of experts, extracted by 
appropriately devised techniques of interrogation, can serve as a means 
of the dc-type even in cases where there is no hope of application of the 
formal degree-of-confirmation concepts” (Helmer and Rescher 
1959, 39).

That K(A) is non-explicit might be seen as threatening the scientific 
claim for objectivity. But this, Helmer and Rescher argued, was wrong. 
Of course, the selection of experts should follow objective criteria. The 
procedure should be based not on mere personal preference but on the 
predictive performance record of an expert. One could conceive of the 
expert “as an objective indicator” (Helmer and Rescher 1959, 43). Doing 
this would ensure that the expert’s predictive statements became “an inte-
gral, intrinsic part of the subject matter” (Helmer and Rescher 1959, 43). 
They suggested no less than a complete incorporation of the expert into 
epistemology. His or her utterances were to be understood as elements of 
science comparable to other elements. “Our ‘data’ are supplemented by 
the expert’s personal probability valuations and by his judgments of rel-
evance […], and our ‘theory’ is supplemented by information regarding 
the performance of experts” (Helmer and Rescher 1959, 43). If such 
complete integration were ensured, the use of expertise was “no retreat 
from objectivity or reversion to a reliance on subjective taste” (Helmer 
and Rescher 1959, 43).
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 The Problem of Confirmation in the Philosophy 
of Science

Notwithstanding its crucial role in the argument, the concept of the 
degree of confirmation in OEIS remained curiously flexible and unso-
phisticated. One might be tempted to attribute that to ignorance regard-
ing the state of the discussion on this topic in contemporary philosophy 
of science, were it not the case that Helmer himself had been a contribu-
tor to this discussion. In order to interpret this, it appears appropriate to 
briefly interrupt the discussion of OEIS and to look back to the earlier 
collaboration of Helmer with Carl G. Hempel and Paul Oppenheim. 
This discussion will also help interpret the role of the expert in OEIS and 
throw light on an aspect where OEIS, though almost hidden, featured an 
important methodological progress.

Prior to the publication of the “Studies in the Logic of Explanation” 
(Hempel and Oppenheim 1948), Helmer had worked closely with 
Hempel and Oppenheim on a formalization of the degree of confirma-
tion and related topics. This line of work had been opened by Janina 
Hosiasson-Lindenbaum (1899–1942), a Polish philosopher of science 
and logician who figures as a member of the Lwów–Warsaw school of 
logic. In an article in The Journal of Symbolic Logic, Hosiasson-Lindenbaum 
(1940) proposed a formal solution to the problem of confirmation and 
described what came to be known as the Raven paradox, or Hempel’s 
paradox. It stated that, if one accepted the basic laws of formal logic, the 
general proposition “All ravens are black” was confirmed both by obser-
vations of the kind “This raven here is black” and by observations about 
objects that were no ravens and not black, for example, “This shoe is 
white” or “This herring is red.” This was because the general proposition 
about the black ravens was logically equivalent to the general proposition 
“Every non-black object is not a raven.”13

In close exchange with Paul Oppenheim, Hempel pursued this line of 
thought after both Oppenheim and he had relocated to the East Coast of 
the United States. Several articles emanated from this collaboration, both 
single-authored by Hempel (1943, 1945a, b) and co-authored by Hempel 
and Oppenheim (1945). Around that time, Olaf Helmer joined the 

 C. Dayé



145

group, eventually leading to a further paper on the degree of confirma-
tion (Helmer and Oppenheim 1945). The co-authored piece by Hempel 
and Oppenheim remarked at the outset that its content, a theory of con-
firmation, was developed “jointly with Dr. Olaf Helmer” (Hempel and 
Oppenheim 1945, 99). The group’s work in this direction led to intense 
discussions in scholarly journals (e.g., a discussion initiated by a com-
ment by C. H. Whiteley 1945, which led to answers by Hempel 1946, 
and Nelson Goodman 1946, who on this occasion formulated a second 
important paradox in the logical theory of confirmation, the 
Goodman paradox).

Hempel and Oppenheim’s (1945) “Definition of ‘Degree of 
Confirmation’” relied on the same formulaic notation that was later used 
in OEIS, expressing the degree of confirmation of a hypothesis relatively 
to a set of evidence sentences as dc(H, E) and formulating as a basic con-
dition that the degree of confirmation of a given hypothesis lies between 
0 and 1.14 Also with regard to its content, the continuity from these ear-
lier writings to OEIS is obvious, for instance in the declaration by Hempel 
and Oppenheim (1945, 102) that “[o]ne of the guiding ideas in our 
attempt to construct a definition of confirmation will be to evaluate the 
soundness of a prediction in terms of the relative frequency of similar 
occurrences in the past.” Moreover, far from identifying explanation with 
prediction as regards their logic, the authors stated that confirmation had 
to be discerned from verification. To interpret confirmation in the sense 
of verification necessarily resulted in making the concept inapplicable “to 
a hypothesis about an event which is temporally posterior to the data 
included in the evidence” (Hempel and Oppenheim 1945, 99, fn. 2). In 
this perspective, to talk about confirming an explanation made no sense.

Though identical in thrust, the text by Hempel and Oppenheim relied 
more heavily on formalization than the definition and introduction of the 
degree of confirmation in OEIS. It is, however, less heavily laden with 
mathematics than Helmer and Oppenheim’s (1945) “A Syntactical 
Definition of Probability and of Degree of Confirmation,” which appeared 
some weeks after the piece by Hempel and Oppenheim but was written in 
close collaboration. Whereas this is not the place to fully reconstruct their 
argument and formalisms, it appears appropriate to quickly discuss two 
aspects where the authors go beyond the description delivered more than 
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a decade later in OEIS—although it must be emphasized that the descrip-
tion of the degree of confirmation was deliberately kept short in OEIS. 
Firstly, Hempel and Oppenheim referred to a set of evidence E that informs 
about two binary variables, implying that their argument can be applied 
even to multivariate sets of evidence. In their example, we have not only 
the variable sunny day with the two properties “yes” and “no,” but we have 
objects that are “blue” or “not blue” and “round” or “not round.” 
Consequently, they speak of four classes of objects: blue and round, blue 
and not round, not blue and round, and neither blue nor round.

A second notable aspect where the Hempel-Oppenheim paper was 
more sophisticated than the discussion in OEIS can be found in the dis-
crimination between the set of evidence and the related frequency distri-
butions, and with the latter between the real (and infinite) distribution 
and an “optimum distribution relatively to E” which must be construed 
as the real distribution is not fully observable. In other words, as E is only 
a sample of reality, it can only be used to infer on a hypothetical distribu-
tion which is optimal relatively to E, but not necessarily representing the 
real distribution. Invoking R. A. Fisher’s maximum likelihood method as 
model procedure, Hempel and Oppenheim define the optimum distri-
bution ΔE as the distribution that assigns the highest probability to the 
available set of evidence E. In their definition, the degree of confirmation 
is calculated by inferring, “[o]n the basis of the given evidence E, […] the 
optimum distribution (or distributions) ΔE and then assign to H, as its 
degree of confirmation, the probability which H possesses relatively to E 
according to ΔE” (Hempel and Oppenheim 1945, 108). The formulaic 
expression of this definition reads:

 dc H E pr H E E, , ,( ) = ( )∆  

The degree of confirmation of a hypothesis H on the basis of the evi-
dence E is thus defined as the probability H possesses with regard to a 
distribution that results from the set of evidence. In the written defini-
tion, Hempel and Oppenheim indicate that in some cases, several opti-
mum distributions can be ascertained. This holds especially true when E 
contains only a small number of elements. In such cases where dc is not 
single-valued due to several optimum distributions, the authors suggest 
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using the smallest value, though they also indicate some undesirable con-
sequences of so doing (Hempel and Oppenheim 1945, 111 fn. 17).

The relative simplicity of the degree of confirmation concept intro-
duced in OEIS is interesting especially with regard to the role Helmer had 
played in the attempts to achieve a convincing formalization about 15 
years earlier. Reflecting on the role of Helmer in the period leading to the 
publication of the “Studies in the Logic of Explanation,” Nicholas 
Rescher (1997, 350–351, emphasis in original) cites a personal reminis-
cence of Oppenheim’s which is worthwhile to be reproduced here at 
length. (Note that Carl G. Hempel was called Peter by some of his friends.)

One of the main problems [addressed by Hempel and Oppenheim in the 
early 1940s] still reflected our earlier interest in “ordering concepts.” It 
concerned the development of a precise definition and a theory of a quan-
titative concept of confirmation. In this enterprise, we had the important 
help of Olaf Helmer who, at that time, was working with me in Princeton. 
We spent the early summer of 1944 with Olaf at Saranac Lake (where I 
introduced Peter to Einstein, who was then vacationing there.) By mid- 
summer, we felt quite pleased to have formulated an explicit definition of 
“degree of confirmation” for certain simple formalized languages. But, in 
the meantime, we heard from Carnap that he was at work on much the 
same problem, and we were curious—to say the least—whether he had 
been proceeding along the same lines. Fortunately, we were soon to have a 
chance to find out, for the Carnaps had invited Peter to spend the latter 
part of the summer with them in their vacation house at Santa Fé. We had 
agreed Peter would wire Olaf and me “Stop working” if it should turn out 
that Carnap had gotten far ahead of us or if he should find a decisive flaw 
in our approach. A few days later, the fateful wire did come. As Peter 
explained in a subsequent letter, Carnap had been amazed to find that we 
had indeed been thinking along very similar lines defining the concept of 
degree of confirmation as the quotient of two range measures; but he had 
pointed out that we had chosen a measure-function, which he attributed to 
Wittgenstein, and which incorporated, as he was able to show, a non- 
empiricist inductive policy, namely, to learn nothing from past 
experience.

In fact, however, we did not “stop working,” but changed our approach. 
Olaf provided the basic idea, which made use of R. A. Fisher’s notion of 
maximum likelihood; this led to the definition and theoretical elaboration 
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of a concept of degree of confirmation which did not have the objection-
able non-empiricist feature, but which, in contrast to Carnap’s concept of 
confirmation, did not have all the formal properties of a concept of 
probability.

Following the interpretation of Rescher (1997, 351f ), the new 
approach proposed by Helmer was not to assess the degree to which a 
hypothesis (or theory) is confirmed by a set of evidence, but instead to 
identify the hypothesis (or theory) for which the probability resulting 
from the set of evidence is highest, thereby applying the maximum likeli-
hood procedure. The objective of the degree of confirmation in these 
earlier works was not to measure the credibility rationally attributed to a 
specific hypothesis, but instead to establish a procedure to select, on the 
basis of a given set of evidence, among a variety of alternative hypotheses 
or theories.

While concluding with the definition dc(H, E) = m/n that later 
was taken up in OEIS, the bulk of Helmer and Oppenheim’s 1945 paper 
represented an advance in the philosophy of science that can hardly be 
guessed from the final definition of the degree of confirmation. As pre-
sented in OEIS, the static character of this definition hides the actual 
computational process; and it was with regard to this process that 
Helmer’s proposal was innovative.

According to Rescher, this idea of Helmer’s is the link between the 
group’s work on the degree of confirmation in the early 1940s to the ideas 
put down in the “Studies in the Logic of Explanation.” By preforming 
their approach, Helmer’s ideas had an impact on the deductive- 
nomological form of explanation later developed by Hempel and 
Oppenheim. Helmer’s turn to Fisher’s maximum likelihood procedure 
channeled the group’s thinking toward the position that “the best stan-
dard of theory assessment is one that proceeds not in terms of evidential 
support, but rather in terms of the extent to which the theory correctly 
directs and canalizes our observational expectations” (Rescher 1997, 
352). What do we learn from this excursion into philosophical debates of 
the 1940s? The concept of degree of confirmation functioned as a bridge 
in the central argument of OEIS; it linked the credibility attributed to a 
predictive hypothesis to the personal probability estimate of experts, 

 C. Dayé



149

thereby justifying the latter’s systematic use in scientific prediction proce-
dures. In order to function as bridge concept, however, the notion of 
degree of confirmation was stripped of all the intricacies and paradoxes 
that arose during the past decades of philosophical discussion. This is 
especially noteworthy as one of the authors of OEIS, Olaf Helmer, had 
formulated an essential contribution to this discussion 15 years earlier. 
Since this had been done deliberately, it is safe to conclude that OEIS was 
never meant to contribute to the philosophy of science literature on the 
degree of confirmation. Rather, OEIS departed from it in an innovative 
manner. It introduced expert opinions as additional sources of informa-
tion in scientific prediction, and it did so by giving them the task to 
evaluate a set of evidence that is available and scientifically established. 
Whereas K(A) might be implicit or tacit, E is definitely explicit. Thus, the 
estimated degree of confirmation is not merely an estimation ex nihilo, 
but instead results from an assessment of available scientific evidence; it 
is an evaluation of intersubjectively available information, and that evalu-
ation is based on the estimator’s background knowledge.

 Conclusion

Obviously, the perspective developed in “On the Epistemology of the 
Inexact Sciences” was based not only on the conviction that experts were 
far more able to deliver stable prognoses than lay people, but that for 
large parts of the sciences, expert opinions formed a crucial material of 
epistemic progress (cf. Dayé 2018). Yet, far from simply declaring expert 
opinions to be evidence, OEIS developed a more sophisticated approach 
to the use of experts in the inexact sciences. It claimed that the task of 
experts was to evaluate available evidence. Quite in line with the first 
Delphi study described in Chap. 3, OEIS allowed for the set of evidence 
to be flexibly adjusted and expanded over time, enabling the experts to 
give feedback on what they think was crucial evidence. “The predictive 
use of an expert,” Helmer and Rescher (1959, 46; emphasis added) wrote, 
“can be characterized as follows: We wish to investigate the predictive 
hypothesis H; with the expert’s assistance, we fix upon the major items of the 
body of explicit evidence E which is relevant to this hypothesis,” before 
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finally using the expert’s personal probability as an estimate of the degree 
of confirmation.

OEIS thus paved the way to understanding the core difference between 
the precursor study by Kaplan et al. and the first Delphi carried out by 
Helmer and Dalkey. While the precursor study resulted in a prediction, a 
statement about the future made without any systematic empirical or 
evidential corroboration, Delphi had produced a forecast, that is, a state-
ment about the future that was based in a systematic assessment by 
experts of available information and data. OEIS developed a method-
ological foundation for using experts as forecasters. While using a trivial-
ized version of the degree of confirmation concept, the “intrinsic use of 
expertise” suggested in OEIS certainly represented methodological prog-
ress in comparison to the study by Kaplan, Skogstad, and Girshick, and 
terminological progress in comparison to the first Delphi study.

The intended audience of OEIS, however, was larger. It addressed the 
whole range of allegedly inexact sciences and showed them that they were 
indeed sciences. Despite this large intended audience, the impact of 
OEIS—if measured on citations—concentrated on the literature on 
Delphi.15 Here, its reception consisted in ennobling Delphi and other 
prospective procedures involving expert opinion as scientific methods as 
contrasted to mere techniques of the policy analyst. A precondition for 
this was the presence of a comprehensive and accessible set of evidence 
which the experts had to evaluate based on their prior and partly implicit 
knowledge. This procedure, OEIS argued, was the optimal way to use 
expertise in prognosis. But as the next chapter shows, this message got lost.

At the same time, OEIS attempted to change the prevalent philosophy of 
science. It showed that the idea that explanation and prediction were logi-
cally identical held only for a minority of scientific reasoning. It urged phi-
losophers and scientists alike to see that while both explanation and 
prediction are required characteristics of any field to be called a science, 
many branches and disciplines had to rely on experts to deliver predictions. 
And it wanted to achieve a general acknowledgment of expert opinions and 
estimations as crucial elements of philosophy of science. Regardless of 
whether they answered questionnaires or participated in group discussions; 
and regardless of whether they were capable of producing predictions, fore-
casts, or prospections: experts had to become integrated into epistemological 
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thinking. Thus, while they certainly adhered to positivist tenets (cf. Brown 
1977, 5; Dayé 2014, 2016), what they proposed was nothing less than a 
social epistemology avant la lettre.

Notes

1. The quotation is from a 1989 meeting of six former RAND researchers, 
among them Robert Specht, Hans Speier, and Albert Wohlstetter. The 
meeting was organized by the team of the RAND Oral History Project 
carried out by the Smithsonian Institution’s National Air and Space 
Museum (cf. Collins 2002). This was also the context of the interview 
with Speier quoted above.

2. Helmer and Rescher also occasionally met with Rudolf Carnap to dis-
cuss issues of induction and probability (cf. Rescher 2007, Chap. 8). 
Carnap had joined UCLA’s Department of Philosophy in 1954 after the 
unexpected death of Hans Reichenbach the year before.

3. This published version was then re-issued in February 1960 as RAND 
report R-353 (Helmer and Rescher 1960).

4. It is thus a crude misinterpretation to claim that “By the inexact science 
they meant the social sciences” (Andersson 2018, 87).

5. The resemblance of this argument to the one famously made by C. P. 
Snow in his talk on The Two Cultures ([1959] 2012) is striking. All three 
authors lament a dichotomy—exact versus inexact, scientific versus liter-
ary culture. However, they differ in their assessment of which side of this 
lamentable dichotomy had suffered more from it. To Helmer and 
Rescher, these were primarily the social sciences—to Snow, the natural 
sciences. While Helmer and Rescher were interested in the nature of sci-
ence and thus argue on the level of epistemology, Snow talked about 
different social collectives, putting forth a scathing analysis of contempo-
rary culture. In his view, the incomprehension toward science on the 
part of literary intellectuals, who tended to praise traditional culture, had 
a major impact on modern society. “That total incomprehension gives, 
much more pervasively than we realise, living in it, an unscientific fla-
vour to the whole ‘traditional’ culture, and that unscientific flavor is 
often, much more than we admit, on the point of turning anti-scientific. 
The feelings of one pole become the anti-feelings of the other. If the 
scientists have the future in their bones, then the traditional culture 
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responds by wishing the future did not exist. It is the traditional culture, 
to an extent remarkably little diminished by the emergence of the scien-
tific one, which manages the western world. This polarisation is sheer 
loss to us all. To us as people, and to our society” (Snow 2012, 11). In a 
1957 RAND paper, “The Prospects of a Unified Theory of Organizations,” 
Helmer appears to address exactly this form of pessimism: “There still 
seems to be an unfortunate attitude prevalent, according to which the 
social sciences constitute a sort of second- class realm of sciences which 
will never attain the purity, at times culminating in axiomatization, of 
the exact sciences. This attitude has done a great deal of harm. On the 
one hand it has produced an inferiority complex among the social scien-
tists and put them on the defensive to such an extent that many among 
them have rationalized their intuitive procedures as a necessary concom-
itant of the essentially vague nature of their subject matter. In many 
non-social scientists, on the other hand, this attitude seems to have led 
to a prolonged state of resignation, a feeling that nothing can be done 
about a social science until that happy day in the distant future when it 
will suddenly turn out to have matured and someone will construct a 
neat unified theory with basic terms and axioms and definitions and 
theorems” (Helmer 1957, 6–7).

6. This line of thinking, in turn, shows peculiar similarities to the argument 
developed some 15 years earlier by their colleague and friend, Carl G. 
Hempel. In his classic text, “The Function of General Laws in History,” 
Hempel (1942, 1965) argued that in historical arguments, laws have a 
function similar to the one they have in the natural sciences, albeit this 
function is not always acknowledged. However, there is no reference to 
Hempel’s text in OEIS.

7. “Writers on the methodology of the physical sciences often bear in mind 
a somewhat antiquated and much idealized image of physics as a very 
complete and thoroughly exact discipline in which it is never necessary 
to rely upon limited generalizations or expert opinion. But physical sci-
ence today is very far from meeting this ideal” (Helmer and Rescher 
1959, 30).

8. “[T]he same formal analysis […] applies to scientific prediction as well 
as explanation. The difference between the two is of a pragmatic charac-
ter. […] [A]n explanation is not fully adequate unless its explanans, if 
taken account of in time, could have served as a basis for prediction the 
phenomenon under consideration.—Consequently, whatever will be 
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said in this article concerning the logical characteristics of explanation or 
prediction will be applicable to either, even if only one of them should 
be mentioned” (Hempel and Oppenheim 1948, 138). The same posi-
tion is reflected in Hans Reichenbach’s ([1944] 1965) coinage of “pre-
dictability” and “postdictability.”

9. These are Scheffler (1957) and Rescher (1958). The latter explicitly refers 
to Hempel and Oppenheim’s 1948 paper.

10. This is presumably the first published mentioning of the Delphi tech-
nique. A search on JSTOR corroborates this impression.

11. The probability is the result of dividing the average with the days per year. 
For the data, see http://www.nws.noaa.gov/climate.php/xmacis.php, a 
webpage run by the National Weather Service of the National Oceanic and 
Atmospheric Administration.

12. The formulation by Helmer and Rescher (1958, 23) is that given
E = Pa1 ⋅ Pa2…Pam ⋅  − Pam + 1 ⋅  − Pam + 2… − Panand
H = 'P(an + 1)', the degree of confirmation is

dc H E
m

n
,( ) =

This formulation, however, is missing from the published paper. Note 
that here the hypothesis is defined as being concerned with a single event 
not contained in E, and not as a general or even law-like statement. The 
same concept of hypothesis is used in Hempel and Oppenheim’s (1945) 
paper on the “Definition of ‘Degree of Confirmation,” to which we will 
return later.

13. The white-shoes red-herring examples here are taken from later discus-
sions, for example, between Hempel (1967) and I. J. Good (1967). The 
example originally used by Hosiasson-Lindenbaum (1940, 136) is 
“Every man is mortal,” and “This chair is not mortal, and is not a man” 
and so on. She attributes this example to Hempel, though without any 
citation.

14. In formulaic expression, this condition is:
dc(H, E) + dc(~H, E) = 1

15. However, some of the thoughts contained on its pages found their way 
into other branches of the social sciences. As one important instance, 
one should probably mention that Harold Garfinkel, in Studies in 
Ethnomethodology (Garfinkel 1967), cited at length from the parts of 
OEIS describing quasi-laws. Garfinkel drew a parallel from quasi-laws to 
his characterization of accounting practices: “When members’ accounts 
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of everyday activities are used as prescriptions with which to locate, to 
identify, to analyze, to classify, to make recognizable, or to find one’s way 
around in comparable occasions, the prescriptions […] are law-like, spa-
tiotemporally restricted, and ‘loose’” (Garfinkel 1967, 2).
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6
The Boredom of the Crowd: The Long- 
Range Forecasting Delphi, 1963–1964

 A Delayed Innovation

In contrast to political gaming, whose proponents had been instrumental 
in transferring the technique to other places, RAND had initially hesitated 
to disseminate the Delphi approach. Though originally written eight years 
earlier, in 1951, the report on the first Delphi study (Dalkey and Helmer 
1963) was made publicly available only four years after  “On  the 
Epistemology of the Inexact Sciences” (Helmer and Rescher 1959; hereaf-
ter OEIS) had contained the first published mention of Delphi. This might 
have created a demand from outside RAND for more information about 
this method at a time when, as discussed in Chap. 2, RAND was broaden-
ing its research agenda. Also, RAND had already experienced the successful 
dissemination of other approaches to policy analysis and planning. Apart 
from game theory and political gaming, this applied first and foremost to 
systems analysis, a methodology developed by RAND engineer Ed Paxson 
in the late 1940s that combined elements of game theory, decision science, 
and expert judgment procedures. Ten years later, as former employee Daniel 
Ellsberg remembered, RAND had become “the sort of Vatican of the 
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church of systems analysis” (Interview with Daniel Ellsberg by the author, 
11 May 2010, p. 1). Being the fundament of the Planning Programming 
Budgeting System (PPBS), systems analysis was introduced into federal 
budgeting when Charles J.  Hitch (1910–1995), former head of the 
Economics Division, moved from RAND to Washington to become 
Assistant Secretary of Defense and Comptroller of the Department of 
Defense. From there, systems analysis was disseminated in various spheres 
of social and societal planning (cf. Hounshell 2000; Jardini 2000, 2013; 
Light 2003; Sapolsky 2004).

There was also another and probably more important reason that led 
RAND management to declassify the abridged report: its results were 
outdated. The invention and perfection of Inter-Continental Ballistic 
Missiles (ICBMs) and the successful launch of Sputnik in October 1957 
had rendered the study’s results obsolete, because the original study had 
started from the then valid assumption that atomic bombs would have to 
be delivered by airplanes. Thus relieved of its risk to reveal the nation’s 
vulnerabilities, the report could now be reshaped to present the study’s 
methodological design. With these arguments, in all likelihood, Helmer 
managed to convince RAND’s management that disseminating Delphi 
might contribute to increasing the attractiveness of RAND work to orga-
nizations, agencies, and businesses in need of prognoses.

The decision to release the report of the first Delphi study was a step 
in a coordinated effort to foster the use of Delphi within and beyond 
RAND. When the report appeared in Management Science in October 
1963, Theodore J. Gordon and Olaf Helmer had already started a Delphi 
study concerned with predictions into the more distant future. After 12 
months of study, the “Report on a Long-Range Forecasting Study. 
P-2982” (Gordon and Helmer 1964) was issued in September 1964 and 
made publicly available via the RAND bookstore. This study appears to 
have been the decisive factor in the breakthrough of Delphi, especially 
after Helmer included it, with only minor adaptations, in his widely 
read book Social Technology (Helmer 1966): “Not until after the 1966 
publication of Helmer’s Social Technology,” Nicholas Rescher (1997, 
353) notes, “did Delphi effectively penetrate beyond the RAND 
Corporation orbit.”1 Upon receiving a master’s degree in aerodynamics 
from the Georgia Institute of Technology, Theodore Jay Gordon (1930–) 
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became an engineer for the Missiles and Space Department of McDonnell 
Douglas Aircraft Company, RAND’s earlier host organization. Quickly 
climbing the hierarchies, he was a test conductor for early Thor rocket 
launches (1958–1960), some of which carried vehicles of the Pioneer-
type and managed to return data on space and the moon. Based on this 
experience, he became Douglas’ chief engineer for the third stage of the 
Saturn rocket in Cape Canaveral, Florida. Further, together with the 
journalist Julian Scheer, he wrote a book about these launches entitled 
First Into Outer Space (Gordon and Scheer 1959). In his view, this led to 
his being listed as one of the 100 outstanding young leaders proclaimed 
by Life Magazine in 1962.

I was selected by Life Magazine as an Outstanding Young Man, one of the 
hundred Outstanding Young Men of the Country, right, so big pictures, 
and I decided, because of that honor, to write a number of books. […] I 
had this idea that we could learn something reasonable and important 
about the future based on what it was that scientists were working on 
today. Simply ask the scientists what the hell they’re working on! And what 
they expect to achieve by working on it. And that will give us some picture 
at least of what lies ahead. (Interview with Theodore J. Gordon by the 
author, 16 August 2013, p. 2)

One of the scientists Gordon decided to interview for his book was 
RAND scientist Richard Bellman, who at the time was developing linear 
programming (cf. Gordon 2011, 1099).

So I called and I said I like doing interviews. He was very courteous and 
said “Sure, come on over.” And I went over there and thought we’ll be in a 
conference room just the two of us, and I’d say “What are you working on, 
Dick?” And he’d tell me and we go on from there. But instead, it was he 
and I and then the room was lined with three or four other people who 
were there to observe, Olaf [Helmer] among them. And I said “Why are 
you here?” And he said “We’re working on something similar to that, and 
we want to observe your interview technique.” Technique? [laughs]—I had 
no technique, I was going to talk to this guy. So, at the end of that inter-
view, which went for a while, Olaf says “Listen, I would like you to be a 
consultant to RAND and we’d like to pay you for that consultancy well.” 
(Interview with Theodore J. Gordon by the author, 16 August 2013, pp. 2–3)
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After arranging that he could use some of the materials for his book, 
Gordon accepted. This, however, was no trivial arrangement. The RAND 
administration held the opinion that knowledge produced by people on 
its payroll was RAND property. Arguing that they were produced with 
public money, it even kept the royalties on books published by RAND 
researchers (cf. interview with Hans Speier by Martin J. Collins, 5 April 
1988, p. 59), unless they were completely unrelated to RAND works, 
like Speier’s translation of a book by German seventeenth-century writer 
Hans Jakob Christoffel von Grimmelshausen. However, Gordon got the 
arrangement he sought for, and used some of the materials from the 
RAND study in his book The Future (Gordon 1965).

At RAND, the study by Gordon and Helmer was accompanied by 
another study designed to assess the potential of Delphi. Supported by 
Helmer, Bernice L. Brown carried out a study that focused on how to 
increase the likelihood of identifying “good” predictive experts. Originally 
published as “Improving the Reliability of Estimates Obtained from a 
Consensus of Experts. P-2986” (Brown and Helmer 1964) in September 
1964, it later also found its way into Helmer’s Social Technology. However, 
it was the report by Gordon and Helmer that had the most sustained 
impact on the then emergent future studies community. They decided to 
modify several features of the earlier Delphi design. Most importantly, 
the number of participating experts increased markedly, and they omit-
ted the collaborative compiling of a set of empirical evidence and relevant 
information. None of the papers on Delphi, however, not the coeval ones 
nor those written later, reflected on these modifications. Rather, Gordon 
and Helmer claimed their approach to be in line with the previous work 
on the method. Because their report was widely distributed and read, 
their specific approach to the Delphi method became paradigmatic.

Solutions—technical as well as theoretical—to scientific problems 
become paradigmatic when they are understood as examples of best prac-
tice; such paradigmatic cases can also replace explicit rules.2 It is in this 
sense that it appears justified to credit the 1964 study as paradigmatic: 
Delphi now had a shape, and the 1964 study had defined it. The tech-
nique was received as means for long-range prognosis—a reception that, 
in turn, crucially informed its further trajectory. The phase of invention 
and initial development of Delphi had ended. The methodology saw 
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 further consolidation. After the publication of the RAND studies, there 
was not only a bigger pool of researchers using the technique, but there 
was also a paradigm, an example that guided its further development. In 
this sense, secondly, to say that the methodology was consolidated is to 
say that there were less degrees of freedom to think about it.

 “Fifty Years into the Future”: Delphi’s Baptism 
of Fire

The “Report on a Long-Range Forecasting Study. P-2982” (Gordon and 
Helmer 1964) became paradigmatic not only in its almost exclusive reli-
ance on quantitative questionnaire items and its restriction of feedback to 
aggregate results from previous rounds, but also in the presentation of 
results and in its general narrative in which the technique was embedded. 
The introduction emphasized the crucial relevance of foreknowledge: 
“Prediction-making is a fundamental part of technological, military, 
commercial, social, and political planning in the modern world” (Gordon 
and Helmer 1964, v). However, whereas short-term prediction was com-
mon and reasonably accurate and trustworthy, many decisions required 
the estimation of longer periods. The extension of the time period, of 
course, entailed specific epistemic problems:

[A]s the period of concern is moved further and further into the future, 
uncertainties multiply, confidence in prediction is degraded, and the scien-
tific theories and techniques of forecasting increasingly give way to intui-
tive judgment. The fact remains, however, that for better or for worse, 
trend predictions—implicit or explicit, “scientific” or intuitive—about 
periods as far as twenty or even fifty years in the future do affect current 
planning decisions (or lack of same) in such areas as national defense, 
urban renewal, resource development, etc. (Gordon and Helmer 1964, v)

While nobody could reasonably expect all predictions about the world 
in 50 years to come true, Gordon and Helmer argued that such long- 
range predictions still offered orientation. “For the more distant future, 
as the uncertainties grow, increased reliance on intuitive (as opposed to 
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theory-supported) contingency forecasts becomes inevitable. Yet this 
does not deter us from planning ten to fifty years ahead” (Gordon and 
Helmer 1964, 3). And “[u]ntil a satisfactory predictive theory of the phe-
nomena in question becomes available, it would seem that any improve-
ment in reliability, however slight, that could be achieved by replacing 
casual guess with the controlled use of intuitive expertise would be desir-
able because of the benefits that long-range public policies might derive 
from it” (Gordon and Helmer 1964, 4).3

This “pragmatic” position, they continued, had to be maintained in 
face of the conceivable criticisms put forth against the procedure (cf. 
Gordon and Helmer 1964, vi): that it showed insufficient inherent reli-
ability; that it produced self-fulfilling or self-destroying prophecies; or 
that it could never predict the unexpected. All of these points of criticism 
were, in some sense, justified. However, “[o]ne must judge the merits or 
promise of an approach such as this in terms of the alternatives available” 
(Gordon and Helmer 1964, vi). And as long as there were no better alter-
natives available, a sufficiently well established and transparent methodi-
cal structure was obviously better than mere intuition. The specific 
contribution of a long-range Delphi consisted in initiating a “process of 
sifting the likely from the unlikely among the contingencies of the future” 
(Gordon and Helmer 1964, 2).

The longer temporal outlook of this study—set to 50 years into the 
future—distinguished the 1964 study from earlier RAND efforts. 
Gordon and Helmer attempted to elicit forecasts of individual experts in 
six broad areas. These areas were (1) Scientific breakthroughs; (2) 
Population control; (3) Automation; (4) Space progress; (5) War preven-
tion; and (6) Weapon systems (cf. Gordon and Helmer 1964, 2). For 
each of these areas, Gordon and Helmer decided to set up a panel of 
experts, but opted for a bottom-up approach, allowing participants to 
decide which panels they felt expert enough to contribute to. They con-
tacted about 150 persons, and 82 responded to one or more consecutive 
questionnaires (response rate = 54.7%). Little more than half of the 
respondents were RAND employees (35 persons) or consultants (7 per-
sons). The remaining 40 persons had no official connection to RAND. Six 
of those persons with no connection to RAND were from Europe.4

Obviously, Gordon and Helmer continued their attempts to recruit 
participants even after the first phase of their Delphi had been completed. 
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The papers of Stanford geneticist Joshua Lederberg (1925–2008), co- 
winner of the 1958 Nobel Prize in Physiology and Medicine, contain a 
letter signed by Olaf Helmer. Machine-typed, dated 8 October 1963, 
and marked—in a manner typical for RAND—as letter L-20339, the 
letter opened by acclaiming the accolades of Lederberg:

Dear Dr. Lederberg:
Your outstanding work in the fields of physiology and genetics has sug-

gested to me that you might possibly be interested in a rather unusual 
project, which has been underway for some time, and I am writing to ask 
whether you might wish to participate in it at its present stage.The project 
is concerned with the development of better techniques for assessing the 
direction of long-range scientific and technological trends and their prob-
able effect on our society and our world. The RAND Corporation, under 
whose auspices we are undertaking this work, is engaged in a variety of 
studies, all related in a general way to the security of the United States and 
in many instances to plans and policies regarding the relatively distant 
future. The particular approach in this project is a new one; it is not a tech-
nique that we have used, except experimentally, in our work thus far. […].

We have been experimenting for almost 15 years with various approaches 
to such problems and have evolved several promising techniques. (Some of 
these, incidentally, have been subjected to empirical verification, with grat-
ifying results.) The essence of the method to be employed in this present 
study is a controlled opinion feedback in which a panel of experts exchanges 
reasoned opinions anonymously and through an intermediary. This feed-
back tends to produce a converging group consensus. We are at present 
using this method to examine questions in various fields related to the 
future in 10 to 50 years hence; you are particularly invited to join in cor-
respondence a panel which is investigating questions concerned with scien-
tific breakthroughs. […]

We sincerely hope that you will be intrigued by this project and will 
consent to join us. If you elect to participate, please send us a note to this 
effect. We will then mail you a questionnaire currently in preparation, 
which will first summarize whatever consensus seems to have been reached 
thus far by the panel you are being asked to join, and then invite you to 
give us your own appraisal of these findings. (Letter from Olaf Helmer to 
Joshua Lederberg, October 8, 1963, The Joshua Lederberg Papers, 
U.S. National Library of Medicine, Box 19, Folder 14)
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While it is unclear whether Lederberg decided to join, we still get a 
feeling of both the effort involved in conducting the study and the way 
its design was introduced to potential participants. Each panel of experts 
was provided with four consecutive questionnaires, which were sent by 
mail approximately every two months. The first questionnaire was issued 
in June 1963, the fourth and last in January 1964 (cf. Gordon and 
Helmer 1964, 27).5 However, in order to keep all participants informed 
on the current state of the other panels, each envelop contained all six 
questionnaires. The questionnaire that the participating expert was 
expected to fill in was printed on paper of a different color. Nonetheless, 
some experts felt interested in more than one questionnaire and filled in 
several of them. In total, 348 questionnaires were sent back to RAND.

Obviously, the methodological procedure differed considerably from 
the first Delphi study (Dalkey and Helmer 1962), and this difference was 
caused in large parts by the decision to include a larger amount of partici-
pants. However, the 1964 Delphi also differed from the methodological 
considerations put forth in OEIS. Most prominently, it avoided the col-
laborative compilation of a set of evidential materials. Also, while some of 
the questionnaires developed by Gordon and Helmer inquired into the 
reasons behind the experts’ estimates, these reasons were never fed back 
to the other panel members.

While the procedure was identical for all panels, the panel of scientific 
breakthroughs (Panel 1) served as an example for introducing the proce-
dure. The first questionnaire distributed to this panel was open. After 
describing the general objective of the study and defining the forecasting 
time of 50 years, it asked the experts to list “major inventions and scien-
tific breakthroughs in areas of special concern to you which you regard as 
both urgently needed and feasible within the next 50 years” (Gordon and 
Helmer 1964, 7). The answers were then compiled in a list, with multiple 
nominations being listed only once. In total, the list comprised 49 pos-
sible inventions or breakthroughs. In a second step, this list was distrib-
uted to the participants with the task to estimate for each list entry a date 
of implementation. The questionnaire item, however, was structured 
more complexly. The study authors had predefined time intervals (Gordon 
and Helmer 1964, 7):
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1963–1965 1972–1978 1997–2013
1965–1968 1978–1986 Later than 2013
1968–1972 1986–1997 Never

These time intervals were added to every item on the list, asking the 
participants to indicate for each of the intervals the estimated probability 
of actual implementation of the given invention or breakthrough. This 
allowed for approximately assessing for each item the year to which the 
respondent attributed a 50% probability of actual implementation. In a 
next step, medians and quartiles were calculated for these 50% values.

It must be emphasized that all the values reported in the following by 
Gordon and Helmer rely on this 50% value. The consequences of this 
procedural decision cannot be underestimated. Above all, this meant that 
the values reported did not represent the year by which the experts were 
certain that an invention would be implemented, but rather a year in 
which the experts saw the chances of its implementation evenly distrib-
uted. This, in turn, weakened the study’s central messages. Gordon and 
Helmer did not provide any justification for this 50% threshold. One 
might speculate that by so doing, one accounts for both discontinuous 
advances and the non-linear acceleration of scientific and technological 
innovation. However, this threshold rendered the displays of results that 
were included in later sections of the report potentially misleading. As 
shown below, the displays leaned heavily toward taking the figures as if 
the experts agreed that the innovation or event would certainly take place 
at the given point in time. Moreover, this methodological decision offered 
a huge problem with regard to verification. Whereas it is possible to 
determine the point in time in which a specific event took place or an 
innovation was generally implemented and accepted in society, it is 
impossible to determine when the chances for this event or innovation of 
becoming real were even. The decision to use the 50% personal probabil-
ity threshold rendered the prognosis per se unverifiable, or at least did 
much to avoid any sensible evaluation post festum.

Gordon and Helmer used three exemplary items to demonstrate the 
further processing of data. These items were “Chemical control over 
heredity—molecular biology,” “Popular use of personality control drugs,” 
and “Reliable weather forecasts,” items no. 19, 10, and 6, respectively. As 
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described above, the participating experts had allocated estimated prob-
abilities to the periods predefined by the study authors. Gordon and 
Helmer used the resulting distribution to determine the 50% implemen-
tation probability of each item for each respondent, and used these data 
in aggregation to calculate the median and the two quartiles (see 
Table 6.1).

These values can be read as saying that one quarter of the interviewed 
experts saw a 50% likelihood that chemical control over heredity would 
be achieved prior to 1982 (“the lower quartile”). Further two quarters 
estimated that this 50% likelihood would be achieved between 1982 and 
2033, with the median of 1993 separating these two quarters. The final 
quarter expected this even distribution to become real only after 2033 
(“the upper quartile”). The authors concluded that 10 of the 49 entries in 
the list of potential breakthroughs were more or less consensual among 
the participants, item 6 on reliable weather forecasts among them. How 
exactly they defined a “reasonable consensus” can only be guessed. Clearly, 
however, the range of the area between the 25% quartile and the 75% 
quartile is far narrower than those of the other two exemplary items 
(16 years compared to 51 respectively 66).

In a next, the third, round, the questionnaire singled out the ten con-
sensual events, providing the median and quartile values and the infor-
mation that this had been understood as indicating consensus among the 
experts. The participants were invited to indicate whether they agreed 
with this understanding, or whether they objected. If so, they were asked 
to provide reasons. For the 39 non-consensual items, the procedure 
 differed. The “experimenters at this point used their discretion in singling 
out a subset of 17 items which they thought to be deserving further 
exploration” (Gordon and Helmer 1964, 8). This reduced list of items 
formed a second part of the third questionnaire. Further, brief verbal 

Table 6.1 Exemplary prediction items, results of round two. (Adopted from 
Gordon and Helmer 1964, 8; own calculations)6

Events Median Quartiles Range of quartiles

19. Chemical control over heredity 1993 1982–2033 51
10. Use of personality control drugs 2050 1984–2050 66
6. Reliable weather forecasts 1975 1972–1988 16
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information on the distribution of the estimates was provided (e.g., 
“Consensus that it will occur; disagreement as to when”). In some cases, 
the formulations were modified “because it was felt that the ambiguity of 
the original phrasing, rather than any factual disagreement among the 
participants, might have been partly responsible for the observed diver-
gence of responses” (Gordon and Helmer 1964, 8f ). In retrospect, 
Gordon remembered the struggle for clear formulations as unforeseeably 
complicated. “Asking the question, and making it a single question rather 
than a multiple question, so that everybody is answering the same ques-
tion and has the same understanding is essential to the whole process. 
[…] This was a lesson that we had to learn a hard way” (Interview with 
Theodore J. Gordon by the author, 16 August 2013, p. 15). For instance, 
event no. 10 had originally read “use of personality control drugs.” In the 
third round, it was reformulated to read “Widespread socially accepted 
use of non-narcotic personality drugs producing specific psychological 
reactions” (cf. Gordon and Helmer 1964, 9). With these modifications 
made, round three resulted in a narrowing of the range between the two 
quartiles as well as in numerical changes in the median—especially for 
the non-consensual items. While having been 1993 and 2050 for items 
no. 19 and no. 10, respectively, both settled at the year 2000 after this 
third round.

The fourth round followed the same procedure. Gordon and Helmer 
were able to move some items from the list of non-consensuals to the list 
of consensuals. Further, a few items were eliminated; and some were 
rephrased in order to avoid misunderstandings. Item no. 10, for instance, 
now read “Widespread and socially widely accepted use of non-narcotic 
drugs (other than alcohol) for the purpose of producing specific changes in 
personality characteristics” (Gordon and Helmer 1964, 10; emphases 
added). Finally, for the non-consensual items, they added a brief synopsis 
of the reasons of those participants who in the previous round had 
expressed their disagreement with the majority opinion. Thus, while for 
item no. 10, the “majority consensus to date” was that the 50% year was 
reached in 2000, the “minority opinion” was that it “[w]ill take 50 years 
or more, because research on psycho-pharmaceuticals has barely begun, 
and negative social reaction will cause delays” (Gordon and Helmer 
1964, 10).
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Again, this procedure resulted in changes in the median and the quar-
tile values. Whereas the median of item no. 19 remained on the year 
2000, it clearly dropped to 1983 for item no. 10. More important, how-
ever, for the authors was that the range of the two central quartiles also 
decreased significantly enough to interpret them as “reasonably narrow 
consensus” (Gordon and Helmer 1964, 10). A summary of the results is 
given in Table 6.2. As with the earlier Delphi study by Dalkey and Helmer 
(1962), the procedure of repeatedly asking approximately the same ques-
tions—together with a request to give reasons for deviating views—led to 
a convergence of estimates which was then interpreted as consensus of 
experts. This interpretation was reasonable, in the view of the authors, 
and we can only guess that their justification for this conclusion was that 
the range between the two quartiles did not exceed 20 years.

 The World of the Future

In all five expert panels, Gordon and Helmer’s efforts resulted in a chron-
ological ordering of possible events. A more complete picture of the 
world 50 years ahead could then be derived by synthesizing all these 

Table 6.2 Collected results for items nos. 19 and 10. (Adopted from Gordon and 
Helmer 1964, 8, 9, 10; own calculations)7

Items

19. Chemical control 
over heredity

10. Use of personality 
control drugs

Round two
Median 1993 2050
Quartiles 1982–2033 1984–2050
Range between quartiles 51 66
Round three
Median 2000 2000
Quartiles 1989–2015 1980–2033
Range between quartiles 26 53
Round four
Median 2000 1983
Quartiles 1990–2010 1980–2000
Range between quartiles 20 20
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 separate events and their expected dates of realization. However, the 
authors warned against overstating the character of the ensuing state-
ments. The future described on the following pages was a potentiality, 
not a pre- determined fate. While meeting standards of transparency and 
intersubjectivity, the study data were of anticipatory, reckoning character. 
The results thus consisted “of summaries of considered opinions about 
the future by a small group of people, each an expert on some, but not 
necessarily all, of the subjects under inquiry” (Gordon and Helmer 1964, 
11). Furthermore, the interaction within the various panels occurred at 
different levels of quantification versus qualification. In some panels, like 
Panel 1 on scientific breakthroughs, the interaction showed a compara-
tively high degree of quantification. Here, the results were presented 
graphically in a manner that allowed for a quick impression of both the 
median and the distribution of the experts’ estimates. For each item, a bar 
was drawn which reached from the lower to the upper percentile, thus 
depicting 50% of the answers received. The location of the median was 
represented by a peak in the bar’s thickness, which makes the symbols 
look like little houses. In the graph representing the final results, the 
items are put in ascending order along their median, the first item thus 
being the one for which the point in time at which the chances of feasibil-
ity are even has been assessed to be the nearest to the date of the report’s 
publication. The list of items is (Gordon and Helmer 1964, 13):

 1. Economically useful desalination of sea water
 2. Effective fertility control by oral contraceptive or other simple and 

inexpensive means
 3. Development of new synthetic materials for ultra-light construction
 4. Automated language translators
 5. New organs through transplanting or prosthesis
 6. Reliable weather forecasts
 7. Operation of a central data storage facility with wide access for gen-

eral or specialized information retrieval
 8. Reformation of physical theory, eliminating confusion in quantum 

relativity and simplifying particle theory
 9. Implanted artificial organs made of plastic and electronic components
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 10. Widespread and socially accepted use of non-narcotic drugs (other 
than alcohol) for the purpose of producing specific changes in per-
sonality characteristics

 11. Stimulated emission (“lasers”) in X and Gamma ray region of 
the spectrum

 12. Controlled thermonuclear power
 13. Creation of a primitive form of artificial life (at least in the form of 

self-replicating molecules)
 14. Economically useful exploitation of the ocean bottom through min-

ing (other than off-shore oil drilling)
 15. Feasibility of limited weather control, in the sense of substantially 

affecting regional weather at acceptable cost
 16. Economic feasibility of commercial generation of synthetic pro-

tein for food
 17. Increase by an order of magnitude in the relative number of psy-

chotic cases amenable to physical or chemical therapy
 18. Biochemical general immunization against bacterial and viral diseases
 19. Feasibility (not necessarily acceptance) of chemical control over some 

hereditary defects by modification of genes through molecular 
engineering

 20. Economically useful exploitation of the ocean through farming, with 
the effect of producing at least 20% of the world’s food

 21. Biochemicals to stimulate growth of new organs and limbs
 22. Feasibility of using drugs to raise the level of intelligence (other than 

as dietary supplements and not in the sense of just temporarily rais-
ing the level of apperception)

 23. Man-machine symbiosis, enabling man to extend his intelligence by 
direct electromechanical interaction between his brain and a com-
puting machine

 24. Chemical control of the aging process, permitting extension of life 
span by 50 years

 25. Breeding of intelligent animals (apes, cetaceans, etc.) for low- 
grade labor

 26. Two-way communication with extra-terrestrials
 27. Economic feasibility of commercial manufacture of many chemical 

elements from subatomic building blocks
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 28. Control of gravity through some form of modification of the gravi-
tational field

 29. Feasibility of education by direct information recording on the brain
 30. Long-duration coma to permit a form of time travel
 31. Use of telepathy and ESP [extrasensory perception] in communications

Figure 6.1 gives the corresponding graphical display of this Delphi 
study’s results with Panel 1. As mentioned above, there is no indication 
that what is depicted is not certainty, but 50% confidence. Thus, to take 
as an example item no. 14, the median year in which the likelihood that 
the exploitation of the ocean bottom through mining (other than oil 
drilling) would have a 50% chance to become economically useful was 
1989. The lower quartile was at 1980, the upper quartile at 2000. The 
range between the lower and the upper quartile was 20, which, as we saw 
above, qualified as consensus in the view of the study authors.

However, to read the results correctly, it is important to know that the 
graphical displays foreshortened the time scale after the year 2020: the 
final ten vertical lines did not denote years, but instead referred to the 
following intervals (cf. Gordon and Helmer 1964, 11):

2020 – 2025 – 2035 – 2050 – 2100 – 2200 – 2300 – 2400 – 2600 – 
2800 – 3000 or never

Thus, for instance, the median year of item no. 29, “Feasibility of edu-
cation by direct information recording on the brain,” was not 
2028, but 2600.

Apart from these quantitative results, the study authors also inquired 
into potential developments on the organizational level of scientific 
research and academic training. They noted “a strong consensus” con-
cerning four developments, which the participants both consensually 
expected and considered desirable. These trends in the organization of 
science were: (1) a “reform of present modes of scientific communication 
through the use of automated information retrieval systems” (Gordon 
and Helmer 1964, 15)—a prediction we can verify today; (2) a process of 
“reorientation of scientific methodology toward greater interdisciplinary 
cooperation” (Gordon and Helmer 1964, 15)—a prediction which would 
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Fig. 6.1 Results of panel 1 on scientific breakthroughs. (Source: Gordon and 
Helmer 1964, 12; reproduced with permission)
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require a sophisticated evaluation, but which has been verified at least on 
the discursive level; (3) “[i]ncreased emphasis on basic research in 
government- supported” research and development (Gordon and Helmer 
1964, 15)—a prediction which is probably nothing more than wishful 
thinking; and finally, (4), the “[r]eformation of educational processes 
toward an increased interdisciplinary understanding of science” (Gordon 
and Helmer 1964, 15)—a prediction which would have to be assessed in 
a cross-national comparison, but which, at least from the European out-
look, cannot be verified.

One panel that produced qualitative rather than quantitative data was 
Panel 5, on war prevention. This, in turn, required another way of pre-
senting the results. In both the opening questionnaire in June 1963 and 
the final fourth questionnaire in January 1964, the experts of Panel 5 
were asked three main questions. The first was to provide an estimate of 
the probability that another major war takes place within a 10-year and a 
25-year period. Interestingly, the second estimates of January 1964 were 
on average significantly more positive than the first ones (see Table 6.3). 
In the January 1964 results, the distribution of the estimates showed a 
significantly higher density. Almost all values were reduced, which 
 justifies the conclusion drawn by the authors that the participating 
experts now see the future more optimistic than in the first round.

Of course, the authors speculated about the reasons for this change. 
“While the identity of the panel membership was not stable enough to 
draw the conclusion […] that events of the intervening seven months 
had caused most of the respondents to take a rosier view of the future,” 

Table 6.3 The probability of another major war. (Adopted from Gordon and 
Helmer 1964, 27)

June 1963 (%) January 1964 (%) Difference (%)

10-year period
Median 10 10 0
Lower quartile 3 1 −2
Upper quartile 33 20 −13
25-year period
Median 25 20 −5
Lower quartile 5 4 −1
Upper quartile 50 30 −20
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the authors argue that an “examination of the responses of those indi-
viduals who participated in both the first and fourth questionnaires did 
tend to confirm this hypothesis” (Gordon and Helmer 1964, 27). What 
had actually happened? The authors remain tacit on this point, and thus 
we have to rely on present-day Cold War historiography. Two major 
events happened between July 1963 and January 1964. First, the “Treaty 
banning Nuclear Weapons Tests in the Atmosphere, in Outer Space and 
Under Water,” better known as Limited Test Ban Treaty (LTBT) was 
signed. Deliberations on test bans had been initiated by the Soviet Union 
in the early 1950s, but the details had been subject to long negotiations 
that endured for virtually more than a decade. Finally, the political lead-
ers of the United States, the United Kingdom, and the Soviet Union 
agreed in mid-July 1963 on a test ban that allowed for underground test-
ing, interestingly with the Soviet Union, who had preferred a more com-
prehensive ban, accepting the position favored by the other two atomic 
powers. It was signed by the representatives of the national governments 
on 5 August 1963 and entered into force by 10 October that year.8 The 
second major event was, of course, the assassination of President John 
F. Kennedy in Dallas, Texas, on 22 November 1963. While it is compre-
hensible that the first event might have caused slight optimism among 
foreign policy experts, it is not clear whether and how the assassination of 
Kennedy could induce optimism. By January, the Warren Commission 
had only begun their examination of the event, and the possibility that 
the Soviet leadership was responsible, in one way or another, for the assas-
sination was widespread and not yet refuted. The assumption that the 
experts’ optimism was increased by the energetic appearance of Lyndon 
B. Johnson and the continuation of Kennedy’s political projects which he 
pursued in the first months after his inauguration appears rather unlikely.

Clearly, another stream of events factually tangential to, albeit cultur-
ally interwoven with the Cold War must be mentioned. On 28 August 
1963, roughly a quarter million people participated in the March on 
Washington for Jobs and Freedom, chanting the songs of, among others, 
Mahalia Jackson and Bob Dylan, and listening to Martin Luther King’s 
famous words “I have a dream…” echoing over the Reflecting Pool below 
Lincoln Memorial. Though assessed critically by both conservative forces 
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and the black nationalists around Malcolm X, these events certainly led 
to an increased general optimism among the moderate progressive and 
liberal thinking US Americans. Whether this also applied to the foreign 
policy experts participating in the study, must be left open.

The possibility that this “rosier view of the future” was an effect of the 
participation in a study that implied an intensive analysis of war preven-
tion was not considered. One of the major tasks for the participants, 
described in more detail below, was to propose measures of war preven-
tion. To see a long list of potential measures, some of which consensually 
assessed as being highly effective and probably implemented soon, might 
have had a considerable influence on the respondents.

Be it as it may, the second question concerned the conditions that 
could induce a major war. With regard to this question, however, it was 
found that the experts’ opinions did not change much between the first 
and the fourth questionnaires. Leveling out the existing minor differ-
ences between the two rounds by calculating the average, one can sum-
marize the probabilities estimated by the panel on four “modes of 
outbreak” (Gordon and Helmer 1964, 28):

Escalation of a political crisis 45%
Escalation in the level of violence in an ongoing minor war 37%
Inadvertence 11%
Surprise attack at a time when there is no ostensible acute crisis 7%

In general, these results give a picture of a community of experts who 
agreed that the main threats to global security were neither the proverbial 
accidental activation of the red button nor an unforeseeable, unilateral 
opening of a new conflict. Rather, the main danger arose from the pos-
sibility of escalation of already existing political or military conflicts, 
most urgently of course if one of the world’s atomic powers was involved 
in it, directly or by alliance to an involved nation. As such, this result 
underlines the importance of global policy-making. Of course, it should 
be taken into account that this result is in line with the creed of the com-
munity of the “new civilian militarists” from which the study authors 
most probably recruited its participants. Underlining the importance of 
politics in the arena of global conflicts means to underline the impor-
tance of the “new civilian militarists.”

6 The Boredom of the Crowd: The Long-Range Forecasting… 
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As already mentioned, the third main question of Panel 5 dealt with 
future measures of war prevention. This was, in the view of Gordon and 
Helmer (1964, 28), the panel’s “main assignment.” In total, panel mem-
bers submitted and, in later rounds, evaluated 42 proposals. Having 
established a list of proposals after the first round, the next rounds asked 
the participants to rate the “desirability” of each measure, its effectiveness 
if implemented, and its probability of implementation. Effectiveness, in 
this context, was defined specifically as the impact on lowering the prob-
ability of war.

Though these ratings came in numerical form, much substantial 
exchange on this issue was verbal rather than numerical, and Gordon and 
Helmer decided upon another form of presentation of results (see 
Table  6.4). The proposed measures were arranged according to their 
desirability rating from high to low desirability. If there was “considerable 
consensus” among the respondents, the respective entry was set in a 
frame. A question mark was used to denote measures where the partici-
pants had not been invited to assess the general desirability.

The way in which Gordon and Helmer chose to display these qualita-
tive results looks similar to the tables resulting from earlier political gam-
ing efforts. It gives an impression of the breadth of measures considered 
by the panel, while at the same time providing a ranking that follows the 
panel’s assessment of the desirability, effectiveness, and probability of the 
proposed war prevention measures. To a present-day observer, some pro-
posals are remarkable for their content. For instance, proposal no. 3 pro-
posed that both sides, the United States and the Soviet Union, developed 
weapons that could not be damaged by the opponent’s first strike and 
could then, and only then, be used for counter-measures, thus excluding 
the possibility that they be used for a first strike attack. Desirability, 
effectiveness, and probability of this measure were assessed as high, the 
latter even with a “reasonable consensus” among the experts. Another 
 interesting single measure, item no. 14, considered the probability of a 
political coalition between the United States and the Soviet Union 
against China or other potentially powerful states. Interestingly, against 
the widely held view of the irreconcilable two powers, the probability 
that this option was realized was assessed as high by the panel—albeit 
without “reasonable consensus.” However, the option of the initiation of 
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a unilateral disarmament process by the United States (item no. 42) was 
perceived as very unlikely, and in line with what had resulted in one of 
the political games described in Chap. 4, there was a consensus that such 
a measure would not be able to efficiently diminish the risk of a new 
major war. On a side note, we might further emphasize that this panel 
considered the use of war gaming approaches (items no. 21 and 27), but 
was skeptical toward the effectiveness and probability of these as mea-
sures of war prevention.

Some other things can be said by interpreting several of the items in com-
bination. For instance, the potential impact of international organizations on 
the prevention of war on a global level was generally assessed to be both desir-
able and effective, but the probability of realization was generally assessed as 
low, most likely because the configuration of these organizations with the 
required authority was perceived as utopian (items no. 6, 8, 9, 11). If not on 
the level of formal international regulation, such organizations would have a 
moderate impact via their civil servants (item no. 23). Also, they could serve 
as bodies responsible for establishing and maintaining educational programs 
“designed to amend or establish values of mutual toleration of various ideolo-
gies and the right to self- determination,” as item no. 35 reads.

In face of this perceived lack of effective international regulatory and 
juridical organizations in the near future, one measure could be the sup-
port of “under-developed nations” by the United States (item no. 10). 
This support should aim at increasing technological and economic stan-
dards in these countries. Interestingly, although the probability of this 
measure was assessed as high, the effect of this measure on the reduction 
of risk of war was assessed as low. In the eyes of the participating experts, 
the modernization of third countries did not significantly reduce the 
probability of a major war. Clearly, in this item, coeval modernization 
theory was put to test, but not questioned as a whole. While the experts 
considered the effectiveness of US-induced modernization in other coun-
tries, the item did not challenge the underlying ideology. The assumption 
of a continuum of development on which all countries or societies in the 
world can be located was itself not part of the question (on US modern-
ization theory, see Latham 2000; Gilman 2003; Shah 2011; on how this 
theory played out in various other parts of the worlds, see Adalet 2018; 
Feichtinger 2011; Miralles 2015).
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Finally, a group of items took up the issue of transparency in foreign 
policy and military strategy (items no. 18, 19, 33, 34). In view of the 
impression that the core tension in Cold War decision-making, and in 
fact some wrong strategic decisions we know of today, resulted from the 
lack of reliable information on the opponent and the inability, at least on 
the US side, to identify and establish a stable understanding of the oppo-
nent’s foreign policy, these measures apparently address the root of the 
problem. However, the experts were not very optimistic about these mea-
sures. With one exception (item no. 34), the proposals to foster transpar-
ency were assessed as rather improbable. Game theory’s core tenet that 
information asymmetry is one of the biggest assets in conflicts of interests 
had been well learned.

 Methodological Lessons

While Gordon and Helmer’s study thus covered a vast array of substantial 
issues, the authors also critically assessed the methodological lessons to be 
drawn from their study. Several of the issues emerged because of the deci-
sion to use a study design almost exclusively oriented on principles of 
quantitative social research. The first issue they addressed was the instabil-
ity of panel membership. For a variety of reasons, it happened repeatedly 
throughout the study that participants dropped out. And as we have seen 
with Joshua Lederberg, additional experts were invited to join the panels 
after the first phases of research. Although some changes would not be 
problematic—“in fact, scientific progress in general relies on the con-
stantly changing collaboration of many contributors” (Gordon and 
Helmer 1964, 57)—the authors suspected that too many changes inhibit 
the study’s progress by counteracting the convergence effect. The authors 
suggested using some form of contractual agreement with the study par-
ticipants as a means of diminishing the dropout rate.

The second issue addressed, time lapse, might have been a factor caus-
ing the already mentioned instability. “Too much time elapsed between 
successive rounds, the average lapse having been about two months” 
(Gordon and Helmer 1964, 57). A better preparation, Gordon and 
Helmer concluded, might have contributed to shortening the periods 
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between the rounds, as would have—in times of postal service—the 
omission of overseas experts; then, the authors estimated, the time 
between two successive rounds could have been reduced to one month.

Ambiguous questions, the third issue on their list, has already been dis-
cussed above, and it suffices to mention it briefly and to note that the 
ambiguous wording of questions becomes a problem only if we consid-
ered the questionnaire to be a quantitative measurement device. If instead, 
as it was done in the first Delphi study, the questionnaire is conceived of 
as a form of communication (among a decisively smaller group of peo-
ple), then the continuous specification and disambiguation of a question 
would have been no problem, but rather part of the solution.

Fourth, a critical remark concerned the respondents’ competence. Even 
within the panels, some questions concerned several fields of expertise, 
and it was, “[w]ith all due regard for our eminent respondents, […] not 
reasonable to expect that each could be equally competent with regard to 
all of the areas touched upon by our questions” (Gordon and Helmer 
1964, 58). Of course, this was a problem, because it entailed an ineffi-
cient use of the available expertise. The procedure blended the answers of 
the most competent panel members with those of the less competent 
members. To remedy this, Gordon and Helmer identified two possible 
measures. One was to define better-delimited fields of expertise, and to 
invite only persons who have demonstrably a high amount of expert 
knowledge in these fields. Another, which they stated to prefer, was to 
instruct participants only to answer questions which they felt competent 
in and to leave blank those for which their answer would be no more than 
a guess. An alternative option of this second measure would be to con-
tinue asking the participants to answer all the questions, but to include 
for each question “a self-appraisal of their degree of confidence in answer-
ing it. Precisely how this should be done is an open question which might 
be made the subject of a separate study” (Gordon and Helmer 1964, 58). 
As described below, at the time of writing, Bernice Brown, on the instiga-
tion and with the guidance of Helmer, was already involved in such a 
study. However, we see here a clear deviation from the program formu-
lated in OEIS. Its authors, Helmer and Rescher (1958) had argued  
that in many relevant policy questions, several fields of knowledge are  
interwoven. Correspondingly, experts would have to interact to solve 
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these questions. They would do so by collaboratively creating and evalu-
ating a pool of empirical data and material (a set of evidence). Gordon 
and Helmer, in contrast, took the other direction. They proposed to have 
more differentiated fields and to assess a degree of self-confidence. This 
was required only because there was no attempt of collaboratively creat-
ing a set of evidence.

The fifth critical remark concerned the production of self-fulfilling and 
self-defeating prophecies by the Delphi methodology. One panelist had 
remarked that the results of Delphi might make themselves true (or wrong) 
precisely by being published. Apart from giving a rather harsh reply to this 
remark, Gordon and Helmer also took a second perspective on the problem. 

Leaving aside the implication—to which we emphatically do not sub-
scribe—that the publication of the answers to some of our questions might 
in fact affect the future course of history with regard to the subject of the 
question (e.g. by hastening or retarding a predicted event), there still 
remains the possibility that a respondent’s answer might be biased by his 
expectation (whether conscious or not) that the announcement may affect 
the truth of the prediction’s outcome. (Gordon and Helmer 1964, 59) 

This, however, was a problem of the expert’s self- concept or, in our 
words, his or her epistemic role: “If this were so, then the respondent 
would cease to be acting as a pure predictor, but would in part become a 
would-be manipulator of the future” (Gordon and Helmer 1964, 59).
There appeared to be no means to deal with the deeply personal decision 
whether an expert answers along moral or strictly scientific lines of think-
ing. Yet again, this also was a consequence of the decision to increase the 
pool of participants and the resulting omission of a sophisticated discus-
sion of reasons and lines of thought behind the estimates.

An allegation also put forth by some of the study participants was 
that Delphi produced consensus by undue averaging. “The objection has 
been raised that the emphasis we place on the median as a descriptor of 
the group opinion and on the quartile range as a measure of the degree 
of consensus biases the outcome unduly against the far-out predictor, 
whose judgment may after all prove to be right while the majority opin-
ion may be wrong” (Gordon and Helmer 1964, 60). In the view of the 
authors, this objection was justified, but only as regards the actual study, 
and not the principles of the Delphi design  per se. They emphasized  
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that it was an essential feature of the methodological design that those 
who strongly disagreed with the majority were asked to state their reasons 
for so doing. Subsequently, all panelists could inspect those reasons and 
evaluate their salience. “Thus a far-out opinion is in principle rejected 
only if its  proponent fails to justify it before the rest of the panel” (Gordon 
and Helmer 1964, 61). However, the authors added that the actual study 
did not communicate the claim to provide reasons with much emphasis. 
“In retrospect,” they admitted, “it seems that we should indeed have been 
more insistent on eliciting explicit reasons for minority opinions, and 
should have provided an opportunity for explicit critique of such reasons, 
even at the expense of an additional round if necessary” (Gordon and 
Helmer 1964, 61). The suggestion thus would be to include more space 
for qualitative communication at the expense of additional attempts to 
produce quantitative convergence of opinions. In assessing this sugges-
tion, it appears valuable to relate this argument to the already mentioned 
study by Bernice Brown. Entitled “Improving the Reliability of Estimates 
Obtained from a Consensus of Experts. P-2986” (Brown and Helmer 
1964), the study used Almanac-style questions on past or current facts in 
order to compare the estimates with true values. Here, as discussed later 
in more detail, it turned out that in a decisive number of cases, and 
despite the opinions converging, the final medians were far away from 
the true value. In fact, the final estimates in those cases were much closer 
to the initial estimates than to the true values—an effect nowadays known 
to social psychologists as anchoring-and-adjustment effect. If not meth-
odological reasoning alone, then at least this finding could have triggered 
a move of the burden of justification from the group of deviants toward 
the majority, perhaps by making the disclosure of one’s reasoning a gen-
eral requirement, as it was done in the first Delphi study. However, nei-
ther Gordon and Helmer (1964) nor Brown and Helmer (1964) 
considered inviting all participants to provide reasons for their estimates. 
Consensus, it appears, was far too valuable to have it disrupted by the 
deliberate introduction of self-reflection.

Their last point of self-critique concerned the substantive breadth of the 
study, which still was not comprehensive enough. To describe the major 
aspects of the world of the future in a way that can inform political deci-
sions would have required a separate panel on international relations.
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 The Problem of Improvement, Revisited

Although the Gordon and Helmer study contributed almost all of the 
substance of the Delphi paradigm, the parallel study carried out by 
Bernice Brown under the auspices of Helmer (Brown and Helmer 1964) 
should not be ignored. For one, it added some relevant methodological 
aspects to the picture, especially by introducing the issue of evaluating 
the experts’ predictions. It did so by reference to the study by Abraham 
Kaplan et al. (1949); in contrast to the other studies, however, this refer-
ence now engendered a substantial interest in one of the problems treated 
there. Brown and Helmer’s study used some elements of the earlier study’s 
design. The report by Brown and Helmer, entitled “Improving the 
Reliability of Estimates Obtained from a Consensus of Experts. P-2986,” 
reported the outcome of an experiment which combined two techniques 
of expert interrogation, Delphi and, following the example of Kaplan 
et al., “the computation of a consensus based on self-appraised compe-
tence ratings” (Brown and Helmer 1964, 1). The experiment aimed to 
contribute to consensus research by addressing three methodological 
research questions, or “desiderata”:

(i) to cause convergence of opinions in the sense of shrinking the opinion 
spread as expressed by the interquartile range; (ii) to cause convergence in 
the sense of more closely approximating the true value by the median; and 
(iii) to find a formula for determining a consensus that would be a more 
reliable estimator of the true value than the group median. (Brown and 
Helmer 1964, 2)

The experiment included 23 respondents, all of them RAND research-
ers (cf. Brown and Helmer 1964, 3), and probably all based in Santa 
Monica. The respondents received a questionnaire comprising twenty 
questions. Of these, 18 “were of a kind for which the answers can be 
found in the World Almanac” (Brown and Helmer 1964, 3); the remain-
ing two questions could in principle be answered by means of mathemat-
ical computation, but were of a relatively high complexity so that solving 
them required some effort. Interestingly, the questionnaire did not con-
tain a single predictive item. Furthermore, as the authors acknowledged, 
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a consequence of this design choice was that the study participants “were 
relatively inexpert with regard to the questions posed” (Brown and 
Helmer 1964, 12). This becomes instantly clear when one reads any one 
of the questions, for example, question no. 4: “What was the average 
price received by the United States farmer for a bushel of apples in 1940?”

The participants were asked not to use any reference materials and not 
to take longer than a few minutes for each question. Like the earlier 
Delphi studies—and unlike the study by Kaplan et al.—there were no 
predefined answer categories. The participants had to give their estimates 
in numerical form. However, comparable to the study by Kaplan et al.—
and unlike the earlier Delphis—the respondents were invited to addi-
tionally submit some measure of their confidence in their own estimate. 
Whereas Kaplan and his colleagues had decided on a design that asked 
for distributing subjective probabilities to four alternative answers, the 
Brown and Helmer study attempted to accomplish this via a self-rating. 
The expert was invited to evaluate, on the natural scale from 1 to 4, “his 
[or her] own degree of expertise on each question” (Brown and 
Helmer 1964, 4).

The questionnaire with the same 20 questions was distributed four 
times. In the second round, the participants were informed of the median 
and the interquartile range (the absolute range between the lower and the 
upper quartile of the answers if ordered) of the first round’s estimates. 
The participants were asked to reconsider their initial answers and, in 
those cases where they were located outside the interquartile range, to 
provide a reason. These were then summarized for the third round, and 
participants were invited to provide brief counter-arguments in case they 
had some. Again, in the third round, median and interquartile range was 
provided for each answer, and the participants were asked to alter or re- 
state their answers. The fourth-round questionnaire contained, apart 
from the 20 questions and the usual information on the distribution of 
the answers from the previous round, summaries of all the arguments 
collected in rounds two and three.

Table 6.5 gives the results of the first and the final fourth round for six 
exemplary questions used in the study. The questions were selected in 
order to provide an overview both over the variety of subjects of the ques-
tions and of the variety of results. All in all, a continuous convergence of 
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the interquartile range could be observed. Two additional measures have 
been calculated to assess the results of the study. The relative difference 
between the first-round median M1 and the fourth-round median M4, 
dM, is used to describe how much the opinions moved over the multiple 
interrogation phases. The relative difference between the fourth-round 
median M4 and the true value T, dT, is used to describe how much the 
fourth-round opinions (as described by the median) would have had to 
move in order to meet the true answer. In formal notation, these mea-
sures read:

 

d
M M

MM =
−4 1

1  

and

 

d
T M

MT =
− 4

4  

Reconsidering the three desiderata (or research questions) stated in the 
introduction, Brown and Helmer concluded for the first research ques-
tion that a convergence of opinion took place in the sense that the esti-
mates increasingly approximated each other and, as a consequence, the 
interquartile range either continuously diminished or at least never 
increased. However, the subsequent second research question was whether 
this convergence tended to approach the true answer. Here, Brown and 
Helmer drew differentiated conclusions. The decrease of the interquartile 
range in some cases led to the fact that while it included the true value in 
the first round, it did not do so in later rounds. “While the first-round 
interquartile ranges were large enough so that 13 out of the 20 contained 
the true value, in Rounds 2 and 3 only 10 still contained it, and in Round 
4 the number of interquartile ranges containing the true answer had 
decreased to 7 out of the total of 20” (Brown and Helmer 1964, 8). In 
the majority of cases, however, the median had moved toward the correct 
cases, so that, if comparing the medians of the first and the last rounds, 
the medians of the fourth round were closer to the true answers in 13 of 
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the 20 cases. One median remained stable throughout all four rounds of 
interrogation, and for six questions, the first-round median had 
been closer.9

Of course, the improvement produced by the procedure of repeated 
interrogation was far from spectacular. This links to the third research 
question and to the problem of improvement as it was originally described 
by Kaplan et al. (1950): What can be done to achieve better, in the sense 
of more correct and reliable, results? Brown and Helmer wondered 
whether there was an alternative to taking the median of the group’s esti-
mates. Seven of the 23 participating experts had actually performed bet-
ter than the median. With regard to situations where the true value is 
unknown, the question was how to identify these better-performing 
experts. The study authors hoped to achieve this via the self-ratings. If 
there was a strong positive correlation between the performance and the 
self-reported degree of expertise, the latter could be used as a criterion for 
excluding those with lesser expertise.

In the questionnaire, the instruction aimed at soliciting the self-rating 
read as follows:

Write one of the numbers 1, 2, 3, or 4 indicating how relatively confident 
you feel about your answer, using 1 for the most confident. More specifi-
cally, imagine that the answers from all respondents (chosen from various 
departments of the RAND research staff) are ranked according to their 
distance from the true answer; then your number should indicate whether 
you think your answer falls in the first, second, third, or fourth quartile in 
this ranking. (Brown and Helmer 1964, 10)

For each question, then, Brown and Helmer defined a subgroup of 
those who declared themselves as having a high confidence. Across the 
questions, this subgroup comprised approximately a third of the whole 
group, thus around six or seven persons. In a manner echoing Paretoian 
sociology, this subgroup was called E, because it “represents in a sense the 
(self-appointed) elite among the experts” (Brown and Helmer 1964, 10). 
Using only the fourth-round estimates of the elite resulted in significantly 
better results. Compared to the fourth-round median of the entire group, 
the fourth-round median of the elite was closer to the true answer in 15 
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of the 20 questions. In one case, the medians were identical. And in the 
remaining four cases, the entire group median came closer to the true 
value than the elite’s estimate. Furthermore, the use of the elite’s medians 
“produced an estimator which performs 50% better […] than the very 
best individual participant” (Brown and Helmer 1964, 11f ).

These, of course, were positive results for the proponents of the meth-
odology. A similar picture would probably emerge when calculating the 
correlation between the self-ratings and the actual performance. This 
topic was briefly discussed by the authors. They reported that to describe 
the actual performance of a participating expert, they had constructed a 
variable which was based on the distance of each answer to the true value. 
Thus, a distribution resulted, and it was then assessed for each question 
and each participant in which quarter of this distribution his or her 
answer was located. Thus, the actual performance variable also had four 
properties (1, 2, 3, and 4), with 1 denoting those answers which showed 
the least distance to the true value. The rank correlation between the two 
variables turned out to be positive, showing an average of 0.3 across all 
questions.

The authors’ summary was generally positive. A convergence of opin-
ions could be observed, and it could further be determined that the medi-
ans tended toward the true value. Furthermore, “the use of self- appraised 
competence ratings in forming a consensus appeared to be a powerful 
tool for increasing the reliability of the group estimates” (Brown and 
Helmer 1964, 12). This was, by all means, an exaggerated conclusion. 
What they had factually done is to ask the same bulk of dummy questions 
again and again, adding only minor additional information from round 
to round. The effect of fatigue must have been considerable. As a conse-
quence, the results were highly stable. Consider for instance the fate of 
question no. 1. Although the answer to this question—“How many ran-
domly selected persons must there be in a group so that the probability is 
½ that at least three of them have their birthday on the same day of the 
year?”—can in principle be calculated, the group’s consensual answer (if 
we take the median to represent it), was overrating the true answer by 
140%. Moreover, the median did not change at all over the four rounds. 
Whereas it is true that in the complete list, the majority of the medians 
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did move toward the true value, they did so only slightly and, for the most 
part, remained at a significant distance of the true value.

The most impressive example from our list that can be used to cor-
roborate this critique is question no. 8—“What was the total tonnage, in 
millions, shipped through the Port of New York in 1962?” The initial 
median was at 40, and it slightly declined throughout the procedure to 
finally amount to 35, which leads to a dM of −12.5%. The correct answer, 
however, was 145. The final estimate still had underestimated the correct 
value by a factor of 4! Or, in other words, the final median would have 
had to move in the other direction and to increase significantly, namely 
dT = +314%! The conclusions which, for their disturbing implications, 
were not drawn by the study authors but could have been were, firstly, 
that once the first set of estimates was collected, there was only slight 
movement; and secondly, that this phenomenon was more likely to 
emerge due to fatigue caused by the monotonous reiteration of the 
same tasks.

 The Diffusion of the Delphi Paradigm, 
1963–1969

As explained at the outset of this chapter, the two studies discussed were 
part of a larger effort to boost the use of the Delphi technique, an effort 
that started around 1962. More precisely, they formed the core of those 
efforts that went into developing the design and methodology of the 
technique. Apart from that, Olaf Helmer and his team also took steps to 
disseminate the technique. In July 1962, Dalkey and Helmer had man-
aged to receive the security clearance to publish an abridge version of the 
report of the first Delphi study from 1951. The subsequent dissemina-
tion, however, forgot about the initial Delphi study. In July 1963, Olaf 
Helmer confronted the participants of the Third International Conference 
on Operational Research in Oslo, Norway, with the question of whether 
or not operations research (OR) can be regarded as a science. Drawing on 
some thoughts published in OEIS, and thus providing a “qualified ‘yes’” 
to his question (Helmer 1963, 1), Helmer continued by introducing the 
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two studies underway at RAND, the long-range forecasting study 
(Gordon and Helmer 1964) and the experiment on improving the reli-
ability of estimates (Brown and Helmer 1964). Another paper on Delphi, 
this time entitled “Convergence of Expert Consensus through Feedback” 
and published by RAND as P-2973 (Helmer 1964), followed the same 
structure: no mention of the first Delphi study, but an attempt to relate 
some general issues of OEIS—without ever reaching the philosophical 
depth of OEIS—to the two current studies. Helmer presented this paper 
in September 1964 at the 10th Annual Meeting of the Western Section 
of the Operations Research Society of America (ORSA) at Honolulu, 
Hawaii. Helmer’s widely read book, Social Technology (Helmer 1966), 
included the two study reports from 1964 in slightly modified form. A 
chapter on Delphi that was published in 1967  in the Italian journal 
Rivista Italiana di Amministrazione Industriale, listed by RAND as 
“Analysis of the Future: The Delphi Method. P-3558” (Helmer 1967a), 
referred only to the long-range forecasting study. A contribution submit-
ted to Science Journal and listed by RAND as “The Future of Science. 
P-3607” (Helmer 1967c) focused on reporting the estimations on the 
development of science gathered in the long-range forecasting study. In 
November of that year, Helmer addressed the board of the Air Force 
Advisory Group (AFAG) with a similar paper on Delphi, now entitled 
“Systematic Use of Expert Opinions. P-3721” (Helmer 1967b).

While Helmer was preparing to leave for the Institute for the Future 
that he co-founded with Paul Baran, Theodore Gordon, and Arnold 
Kramish in 1968 (see Chap. 7), Norman C. Dalkey continued the dis-
semination activities on behalf of RAND. In October 1967, he presented 
the method to the participants of the Second Symposium on Long-Range 
Forecasting and Planning, Alamogordo, New Mexico (Dalkey 1967). He 
introduced Delphi at the National Meeting of the American Chemical 
Society in San Francisco, California, in April 1968 (Dalkey 1968b), and 
included a brief description of Delphi in his speech at the National 
Conference on Fluid Power in Chicago, Illinois, in October that year 
(Dalkey 1968b). Finally, an article by Bernice Brown, entitled “Delphi 
Process: A Methodology Used for the Elicitation of Opinions of Experts” 
was published in ATSME Vectors in early 1968 and distributed as RAND 
report P-3925 (Brown 1968).
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In their descriptions of the Delphi procedure, all these papers are quite 
similar to each other. The following description, taken from Dalkey 
(1967, 4), can be considered as representative:

A typical [Delphi] exercise is initiated by a questionnaire which requests 
estimates of a set of numerical quantities, e.g., dates at which technological 
possibilities will be realized, or probabilities of realization by given dates, 
levels of performance, and the like. The results of the first round will be 
summarized, e.g., as the median and inter-quartile range of the responses, 
and fed back with a request to revise the first estimates where appropriate. 
On succeeding rounds, those individuals whose answers deviate markedly 
from the median (e.g., outside the inter-quartile range) are requested to 
justify their estimates. These justifications are summarized, fed back, and 
counter-arguments elicited. The counter-arguments are in turn fed back 
and additional reappraisals collected. […] One additional feature of pres-
ent Delphi procedures [is that respondents] are requested to make some 
form of self-rating with respect to the questions.

This quotation describes neatly the specific form of Delphi that was 
disseminated in the 1960s. As regards methodological reasoning, the 
Delphi paradigm that emerged around this definition relied exclusively 
on the two studies from 1964 (Gordon and Helmer 1964; Brown and 
Helmer 1964), thereby ignoring both the earlier study from 1951 (Dalkey 
and Helmer 1962) and—implicitly, albeit not overtly—the methodolog-
ical position elaborated in OEIS (Helmer and Rescher 1958). The objec-
tive of Delphi still was to produce a consensus, but this was attempted 
not so much by using the iteratively distributed questionnaires as means 
of communication among the study participants, but rather as a tool to 
retrieve measurement data. In this form, the Delphi paradigm also 
became codified in the first textbook-like publications on the method, 
namely in the series on “The DELPHI Method” begun and supervised by 
Dalkey and issued by RAND for public relations: “The DELPHI  
Method: An Experimental Study of Group Opinion. RM-5888-PR,” by 
Norman Dalkey (1969); “The DELPHI Method, II: Structure of 
Experiments. RM-5957-PR,” by Brown, psychologist and RAND con-
sultant Samuel Cochran, and Dalkey (1969); “The DELPHI Method, 
III: Use of Self- Ratings to Improve Group Estimates. RM-6115-PR,” by 
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Dalkey et  al. (1969); and, finally, albeit with some restrictions, “The 
DELPHI Method, IV: Effect of Percentile Feedback and Feed-In of 
Relevant Facts. RM-6118-PR,” by Dalkey et al. (1970).

With the years to come, however, various points of critique have been 
directed toward the Delphi paradigm, and alternatives have been 
explored—outside, but also within RAND, where Harold Sackman was 
commissioned in 1973 to write a critical analysis and evaluation of 
Delphi. Sackman’s conclusions were devastating. He found

considerable evidence that results based on the opinions of laymen and 
“experts” are indistinguishable in many cases; aggregated raw opinion pre-
sented as systematic prediction; technical shortcomings, such as untested 
and uncontrolled halo effects in the application of Delphi questionnaires; 
unsystematic and non-replicable definition and use of “experts;” manipu-
lated group suggestion rather than real consensus; ambiguity in results 
stemming from vague questions; acceptance of snap judgments on com-
plex issues; and the virtual absence of a vigorous critical methodological 
literature even though hundreds of Delphi studies have been published. 
(Sackman 1974, v)

As a consequence, Sackman suggested that “[e]xcept for its possible 
value as an informal exercise for heuristic purposes, Delphi should be 
replaced by demonstrably superior, scientifically rigorous questionnaire 
techniques and associated experimental procedures using human sub-
jects” (Sackman 1974, vi; emphasis added).

Were Sackman’s allegations correct? Had Delphi’s inventors, despite 
their training in philosophy of science, failed to construct a method that 
met scientific standards? Of course, Sackman’s evaluation was deliber-
ately systematic, not historical, in the sense that he applied those criteria 
he himself perceived and selected as valid. The standard that Sackman 
applied is the one of psychology and sociology in the mid-1970s, and he 
shows no understanding for the pragmatic stance that characterized the 
early Delphi proponents—the conviction that doing something imper-
fectly was better than doing nothing. In their publications, Delphi inven-
tors had repeatedly stressed that Delphi might be of help in situations 
where there is no knowledge available to base policy decisions on. In such 
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a context, Delphi might be pragmatically the best choice; in the absence 
of truth, a good estimate is better than nothing. Also, Sackman had not 
concerned himself with the position developed in On the Epistemology of 
the Inexact Sciences (OEIS), which offered a very distinct definition of sci-
ence unlike the one assumed by Sackman. Thus, his critique might appear 
exaggerated. And at the same time, it did not identify the most funda-
mental flaw of the Delphi paradigm.

As shown above, its inventors were highly ambivalent with regard to 
the nature of Delphi as a means of knowledge production: was it a scien-
tific method or a technique of analysis? Was truth its final objective, or 
was it to improve decision-making? Sackman decided to evaluate Delphi 
as a scientific method. And OEIS had been clear about this: if it followed 
its characteristics, Delphi had the right to be treated as a scientific method. 
The 1964 Delphi attempted to avoid this question. Instead of shaping its 
argument along the lines of the epistemology of the inexact sciences, it 
again, where feasible, relied on pragmatic considerations to defend the 
choice of procedure. In some passages, the 1964 study was treated as a 
piece of science—in others, as a piece of interesting and speculative, 
albeit systematic policy advice.

Set against the standard formulated in OEIS, however, the 1964 study 
was no science. Since it omitted the (collaborative) setting up of a trans-
parent and accessible set of evidence, it lacked a crucial characteristic 
required to call it part of a scientific endeavor. But beyond losing the 
claim to be scientific, the omission of a collaborative composition of a set 
of evidence had an utterly destructive consequence for the whole meth-
odology. Without such a set of evidence, the interpretation of the conver-
gence as “consensus” lost its justification. Since the experts could not 
agree on the epistemic value of a set of evidential material, what were they 
expected to reach consensus upon? Or, to put it in other words, what is 
the likely psychological effect of being repeatedly asked to revise one’s 
answers in the face of the opinion of the majority? Does such a procedure 
result in consent? Or, rather, in a mixture of annoyance and fatigue? 
Without an evolving set of accessible evidence, the convergence that 
should be a rational result of the technique became a mere artifact of its 
procedure. While in their long-range forecasting study, Gordon and 
Helmer preferred to speak of forecasts instead of predictions to indicate 
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that the study applied a more open process of sketching several possible 
futures (cf. Gordon and Helmer 1964, 1), a closer analysis of their proce-
dure corroborates the claim that the epistemic role of the experts in their 
study was not to forecast, but to predict—just as it had been the case with 
RAND’s first expert prediction study by Kaplan et al.

 Conclusion

Delphi—and OEIS in particular—can indeed be seen as continuing the 
program of the interrelatedness of science and politics that characterized 
the positivist (and early neo-positivist) movement. Already in Vienna, 
logical positivism was not a mere scientific movement, but was under-
stood as a project oriented toward improving society. Since politics were 
to become a scientific project, science was intrinsically political. After the 
emigration of the movement’s European key members to the United 
States, relations to the prevailing pragmatists were soon established. The 
separation of the political from the scientific that so crucially determines 
our current picture of positivism was a result of the fear of McCarthyism 
and anticommunist persecution, as it reinforced the tendency of the refu-
gee members of this scientific community to detach themselves from the 
political discourses (cf. Reisch 2005).

However, even Delphi, despite having been created by proponents of 
logical empiricism, did not conform with all its central tenets. Prominent 
among these was of course the tenet of empiricism, meaning the system-
atically collected experience is the only source of new knowledge. By con-
ceptualizing (tacit) expert opinions as a crucial element in the production 
of knowledge, Delphi—and OEIS, for that matter—deviated from this 
central tenet (Dayé 2016).

OEIS plays a curious role in the history of Delphi. It has been widely 
cited, yet its explication of a specific epistemic role of the expert did not 
affect the Delphi paradigm in any substantial way. This is surprisingly 
true even for those Delphi studies carried out at RAND in the 1960s, 
prime among them of course the long-range forecasting study from 1964. 
The same holds for a series of further studies carried out under the aus-
pices of Helmer and Dalkey (Gordon and Helmer 1964; Brown and 
Helmer 1964) and for the way Delphi was disseminated in these early 
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years (Helmer 1963, 1964, 1967a, 1966; Dalkey 1967, 1968b, 1968a). 
None of these texts seriously considered  the methodological principles 
developed some years earlier.

Several factors might have contributed to this turn. On a micro level, 
the personality of Olaf Helmer could have played a role. As Rescher 
remembered, Helmer was “impatient of detail—and the active writing 
up of his researches was for the most part left to his collaborators” (Rescher 
1997, 349). With Rescher leaving RAND in 1957 for a university career, 
the second author of OEIS was not at hand any more. Though he returned 
to issues related to prediction and social prognosis later in his career 
(Rescher 1969, 1998), his publications from this period do not include 
anything on Delphi. Olaf Helmer was attracted by the emerging field of 
futurology and, especially in Social Technology (Helmer 1966), the book 
that introduced Delphi to the public outside RAND, he emphasized the 
practical use of the method without delving deeply into epistemological 
issues. The same applies for the remaining Delphi co-inventor, Norman 
Dalkey, especially for the series of textbook-like introductions to Delphi 
mentioned above that Dalkey wrote collaboratively with a range of other 
RAND researchers (Dalkey 1969; Brown et al. 1969; Dalkey et al. 1969).10

On both meso and macro levels, several interconnected developments 
have confronted the new methodology. On the meso level of RAND, 
Helmer and Gordon had expected that the inclusion of non-RAND 
experts would increase the persuasiveness of the technique. Clearly, this 
required either to invite these experts to stay at RAND for the duration 
of the study, rendering it a very expensive method, or to rely on current 
communication technology and accept its restrictions as regards the 
interactive structuring of a shared set of evidence. Furthermore, the 
macro-level trend to raise the degree of quantification within the social 
sciences (Platt 1996; Steinmetz 2005) also had important proponents at 
RAND, most notably in the Mathematics Division  to which Helmer, 
Dalkey, and Rescher belonged. Quantification was increasingly under-
stood as the main avenue to objectivity within the social sciences. This 
understanding was not only a phenomenon internal to science, but 
instead emanated to the public sphere (Porter 1995) which led to an 
increased demand for quantitative studies. And while in OEIS, they had 
argued against precision as the defining characteristic of science, their 
critique certainly did not concern quantification.
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In addition to such “external” developments, the turn to bigger sam-
ples also offered “internal” solutions to open methodological problems 
with the Delphi technique. This was so mainly in relation to the afore-
mentioned problem of the two ways to define the expert. Though one 
can, as Kaplan and his colleagues suggested, start setting up databases on 
the predictive success of experts and thereby construct some measure of 
their predictive ability, one must perforce start with the expert as a socio-
logical category, that is, as the person who is seen by a community as 
possessing expert knowledge. Though not exploring this issue in detail, 
Delphi inventors probably were aware of it. In combination with the 
acknowledged problem that someone who has a detailed knowledge of a 
given field does not necessarily have the competence to predict, it sus-
pended a question mark over the process by which experts are selected. A 
person being falsely defined as expert and lacking the required compe-
tences would introduce a bias. And the smaller the sample, the higher the 
distortion of the overall results. Enlarging the pool of participating 
experts might have appeared as a way to level out this risk.

The history of the creation and early development of the Delphi 
method is thus one of a path sketched but, in the end, not taken. Out of 
a concern with the epistemological justification of their work, Delphi 
developers formulated a philosophical foundation for the systematic use 
of expertise in the inexact sciences. This foundation defined the epistemic 
role of the expert as evaluating, based on his or her implicit knowledge, a 
set of available and explicit evidence related to a hypothesis about a future 
event. The epistemic role of the expert as described in OEIS, thus, implied 
that she was able to forecast from an available set of evidence. However, a 
few years later, RAND researchers implicitly and tacitly returned to the 
earlier conceptualization and expected experts to come up with predic-
tions without establishing a parallel discussion of the reasoning behind 
these predictions. This was not only a regression in epistemological terms. 
Moreover, it pulled the rug from under Delphi’s core methodological 
claim (cf. Dayé 2018). It was not justified anymore to interpret the con-
vergence of estimates as consensus among experts; rather, Delphi had 
become a means of producing conformity. Apart from informing about 
the distribution of answers from the previous round, no new information 
was introduced. In OEIS, as well as in the first Delphi study reported in 
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Chap. 3, the methodological structure allowed for an expert consensus 
on how to assess the available set of evidence. In contrast, the long-range 
forecasting study, and all the other studies that followed its design, only 
allowed the expert to consent—or dissent—with figures provided by 
other experts. Hence, the aggregated opinion of the majority had become 
the only impulse available for changing one’s opinion.

Notes

1. German Delphi practitioner Michael Häder (2006, 351, 2009, 15) 
reports that a total of 14 experiments had been conducted at RAND 
prior to the publication of Gordon and Helmer’s “Report on a Long 
Range Forecasting Study” (1964). Although I inspected a vast array of 
relevant literature, including the source Häder refers to (Linstone and 
Turoff 1975, 10), and read all the available RAND writings on Delphi 
from the first two decades after its inception, I could not verify this fig-
ure. When asked how many Delphi studies RAND had carried out prior 
to his arrival, Gordon stated: “All I can do is give you an impression. A 
lot of informal experimentation: let’s try this, does this work, let’s try 
that. And formal reports: only a few” (Interview with Theodore J. Gordon 
by the author, 16 August 2013, p. 7).

2. This is the second meaning of the term “paradigmatic” described in 
Thomas Kuhn’s Postscript to the Structure of Scientific Revolutions (Kuhn 
1976).

3. Andersson (2018, 82) suggests that “the conflation of time and space” in 
the notion of long-range (instead of long-term) forecasting was “a result 
of experimentation not only with Operations Research (OR), but also 
with systems analysis, at RAND.” This is not true. The term “long range 
forecasting” was well established in meteorology already at the turn of 
the century (cf. Pietruska 2018, 108–155).

4. Two of the European participants, “Professor Dennis Gabor and 
Monsieur Bertrand de Jouvenel” (Gordon and Helmer 1964, ix) are 
thanked by name in the acknowledgments section of the report. De 
Jouvenel (1903–1987), author of the concept of futuribles and founder 
of an organization and a journal with the same name, is one of the best 
known twentieth-century futurologists (e.g., Jouvenel 1967). Dennis 
Gabor (1900–1979), a British physicist of Hungarian origin, is probably 
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best known for inventing holography, which earned him the 1971 Nobel 
Prize in Physics. He also wrote extensively on the future (most impor-
tantly Gabor 1963).

5. These dates were mentioned in relation to Panel 5, the panel on war 
prevention. Considering the authors’ practice to send all the question-
naires to all the participating experts, it appears justified to generalize 
these dates onto the whole study.

6. I have added to the items their numbers from the final list (see below).
7. For the sake of space, the items are not fully entered into the table.
8. Cf. http://www.state.gov/t/isn/4797.htm, accessed 28 June 2017.
9. Brown and Helmer (1964, 5–8) also introduced another way of compar-

ing the correctness of the median values. They define an area of 25% 
around the true value, which they call “ballpark,” and determine how 
many medians are located in the ballpark of each question. This was true 
for six of the first-round medians, and for nine of the fourth-round 
medians.

10. In an interview, Helmer shared some recollections on Dalkey. After 
Helmer had left RAND for the IFTF, “Dalkey pretty much devoted 
himself to pursuing research on Delphi for a number of years. So I think 
that became his main interest. I don’t know if he contributed anything—
I don’t mean to talk down—but I think in a way because of his interest, 
he contributed just through that. Pursuing and maintaining an interest. 
I don’t think he contributed very many original ideas to this, but on the 
other hand he was very conscientious from a scientific point of view. 
And so was quite careful in applying some ideas and improv[ing] the 
methods” (Interview with Olaf Helmer by Kaya Tolon, 3 June 2009, 
p. 7).
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7
Conclusion: The Strength of Epistemic 

Hopes

 The Future Studies Movement

This is roughly where the period of interest to this book ends. The para-
digms of the two methods had been shaped, and the epistemic roles of 
the experts consolidated. Now, a process of diffusion set in, and in one 
way or another, RAND affiliates contributed to this process. Both tech-
niques turned out to be “dual use” techniques, techniques that easily 
crossed boundaries between social spheres (cf. Price 2016). Despite hav-
ing been created to produce knowledge for decision-making in the mili-
tary, their “operational areas” were much broader and extended into 
various realms of socially relevant issues. The future studies movement 
was about to take up on a global scale: Gordon’s The Future (1965) and 
Helmer’s (1966) Social Technology were immediately followed by Bertrand 
de Jouvenel’s The Art of Conjecture (1967) and The Year 2000 by Herman 
Kahn and Anthony J. Wiener (1967). Since 1964, Daniel Bell had been 
directing the Commission for the Year 2000 installed by the American 
Academy of Arts and Science, an effort eventually leading to the publica-
tion of Bell’s The Coming of Post-Industrial Society (1973), a few years after 
Alvin Toffler’s bestselling Future Shock (1970). These books joined forces 
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with earlier works from European authors like Robert Jungk’s Die Zukunft 
hat schon begonnen (1952), Jean Fourastié’s La civilization de 1975 (1959), 
Fritz Baade’s Der Wettlauf zum Jahre 2000 (1960), and Dennis Gabor’s 
Inventing the Future (Gabor 1963) to form the intellectual basis of the 
future studies movement, a movement that, as Andersson (2018) shows, 
was international from the very beginning (see also Cornish 1977, esp. 
78–92). And Delphi and political gaming quickly emerged as the first 
techniques of prognosis around which the movement assembled.

Realizing this potential, Olaf Helmer, Theodore J. Gordon, and two 
other former RANDites—Paul Baran and Arnold Kramish—created the 
Institute for the Future (IFTF) and managed to affiliate to Wesleyan 
University. Here, they started to apply Delphi and other techniques of 
prospection they had developed, like cross-impact analysis, to problems 
outside the more military applications that RAND had required them to 
focus on. Political gaming happened to generate interest from another 
New England academic institution, the MIT. With the support of RAND 
researcher Paul Kecskemeti, Lincoln P. Bloomfield from MIT’s Center 
for International Studies (CENIS) began to use political games as a 
method of both research and teaching. This and the ensuing section 
describe the further trajectories of the two techniques. Then, the chapter 
turns to a concluding discussion of the epistemic hopes and the social 
position attributed to the Cold War expert, and their means to justify, 
maintain, and if possible corroborate the trust put in them.

 Delphi Moves from West to East (and Back 
Again)

Immediately after the 1964 long-range forecasting study, Gordon and 
Helmer invented another widely known method of future studies, cross- 
impact analysis, which in the years following its publication was tested 
and then systematically applied by the Central Intelligence Agency (CIA) 
and other intelligence agencies (cf. Heuer and Pherson 2011, 107) and 
became part of the standard toolkit of future research.1 However, Helmer 
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became increasingly estranged from the restriction of RAND’s focus on 
problems of military relevance. While RAND was broadening its research 
areas, it seemed reluctant to put social problems on its agenda. Helmer 
remembered:

At the time, you see, in fact, my feeling was—this was supported by 
Williams as well—that RAND ought to make an effort to expand some of 
its research methods to fields other than the military—for instance to social 
problems. That was the reason why, since we couldn’t persuade the RAND 
management at the time, I decided together with some of my colleagues 
that maybe we should set up our own organization and pursue that idea to 
pursue some of the rand techniques in areas applicable to social problems. 
(Interview with Olaf Helmer by Kaya Tolon, 3 June 2009, p. 9)

Several RAND researchers shared Helmer’s conviction, among them 
Gordon, physicist Arnold Kramish (1923–2010), and computer network 
pioneer Paul Baran (1926–2011). They perceived both the demand and 
the social urgency to broaden the use of their techniques of prosgnosi. As 
Gordon emphasized: “This was in the ‘60s, you know, there was a big 
upheaval in the social attitudes in the ‘60s. … Wouldn’t it be good if we 
could take the techniques that we’re developing here at RAND and use 
them to solve social problems?” (Interview with Theodore J. Gordon by 
the author, 16 August 2013, p.  4). Plans crystallized, and ultimately 
Baran managed to secure small grants from the Arthur Vining Davis 
Foundation and later from the Ford Foundation to foster the establish-
ment of the Institute for the Future (IFTF). They sought a university 
affiliation and visited various places in the country—among them the 
University of Texas, but “nobody liked the idea of living in Texas” 
(Interview with Theodore J. Gordon by the author, 16 June 2013, p. 5). 
Eventually, they received an invitation from Wesleyan University presi-
dent Edwin Deacon Etherington, which they accepted. Baran, Gordon, 
Helmer, and Kramish quit their jobs, and in 1968, they moved to the 
East Coast.

Two years later, however, Helmer, Baran, and Kramish decided to relo-
cate the institute back to California; it settled in Palo Alto, where it still 
resides, and Roy Amara became its director. Gordon stayed on the East 

7 Conclusion: The Strength of Epistemic Hopes 



208

Coast, yet he continued to do future studies at a company that he 
founded, the Futures Group. It established itself as an international con-
sulting firm that in the first years predominantly “contracted to perform 
Delphi studies for corporations on a proprietary basis” (Rescher 1997, 
354, fn. 32). Gordon retired as Chairman of The Futures Group after 20 
years, but continued to work as senior advisor.2

The move of the IFTF appears to be related to a rather bumpy start for 
the institute on the East Coast; beyond that, the Bay Area certainly was a 
region in the United states where “inventing the future” was the daily 
bread of many (F. Turner 2006; McCray 2013). Helmer nonetheless left 
the institute three years later to join the University of Southern California, 
which just had established a (short-lived) Center for Futures Research. In 
1977, he spent some time at the International Institute for Applied 
Systems Analysis (IIASA) in Laxenburg, Austria, where he taught courses 
on Delphi and other techniques of prognosis and wrote a few papers on 
the topic.

Meanwhile, Japanese government officials had followed the RAND 
and IFTF efforts and worked toward carrying out their own Delphi. The 
task fell to the National Institute of Science and Technology Policy 
(NISTEP), which, with help from Theodore Gordon, had its first Delphi 
carried out in 1971. Focusing on technological innovations, it has been 
carried out regularly since then, the ninth time in 2009. NISTEP’s 
Delphis attempt to assess when specific technological innovations will be 
made, when they will be implemented in Japanese society, how impor-
tant their impact will be on Japanese society and which sectors of the 
knowledge economy will be the driving forces behind each innovation.3 
Smaller, but methodologically comparable regular Delphi studies on sci-
ence and technology development and policy are carried out in Germany 
by the Fraunhofer Institut as well as in other countries. Further, Delphi 
is widely used in market research (e.g., Deutsche Post AG 2009), public 
opinion and media research (Ferguson 2000), or intelligence analysis 
(Heuer and Pherson 2011). Though there exists a considerable variety, 
Delphi studies today follow the 1964 paradigm by establishing estima-
tions via an iterative assessment of expert opinions without direct interac-
tion among them (Linstone and Turoff 1975; Häder 2009).
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 Gaming at Endicott House and Beyond

As already mentioned in the previous chapter, RAND did not intensively 
pursue political gaming after the completion of the fourth round. It was 
concluded that the efforts and resources required to carry out gaming 
exercises in a manner that satisfied the epistemic needs of the involved 
experts were in no reasonable relation to the expected results. In order to 
function as a serious tool of strategy testing, political games would have 
to continue over several months. The participating experts were with-
drawn from almost all other activities for the duration of the game. This, 
in turn, rendered it highly unlikely that high-level experts would partici-
pate in such a comprehensive political game. Furthermore, it was still 
probable that many of the same insights would result from traditional 
forms of strategy analysis. It was agreed that “[i]ntermittent rather than 
continuous gaming activities appear to us […] the most productive way 
of combining the benefits of research and gaming,” and decided that 
RAND would not, at least in the near future, “plan further large-scale use 
of political gaming in the Social Science Division” (Davison 1958, 12).

However, RAND’s social scientists had already begun to disseminate 
their experiences, and their approach to political gaming met with high 
interest. It was developed mainly with two objectives, one concerned 
with using political gaming as pedagogical device in university training, 
the other continuing the use of political gaming as a technique in the 
analysis of international conflicts, real or potential. As RAND was pre-
paring the later rounds of political gaming, the leading staff members 
received numerous declarations of interest in the new technique. Shortly 
after the completion of the fourth game, they started presenting their 
work to external audiences (cf. Davison 1958, 9ff; Goldhamer and Speier 
1959, 80ff). Between 1956 and 1958, Goldhamer presented political 
gaming in several lectures at the Army War College. In summer 1956, 
Speier introduced the Division’s work at a Social Science Research 
Council summer institute in Denver. Around the same time, Goldsen 
sketched RAND’s experiences at various gatherings with students and 
faculty members at Yale. In the following year, Goldsen presented  
the technique at a conference in Princeton (June 1957), and Speier  
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lectured about it at Stanford’s Center for Advanced Studies in the 
Behavioral Sciences. In June 1959, Speier was again invited by the Social 
Science Research Council to present political gaming at a conference in 
West Point (NY). Three months later, Goldhamer presented a paper on 
the technique at the annual meeting of the American Political Science 
Association held in Washington, DC.

Additionally, several informal talks and gatherings took place, most 
notably with Harold Guetzkow and Richard Snyder from Northwestern 
University as well as with several academics from MIT. Guetzkow first 
independently followed the idea of applying a gaming approach to the 
simulation of international relations (Guetzkow 1959; Guetzkow and 
Jensen 1966). When, in 1956–1957, he spent a sabbatical at Stanford’s 
Center for Advanced Study in the Behavioral Sciences (CASBS), he 
developed a combined manual and computer simulation called Inter- 
Nation Simulation (INS) “which became a widespread vehicle for peda-
gogy and research in world politics, focusing on simulated decision 
making in a hypothetical world” (Ward and Guetzkow 2009, 15). Hans 
Speier, who had been a CASBS fellow the previous year and was in close 
contact with representatives of the Ford Foundation that sponsored the 
Center, was a member of Guetzkow’s study group (cf. Guilhot 2017, 
200–201). Guetzkow’s interest was theoretical: he followed the mathe-
matical thrust of game theory and used role-playing to “validate theories 
about the structure of international politics” (Bloomfield 1960b, 59). To 
achieve this aim, Guetzkow chose not to have players represent those 
countries dominating international relations in the real world, but instead 
took care “to ensure that no known country is actually represented, so 
that the results may refer to the theoretical structure [of international 
relations] rather than to the players’ notions of how nations are supposed 
to react” (Bloomfield 1960b, 59).

The interest of MIT scholars in political gaming was raised by RAND 
scientist W. Phillips Davison, when he was appointed visiting professor at 
MIT for the academic year 1957–1958. In one of his courses, a graduate 
seminar on international communications, Davison applied a modified 
version of RAND’s political game as a teaching device (cf. Davison 1958, 
10; Goldhamer and Speier 1959, 80). As a “result” of this experience, 
Davison (1958, 11) noted,
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Professor Lucian Pye—also at M.I.T.—became interested in using the 
political gaming technique in connection with a senior course in American 
diplomacy. Professor Pye, assisted by Davison and Professor Warner 
Schilling […], adapted the RAND technique to his course requirements 
and introduced some ingenious innovations. […] During the game 
Professors Pye and Schilling edited a ‘World Newspaper,’ which was dis-
tributed to all participants at the start of each session. This included “news” 
contributed by each team (i.e., what each country wished to have known 
about itself and its policies), as well as editorials and a “James Reston col-
umn” written by the instructors. The latter column often included “leaks,” 
references to domestic reactions, etc. This experiment appeared to be highly 
successful in a pedagogical sense.

The use of political gaming at MIT as a means of student training 
raised the interest of Lincoln P.  Bloomfield from MIT’s Center for 
International Studies (CENIS). As part of a project he directed on the 
United Nations, Bloomfield began planning for a gaming exercise which 
became known as the Endicott House game, named after MIT’s country 
estate which was selected to host the game. Before turning to a more 
detailed description of CENIS’s Endicott House game, I want to describe 
briefly two student games devised by Bloomfield and his colleague, polit-
ical scientist Norman J. Padelford. These student games were carried out 
after the CENIS game, and “[t]he experience gained in the Endicott 
House game served as a guide in planning the two student exercises” 
(Bloomfield and Padelford 1959, 1109).

The two student games took place in the first half of 1959 and were 
both concerned with the coeval Berlin crisis. “The first involved 90 
undergraduates from the International Relations course at M.I.T., and 
was concentrated in a period of one week culminating in a model UN 
General Assembly lasting the equivalent of one day” (Bloomfield and 
Padelford 1959, 1105). The second game involved 40 political science 
students from Harvard, Yale, Dartmouth, and MIT. This game “was 
played over a six-week period, including two weeks devoted to diplo-
matic intercourse in which formal notes were exchanged between the 
seven states represented and missions sent back and forth between the 
teams. It was brought to a climax with a two-day Foreign Ministers’ 
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meeting” (Bloomfield and Padelford 1959, 1105–1106). The teaching 
staff had prepared a collection of materials prior to the start of gaming, 
which included, amongst other papers, the Potsdam Agreement on the 
division and reconstruction of Germany by the three occupying powers. 
In addition, the teams were invited to emulate governmental decision 
structures by installing the roles of foreign ministers, advisors, opposition 
leaders, public opinion, and others. Moves were made in written form, 
although open deliberations amongst the nations represented were pos-
sible. Taking up the idea by Pye and Schilling, a game-newspaper “was 
prepared and issued at intervals in each game to inform the players of 
public moves by other teams, to insert ‘news’ items desired by various 
parties, and to circulate new ‘facts’ or information released by the 
Umpires” (Bloomfield and Padelford 1959, 1110). In the first student 
game, W. Phillips Davison and Ithiel de Sola Pool, a member of CENIS, 
acted as Umpires. In the second game, this part was taken over by John 
C.  Campbell, Director of Political Studies at the Council on Foreign 
Relations in New  York City, and David E.  Linebaugh, former First 
Secretary of the American Embassy in Bonn, Germany.

Like the earlier analysis game, the first student game took place at 
Endicott House. However, Bloomfield and Padelford (1959, 1111) noted 
that the surroundings in many ways counteracted their attempt to simu-
late real deliberation procedures:

If the teams are forced to operate in too close proximity to one another, as 
by sharing offices or having to engage in diplomatic conversations in 
crowded hallways, this can deter or complicate effective role-playing and 
the maintenance of adequate security. Moreover, it can unrealistically speed 
up the dimensions of time: e.g., an instruction given to an ambassador to 
call on a Foreign Minister can be completed, including a report “home,” 
within ten minutes or so. […] [T]he ease of negotiating with all countries 
in the world simply by knocking on a few doors up and down a corridor 
was, in retrospect, far too great. It produced both a lack of realism and 
often an unmanageable compounding of demands upon the key teams.

Despite the effort spent on the use of political gaming in the classroom 
and the progress made in procedural questions, observers remained very 
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skeptical. For instance, Bernard C. Cohen had conducted a game in one 
of his courses at the University of Wisconsin, and it turned out that some 
of the central claims of the proponents of political gaming as a pedagogic 
device—for instance the increased interest of students in the subject—
could not be corroborated. There simply was a lack of evidence that there 
was something like a net gain of interest among the students in political 
gaming as compared with a regular class. “It might even turn out to be 
the case that the professors who direct the games are more interested than 
the students—and thus they tend to see chiefly the evidence that con-
firms their wisdom in conducting the exercise” (Cohen 1962, 371). For 
instance, headcounts carried out randomly in the Wisconsin experiment 
had resulted in the observation that “twenty to twenty-five students were 
enjoying an unexplained absence” (Cohen 1962, 371).

When devising the student games, Bloomfield had already made first 
experiences with the gaming technique in a game he organized at MIT’s 
Endicott House. The game was part of an ongoing research project con-
cerned with the United States’ interests in the UN. In the preparation 
phase, Bloomfield discussed his plans with several staff members of 
RAND, and he was given access to the informal records of the RAND 
games (cf. Davison 1958, 12; Goldhamer and Speier 1959, 81). It was 
decided that Paul Kecskemeti would participate in Bloomfield’s game, 
which finally took place in September 1958 at MIT’s Endicott House 
(Bloomfield and Padelford 1959; Bloomfield 1960b). In the official 
CENIS reports, the Endicott House game was called POLEX, an acro-
nym of Political Exercise, and was the first of a series of games directed by 
Bloomfield.

The scenario used in POLEX was that there emerged an international 
crisis after the demise of the head of government in Poland. It was a 
future scenario, having the game start one year ahead of the real time. 
Although it was initially conceived optimal to use five full days for gam-
ing, this was reduced to three days after considering the decreased likeli-
hood to recruit high-level experts for a longer period. In the end, 
participants formed ten teams (cf. Bloomfield 1960b, 62), and—like 
later the undergraduate students—were advised to introduce within their 
teams some kind of division of labor by installing a variety of roles.
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One major difficulty encountered in the preparation of the game was 
the selection of the problem. An adequate problem would have to meet 
several characteristics, Bloomfield and Padelford (1959, 1106) explained: 
the simulated crisis would have to be grave enough to ensure a level of 
interaction among the participants that was not artificial, but realistic; it 
would have to be open for political and diplomatic solutions rather than 
invoke military action; it should match the expertise of the available 
political scientists and area specialists; and, finally, it must show substan-
tive relevance to the overarching research project it was a part of, namely 
to Bloomfield’s project on the interests of the United States in the UN. All 
ideas for potential problems were evaluated along these criteria 
(Bloomfield and Padelford 1959, 1106):

Among the alternative problems initially considered for the Center game 
were: revolt in East Germany, Communist take-over in Syria, an India- 
Pakistani war over Kashmir, nationalization of the Panama Canal, civil war 
in the Union of South Africa, Chinese attack upon Quemoy and Matsu, 
renewed Arab-Israeli war, British-Yemeni hostilities, Soviet attack on 
Yugoslavia, Indonesian attack on West New Guinea, Chinese attack on 
Hongkong, and a Polish change of regime. Given the criteria specified 
above, the choices were ultimately narrowed down to the last alternative.

In the preparation, the game directors had produced a set of materials 
which included (1) the problem of the game; (2) a background paper on 
historical, geopolitical, and economic issues; (3) an overview of the func-
tions and procedures of the United Nations (UN); (4) a paper on “The 
Armed Forces of Poland and Soviet Forces in Poland”; and finally, (5) a 
paper that described the hypothesized state of the world one year ahead. 
Only the last piece was disseminated among the participants prior to the 
start of the game.

The initial schedule of POLEX was that the game started with a one- 
hour briefing session, followed by a two-hour slot which would allow 
participants to enter their roles. After lunch, teams should begin with 
communication and make moves. It was expected that toward the end of 
the first day, there would be agreement to call a UN meeting (or general 
assembly) to promote a diplomatic solution of the crisis. This meeting 
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would be held on the second day, with diplomatic deliberations and 
negotiations continuing for the first half of the third day. The final after-
noon could then be used for “post-mortem” evaluation of the exercise. 
The primary aim of Bloomfield and his colleagues was not to produce 
substantive results on the problem, but rather to test whether Endicott 
House type games were worth the effort. Although there were some devi-
ations to the plan in the actual game, the basic structure remained intact 
(Fig. 7.1).

In general, Bloomfield acknowledged the pioneering role of RAND 
scientists, but emphasized that the Endicott House type games, apart 
from minor procedural aspects, were different in at least two aspects. To 

Fig. 7.1 Work session of CONEX I at Endicott House, photograph, ca. 1968. 
(Photograph with seven men sitting around table. The man on the left is smoking 
a pipe and the third from the left adjusts his eyeglasses, undated, Lincoln 
P. Bloomfield Papers, MC 326, Box 11, CONEX I, folder 1/2. Massachusetts Institute 
of Technology Libraries, Department of Distinctive Collections, Cambridge, MA)
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clarify the first, he argued that one had to discern two types of political 
games, the “reality game” on the one hand, and the “normative or opti-
mal strategy type” on the other (Bloomfield and Padelford 1959, 1112). 
In reality games, like POLEX, all participants were advised to make those 
moves they assessed as the most plausible for the countries they repre-
sented. In contrast, normative games invite more eagerness to experi-
ment. RAND’s political gaming, for instance, had allowed for more 
freedom in the selection of strategies on the part of the US team  (see 
Chap. 4). The purpose of not restricting the selection of strategies to the 
most plausible was, at least in principle, to identify an “optimal” strategy 
out of a set of alternative strategies. Related to this first difference was a 
second, which concerned the core of the game—what was to be simu-
lated? In the Endicott House type game, Bloomfield and Padelford ascer-
tained, it was the interaction among several bodies and nations that was 
simulated. The RAND games, they argued, had been more concerned 
with the evaluation of “specific and detailed strategic moves and counter-
moves” (Bloomfield and Padelford 1959, 1114). This was also the reason 
for the difference in the number of teams employed in the two types of 
games: whereas, in addition to the referees and the Committee on Nature, 
RAND games were played by three to a maximum of four teams, Endicott 
House type games, with their emphasis on interactions, had decisively 
more teams, for example, ten teams in the first POLEX.

Like his colleagues at RAND, Bloomfield dismissed the idea that polit-
ical gaming procedures, however they were designed, could be used for 
prediction. To him, the notion that the future can be predicted by the use 
of gaming was an “ultimate temerity” (Bloomfield 1960b, 61). His justi-
fication for this position is worth quoting at length (Bloomfield 
1960b, 61):

There are variables and intangibles in any human situation which cannot 
comprehensively be anticipated if only because of the sheer cussedness of 
mankind, a quality which confounds the most elaborate prognostications. 
And, perhaps most serious of all, there is no assurance that culture-bound 
Americans, however dramatic their role-playing, are going to react identi-
cally with the kinds of mentality they are attempting to simulate, particu-
larly those shaped in drastically different cultures and subject to pressures 
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which we may find it impossible to evoke. Perhaps we should introduce the 
Stanislavski method into gaming. At all events, this is an imperfection 
which cannot be lost sight of.

Bloomfield continued to devise political games for virtually his entire 
career. Though it took place once again at Endicott House, POLEX II 
was not an Endicott House type game in the sense deployed by Bloomfield 
and Padelford, but instead followed more closely the principles devel-
oped at RAND. It dealt with the interests and strategies of the two super-
powers toward Iran, had only two teams, and allowed the US side to play 
not a realistic, but a “‘deviant’ or ‘optimal’ strategy”(Bloomfield 1960a, 
2). From 1962 to 1964, Bloomfield ran four games in a series called 
POLEX-DAIS and, together with Barton Whaley (Bloomfield and 
Whaley 1965), a further three in a series called DETEX.  In parallel, 
Richard E. Barringer and Barton Whaley organized an evaluation study 
of the MIT games and invited all 130 participants of the first eight MIT 
political games completed at this time (POLEX I and II, POLEX-DAIS 
I, II, III, IV, and DETEX I and II) to fill in a questionnaire and, inciden-
tally, to participate in a follow-up interview. Like the results from the 
POLEX-DAIS series, the results of this evaluation were published in 
Orbis (Barringer and Whaley 1965). In the second half of the decade, a 
further series of games, now entitled CONEX I to IV, was conducted by 
CENIS at Endicott House (cf. Bloomfield et al. 1970). Although accom-
panied by scattered claims from academic political scientists to clarify the 
methodological foundations of gaming instead of “attempting to look 
into the black box of political life” by looking into “another black box—
political gaming” (Schwartz 1965, 693), Bloomfield as well as the 
decision- makers funding his gaming exercises remained convinced of the 
value of the approach (see Fig. 7.2).

Generally speaking, gaming as a technique of analysis and teaching 
was taken up in many places. But MIT’s CENIS was certainly the place 
where political gaming, as opposed to military gaming, was pursued most 
intensively. However, comparable games were also conducted at the 
Pentagon. Air force officer and RAND consultant William Jones had 
introduced gaming to Pentagon officials, and “politico-military” or “crisis 
games” were conducted since 1961 under the auspices of the Joint Chief 
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of Staff’s Joint War Gaming Agency and, later, in Pentagon’s Studies, Analysis 
and Gaming Agency (SAGA).4 Referring to recollections of David 
Halberstam, Brewer and Shubik (1979, 106) report that “[d]uring a 
game [on the situation in Vietnam] devoted to exploring the likely impact 
of the United States’ bombing, it appeared quickly and decisively that 
North Vietnam would be especially resilient and resistant to bombing. 
The impact,” they concluded, “of the game and its findings on actual 
policy choices is moot.” Pentagon continued to conduct crisis games 
throughout the 1960s and apparently the 1970s. Former and present 
RAND researchers were repeatedly invited.5 It was attempted to keep this 
concealed from the public. However, trouble arose when the information 

Fig. 7.2 “What do you mean you are going on strike?,” photograph, 1968. 
(Lincoln P.  Bloomfield is standing in the middle, face to the camera (Lincoln 
P. Bloomfield Papers, MC 326, Box 11, CONEX I, folder 1/2. Massachusetts Institute 
of Technology Libraries, Department of Distinctive Collections, Cambridge, MA))
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about the games was leaked. Pentagon officials were forced to resentfully 
defend the idea that adult men play games instead of thinking earnestly 
about the nation’s security.

Throughout the 1960s and 1970s, gaming was also used outside the 
areas of military strategy and foreign policy. For instance, games were 
developed for approaching problems related to city and regional plan-
ning. In the more famous cases of San Francisco and Pittsburgh, the 
application of simulation techniques formerly developed for military 
usage was restricted to operational issues (Light 2003, 55ff). However, 
there were several attempts to construct urban development games where, 
in contrast to the San Francisco and Pittsburgh simulations, “more than 
one set of decision makers [was] considered as players whose free will is 
capable of influencing outcomes” (Brewer and Shubik 1979, 36). 
Probably the best known of these early games is CLUG, the Community 
Land Use Game, which was developed by Allan Feldt in 1963. “The game 
was originally intended for graduate students but it has been used suc-
cessfully with undergraduate and high school students as well as profes-
sionals, local officials, and businessmen” (Feldt 2010). Gaming approaches 
have since been on the agenda of urban planners, although almost always 
with educational intent (Taylor 1971).

 Trust, Hope, and the Uses of Ambivalence

The techniques of prognosis discussed in this book sounded out the 
potential of the idea to use experts for prognostication, taking the explo-
ration in a range of directions. However, they agreed on three core theses. 
The first thesis was that decisions—in foreign policy, but also in many 
other branches of social life—required foreknowledge. While this prob-
lem in itself was not new, the culture of insecurity had furnished it with 
a hitherto unknown urgency (Chap. 1). Not only that stable foreknowl-
edge led to better, more reasonable, and more efficient decisions in the 
present. Moreover, good decisions in the present were perceived as para-
mount to securing the future existence of Western culture. This is where 
the expert entered the scene. The second thesis upon which all our pro-
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ponents agreed was that the expert was an essential and indispensable 
element in the production of foreknowledge. The epistemic hope related 
to the expert thus was that she could help society cope with the omni-
present insecurity. It also implied that better than lay people, the expert 
was able to push back on personal motivations and needs and provide 
undistorted, “truthful” assessments (cf. Dayé 2018b). And third, the con-
struction of transparent and structured techniques appeared to be the 
best way to have this hope realized. Because experts were human beings 
and thus fallible, techniques that took their inspiration from the field of 
scientific social research offered the option to ask collectives of experts, 
thus countering the risk of bias by single outlier opinions.

What exactly such techniques should look like, however, was contro-
versial. In the focus of these controversies was the epistemic role of the 
expert, that is, the expectations about what and how experts knew things, 
and by which means they would provide this knowledge. The main camps 
of this controversy can be described by looking at the alleged epistemic 
capacities of experts: some techniques implied that experts were able to 
predict, that is, to come up with reasonable predictions based on what 
they—explicitly and tacitly—knew. In this camp, we find the earlier, 
non-RAND studies by Cantril (1938) and McGregor (1938) as well as 
the “precursor” study to Delphi by Kaplan et  al. (1949). However, as 
Chap. 6 showed, even the long-range forecasting Delphi study carried 
out by Gordon and Helmer (1964) and the parallel study by Brown and 
Helmer (1964) belonged to this camp, as well as the subsequent canon-
ization of the Delphi paradigm. In this camp, the epistemic expectations 
toward the expert emphasized prediction, and an inquiry into her reason-
ing was not feasible. You would not ask an oracle to justify its statements.

In the second camp, the epistemic role of the expert assumed an ability 
to forecast, and adequate procedures had to provide for an accessible set of 
evidential materials, upon which the experts based their estimations, as 
well as for a channel to discuss the rationales behind the estimations. This 
was formulated as a principle requirement in “On the Epistemology of 
the Inexact Sciences” (Helmer and Rescher 1959), and had been implic-
itly followed by the first Delphi study a few years earlier (Dalkey and 
Helmer 1963).
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Finally, however, a third camp settled around the conviction that the 
complexities of the social world overwhelmed, to a certain degree, the 
prognostic capacities of experts, and that instead of stable estimates or 
forecasts, one could only strive for a tentative, impression-like prospec-
tion. However, since the techniques applied to generate this prospection 
fostered the collaboration among experts, a social collective supported 
this prognosis, making it more reliable than a single individual’s view of 
the future. Moreover, by simulating real-world processes, the interactive 
structure fostered the confrontation of various standpoints, thereby 
broadening the knowledge of the participants and, on the collective level, 
further increasing the stability of the prospection.

Apart from this trisection, RAND prognosticators also held different 
views on the question whether and how experts should interact. The pro-
ponents of RAND’s Mathematics Division claimed that direct interac-
tion had an almost certain effect of distorting the prognostic results. The 
members of the Social Science Division (SSD), however, saw the direct 
interaction of the experts as a crucial source of realism in their games. 
This was a consequence of the divergent disciplinary backgrounds of the 
proponents (Dayé 2014, 2016). The Delphi team received their academic 
training in a specific school of analytical philosophy of science, logical 
empiricism. The political gamers, on the other hand, had strong roots in 
the sociology of knowledge (Bessner 2014), a program developed by 
Hungarian-German sociologist Karl Mannheim (1893–1947) who had 
been Hans Speier’s mentor in Heidelberg, had taught at the London 
School of Economics (LSE) while Goldhamer had been there, and was 
married to the sister of Kecskemeti’s wife.

These different background philosophies also had a consequence that 
was more fundamental for how the proponents conceived of the nature 
of the factors that determined the future. In its paradigmatic form, 
Delphi focused on developments. The prognosis it delivered was a syn-
thesis of all these developments. Life in 2014 was to be shaped by innova-
tions in science and technology, population growth and counter-measures, 
the spread of automation, explorations in space, and future wars and 
weapons systems. At least, these were the factors deemed of crucial rele-
vance to decision-makers. Political gaming, on the other hand, did not 
focus primarily on factors, but on decisions and actions. Thus, it offered 
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a more open prognosis. In other words, Delphi offered a picture of the 
future that was shaped by technological and ecological factors; this future 
should then be used for actual decision-making. In contrast, in simulat-
ing the possible development of political conflicts, gaming emphasized 
the agency of decision-makers. It was their actions that shaped the future. 
The factors deemed relevant in specific decision situations were assessed 
as part of the ex post analysis. In some sense, thus, the worldviews implicit 
in the two RAND techniques were fundamentally distinct. Delphi bore 
signs of technological determinism, whereas political gaming emphasized 
human agency. One sign of the strength of the epistemic hope is that 
these fundamental differences were if not downplayed, then at least not 
acknowledged to a degree that would have led to a more critical reflection 
on the underlying methodologies (cf. Dayé 2019).

In both cases, however, the epistemic hope was that the expert would 
help the world cope with the culture of insecurity. This hope, however, 
was a general one. It was not restricted to the scientific members of the 
Cold War policy networks and not even to the networks as a whole. It 
was a hope that, although not always stated explicitly, was widely shared 
by all sorts of people. The hope that they could and would make the 
world a little less insecure was the fundamental source of any form of 
trust attributed to the social figure of the expert in the Cold War era. 
While it was contested, the narrative structure weaving together the 
notions of hope, trust, and the social figure of the expert was effective and 
stable. It was effective to a degree that allowed our scientific actors and 
their audiences to continue, against available evidence, to believe in the 
predictive superiority of experts as compared to lay people. Since no 
empirical argument justified this, their continued belief indicates the psy-
chological forces at work. It thus provides another way to assess the 
strength of the epistemic hope in experts.

In a comparable way, both analysts and audiences remained rather 
uncritical toward the self-referential elitism involved in providing exper-
tise. Members of the ruling elite asked scientists to provide answers to the 
issues at stake, and thus moved them closer to the circles of decision- 
makers. The answers they gave consisted, to a large degree, in justifying 
the use of experts as the only reasonable, rational thing to do. As Olaf 
Helmer put it in his widely received book, Social Technology,
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reliance on the use of expert judgment, though often unsystematic, is more 
than an expedient: it is an absolute necessity. Expert opinion must be called 
on whenever it becomes necessary to choose among several alternative 
courses of action in the absence of an accepted body of theoretical knowl-
edge that would clearly single out one course as the preferred alternative. 
(Helmer 1966, 11; emphasis added)

Further, the narrative weaving together hope, trust, and the expert was 
stable because many influential actors profited from its presence. 
Decision-makers profited from the promise that their decisions could be 
based on sound empirical evidence. The public profited from the assur-
ance that science was there to level out the irrationalities that sometimes 
dictated the decisions by the elite in government and military. And the 
scientific experts profited from the authority accredited to them. 
Moreover, they actively sought to create, justify, maintain, and corrobo-
rate the trust toward experts. The analysis presented on these pages clearly 
indicated that ambivalence was the most important discursive strategy 
employed by RAND’s scientists to create and justify trust.

Sometimes, ambivalence is the cause of a feeling of insecurity. In a 
discursive setting, however, ambivalence also has the capacity to put an 
actor in a position to make statements that suggest clarity without 
neglecting the unclarity of the issue at hand. Such a statement can thus 
achieve the comforting effect of security without involving an outright 
lie. One example of such a statement was mentioned in Chap. 6. Experts 
participating in the long-range Delphi study were asked to estimate when 
they thought the chances of realization for a specific innovation were at 
50%—yet, the graphic displays did not reflect this, thus suggesting not a 
likelihood, but “certainty.”

Ambivalence was used by RAND’s scientists—or, for that matter, by 
many scientists engaged in the Cold War effort—to support the public 
hope in science and the trust in scientists’ capabilities. The strategic use 
of ambivalence concerned various dimensions, of which I discuss three: 
the differentiation of the observers and the observed, the nature of the 
produced statements, and the epistemological status of the proposed 
procedures.

RAND’s techniques of prognosis put scientists into an argumentative 
setting that was obviously circular (see Chap. 1). Decision-makers hoped 
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that scientists could deliver relevant knowledge, and the addressed scien-
tists themselves turned their eyes on scientists. The methodological 
answer provided by the techniques of prognosis was self-referential, and 
this was not so much a methodological problem as it was a social one. 
Seeking to maintain the trust they received from elites and the resulting 
closeness to decision-makers, RAND researchers successfully established 
a discursive differentiation between scientists and experts. They managed 
to introduce this differentiation into the discourse without having to 
clarify it, and used this differentiation to claim a separation of observer 
and observed and thus, in their epistemological conception, scientific 
objectivity, and neutrality. This differentiated them from other futurists 
who were very outspoken about their double role as interpreters and con-
structors of the future—among them those who W. Patrick McCray 
(2013) aptly described as “visioneers,” people who both envision how the 
future will be changed by revolutionary technologies and set to develop 
those very technologies. RAND researchers might have well been aware 
of their constructive function, and on occasions in their writings, they 
also referred to the phenomenon of self-fulfilling prophecies (Merton 
1948). Yet still, they insisted on the juxtaposition of scientists crafting the 
prognoses and experts delivering input. That this differentiation had no 
factual basis was not decisive for the success of the discursive strategy.

The second dimension of ambivalence that Cold War social scientists 
used to justify and corroborate the trust they received concerned the sta-
tus of their findings. As analyzed in the preceding chapters, they held 
varying understandings of the natures of their prospections. Some con-
ceived of them as predictions, statements about future events that were 
made without any reference to evidence; others thought of them as fore-
casts, statements about future events that were based on an assessment of 
available evidence; and some treated them as prospections, by which they 
meant not statements about the future per se, but statements defining 
those factors that were most likely be shaping the future. That these were 
not clearly differentiated might have been a consequence of the lack of 
previous knowledge. Delphi and political gaming rank among the first 
techniques developed within this nascent field, and only with the 
 publication of the 1964 Delphi report did the movement of future stud-
ies gain momentum (cf. Andersson 2012; Tolon 2012). Also, the lack of 
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differentiation here might be a consequence of the philosophical tradi-
tion of those who concerned themselves most fundamentally with the 
epistemological implications of their doing, which tended to discern 
explanation and prediction, but not different forms of prediction. Be it as 
it may, the resulting ambivalence about the very nature of the statements 
that their techniques of prospection produced again made it easier to 
maintain the trust and hopes that was placed on the scientists’ shoulders.

The third and final dimension of ambivalence concerned the epistemo-
logical nature of the proposed procedures. Here, our proponents shifted 
between understanding their procedures as scientific methods on the one 
hand and analytic techniques on the other (cf. Dayé 2018a). Initially, 
RAND researchers explicitly set out to develop methods that produce 
scientific results. In their contemporary perspective, the crucial criterion 
for science might be intersubjectivity (cf. Chap. 5), but of course, the 
ultimate ideal was truth. This was obvious from Kaplan et al.’s attempt to 
compare predictions with reality 20 weeks after the interrogation, and it 
was obvious from OEIS. Taking up a distinction fundamental to the phi-
losophy of science of their time, to strive for truth was the crucial differ-
ence between a scientific method and an analytic technique, which was to 
be judged by its usefulness. Whenever the argument concerned their 
epistemic authority and their self-image, the register they used was that 
one of science, of intersubjectivity, and ultimately of truth. But, on the 
other hand, whenever they deemed it appropriate, they could draw back 
to the hill of usefulness and describe their procedures as mere techniques. 
This is the main motif behind the argument that expert opinions are the 
only source decision-makers can turn to when requiring foreknowledge 
of events that do not allow for statistical extrapolation or prediction by 
causal laws. When asked whether their research was scientific or not, their 
reaction was twofold. They gave a “qualified ‘yes,’” as Olaf Helmer put it 
in a talk mentioned in Chap. 6 (Helmer 1963, 1); but virtually in the 
same breath, they asserted that anyone working in this craft “is, of neces-
sity, a pragmatist, interested primarily in effective control of his sur-
roundings and only secondarily in detailed understanding of all the 
underlying phenomena” (Helmer 1966, 5).

This ambivalence concerning the epistemological status of their proce-
dures also encroached on the interpretation of the findings. Was it true 
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that “limited weather control, in the sense of substantially affecting 
regional weather at acceptable cost” would be realized between 1987 and 
2000? Or was it a useful thing to consider in decision-making that lim-
ited weather control might perhaps be realized by then? The proponents 
of Delphi and, albeit to a lesser degree, of political gaming used both 
registers as they saw fit, thus creating an ambivalence that left them more 
comfortable with regard to the high expectations laid upon them. They 
had reached the ears of the powerful, and some degree of ambivalence 
seemed to allow them to juggle their ambition to produce valuable results 
with their wish to stay close to the decision-makers.

To be sure, this notional and theoretical ambivalence has to be discerned 
from the factual ambivalence involved in any attempt at prognosis. This 
point becomes clear when we compare the story told on these pages with 
the recent account by Eglė Rindzevičiūtė (2016) of the prognostic studies 
carried out by researchers at the already mentioned International Institute 
for Applied Systems Analysis (IIASA) in the 1970s and 1980s. Located in 
Schloss Laxenburg, a castle a few miles outside of Vienna, Austria, the 
IIASA was the first international research organization sponsored jointly 
by Eastern and Western powers (Levien 2000; Riska-Campbell 2011; 
Duller 2016). It became the place where systems analysis, an approach 
initially developed at RAND (see Chap. 6), was applied to issues of global 
relevance. In their systems analyses, IIASA researchers combined various 
simulation and modeling techniques to estimate environmental risks 
related to, for example, the nuclear winter, or acid rain. However, the epis-
temology informing systems analysis, with its roots in cybernetics, acknowl-
edged the factual ambivalences involved in the craft of scientific prognosis. 
Systems analysts, both from the East and from the West, were sincere about 
the problems involved in their doings, and cautious about the statements 
they produced. In contrast to accounts that emphasize the “closed world” 
character of the Cold War, her thesis is that the broad international  
consensus on the nature of global problems, on the difficulties involved  
in scientifically exploring them, and on the factual restrictions and  
ambivalences inevitably resulting from attempting prospection in  
fact opened the Cold War world. “This new epistemology undermined 
both the Marxist-Leninist view of stage-driven development and high  
modernist beliefs in control” (Rindzevičiūtė 2016, 207). It imposed limits 
on governmental optimism regarding the naturalness of economic and 
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societal development, but more importantly regarding the ability to con-
trol the future.

Obviously, the ambivalences effective in this case were different than 
the one examined in this book. While later researchers were outspoken 
about the limitations and restrictions of their studies and were thus trying 
to introduce ambivalence into the thinking of decision-makers, the ear-
lier researchers described in this book used notional ambivalence to con-
ceal the limitations and restrictions of their studies to maintain the 
impression of trustworthiness. While the epistemology involved in the 
IIASA studies functioned as a “version of an organized skepticism” 
(Rindzevičiūtė 2016, 207) toward the plans, visions, and convictions of 
decision-makers, RAND studies used the notional ambivalence to con-
vince decision-makers of their universalism and their disinterestedness.

 Experts, Trust, and Liberal Democracy

For a certain period, and with varying degrees of presence in everyday 
debates, the public, decision-makers, and scientists have shared the epis-
temic hope that science could steer power into producing good policy. In 
the case of the scientists, this hope was strong enough to soothe the 
uneasiness that the inconsistencies involved in their doing, and the 
ambivalences on which their position rested, created. While there are 
new epistemologies at work today, we are still in the age of the expert and 
we still hope that research will foster good policy. Nonetheless, we some-
times long for the times when (social) science was closer to decision- 
makers, when there was trust in science. If there is something to learn 
from this study of the Cold War expert, then that trust comes at a cost. 
In this particular case, it came at the cost of theoretical and notional clar-
ity. Ambivalence resulted from the attempts to secure the attention of the 
elites. A few decades later, the path taken by IIASA’s cyberneticists was to 
be clear about the factual ambivalences involved in scientific prognosis. 
Yet while this path might have maintained the trust on behalf of the 
decision-makers, public trust disappeared. Science lost its authority as a 
source of societal reason, and the price to pay for having the ear of the 
decision-makers was the restriction of the audiences to those in power.
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Of course, this loss of public audience has disadvantageous effects on 
the social status of the scientist, but the true problem of this development 
lies in its consequences for the shape of democracies. This problem has 
received its most comprehensive treatment by Stephen Turner (2001, see 
also 2003, 2014). To make his point, Turner proposes a typology that 
differentiates experts according to their relation to and the nature and size 
of their audiences. Table  7.1 summarizes this typology. The first type 
mentioned is the scientist expert. Scientists occasionally discuss their 
findings in the public sphere and sometimes receive invitations to partici-
pate in policy-making processes. Since university scientists are paid by tax 
money, there exists the social expectation that they participate in public 
debates as soon as the issues treated there concern their field of specialty—
a specific aspect of the Mertonian norm of communism. Nonetheless, 
their primary audience is not the public, but their fellow scientists. This 
is also where the authority of their claims to knowledge originates. In 
Turner’s words (2001, 131), the authority of specific scientific fields is 
“more or less democratically acknowledged.” Their public authority is a 
result of their scientific authority. They are seen as legitimate representa-
tives of their scientific discipline, and the public acknowledges the 
 authority of the science they represent. For these type I experts, the pub-
lic is audience as well as legitimator and subsidizer.

In contrast, Turner considers the case of a sectarian preacher. Just like 
type I experts address their peers, the audience of preachers consists of 
members of a specific thought collective. However, the authority of these 
type II experts does not extend beyond the boundaries of what Turner 
calls the “restricted audience,” the community of believers. His or her 

Table 7.1 Types of experts according to Turner (2001)

Audience
Authority 
acknowledged by

(Financial) Support 
from

Type I Peers Public Public
Type II Restricted audience Restricted audience Restricted audience
Type III Created audience Created audience Created audience
Type IV Public/subsidizers Public (Philanthropic) 

organizations
Type V Individuals with 

discretionary power
Peers Public
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cognitive authority is legitimated only within this community. Both type 
I and type II experts rely on pre-existing audiences. In contrast, type III 
experts rely on their abilities to create and maintain their own audiences. 
Examples offered by Turner are Dr. Ruth (Westheimer) and the massage 
therapist: both depend, in their authority as well as, in consequence, eco-
nomically, on the judgment of their customers.

For these three types, Turner (2001, 132) argues that they “have a 
place in the scheme of liberal democracy.” While type I expertise is seen 
to be neutral, the liberal state attempts to be neutral toward the other 
two. However, other types of experts challenge the idea of the liberal state 
more markedly. Turner describes two further types of experts who both 
are “subsidized to speak as experts and claim expertise in the hope that 
the views they advance will convince a wider public and thus impel them 
into some sort of political action or choice” (S. Turner 2001, 133). Type 
IV experts, whose historic roots Turner finds in the activities of philan-
thropic foundations like the Russell Sage Foundation in the early twenti-
eth century, are concerned with affairs of public relevance. Still, they do 
not address the public directly, but instead try to persuade policy-makers 
as well as other persons and organizations who might have an interest in 
promoting and realizing their idea. These addressees, so the experts 
expect, are to provide financial support and at the same time lend author-
ity to the experts’ claim. Whereas the expertise of the type I expert might 
be policy-relevant, the expertise claimed by type IV experts is inherently 
policy-oriented. From the point of view of liberal democracy theory, this 
type of experts entails considerable dangers. They have been chosen as 
representing a view that is not necessarily their own and earn money by 
doing so, whereby the sources of funding are usually kept secret. Their 
financial dependency on political organizations calls into question the 
truth-value of the ideas they are paid to promote, which seems  comparably 
unproblematic when ideas are selected according to their scientific merit.

Type V experts are a historical development of the fourth type. Its 
“primary audience is not the public, but individuals with discretionary 
power, usually in bureaucracies” (S. Turner 2001, 135). Turner discusses 
public administration as a well-known example of this type. The expertise 
of public administration professionals is accepted and highly valued 
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within their community. Quite often, these experts are involved in legis-
lation procedures or what Sheila Jasanoff calls “regulatory science” 
(Jasanoff 1990). They are entitled to make decisions on state issues, and 
these decisions are consequential for the public; moreover, the experts are 
paid by the public, but the public has neither accepted nor legitimated 
them. Usually, it does not even know them. The combination of being 
invisible to the public eye and having the power to decide about public 
affairs marks the point where the relation of democracy and expertise 
becomes problematic. “The expert who is a threat is the expert who exerts 
influence through the back door of training and validating the confi-
dence of professionals, and whose advice is regarded as authoritative by 
other bureaucrats but not by the public at large” (S. Turner 2001, 140). 
In Turner’s analysis, this threat arises not from any specific feature of 
knowledge, but from the social communication network that formulates 
expertise and seeks to generate an impact.

[T]he difficulties that have concerned theorists of democracy about the 
rôle of expert knowledge must be understood as arising not from the char-
acter of expert knowledge itself (and its supposed inaccessibility to the 
masses), but from the sectarian character of the kinds of expert knowledge 
that bear on bureaucratic decision-making. (…) The authority of the expert 
whose expertise is not validated by public achievements is the authority 
that comes into conflict with democratic processes. (S. Turner 2001, 140)

Hence, due to their specific patterns of communication and influence, 
experts of the fifth type are most clearly in structural conflict with the 
principles of liberal democracy. They take public money, but do not com-
municate publicly, and like sectarians, they seal their knowledge claims 
off from the criticisms coming from outside their immediate reference 
group. Unlike sectarians, however, their decisions have an impact on 
those outside these inner circles.

Reconsidering the historical developments with this typology in mind, 
we can think of RAND in the 1950s as an organization of experts of both 
types I and IV. In the words of Joy Rohde (2013), these experts are part 
of a gray area, an interstitial field stretched between the principles of aca-
demic knowledge production and the demands of the new customers  
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in government and military agencies. When, as a consequence of the 
increasing public odium described in Chap. 1, the gray area dissolved, 
one part stayed oriented toward academia, whereas the other, larger part 
went into the protective covers of contract research institutes or the agen-
cies themselves. There, however, they were withdrawn from any form of 
academic quality control: their texts were not published in scientific jour-
nals, but instead “distributed in limited numbers to the agency that paid 
for the work and to other interested research outfits and federal agencies. 
They were not peer reviewed, nor were they widely available to scholars 
even when they were unclassified” (Rohde 2013, 133). These parts of 
knowledge production became the arena of type V experts.

In the 1970s and 1980s, organizations like RAND and IIASA cer-
tainly were among those organizations that continued to follow the 
demands of scientific knowledge production and dissemination, thus 
continuing to understand and present themselves as type I or type IV 
experts. Nonetheless, they suffered from the loss of status that resulted 
from both the public attacks on the social position of the expert and from 
the sincerity with which they openly addressed the factual ambivalences 
involved in their work. However, they saw it as the price that was to be 
paid for the continued attention of the decision-makers. Today, presum-
ably, the price to pay might take yet another form. The world changed, 
and so did the structures and conditions of knowledge production, as 
well as, more generally, the place of knowledge (or truth) in policy- 
making. Which form the price will take that science has to pay in order 
to be trusted, is not yet clear. Most probably, however, it will not even be 
up to the scientists to decide on this. Almost certainly, though, it will 
imply a reshaping of the constellations in which knowledge, power, and 
the public sphere struggle to make sense of the current culture of 
insecurity.

Notes

1. The invention of cross-impact analysis was fostered by a contract with 
Kaiser Aluminum & Chemicals Corporation to design a future-oriented 
game to celebrate the firm’s twentieth anniversary. The game, simply 
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called Future, came out in 1966 (cf. Interview with Theodore J. Gordon 
by the author, 16 August 2013, pp. 3–4). Helmer had already collected 
experience with designing games. Together with Lloyd Shapley, he devel-
oped Summit which was published in 1961 by Cameo Games (cf. 
Interview with Martin Shubik by the author, 2 September 2011, p. 3).

2. Cf. http://www.millennium-project.org/about-us/planning-committee/
ted-gordon/, (accessed 17 July 2019).

3. In 2009, 2900 experts participated in the survey. Based on their input, 
NISTEP’s ninth Delphi Survey forecasts for instance that solar photoelec-
tric power generation plants in space that transmit electricity to the 
ground via microwaves or lasers will be technologically feasible in 2027 
and socially realized in Japan ten years later (cf. NISTEP 2010, 12).

4. After resigning from government service, Jones continued to devise 
political- military games at RAND (e.g., Jones 1986).

5. Albert Wohlstetter, then already at the University of Chicago, participated 
in a JWGA crisis game in spring 1967 (Albert & Roberta Wohlstetter 
Papers, Hoover Institution Archives, Stanford, California, box 134, fold-
ers 13 and 14).
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