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PREFACE

A long time ago, about 20-25 years ago, when we used to work on materials with small
particleseven in therange 4-5 nm, particularly in amagnetic or electronic material, we were
not aware that we were actually dealing with nano materials. These materials showed very
interesting magnetic or electronic properties, which are the main properties of great concern
in the field of modern nano materials or nano composites.

Recently, during the last ten years or so, there has been a surge of scientific activities on the
nano materials, or even on commercia products in the marketplace, that are called nano
products. Any material containing particleswith sizeranging from 1to 100 nmiscalled nano
material, and in this particle size range, these materials show peculiar properties, which can-
not be adequately explained with our present-day knowledge. So, the surge on the research
activities and the conseguent enthusiasm are on the rise by the day.

In the world of materials, like ceramics, glasses, polymers and metals, there has been a
considerable activity in finding and devising newer materials. All these new materias in
question have extraordinary propertiesfor the specific applications, and most of these materials
have been fabricated by newer techniques of preparation. Moreover, they have been mostly
characterized by some novel techniquesin order to have an edge on the interpretation of the
experimental datato be able to elucidate the observed interesting properties.

For example, for oxide and non-oxide ceramics and many metal-composites in powder
metallurgy, the sintering of the material is of utmost importance in making hi-tech materials
for high performance applications, e.g. in space, aeronautics and in automobiles as ceramic
engine parts. The sintering of these materialsto ahigh density, amost near to the theoretical
density, has been possible by using the * preparation techniques’, which allow the creation of
nano sized particles. Our knowledge on solid state physics and chemistry tells us that these
arethe materials, or rather the * preparation techniques to make them, that are fundamentally
important to achieve our goal of creating high strength and high performance material s of to-
day’ s necessity.

Some of thesetechniques of preparation and characterization of nano materialsare elucidated
in this book. The subject of ‘nano’ is quite a nascent field and consequently the literature on
thisemerging subject isnot so extensive. Hence, such an attempt, even at the cost of restricting
ourselvesto afewer techniques of materials preparation and characterization, isworth in the
context of dissemination of knowledge, since this knowledge could be aso useful for other
nano materials for many other applications.

This book is concerned with the technique of attrition milling for the preparation of nano
particles like two important ceramic materials for hi-tech applications, e.g. silicon carbide
and alumina. Some more techniques, particularly the recent interest on sol-gel method, will
be also elaborated in the case of zirconia Thisis described in the chapters 2 and 3, after a
quite exhaustive discussion on the relevant theoretical aspectsin chapter 1. Since one of our
goalsisto make high strength materials, the chapter 4 isdevoted on the mechanical properties
of nano materials together with an adequate dose of fracture mechanics, which isimportant
to understand the behaviour of fracture of brittle materials or ‘ materialsfailure’ during their
use.



(viii)

The small sized nano particles of magnetite embedded in a glass-ceramic matrix showing
interesting magnetic properties would also be highlighted. This is done together with some
novel techniques, like Mossbauer Spectroscopy for super-paramagnetic behaviour of nano-
sized magnetite and Small Angle Neutron Scattering (SANS) for the determination of
nucleation and crystallization behaviour of such nano particlesin the chapter 5. The electronic
and optical properties of nano particles, which are created within aglassy matrix, would also
be elaborated in the chapters 6 and 7, with some mention of the latest developmentsin these
interesting fields of research.

The recent subject like nano-optics, nano-magnetics and nano-electronics, and some such
newer materialsinthehorizon, are a so briefly included in thisbook in the chapter - 8in order
to highlight many important issuesinvolved in the preparation and application of these useful
materials.

There is a dlight inclination to the theoretical front for most of the subjects, including the
mechanical part, discussed in this book. This cannot be avoided by considering the immen-
sity of the problem. The whole attempt in thisbook is devoted to the interests of the materials
scientists and technol ogistsworking in diverse fields of nano materials. If it raisessomeform
of interest and encouragement to the newer brand of engineers and scientists, then the pur-
pose of the book will be well served.

A. K. Bandyopadhyay
GCE & CT, WBUT, Kolkata
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Chapter 1

General Intfroduction

PREAMBLE

In 1959, the great physicist of our time Professor Richard Feynman gave the first illuminating
talk on nano technology, which was entitles as : There's Plenty of Room at the Bottom. He con-
sciously explored the possibility of “direct manipulation” of the individual atoms to be effective as a
more powerful form of ‘ synthetic chemistry’.

Feynman talked about a number of interesting ramifications of a‘general ability’ to manipulate
matter on an atomic scale. He was particularly interested in the possibility of denser computer circuitry
and microscopes that could see things much smaller than is possible with ‘scanning electron micro-
scope’. The IBM research scientists created today’s ‘ atomic force microscope’ and ‘ scannin tunneling
microscope’, and there are other important examples.

Feynman proposed that it could be possible to develop a‘general ability’ to manipulate things
on an atomic scale with a“‘top — down’ approach. He advocated using ordinary machine shop toolsto
develop and operate a set of one-fourth-scale machine shop tools, and then further down to one-six-
teenth-scale machine tools, including miniaturized hands to operate them. We can continue with this
particular trend of down-scalng until the tools are able to directly manipulate atoms, which will require
redesign of the tools periodically, as different forces and effects come into play. Thus, the effect of
gravity will decrease, and the effects of surface tension and Van der Waal s attraction will be enhanced.
He concluded his talk with challenges to build a tiny motor and to write the information from a book
page on a surface 1/25,000 smaller in linear scale.

Although Feynman'stalk did not explain thefull concept of nano technology, it wasK. E. Drexler
who envisioned self-replicating ‘ nanobots, i.e., self-replicating robots at the molecular scale, in En-
gines of Creation: The Coming Era of Nano Technology in 1986, which was a seminal ‘molecular
nano technology’ book.

That bringsusto the end of thebrief history on how the concept of nano technology emerged.

1.1. INTRODUCTION

In the usual and standard language, when wetalk about * materials science’ and ‘ material s technol-
ogy’, wenormally mean ceramicsor crystalline materials, glasses or non-crystalline materials, polymersor
heavy chain molecular materials and metals or cohesively-bonded materials. All these materials have a
wide variety of applicationsin the diverse fields towards the service for the betterment of human life.

Theworld of materialsisrapidly progressing with new and trendiest technologies, and obviously
novel applications. Nano technology isamong these modern and sophisticated technologies— whichis

1
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creating waves in the modern times. Actually, nano technology includes the concept of physics and
chemistry of materials. It beckons anew field coming to the limelight. So, nano technology isan inter-
esting but emerging field of study, which is under constant evolution offering a very wide scope of
research activity.

1.1.1. What isNano Technology ?

Nano-technology is an advanced technology, which deals with the synthesis of nano-particles,
processing of the nano materials and their applications. Normally, if the particle sizes are in the 1-100
nm ranges, they are generally called nano-particles or materials. In order to give an idea on this size
range, let uslook at some dimensions: 1 nm =10 A = 10° meter and 1 um (i.e., 1 micron) = 10#cm =
1000 nm. For oxide materials, the diameter of one oxygenionisabout 1.4 A. So, seven oxygenionswill
makeabout 10A or1nm,i.e., the‘lower’ sideof the nano range. On the higher side, about 700 oxygen
ionsin aspatial dimension will make the so-called ‘limit’ of the nano range of materials.

1.1.2. Why Nano Technology ?

In the materials world, particularly in ceramics, the trend is always to prepare finer powder for
the ultimate processing and better sintering to achieve dense materials with dense fine-grained micro-
structure of the particulates with better and useful properties for various applications. The fineness can
reach up to amolecular level (1 nm —100 nm), by special processing techniques. More is the fineness,
moreisthe surface area, which increasesthe ‘ reactivity’ of thematerial. So, the densification or consoli-
dation occursvery well at lower temperature than that of conventional ceramic systems, whichisfinally
‘cost-effective’ and also improves the properties of materials like abrasion resistance, corrosion resist-
ance, mechanical properties, electrical properties, optical properties, magnetic properties, and a host of
other propertiesfor various useful applicationsin diverse fields.

1.1.3. Scope of Applications

The deviations from the bulk phase diagram may be exploited to form certain compositions of
alloysthat are otherwise unstablein the bulk form. In addition, the thermal stability of interfacial regions
is typicaly less than that of the bulk material : thus the nano-phase materials are often sintered or
undergo phase transformation at temperatures below those of the bulk material. Thisis acharacteristic
which has numerous applications to material processing.

By improving material properties, we are ableto find the applications as varied as semiconductor
electronics, sensors, specia polymers, magnetics, advanced ceramics, and membranes. We need to im-
prove our current understanding of particle size control and methodologies for several classes of nano-
phase materials and address the issues of their characterization. We should aso explore the fields in
which there are foreseeable application of nano-phase materials to long standing materials problems,
since these ‘issues’ have to be tackled by us.

Assaid earlier, thereis ascope of wider applicationsin different fields such as: (a) Electronics
intermsof Thin Films, Electronic Deviceslike MOSFET, JFET and in Electrical Ceramics, (b) Bionics,
(c) Photonics, (d) Bio-Ceramics, (€) Bio-Technology, (f) Medical Instrumentation, etc.

1.2. BASICS OF QUANTUM MECHANICS

It was mentioned above that about 7 oxygen ions make the lowest side of nano particles. Below
thislevel or even at thislevel, the concept of * quantum mechanics’ isuseful. If we do not understand the
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atoms themselves, then how we can aspire to know more about the behaviour of the “nano particles’,
which are either embedded within aparticular matrix or just remain asamixturein a‘particul ate assem-
bly’.

In order to talk about quantum mechanics, we must clarify different aspects of mechanics—
which isapillar in science since the era of ‘ Newtonian Mechanics' . Actualy, there are four realms of
mechnics, which will put quantum mechanics in proper perspectives. The following diagram simply
illustrates this point :

Speed T
QUANTUM FIELD THEORY RELATIVISTIC MECHANICS
(Pauli, Dirac, Schwinger, (Einstein)
Feynman, et al.)
QUANTUM MECHANICS CLASSICAL MECHANICS
(Planck, Bohr, Schrodinger, (Newton)
deBroglie, Heisenberg, et al)

Distance—

Some people say that the subject of quantum mechanics is all about ‘waves and that's why
sometimes we call it ‘wave mechanics' in common parlance, yet many textbooks on this subject do not
explicitly clarify how the ‘waves are created through the mathematical route. When this part is made
clear, it has been observed that many readersfind quantum mechanics quiteinteresting. Hence, asimple
attempt is made here towards this objective.

1.2.1 Differential Equations of Wave M echanics

There are so many problems in wave mechanics, which can be described as the *solutions’ of a
differential equation of the following type:

d?y
— +fx)y =0 11
o )y (1.1)
The readers studying this subject must thoroughly understand this equation. Here, f(x) isafunc-

tion of the independent variable x. With this equation, we can plot y vs. X, when the values of y and

d?y

e are provided for an arbitrary value of Xx.

We can aso make an equivalent statement : Two independent solutions of y; and y, exist and
that (Ay; + By,) isthe‘general solution’; thisisalso possible to be shown graphically.

The simplest case of equation (1.1) isthat wheref(X) is constant. Two cases are possible for this
Situation as:
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1. If f(x) isapositive constant, i.e. f(x) = k?, we can write the solution as:
y=A coskx + B sin kx

or, y =acos (kx + €)
where, A, B, aand € are al arbitrary constants. This particular solution is clearly shown in Fig. 1.1(a).

2.1f f(x) isconstant, but negative, i.e., by setting f(x) = —v?, weget the solutionsase™ and €’
with the general solution as:

y=Ae™+Be~X
These solutions are depicted in Fig. 1.1(b).

In the general case, wheref(X) isnot aconstant, it is easy to show that if f(x) ispositive — yisan
oscillating function. If f(x) is negative, y is of exponential form.

f(x) f(x) f(X)

<
D
<
P

<
.

A A AN
\) \v (4

(@) (b) (c)

Figure 1.1 : Solutions of the differential equationsy” +f(x)y = 0. (a) for f(x) = k?,
(b) for f(x) = —v?, (c) for an arbitrary form of f(x) that changes sign.
2

dcy

Thisisdueto thefact that if f(x) is positive, bothy and o2 have the opposite sign, asshownin

Fig. 1.2(a).



GENERAL INTRODUCTION

Y

(b)

Figure1.2: yvs. x plot, (a) for adecreasing function, (b) for an increasing function.
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2

On the other hand, if f(X) isnegative, bothy and % are of the same sign, and the slope at any

point will increase giving an exponentially increasing curve, as shown in Fig. 1.2(b). The general form
of the solution y for afunction f(x) which changes sign is as shown in Fig. 1.1(c). When f(x) becomes
negative, y goes over to the ‘exponential’ form. Generally speaking, there will aways be one solution
which decreases exponentially, but the general solution will increase. When we consider that the solu-
tion consists of an exponential decrease, this determines the phase of oscillations in the range of x for

which the oscillations occur

A useful method exists for determining approximate solutions of the differential equation (1.1),
known as Wentzel-Kramers-Brillouin (WKB) method, which iswritten as:

y=oéP (1.2)
Here, a and b are both functions of x and o represents the amplitude of the oscillations,  the
phase. The approximate solution of equation (1.2) iswritten as:

y = Const. f Y4 exp {i T Y2 dx
X0

Immediately, it follows that the ‘amplitude’ of the oscillations increases, as f becomes smaller
and the wavelength increases (as shown in Fig. 1.1c). So that sums up the basics of waves through a
simple mathematical route, which should clarify the point mentioned above.

1.2.2. Background of Quantum Mechanics

First of al, it could be stated that a knowledge of quantum mechanicsisindispensable to under-
stand many areas of physical sciences. Quantum mechanics is a branch of science, which deals with
‘atomic’ and ‘molecular’ properties and behaviour on amicroscopic scale, i.e., useful to understand the
behaviour of the “nano” particlesin the microscopic level. Some salient points can be mentioned as

# It isknown that while *thermodynamics may be concerned with the heat capacity of agaseous
sample— quantum mechanicsis concerned with the specific changesin ‘ rotational energy states' of the
molecules.

# While *chemical kinetics' may deal with the ‘rate of change’ of one substance to another —
guantum mechanicsis concerned with the changesin the vibrational states and structure of the reactant
molecules asthey get transformed.

# Quantum mechanics is also concerned with the *spins' of atomic nuclei and ‘population of
excited states' of atoms.

# Spectroscopy is based on changes of various quantized energy levels. Thus quantum mechan-
ics seem to merge with many other areas of modern science from nuclear physicsto organic chemistry to
semiconductor electronics.

# The modern applications of quantum mechanics havetheir rootsin the development of physics
around the turn of the 20th century. Some of the classic experiments date back to 100 years, which
provides asolid physical basisfor interpretation of quantum mechanics.

# The names attached to much of the early times are due to thework of Planck, Einstein, Bohr, de
Broglie and Heisenberg, who are legendary in the realm of physics. A brief review of their work is
necessary before going to the details of quantum mechanics.
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1.2.3 Origin of the Problem : Quantization of Energy

So, alittle bit of history needsto betold. Before 1900, with proper statistical considerations, the
physicists assumed that the laws governing the ‘macroworld” were valid in the ‘microworld — this
posed problems in terms of inadequate ‘theory of black-body radiation’ due to Wien's and Rayleigh-
Jeans' radiation laws.

So, the quantum theory was devel oped, which had its origin in the lapses of ‘ Classical Mechan-
ics', i.e. mechanics, electromagnetism, thermodynamics and optics, to explain experimentally observed
energy (E) vs. wavelength or frequency (V) curves, i.e., distribution, in the ‘ continuous spectrum’ of
black-body radiation. Actually, we need to explain the colour of light emitted by an object when heated
to acertain temperature. Here, the extraordinary efforts made by Planck needsto belittle bit elaborated
on how the concept of ‘ quantization’ came into existence.

A correct theory of black-body radiation was devel oped by Max Planck (1857-1947) in 1900, by
assuming that the absorption and emission of radiation still arose from some sort of oscillators, which
reguires that the radiation be ‘ quantized . The fundamental assumption of Planck wasthat only certain
frequencies were possible/permissible for the oscillators instead of the whole range of frequencies,
which are normally predicted by classical mechanics. These frequencies were presumed to be some
multiple of afundamental frequency of the oscillators, v.

Furthermore, Planck assumed that the energy needed to be absorbed to make the oscillator move
from one allowed frequency to the next higher one, and that the energy was emitted at the frequency
lowered by v.

Planck also assumed that the change in energy is proportional to the fundamental frequency, v.
By introducing aconstant of proportionality, h, i.e., E =hv (h = Planck’s Constant = 6.63 x 107 erg sec
= 6.63 x 107* Joule sec). This famous equation predicted the observed relationship between the fre-
quency of radiation emitted by a blackbody and the intensity.

In 1905, Albert Einstein (1879-1955) further devel oped the ‘ concept’ of energy quantization by
assuming that : this phenomenon was a property of the radiation itself and this process applied to both
absorption and emission of radiation. By using the above quantization concept, Einstein developed a
correct theory of the ‘photoelectric’ effect.

In 1913, Neils Bohr (1885-1962) combining classical physics and quantization concept postu-
lated theory for the observed spectrum of hydrogen atom asfollows::

A. The electron in the hydrogen atom moves around the nucleus, i.e. proton, in certain circular
orbits (i.e., stationary states) without radiating energy.

B. The alowed *stationary states' aresuchthat L =mV r =nh (where, L = angular momentum

of the electron, r = radius of the orbit, m = mass of the electron, = 2—2 , V = velocity of the electron

with n = principal quantum number).

C. When the electron makes a transition from a state of energy E; to E, (E; > E,), electromag-
netic radiation (i.e., photon) is emitted from the hydrogen atom. The frequency of this emission process

(E-E;)

i< given by - v =
isgivenby : v -
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Bohr’stheory was applied to other atoms with some successin ageneralized form by Wilson and
Sommerfeld. By about 1924, it was clear that all we needed is a ‘new theory’ to interpret the basic
properties of atoms and moleculesin a proper manner [1-4]

1.2.4 Development of New Quantum Theory

In 1925, Heisenberg (1901-) developed a system of mechanics where the knowledge of classical
concepts of mechanics was revised. The essence of histheory is: Heisenberg assumed that the atomic
theory should talk about the ‘observable’ quantities’ rather than the shapes of electronic orbits (i.e.,
Bohr’s theory), which was later developed into matrix mechanics by matrix algebra. Then came the
theory of wave mechanics, which was inspired by De Broglie's (1892-) wave theory of matter :

h
A= B (p = momentum of a particle and A = wavelength).

Almost parallel to the advancement of matrix mechanics, in 1926 Schrodinger (1887-1961) in-
troduced an * equation of motion’ based on ‘ partial differentia equation’ for matter waves, which proved
that wave mechanics was mathematically equivalent to matrix mechanics, although its physical meaning
was not very clear at first.

But, Why it isso ?

Schrodinger first considered the‘ de Brogliewave' asaphysical entity, i.e., the particle, electron,
isactually awave. But this explanation has some difficulty, since awave may be partially reflected and
partialy transmitted at a‘ boundary’ — but an el ectron can not be split into two component parts, onefor
transmission and the other for reflection.

This difficulty was removed by the statistical interpretation of de Brogli wave by Max Born
(1882-1970), which is now widely accepted — known as ‘Born Interpretation’. The entire subject was
very rapidly developed into a cohesive system of mechanics — called Quantum Mechanics. Since it
deals with the waves, we may sometimes call it wave mechanics.

Incidentally, it may be mentioned that the famous German Mathematecian David Hilbert sug-
gested to Heisenberg to try theroute of * partial differential equations'. If Heisenberg listened to Hilbert,
then the famous ‘partial differential wave equation’ would be to his credit, but Schrodinger got the
Nobel Prize for this most important discovery of the past century in 1933 with Paul Dirac. So, thisisthe
short story of quantum mechanics.

How Schrodinger Advanced Hisldeas ?

For the ‘Wave Equation for Particles’, Schrodinger assumed a ‘Wave Packet’ and used
Hamiltonian’s ' Principle of Least Action’. During the development of wave mechanics, it wasknownto
Schrodinger that :

A. Hamilton had established an analogy between the Newtonian Mechanics of a particle and
geometrical or ray optics called Hamiltonian Mechanics, and

B. Equations of wave optics reduced to those of geometrical optics, if the wavelength in the
former isequal to zero.

Hence, Schrodinger postulated that the classical Newtonian M echanics wasthe limiting case
of amore genera ‘wave mechanics and then derived a2nd order wave equation of particles.
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In order to make a complete description of the ‘motion of the particle’ by the *‘motion of a
wave', we must do the following:

(A) Tofind asuitable ‘wave representation’ of asingle particle, and
(B) To establish the *kinematical equivalence’ of aray and a particle trgjectory

A localized wave whose amplitude is zero everywhere, except in a small region, is called the
‘wave packet’, which will satisfy the condition (A), but we have to also satisfy the condition (B).

To Provethe‘Kinematic Equivalence’ — How to Start ?

A monochromatic ‘ plane wave' in one dimension can be represented by :
(%, 1) = o(K) exp[i(kx — wt)] (1.3)

where, k isthex-component of the propagation vector, denoted by k or |k|= % ,and o = o(K) = 2nv.
It has to be noted that a superposition of a group of plane waves of nearly the same wavelength and
frequency that interfere destructively everywhere except in asmall region givesriseto a‘wave packet’.
In the one-dimensional case, such a‘wave packet’ can be represented by ‘ Fourier Analysis', by taking
an ‘wave packet’ centered at k which extendsto = Ak so that the ‘ Fourier Integral’ can be used between
k—Ak/2 and k+ Ak/2 as:

W 1) = % [ Fioexp [ifkx—wt)] ok (14)

A maximum, i.e., constructive interference, will occur when (kx — wt) = 0, since ‘the sum’ over
the *oscillating exponential function’ for different values of k would result on an average in aflat pat-
tern, i.e., adestructive interference.

Let us assume that the form of (0, 0) is:

0.0) = — [*"™E@ 15
W(’)_\/ﬁjko-m(/z (.9
At alater time At and afurther distance Ax, theform of v is:
A Al = = [ 20 expli(kax — oAD]dk
vk Ay = o [ R0 eli(kax—oay)

1 . ko +Ak/2 )
= E expli(kpAX — mpAL)] J.kO—AkIZ F (k) exp{i[(k — ko) AX — (@ — wp)At]} dk (1.6)

In order to get a‘ maximum’, we require that :
i[(K—K)AX— (0 —mp)At] = 0
AX (00— wy)
AT (k)

By expanding o(K) in a Taylor series about k,, we get :

or, 1.7)

2
® = g+ (k—ky) (—j + (K—kg)? [d—“’] +. (18)
0=y 0=,
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By neglecting the 2™ derivative of m and the higher order terms in the above expansion, ulti-
mately we find that the equation (1.7) becomes::

(%)
At dk

or, Vgroup velocity = IimAt -0 [ (1-9)

At) T dk

Now, it isclear how we establish the ‘ kinematical equivalence' of a‘ray’ and a‘particle’ trajec-
tory, i.e., the condition (B) as explained above, by requiring that the ‘group velocity’ of the ‘wave
packet’ equals the velocity of the particle — which meansthat :

ij _do

Vy=V, (1.10)
The velocity of the particle, V,, isgivenby :
de d(E/H)
V.= — = 1.11
Podp  d@WA) (1.1)

Since, the enery iswritten as:

E= . +V
2m

and, the momentum iswritten as :

H
p=2mE-V]= e

the group velocity of the wave can be written as:

2
do do 2n
Vo= = = 112
9 dk  d(2r/)) d 1 (112
A
Since werequirethat V=V, we must have the following relation :
E_® _
H 2t "
or, E = Hv = hv = Planck’s Constant x v (2.13)

Now, we have finally established the fact that it is reasonable to consider — describing the
motion of aparticle by theuse of a‘localised wave', i.e., wave packet — if werequire that E = Constant
x v. Surprisingly, thisisexactly the* Planck’s Quantization of Energy Condition’, where H =h(i.e.the
Planck’s Constant), as described earlier.

1.2.5 Quantum Mechanical Way: The Wave Equations

In order to familiarize with procedures and terminology, we can start by stating the ‘postul ates' of
guantum mechanics and showing some of their uses.
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ThePostulate 1 —» For any possible ‘state of a system’, thereisa function y, of the
coor dinates of the parts of the system and timethat completely
describe the ‘system’.

For asingle particle described by the Cartesian coordinates, we can writeit as:

V=X Y, z1) (1.14)
For two particles, the coordinates of each particle must be specified so that :

V= W(Xy, Y1, 21, X, Yo, 2, 1) (1.15)
For ageneral system, we can use generalized coordinatesg; , and it iswritten as :

v =y(a, 1) (1.16)

Sincethemodel isthat of awave, thefunctioniscalled a‘wavefunction’. The state of the system
which is described by thisfunction is called the  quantum state’ .

The meaning of thiswave functionisthat y? is proportional to the probability. Since y may be
complex, weareinterested in yy*, where y* isthe complex conjugate of . The complex conjugate

is the same function with i replaced by —i, where i = \/Z .

For example — If we square the function (x + ib) we obtain : (x + ib) (x + ib) = x? + 2ib + i% b?
= x? + 2ib — b? and the resulting function is still complex. Now, if we multiply (x + ib) by its complex
conjugate (x—ib), we obtain : (x + ib) (x—ib) = x? — i b? = x* + b?, which is real. Hence, for the
calculation of probability, it isaways done by multiplying a function with its complex conjugate.

The quantity yy* dV isproportional to the probability of finding the particle of the systeminthe
volume element, dV =dx dy dz Werequire that the total probability be unity so that the particle must
be somewhere, i.e., it can be expressed as.

IVW* dav =1 (1.17)

If thisconditionismet, theny isnormalized. In addition, y must be* Finite', * Single Valued’ and
‘Continuous'. These conditionsdescribea*“well behaved” wavefunction. Thereasonsfor these require-
ments are as follows:

1. Finite. A probability of unity denotesa‘surething’. A probability of zero means that a par-
ticular event can not happen. Hence, the probability varies from zero to unity. If y were infi-
nite, the probability could be greater than unity.

2. Singlevalued. Inagiven areaof space, thereisonly one probability of finding aparticle. For
example, there is a single probability of finding an electron at some specified distance from
the nucleus in a hydrogen atom. There can not be two different probabilities of finding the
electron at some given distance.

3. Continuous. If thereisacertain probability of finding an electron at agiven distancefromthe
nucleus in a hydrogen atom, there will be a slightly different probability if the distance is
changed dlightly. The probability function does not have ‘ discontinuities so the wave func-
tion must be continuous.

If two functions y; and y, have the following property :

J‘Ifl*‘lfzdv =0
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or, J\pl y,*dvV = 0 (1.18)

They are said to be orthogonal . Whether theintegral vanishes or not may depend on the* limits of
integration’, and hence we always speak of the “orthogonality” within a certain interval.

Therefore, the'limitsof integration” must be clear. In the above case, theintegration iscarried out
over the possiblerange of coordinatesusedindV. If the coordinatesarex, y and z, thelimitsarefrom —- to
+ o for each variable. If the coordinatesare r, 6 and ¢, the limits of integration are 0 to -, O to t, and
0to 2m, respectively.

Postulate 2. For every ‘dynamical variable' (classical observable), thereisacorresponding
“operator”.

This postulate provides the * connection’ between the quantities which are classical observables

and the quantum mechanical techniques for doing things.

But what are the dynamic variables ?

These are such quantities as energy, momentum, angular momentum and position coordinates.
The operators are symbols which indicate that some mathematical operations have to be per-

formed. Such symbols include ()2, di and J. The coordinates are the same in operator and classical
X

forms, e.g., the coordinate x issimply used in operator form as x. Some operators can be combined,
2 2

p

. _— . omve . .
e.g., sincethekinetic energy is , it can be written in terms of the momentum p, as om’
m

The operators that are important in quantum mechanics have two important characteristics :
1. First, the operators are linear, which meansthat :
a0y + ) = 0d, + 0d, (1.19)
where o. isthe operator and ¢, and ¢, arethe‘functions’ being operated on. Also, if Cisaconstant, we
get:
o(Co) =C (o §) (2.20)
The linear character of the operator is related to the superposition of ‘states and waves reinforc-
ing each other in the process.

2. Secondly, the operators that we encounter in quantum mechanics are Hermitian. If we con-
sider two functions ¢, and ¢, the operator o.isHermitian if we have the following relation :

Jorr a0, av = [0, 0% 6; v (1.21)

This requirement is necessary to ensure that the calculated quantities are real. We will come
across these types of behaviour in the operators that we use in quantum mechanics.

The Eigenvalues

Postulate 3. Thepermissible valuesthat a dynamical variable may have ar e those given by
ad = ad, where ¢ isthe eigenfunction of the operator o that correspondstothe
observable, whose permissiblevaluesare“a”.
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The postulate can be stated in terms of an equation as:

o (0 = a [0} (1.22)
operator wave constant wave
function (eigenvalue)  function

If we are performing a particular operation on the ‘wave function’, which yields the ‘original
function” multiplied by a‘constant’, then ¢ is an *eigenfunction’ of the operator .. This can beillus-

trated by letting the value of ¢ = € and taking the operator as % . Then, by operating on thisfunction

with the operator we get :

do
dx
Therefore, € isan ‘eigenfunction’ of the operator o with an * eigenvalue’ of 2. For example,

If welet o = e® and the operator be ( )?, we get : (%)% = &”, which is not a constant times the
original function. Hence, € isnot an eigenfunction of the operator ( )2 If we use the operator for the
Z component of angular momentum,

=2 & = constant . € (1.23)

h) o
L, = [T] 2% (1.24)
Operating on the function €™ (where nis a constant), we get :
n) 9 ney i (1) gino = ino
(i]&q) (e')—ln(i]e' =nn .€ (1.25)

which isaconstant (n#) timesthe origina (eigen)function. Hence, the ‘eigenvalue’ isn.

The Expectation Value

For a given system, there may be various possible values of a*‘parameter’ we wish to calculate.
Since most properties (such as the ‘distance’ from the nucleus to an electron) may vary, we desire to
determine an average or ‘expectation’ value. By using the operator equation ad = ad

where ¢ is some function, we multiply both sides of this equation by ¢* :

o ad=0*ad (1.26)
However, it hasto be noted that ¢*ad isnot necessarily the same as dad*. In order to obtain the
sum of the probability over al space, we write thisin the form of theintegral equation as:

jv¢*a¢dv :jv¢*a¢dv (1.27)

But ‘@’ is aconstant and is not affected by the order of operations. By removing it from the
integral and solving for ‘&’ yields:

o

_ (1.28)
J oo
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It hasto be remembered that since o isan operator, ¢* o ¢ isnot necessarily the same asod* 0,
so that the order of ¢*o. ¢ must be preserved and o, cannot be removed from the integral.

Now, if ¢ isnormalized, then by definition jq)* oapdVv =1, andweget:

d=<a> = j¢*a¢dv (1.29)

where, a and < a > are the usual ways of expressing the average or expectation value. If the wave
function is known, then theoretically an expectation or average value can be calculated for a given
parameter by using its operator.

A Concrete Example —» The Hydrogen Atom

Let us consider the following simple example, which illustrates the ‘ application’ of these ideas.

Let us suppose that we want to calculate the ‘radius’ of the hydrogen atom in the 1s state. The
normalized wave function iswritten as::

3/2
1)(1
Vi = (ﬁ] [g] el = y* (1.30)

where a, is the Bohr radius. This equation becomes :

<r> = J.\y*ls (operator) y,, dV (1.31)

Here the operator is just r, since the position coordinates have the same form in operator and
classical forms. In polar coordinates, the volume element dV = r?sin 6 dr do d¢. Hence, the problem
becomes integration in three different coordinates with different limitsas:

312 32
= (- § 2 i i T/ag i i rlag ¢2 o
=r= Jo Jo Jo \/ELao] € (r)\/ELao] x e"%rssin O dr do do
(1.32)

While this may look rather complicated, it simplifies greatly, since the operator r becomes a
multiplier and the function r can be multiplied. Then the result iswritten as:

oo T T 1
<r>= [T [0 7| =5 | r*e?osin6 dr do do (133)
o Jo Jo na,

By using the technique from the calculus, which alows us to separate multipleintegrals as
[0 a(y) dx dy = f(x) dx [ g(y) dy (1.34)
we can write equation (1.33) as:

<r>=| L |[7 Petlog [ jzn sin 6 do do (1.35)
nao 0 0
It can be easily verified that :

j: jozn sin 6 do do = 4r (1.36)
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and the exponential integral isacommonly occurring onein quantum mechanics. It can be easily evalu-
ated by using the formula:

J, xX"e™dx=n!/b"*? (1.37)

Inthiscase, n=3and b = 2a,. Therefore, we get :

3!
® 3 52ray 4 =
[, e 22 (1.38)
so that we can write the ‘ expectation value' as:
i 4r 3 (3 139
r== naOS (2/30)4 - 2 aO ( . )
Thus, finally, we can get the ‘ expectation value' for the hydrogen 1s state as :
<r>.=15a, (a,=0.529A) (1.40)

With aprobability curve of the electron in 1s state as afunction of the distance from the nucleus,
thistypical value of the ‘ expectation value’' isshown inFig. 1.3, where the meaning of the maximum of
probability of finding an electron at certain distance and its expectation value are quite different.

0.6

Most probable distance
0.5 -
! Average distance
0.4 1 i
0.3-
0.2
0.1
0 : 5 : : |
0 a, - 2 4

Distance in units of a,

Figure 1.3: Probability of finding a 1s electron as afunction of distance from the nucleus.
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1.2.6 TheWave Function

Postulate 4. The ‘state’ function, y, isgiven asa solution of : Hy = Ey, where, H isthe
operator for total energy, the Hamiltonian Operator.

This postulate provides a starting point for formulating aproblem in quantum mechanical terms,
because we usually seek to determine a wave function to describe the system being studied. The
Hamiltonian function in classical physics s the total energy, K + V, where K is the translational (ki-
netic) energy and V isthe potential energy. In operator form :

H=K+V (1.41)

Where K isthe operator for kinetic energy and V isthe operator for potential energy. If wewrite
in the generalized coordinates, ¢ , and time, the starting equation becomes :

h
TCHES (,—] ow(a, B/t (1.42)
The kinetic energy can be written in terms of the momentum as:
mvZ  p?
K= > = om (1.43)

Now, we can writeit in three dimensions as :
2 2 2
k=P P P (L.44)
2m  2m  2m

By putting thisin operator form, we make use of the momentum operators as :

CRIBEE G e

However, we can write the square of each momentum operator as:

2 2 2 2
B2 (2)02) 5 Bered
so that we get :
2 0* 9%  9° n*
K= [a?*ﬁ*a?] :_[Zm]vz (1.47)

where V?is Laplacian operator or simply Laplacian. The general form of the potential energy can be
written as:

V=V (@, (148
So that the operator equation becomes :
h? i) oy (qg,t
Hz—]vz V(g ,t)} (e ) = (—] .Y (1.49)
m t
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Thisisthe famous Schrodinger time-dependent equation or, Schrodinger second equation.

In many problems, the classical observables have valuesthat do not change with time, or at least
their average values do not change with time. Therefore, in most cases, it would be advantageous to
simplify the problem by the removal of the dependence on the ‘time'.

How todoit ?

Thewell known ‘ separation of variable technique’ can now be applied to seeif the time depend-
ence can be separated from the *joint function’. First of all, it is assumed that y(q;, t) is the product of
two functions: one afunction which containsonly the ¢, and another which containsonly the‘time’ (t).
Then, we can easily writeit as:

W(g;, 1) = w(a) (1) (1.50)
It has to be noted that ¥ is used to denote the complete * state’ function and the lower case y is
used to represent the * state’ function with the time dependence removed. The Hamiltonian can now be
written in terms of the two functionsy and t as:
HY (q;, 1) = Hy(a)(t) (1.51)
Therefore, the equation (1.49) can be written as:

0
Hy () r(t):—(?] 2 (@) 0] = - .E] R (152)
By dividing equation (1.52) by the product y(q;)t(t) , we get :
0]
Hy(@)®® _ () | ot |
V@ (i ]W(q') W@t (59
Then, we get :
! __(m)[ L] a0
[wmo}meo__(i][dO} o (1.54)

It has to be noted that y(q;) does not cancel, since Hy(g;) does not represent H timesy(g;), but
rather H operating ony(q;). Theleft-hand sideisafunction of ¢; and the right-hand sideisafunction of
‘time’ (t), so each can be considered as a constant with respect to changes in the values of the other
variable. Both sides can be set equal to some new parameter, X, so that :

1 —
{QEB}HWNO_X
Ryl 1| ott) _
and, _(T]{Rﬁ} 0 =X (1.55)

From thefirst of these equations, we get :
Hy(a) = Xw(a) (1.56)
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and from the second one, we get :

1| dt) (0
] o

The differential equation involving the ‘time’ can be solved readily to give:

_(i/n) Xt

)==e (1.58)
By substituting this result into equation (1.50), we find that the total * state’ function, Y, is:
P(a, 1) = w(q) e X (1.59)
Therefore, the equation (1.52) can be written as:
_ i _
& DX py(q) = + (Iﬁj (h]x\v(qi) g (160)
or, e "X Hy(g) = Xy(g) e ™ (1.61)

_(i/n) Xt

The factor e can be dropped from both sides of equation (1.61), which resultsin :

Hy(a) = Xw(a) (1.62)
which clearly shows that the time dependence has been separated.

Here, neither the Hamiltonian operator nor the wave function istime dependent. It isthisform of
the equation that could be used to solve many problems. Hence, the time-independent wave function, v,
will be normally indicated when we write Hy = Ey .

2
€
For the hydrogen atom, V = — i which remains unchanged in the operator form. Hence, we

canwriteit as:

2
H=- [;—m]vz— eTZ (1.63)
which gives rise to the following equation as :
n? e
Hy =Ey =~ [%]Vzw - [r]\u (1.64)
or, Vay + [%“][E-V]w: 0 (1.65)

Thisisthe Schrodinger wave equation for the hydrogen atom. Several relatively simple models
are capable of being treated by the methods of quantum mechanics. In order to treat these models, we
use the above four ‘postulates’ in a relatively straightforward manner. For any of these models, we
always begin with :

Hy = Ey (1.66)
and use the approximate expression for the operators corresponding to the potential and kinetic ener-
gies. In practice, we will find that there is a rather limited number of potential functions, the most
common being a Coulombic (el ectro-static) potential [1—4].
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The quantum mechanical models need to be presented, because they can be applied to severa
systems which are of considerable interest. For example:

(a) The ‘rigid rotor’ and *harmonic oscillator’ models are useful as models in rotational and
vibrational spectroscopy, and obviously for understanding the thermal properties of materials.

(b) The *barrier penetration phenomenon’ has application as a model for nuclear decay and
transition state theory (not discussed here).

(c) The particle in a box model has some utility in treating electrons in metals or conjugated
molecules (also not discussed here due to limited applicability).

Out of the above utilities or applications of quantum mechanics, only (a) or Harmonic Oscillator

problem has direct relevance to explain many thermal behaviour of materials, since we need heat to
produce awide range of materialsincluding the “nano materials’.

1.3 THE HARMONIC OSCILLATOR

1.3.1 The Vibrating Object

Thevibrationsin molecular systems constitute one of the most important properties, which pro-
vide the basis for studying molecular structure by various spectroscopic methods (I. R./FTIR, Raman
Spectroscopy). Let us start with avibrating object — For an object attached to a spring, Hook’s law
describes the system in terms of the force (F) on the object and the displacement (x) from the equilib-
rium position as:

=—kx
where k= Spring Constant or Force Constant (Newton. mt or Dynes/cm)
The negative sign meansthat the resting force or spring tension isin the direction opposite to the

displacement. Thework or energy needed to cause thisdisplacement (i.e. Potential Energy) isexpressed
by the “Force Law”, which isintegrated over the interval, 0 to X, that the spring is stretched :

0

J: F(x)dx = _[x —kxdx= (;]kxz

If the mass (m) is displaced by a distance of x and released, the object vibrates in simple har-
monic motion. The ‘angular frequency’ of thisvibration () is given by:

k
0= 4=
m

where the classical or vibrationa frequency (v) isgiven by:

_(1) [k
Vol 2 [\ m

Itisnow clear that @ = 2rtv. The maximum displacement from the equilibrium position is called
the “amplitude” and the variation of the displacement with time is given by Newton’s 2™ Law of Mo-
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tion, F=m. a. The velocity is the 1% derivative of distance with time (%j and acceleration is the

2
derivative of velocity with time [%] Therefore, the force (F=m. a) can be written as:

ax
M =~
d?x Kk
or, F + (ij =0

Thisisalinear differential equation with constant coefficients, which can be solved by using the
formalism presented above. It is thus seen that the problem of the classical vibrating object serves to
introduce the terminology and techniques for the quantum mechanical oscillator, which is much more
complex than the classical harmonic oscillator [5 — 6].

1.3.2 Quantum M echanical Har monic Oscillator

For studying molecular vibrations and the structure, the harmonic oscillator is a very useful
model in quantum mechanics. It was shown in the above description that for a vibrating object, the
potential energy (V) isgiven by:

1

— T2
V—2kx

which can also be written as:

1
I 2 2
V—2mxco

Thetotal energy isthe sum of the potential energy and kinetic energy. Now, we must start with
the Schrodinger equation as:

Hy = Ey
Before we write the full form of the Schrodinger equation, we have to find out —

What istheform of the Hamiltonian Operator ?

Before we find the form of this Hamiltonian operator, the kinetic energy (K) must be known,

which iswritten as:
2 92
(L)

The potential energy is 2m?v? mx?, so that the Hamiltonian operator can now be written as::

n* ) 92
H= {[—%]a7+ 2n?v? mxz}
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Therefore, the Schrodinger wave equation (Hy = Ey) becomes:

hz 82 2.2 2
[—zm]axz+21cv mx“ sy = Ey

By simplifying this equation by multiplying by —2mand dividing by 72 gives:
0% 4nvPmix*)  ( 2mE
P M O

E m
which can be rearranged by putting o = ZmF B= 21cv§ = m% as:

2

oY +{a-p =0 (167)

This s the usual form of Schrodinger equation. In this equation, the potential varies as x?, and
sinceit isanon-linear function, thisis much more complex than the classical harmonic oscillator or the
particle in the one-dimensional box.

A closelook of the above wave equation shows that the “ solution” must be a function such that
its second derivative contains both the original function and a factor of x2. For very large x, we could
assume that afunction like exp(— Bx?) satisfies the requirement as:

v = dlexp(—bx?)]
where, b (=p/2) and ¢ are constants.
The other solutioniis:
v = clexp(+ bx?)]
which is not a viable solution, since this solution becomes infinity as x — £ o, which is in direct
violation of one of the ‘Born conditions'.
In order to check thefirst solution, we start by taking the required derivatives as:

dy _ 2
vl 2bxc[exp(— bx9)]
2
K\! = — 2bc[exp(— bx?)] + 4b%cx?[exp(— bx?)] (1.68)

Now, working with the second term of the equation (1.67), we notice that :

2 2

_ {ZmE _ b2 Xz} y=-— (ZhrT;E]c[exp(— bx?)] + [ mhg) ]XZC[eXP(— bx?)] (1.69)

h2

It should be noted that both the equations (1.68) and (1.69) contain termsin x* and termsthat do
not contain x except in the exponential. Hence, we can equate the terms that contain X% as:

2 2
[ e ]XZ clexp(~ bx)] = 4b° oxexp(- bx)]
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By canceling the common factors from both sides, we get :

Or! b— e

By working with the terms that do not contain x as a factor, we get :

hz
- b[—]
m
1
or, E= > oh (1.70)

1
Therefore, whenb = z—m;ln and E= 5 o7, thefunction: y = c[exp(—bx?)] satisfiesthe Schrodinger

equation. By using the value obtained for b, we can write the ‘ solution’ as:

et

Infact, thisisthe solution for the harmonic oscillator in its lowest energy state.

The “solution” of the harmonic oscillator problem will now be addressed by starting with the
wave equation as :

2mE (mk)Y/2 . . .
Now let us put o = e and B = P then the differential equation becomes :

d2
o He=-ppAy=0

In order to solve this ‘eigenvalue’ problem, it is now necessary to find a set of wave egquations
() which satisfies this equation from —eo to + «. The function must also obey four ‘Born conditions'.
In order to solve the above differential equation, afirst solution is found in the limit that x becomes
large. Once x — < solutionisfound, a*“ power series’ isintroduced to make the large x solution valid
for all x. Thisis normally called the * Polynomial Method’, known since 1880. By the change of vari-
ables to z and after following ‘Born condition’, we arrive at the famous Hermite' s equation. Without
going into alengthy process, the general form of the Hermite polynomialsiswritten as:

o dn 22
Hy(@ = (- 1)" exp(2) o &P [_E]
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Thefirst few Hermite polynomials can be written as:

Ho(2) = 1,
Hi(2) =2z,
H,(2) = 47 -2,

H(2) = 82 - 12z,
H,(2) = 167* —487° + 12

The wave functions for the ‘harmonic oscillator’ (y;) have to be expressed as a normalization
constant (N;) times H;(2) to be able to ultimately give a set of normalized wave functions as :

Z2
=N R
Yo =N &Xp 5

Z2
v, =N, (42 - 2) exp [—222]

2
w3 = N, (83— 127) exp [— 22]

The aboveisjust an outline of some of the necessary steps in the full solution of the *harmonic
oscillator’ model using quantum mechanics [5 — 6]

The above description is useful for vibrational spectroscopy for the determination of various
‘vibration states' between ‘two bonding atoms' in amolecule of nano-size or higher. Thisis obviously
useful for somethermal propertieslike thermal expansion containing various phonon branches, specific
heat involving optical and acoustic phonon vibrations in both the longitudinal and transverse modes,
and finally on the thermal conductivity that involves the motion of both phonons and el ectrons. How-
ever, in order to have a better knowledge on nano materials, there are many useful properties, like
magnetic, electronic and optical, which have to be properly understood in the context of quantum me-
chanics[7]. These properties are discussed in some detailes in order get a basic idea about these topics
in the following subsections.

1.4 MAGNETIC PHENOMENA

Preamble

Inclassical physics, aclassical charge distribution with angular momentum, whichisa'rotating’
or ‘spinnng’ charge distribution, gives rise to magnetic moment. Similarly, in quantum mechanics, the
“angular momentum’ is referred to as ‘electron spin’. In the mathematical treatment of hydrogen by
Schrodinger, we get only “three” quantum numbers: n, | and m. The subscript | on the magnetic quan-
tum number m, shows that this m, value is associated with the orbital angular momentum, which gives
riseto s, p, d andf orbitals, but thistreatment does not include the intrinsic angular momentum of the
electron. Paul Dirac solved the hydrogen atom problem both from the point of non-relativistic quantum
mechanics and the theory of relativity, and showed an additional quantum number m, which is associ-
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ated with the ‘intrinsic angular momentum’ of the electron, calleds. The mgisactually the projection of
this momentum on the z-axis, and due to this momentum, the electron has a ‘ permanent magnetic di-
pole’. Thisishow we can see the relation between the * electron spin’ and the * magnetic moment’.

Stern and Gerlach made a‘ dramatic demonstration’ of the existence of ‘ electron spin’ by heating
silver atom, and making the vapour pass through a baffle and then through an inhomogenous magnetic
field (defined as the z-axis) onto a glass plate. This showed two distinct spots for the unpaired 5s elec-

tron of silver (s:%] with two possible projections on the z-axis with m, = 3 Obviousdly, it was

already known that a magnetic dipole in an inhomogeneous magnetic field experiences aforce, which
deflectsthe ‘dipole’ in adirection that depends on the orientation of the dipole relative to the magnetic
field.

1.4.1 Fundamentals of Magnetism

The"“spinstate” of electronsin an atom determine the magnetic property of the atom. Depending
on this spin state of the electrons, the atoms may be classified into mainly : Diamagnetic and Paramag-
netic.

(a) Diamagnetic atoms (or ions) are those in which there are no uncoupled or uncompensated
€electron spins.

(b) Paramagnetic atoms (or ions) are those with uncoupled or unpaired electron spins in the

orbital giving rise a“net magnetic (spin) moment”.

The magnetic moment of an uncoupled electron is given as Bohr magneton, pg. One Bohr
magneton represents the magnetic moment of ‘ one uncoupled’ electron. Therefore, for example, the net
magnetic moment for the Fe** atom is Spg, sinceit has ‘5 uncoupled’ electrons. Different types of
magnetism are shown below :

M= T B

Ferromagnetic Anti-ferromagnetic Anti-ferrimagnetic

Although paramagnetic atoms have ‘ net magnetic moments', the overall magnetic moment of
crystalline solid may be zero due to the interaction of the atomsin the crystalline lattice. Depending on
the'nature’ of thisinteraction, theatomsmay befurther classified as* ferromagnetic’, ‘ anti-ferromagnetic’,
‘ferrimagnetic’.

A crystal iscalled aferromagnetic, if the participating atoms are ‘ paramagnetic’ and their * direc-
tions arealigned in one direction, which can be switched in the ‘'opposite direction’. Anti-ferromagnetic
crystal is the one whose ‘total magnetic moment’ is zero, since the magnetic moment of the atoms
aligned in one direction is compensated by other atoms, whose magnetic moments are aligned in the
opposite direction.

In aferrimagnetic crystal, the magnetic moments of the atoms are arranged in a similar way to
anti-ferromagnetic crystal. However, if the magnetic moment in one direction is larger than the other
direction, the result is a“non-zero” overall magnetic moment. Even in ferromagnetic crystal, both up
and down magnetic moments coexist. The difference between ferromagnetic and ferrimagnetic is that
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up and down momentscoexist ‘intrinsically’ withinthe crystal for ferrimagnetic— whilethey areformed
by two distinct regions (called ‘domains’) of the crystal in ferromagnetic materials. Hence, only ‘one
direction’ of magnetic moment existsin adomain of ferromagnetic crystals.

In this book, we are dealing with nano materials. In chapter — 5, the magnetic properties of the
nano particles of magnetite (i.e., aferrite with aspinel structure) that are embedded in aglassy diamag-
netic matrix are discussed in details. These small particles show a phenomenon of * super-paramagnet-
ism’ and also within the nano domain for a slightly higher particle size, these nano particles show
‘ferrimagnetism’, as per the above description. In the continuation of this section, we would liketo give
some details on diamagnetism and paramagnetism along with symmetrization and antisymmetrization,
which are very important concepts. Moreover, Pauli’s principle on the * electron spin’ is discussed with
amathematical treatment interms of ‘ determinants’ so that atheoretical understanding is devel oped for
the readersto appreciate someintricate details of the * magnetic properties , i.e., the‘ spin properties’, of
nano materials. The necessary concept on the * magnetic propetries’ of the nano materials can be ob-
tained from the theoretical aspects of Mdssbauer and ESR spectra, as detailed in the sections— 1.6.1
and 1.6.2.

The concept of antisymmetrization is important in the quantum level, which can have some
coseguences on the magnetic properties of solids contai ning nano particles. So, hereisabrief discussion
on this subject.

1.4.2 Antisymmetrization

It isknown that the ‘ total wave function’ of an electron in asolid consists of a‘spatial function’
and a ‘' spin function’, and for a‘symmetric spatial function’, the spin function is ‘ antisymmetric’, and
vice versa. The ‘spatial’ part can be symmetric or antisymmetric. The *spin’ part can be symmetric or
antisymmetric— but the*total function” must be antisymmetric, sincethetotally symmetric wavefunction
are not valid wave functions.

No additional terms in the Hamiltonian can mix symmetric and antisymmetric states. For the
states to mix, anon-zero matrix element must exist. The Hamiltonian including any additional termsis
symmetric. The product of asymmetric function and an antisymmetric functionisaways" antisymmetric'.
In order to calculate the value of amatrix element, an integration is performed over al space — i.e., in
asymmetric region. Sincethe product is* antisymmetric’, theintegral will vanish. Therefore, the ‘totally
symmetric’ functions and the ‘totally antisymmetric’ functions are two completely independent to each
other, which never mix — i.e., they can have no interaction with each other and hence only one of the
two types of states can exist in nature. This point should be clearly understood.

The Question is — Which Type of Function Occurs in Nature?

This question has been answered by experiments. All experimental observations show that the
states occurring in nature aretotally ‘ antisymmetric’ . Let ustake an example of He atom, whose ground
stateistriply degenerate (s= 1) spin state, where the electron spins are ‘unpaired’, if the wavefunction
is totally symmetric — whereas for a ‘non-degenerate’ ground state (s = 0), the spin state, where the
electron spinsare ‘paired’, if the wavefunction istotally antisymmetric.

The s= 1 state would be paramagnetic because of the combined magnetic dipole moments of the
two electrons. By contrast, thes = 0 state is diamagnetic. The experiments show that the ground state of
He is not paramagnetic. For example — a non-magnetic glass container with liquid helium cannot be
picked up by amagnet. For thetotally symmetric states, thes= 0 (singlet) states arelower in energy than
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the s = 1 (triplet) states for the states involving the same orbitals. The opposite is true for totally
antisymmetric states.

Actually, spectroscopic experiments-which involves ‘transitions’ between two different energy
states-- show that for the same orbitals, thetriplet statesare'aways lower in energy than the singl et states.

Thisisduethe‘qualitative’ statement of the “Pauli Exclusion Principle” that —

All Total Many-Electron Wavefunctions Must be Antisymmetric

Sincethe ‘ permutation’ symmetry of many-body wavefunctions can only be determined experi-
mentally, it isnecessary to bring the “ Antisymmetrization Property” into quantum mechanical theory as
an ‘assumption’.

The Assumption —»

The wavefunctions representing an actual state of a system containing two or more electrons
must be completely ‘antisymmetric’ in the coordinates of the electrons — i.e., “on interchanging the
coordinates of any two electrons’ — “ the sign of the wavefunction must change”.

Infact, thisassumption isthe ‘ quantum mechanical statement’ of the Pauli Exclusion Principle’.
Thiscan be better understood by two important properties of the * determinants’, which should be elabo-
rated little further asfollows:

First Property of the Deter minant —

The antisymmetric wavefunctions can be expressed as determinants : Let us take A(1) as an

“orbit x spin” function for one electron, such as 1so, and B, C, ...... N and others, then the total wave
function y(X) can bewrittenas:
A1) B@) ... N(@Q
A2 B2 ... N2
(1.71)
AN) B(N) ... N(N)

whichiscompletely antisymmetricintheN electrons, since any interchange of any two rows changethe
sign of the determinant, which isthe ‘first’ property of the determinant. The number in each row isthe
‘electron label’. Each electron isin every orbital.

Now, let ustake an actual example— Heatom and writeits ground state as adeterminant, which
will involve the 1s orbital, and o. and B spin states. The 2 x 2 determinant is formed and expanded to
obtain totally antisymmetric wavefunction :

s oD  1s(1) B
15(2) o(2) 15(2) B(2)

= 1s(1)a(1).15(2)B(2) — 1s(2)a(2). 15(1)B(1)
= 15(1)1s(2)[o(1).B(2) —B(1).(2)] (1.73)
Thisequation (1.73) correctly represents antisymmetric ground state function. The spatial partis

symmetric and the spin part is antisymmetric. The spin part here correspondstos=0, m;=0—i.e,, the
electron spins are paired.

(1.72)
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Second Property of the Determinant —

Another important property of the determinant isthat if two columnsare equal — it vanishes. In
fact, this property of the determinant builds the ‘ Pauli Exclusion Principle’ into mathematical formal-
ism. For a given one-electron orbital, there are only two possible spatial x spin functions, i.e. those
obtained by multiplying the spatial function by either of the two spin functions o and . Thus, nho more
than two electrons can occupy the same orbital in an atom or molecule and those two must have their
spins opposed — i.e., no two electrons can have the same set of values of al four quantum numbers: n,

[, m and m..

But, why it isso ?

If al of the quantum numbers are the “same” — then two columnsin the ‘ determinant form’ of
the wavefunction will be exactly equal — and the wavefunction (i.e., the determinant) will vanish,
which is not desirable. Hence, the requirement that all many-electron ‘total wavefunctions' (spatial x
spin) must be antisymmetric with respect to the interchange of all pairs of electrons — forces the
wavefunctions to satisfy the * Pauli Exclusion Principle'.

Again, let us take an example — for the ground state of the He atom, if we assume that both
electrons arein the 1s orbital and both have o spin, then it iswritten as

= 1s) - 1s() (1.74)
1s(2) 1s(2)
If we expand this determinant, we find that :
1s(1)au(1).1s(2)ou(2) — 1s(2)ou(2).15(1) (1) =0 (1.75)

Thisis the price we pay — if we attempt to write a wavefunction, which “violates’ the ‘ Pauli
Exclusion Principle’ — awavefunction which is not totally antisymmetric — gives zero, which is not
an ‘acceptable’ wavefunction. Hence, the concept of ‘antisymmetrization’ is clear through the * Pauli
Exclusion Principle’.

Since the ‘spin state’ decides the magnetic property of materials, it isimportant to discuss vari-
ous ‘spin states' that exist within aquantum system, like singlet state and triplet state.

1.4.3 Concept of Singlet and Triplet States
The Definition

A given ‘state’ can be obtained by multiplying a symmetric spatial function by the ‘single
antisymmetric spin function. For each ‘spatial configuration’, there is only one such ‘state’ withs=0
and m, = 0. These states are called “singlet states’.

A given ‘state’ can aso be obtained by multiplying an antisymmetric spatial function by asym-
metric spin function. Each antisymmetric spatial function can be actually multiplied by ‘ three’ symmet-
ric spin functionswiths=0 and m,=1, 0 and — 1. Since each antisymmetric spatial function givesrise
to three ‘total’ spatial % spin functions, these states are called “triplet states”.

Thethreetriplet states differ by the value of m, associated with each one. They are not necessar-
ily degenerate — for example, the *spin-orbit’ coupling can split the degeneracy of the triplet states
givingrise to multiplets inthe observed spectra. Thesymbols: !S, *SandParecalled ‘term symbols'.
S means atriplet state derived from ‘s’ states, while P means a singlet state from ‘s and ‘p’ states.
They are useful in understanding the spectroscopic behaviour of solids.
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The Energy Consideration

The triplet states have inherently lower energies than the singlet state, which arises from the
same orbital configurations. For example — the He excited triplet states involving 1s, 2s orbitals are
lower in energy than the 1s, 2ssinglet state, in spite of the fact that the spatial wavefunctions contain the
sameorbitas. Thisdifferencein energy arisesfrom the permutation symmetry of the spatial wavefunctions.

The triplet states have antisymmetric spatial functions, while the singlet states have symmetric
spatial function. The antisymmetric spatial function hasanode, i.e., it vanishesif the two electrons are
at the same spatial locations, while the symmetric spatial function does not vanish. Let us consider an
antisymmetric spatial function :

1
NA [1s(1)2s(2) - 25(1)1s(2)] (1.76)

Since the electron labels, 1 and 2, represent the coordinates of the two electrons, if the two
electron are at the same location, g, the function is expressed as :

1
N [15(0)2s(a) —2s(q)1s(a)] = O

The triplet electrons are anti-correlated. A plot of a function like (1.76) around the point g
would show that the probability of finding the two electrons near each other is small and the probability
vanishes at q for al g. By contrast, if the electrons are located at g, the symmetric spatial function is
expressed as:

jé [15(6)25(0) + 25(Q)15(q)] #0

Thus, the symmetric spatial function allows the ‘two electrons’ to reside at the same point in
space, and the probahility is not necessarily small for finding the two electrons at the same location or
near each other.

Theanti-correlation of thetriplet electrons, which causesthem to be further apart than the singlet
electrons on average, reducesthe* triplet-state energy’ by reducing the magnitude of ‘ electron-electron’
repulsion. The electron-electron repulsion is a type of ‘interaction’, which increases the energy of a
given state. Hence, the energy of the state is not solely determined by the orbitals, which make up the
spatial wavefunction. The *permutation symmetry’ of the spatial wavefunction can play a significant
role in determining the energy of a state.

1.4.4 Diamagnetism and Paramagnetism
The physical quantities like the magnetic field strength, H, and the magnetic induction, B, in
vacuum, are related by the following relation :

B =uH (2.77)
where, o =4n x 10~ VS/Amp isthe permeability of free space. The magnetic state of asystem (often
called Sommerfeld System) will be specified by the magnetization M, which isrelated to B and H as:

B =y, (H+M) (1.78)

The magnetization M is equal to the density of magnetic dipole momentsmas:
M = m(N/V) (1.79)
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Generally, instead of the external field H, it is convenient to introduce an external ‘induction’
By = LoH, and wecan call the quantity B assimply the* magnetic field strength’. In most casesin solids,
thereisalinear relation between the ‘field’ B, and the magnetization M as:

MM =% By (1.80)
where, y isthe * magnetic susceptibility. The value of y isimportant in determining whether the material
is diamagnetic or paramagnetic.

If the value of y is negative, then the induced magnetic polarization is opposite in sign to the
applied field. Such behaviour is termed as “diamagnetic”’, while the reverse behaviour is termed as
“paramagnetic’, and is characterized by ¢ > 0. In general, the susceptibility of atoms, and hence of
solids, consist of a dia-magnetic and a para-magnetic component, which are denoted by x, and yp.
The paramagnetic component is related to the ‘intrinsic magnetic moments’, which originate from the
angular momentum and the spin of the electrons. For example, the magnetic dipole moment of an elec-
tron due to angular momentum can be written as:

e
m:_(ﬁ] nxp, :_HBL (1.81)

eh
with %L =X r; x p, and the Bohr Magneton g = oy = 57884 x 10°eVIT =9.2742 x 102 JT

(1T =1 Tesa= 1 Vgn? = 10* Gauss).

Thenegativesignin (1.81) followsfrom the fact that the el ectric current hasthe opposite senseto
that of the particle current due to the negative charge of the electron. Apart from the magnetic moment
due to the angular momentum, the electrons also possess a magnetic moment due to ‘spin’, and the
summation of this factor gives the spin moment of the whole atom as :

M=UgJoZi§=Hg oS (1.82)

Here, g, isthe‘electronicgfactor’ or ‘Landeg factor’ (= 2.0023 for free electronvalue) and s

are the (negative) electron spins. As already shown in (1.81) and (1.82), L and S can be treated as

‘operators’. The choice of sign of the ‘spin operator’ is best made so that the spin operator and the

magnetic moment have the same sign. At thisstage, it is better to talk about the spin-orbit coupling
or L — Scoupling

Spin-Orbit Coupling

The importance of these operators needs to be understood in the light of ‘ spin-orbit’ coupling,
which lifts the *degeneracy’ of electronic states. In the Schrodinger treatment of hydrogen like atoms,
the termsin the Hamiltonian arising from the electron spin have not been included. Thus, the six states
of asingle p electron in sodium, for example, would be degenerate, which isimportant for the under-
standing of the fluorescence of Na— D lines. However, the *intrinsic angular momentum’ of the electron
gives rise to a magnetic dipole, which is moving in the electric field of the atom or molecule. The
‘interaction’ of amoving dipolewith an electric field produces’ changes’ in the el ectronic energy — and
that’s how the *degeneracy’ islifted by the spin-orbit coupling or L — S coupling. For a hydrogen like
atom, the spin-orbit coupling portion of the Hamiltonian is given by :

Ze? 1
Ho=—5 | = |[rxpl.S
* 8re, mfc (rBJ Lr>pl
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zéef 1
=——5 |3 |LS (1.83)
8re, mc (r
since (r x p) is the orbital angular momentum (L). S operates on the electron spin wavefunction. L

operates on the orbital angular momentum wavefunction (the spherical harmonics), and ia operateson
r

the radial part of the wavefunction, and finally the Hamiltonian is expressed as:
He=a(r)L.S
For hydrogen like atoms, the value of the coefficient of L.Sisexpressed as:
a(r) e 2*

The Z* dependence gives rise to ‘ heavy atom effect’ — i.e., the ‘ spin-orbit’ coupling increases
very rapidly with nuclear charge (Z) of the atoms or molecules. Since atomic or molecular wavefunctions
arespatially ‘extended’, thereis some probability of finding amolecul€'selectronson the* heavy atoms’
of the solvent. The electron delocalization isresponsible for the * external’ heavy atom effect.

Finally, by evaluating the expectation values of the operators L and S for atoms, it can be seen
that a non-vanishing expectation value results only for open shells. For closed shells, the sum of the
angular momentum and spins is zero. In solids, we have ‘open shells' for transition metals and rare
earths. The paramagnetic behaviour is thus expected for solids containing both these elements with a
finite expectation value (see section 1.2.5 for expectation value).

Apart from paramagnetism due to the electrons, we must al so consider diamagnetism. The latter
resultsfromtheinduction of ‘eddy’ currentsby an external magnetic field. AccordingtotheLenz' srule,
the magnetic moment of theseinduced currentsis opposed to the applied field. The susceptibility thereby
acquires anegative diamagnetic contribution. The susceptibility relation iswritten as:

e’n
X=—[a]%2i<¢|ri2|¢> (1.84)
wherenisthe number of atoms per unit volume. Inthe sum over the matrix elements, the electronsin the
outer shells are naturally of great importance, since their mean square distance from the nucleusis the

largest. If the number of outer electronsisZ, and weinclude the square of the atomic or ionic radii r,
in place of the mean of r,?, then we get :

e )
X=- % HoNZ,r, (1.85)

The measured values of the diamagnetic susceptibility for atoms and ions with closed shells are
indeed found to be in good agreement with Z_ r,2. A similar order of magnitude results for paramag-
netic contributions. For atypical solid state density of 0.2 mole/cc, the susceptibility is about 107 (S|
units), i.e., small compared with 1. Therefore, apart from the solids showing ferromagnetism, the mag-
netic susceptibility of solidsissmall. By contrast, the el ectric susceptibility isof the order of 1 or larger.

Now, this should explain why in solid state spectroscopy with ‘ el ectromagnetic radiation’, which
is one of the most important experimental methods, we usually consider only electronic effects.
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1.5 BAND STRUCTURE IN SOLIDS

Preamble

The semiconductivity is an important aspect in solids arising out of our knowledge in quantum
mechanics with diverse applicationsin material components and devices in the field of electronics. In
order to understand this most important semiconducting property of solid materials, it isof fundamental
interest to know about the band structurein solids, i.e., how ‘allowed’ and ‘forbidden’ energy gapsarise
in solids. It is through a mathematical technique called Wronskian dealing with dependent and inde-
pendent sol utions of vector functions, the picture of the band gap will be made clear. But, in order to go
to that step, an idea about the periodic Bloch function is necessary, i.e., the potential of the electronsin
aperiodic crystal.

1.5.1 TheBloch Function

Before discussing the Bloch function, it isimportant to write afew lines on the * Electron Kinet-
ics insolids:

Electron Kinetics. A convenient approach to the electronic properties of a solid consists of
using the ‘ one-electron’ motion, where core electrons are treated almost completely ‘localised’, and the
energy eigenvalue problem for the valence electron system reduces to — solving the Schrodinger wave
equation for each valence electron — asit movesin the spatially-dependent potential energy [V (r)].

Aswedeal with alarge number of electronsin asolid, their interactions areimportant to describe
by various el ectronic transport phenomenain solids. Although the ‘ nuclear motion’ isnot stationary, we
still assume it to be at rest — so we need ‘ approximation’, like Born-Oppenheimer approximation. In
such an approximation, the total wave function for the system is given by a combination of wave func-
tions. Each of theseinvolvesthe‘ coordinates of only one electron — which givesriseto “ one-electron
approximation” .

Within thisframework — there are two different approaches:
1. Heitler —London or Valence Bond Scheme. when the atoms are far apart from each other
i.e., theelectronsarein ‘localised’ states.

2. Bloch Approach. where the electron is considered to be belonging to the three-dimensional
crystal asawhole rather than to a particular atom.

The problem here involves an electron in a potential with the periodicity of the crystal lattice,
which leads to a “natural distinction” between metals, insulators and semiconductors — in terms of
band structure of these solids. However, first of all, we haveto consider the ‘anlogy’ between the el ec-
tronic motion and elastic waves.

The Analogy

(a) The propagation of ‘elastic waves inacontinuum or in a periodic structure, and
(b) Electronic motion in aconstant or a periodic potential.

(a) Elastic Waves

For elastic waves in a continuous medium, the frequency (v) is inversely proportional to the
wavelength (A) witha‘linear’ relation betweenv and the ‘wave number’ or the‘wave vector’ — which
impliesthat the “velocity of propagation” isindependent of A, with no upper limit for the ‘ frequency of
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vibrational modes' in a continuous medium. However, when we consider the ‘ modes of vibration’ in a
“lattice” of discrete points — which form a periodic structure — two characteristic features appear :

There exists ALLOWED frequency bands, which are separated by FORBIDDEN regions of
frequency or energy.

The frequency is no longer proportional to the “wavenumber”, but a periodic function of the
“lattice’.

(b) Electron Motion

In aconstant potential, i.e., the ‘free’ electron theory, the energy of the electron as afunction of

2,2

2
‘wavevector’ k isgivenby : E= om T_P

, wherek = T = . A = wavelength, p = momentum of the
electron [V(x) = 0]. In this case, there is no upper limit to the energy — i.e., the energy is ‘quasi-
continuous' .

However, if we consider the motion of an electron in a‘periodic potential’ — we arrive at the

following results:

Thereagain exists‘alowed’ energy bands, which are separated by ‘forbidden’ regions of energy,
and the energy function E(K) are periodic ink.

In (a) above, we deal with the “elastic waves’, and in (b) we dea with the ‘waves associated
with the electrons — and hence this analogy is not surprising — both waves are moving in a periodic
structure of agiven lattice. It should be remembered that the ‘ discrete nature of solids’ creating separate
‘alowed’ and ‘forbidden’ energy regions manifest in the observation of sharp resonance-like structures
inthe optical spectraof solids. Now, let us get into the most important theorem in formulating the * band
structure’ insolids[7, 8].

1.5.2 The Bloch Theorem
In the‘freeelectron’ theory — what do we assume ?

Actually, we assume that an electron movesin a constant potential V leading to a Schrodinger
equation for a one-dimensional case:

d? 2m
_\u +[h][E—VO]w: 0

dx?
The solution of this equation is given by the ‘ plane waves' of thetypeas:
y(x) = etk (1.86)
Upon substitution, we get the ‘kinetic energy’ of the electron as:
h2 k2 p2
Ein=E-V,= 2m = om (1.87)

The physical meaning of k isthat it representsthe momentum of electron divided by # . In order
to get acomplete solution of the above wave function with time, we multiply y(x) by exp(—imt), where

E
=, so that the solutions of the type of eguation (1.86) represents waves propagating along the x-

axis.
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ThePeriodic Potential

Now, let us consider the Schrodinger equation for an electron moving in a one-dimensional
periodic potential. Therefore, the potential energy [V (X)] must satisfy the equation :
V(X)=V(x+a) (1.88)
where, a = period of the ‘lattice’. The Schrodinger equation is then expressed as :

d?y 2m
a2 T (7][E -V(¥)]y=0 (1.89)

For a solution of this equation, thereis an important ‘theorem’ — which states that there exists
solutions of the form :
y(x) = e ™ u(x)  with u(x) = u(x+ a) (1.90)
In other words, the solutions are ‘plane waves', which are modulated by the function u(x) —
which has the same periodicity as the ‘lattice’. This theorem is known as the “Bloch Theorem”. In the
theory of differential equations, it is caled Floquet’s theorem. The functions of this type (1.90) are
called “Bloch Functions’. The Bloch function has the property :
y(x +a) = exp[ik(x + a)] u(x + a) = y(x) exp(ika)
since u,(x + a) = u,(X). In other words, the Bloch functions have the property :
y(x+a) = Qwy(x), with Q=-exp(zx ika) (1.91)
Now, it isevident that — if we can show that the Schrodinger equation (1.89) has solutions with

the property (1.91), the solutions can be written as Bloch functions, and the Bloch theorem is then
proven.

The Proof

Let ussuppose A(x) and B(x) aretwo ‘real’ independent solutions of the Schrodinger equation.
We know that adifferential equation of the 2nd order has only two independent solutions, and all other
solutions can be expressed asa' linear combination’ of the independent ones. Hence, since A(x + a) and
B(x + a) are also solutions of the Schrodinger equation, we get the following relations :

AXx+a)=aAX) + B B(X)

B(x+a) =yA(X) +3 B(X) (2.92)
where, o, B, yand 6 arereal functionsof E. The solution of the Schrodinger equation may bewrittenin
theform:

w(x) =FA() +GB(X)
where, Fand G aretwo arbitrary constants. According to (1.92), we get :
y(x+a)=(Fa+G.y) A(X) + (Fp + G.8) B(X)
Inview of the ‘property’ of the Bloch function in equation (1.91), let us now choose Fand G in
such amanner, so that we get :

Fa+Gy=QF

FB+G.6=QG (1.93)
where, Q = Constant. In this way, we have obtained a function y(x) with the following ‘ property’ :

y(x+a) =Qy(x) (1.94)
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i.e., equation (1.91). Since equation (1.93) have the ‘ non-vanishing’ solutionsfor F and G, only
if the “determinant” of their coefficients vanishes, so that we have the equation for Q as:

a-Q Yo
B S—Q‘_O
or, QP —(a+8Q+0.8—-By =0 (1.95)

Now, it is possible to show that .5 — B.y = 1 in the following manner : we can derive from
equation (1.92) :

A(x+a) B(x+a)| | AX) B(X) | |a B
A(x+a) B(x+a)| |A(X) B(X)| |y & (1.96)
where, A’(X) = % and B’(x) = dBiiX) . Now, if we multiply the Schrodinger equation for B(X) by

A(X), and the equation for A(x) by B(X), and we do the required subtraction, we get :
d
0=AB”"-BA”"=— (AB'-BA’
vl )

Hence, in this case, the so-called “Wronskian” is aconstant :

A(X)  B(x)
A'(x) B(x

This result together with equation (1.96) leads to the conclusion that o..56 — .y = 1. Therefore,
instead of equation (1.95), we may writeit as:

QP -(@+8Q+1=0 (1.99)

Then, ingeneral, therearetwo ‘roots : Q, and Q,, i.e., therearetwo functions y;(X) and y,(X),
which exhibit the property (1.93). It should be noted that the product Q,Q, = 1.

For acertain range of energy E, i.e., for those corresponding to (o + 8)? < 4 — Thetwo roots Q,
and Q, will be*complex”, and since Q;Q, =1, they will be*conjugates’. In those regions of energy, we
may then writethem as:

W(X) = ‘ = Constant (2.97)

Q, = exp(ika)
and, Q, = exp(—ika) (1.99)
Then, the corresponding eigenfunctions y;(x) and y,(x) have the ‘ property’ written as:

wa(x+ 8) = exp(ika) y (x)
and, Yo(X + a) = exp(— ika)y,(x) (1.100)
Thus, following equation (1.90), they are the “ Bloch Functions’.

In other regionsof energy E, where, if weput (o + 8)? > 4, thetwo ‘roots’ arereal and reciprocals
of each other. The roots corresponding to the solution of Schrodinger equation are :

1% = eXpIU()
and, W) = expl=IU()
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where, 1 = areal quantity. Although they are mathematically al right, they can not be accepted as*wave
functions’ describing the electrons, since they are not bounded. Thus, there are no electronic statesin
the energy regions corresponding to the real ‘roots' Q, and Q, .

Therefore, we get the “notion” that the energy spectrum of an electron in a periodic potential
consists of - ALLOWED and FORBIDDEN energy regions or bands.

1.5.3 Band Structure in Three-Dimensions

From ageneral point of view, we can discussthe* motion of electrons’ in a3-dimensional lattice.
The most fundamental property of an ‘infinite’ crystal with “primitive” transation vectors: a, b, ¢, is
that if we make atranglation corresponding to any vector d as:

d=na+nb+n;c (1.101)
where, ny, n,, n; are integers, we arrive at a point which is geometrically equivalent to the point we
started from — i.e., periodic. Thus, the physical properties of crystalline solids remain unchanged,

when we make atrandation defined by any vector of the type d. For example, if the potential energy of
an electronisgiven by V(r), then we must have:

V() =V(r+d) (12.102)
Vectors like d are called direct or real lattice vectors in order to distinguish such vectors from
“reciprocal lattice vectors’.

Introduction of Fourier Series

In order to discuss the behaviour of an electronin aperiodic lattice potential, it is convenient to
first consider : how we represent ‘periodic function’ like equation (1.102) in terms of 3-dimensional
Fourier series — thiswill show why we need to go to Fourier space for band structure calculation. The
Fourier series is based on a ‘periodic function’ following dirichlet conditions. For a 1-dimensiona
periodic potential, which satisfies the condition (i.e., the same periodicity of the lattice) :

V(X)=V(x+n,a)
where, n; = integer, and we can always write by making a Fourier expansion as:

V) =3, V, exp(Zni %j (1.103)
a
where, n=integer, and the summation extends over al integersfrom —e to +o0, asinakFourier series.
The coefficients V,, are the Fourier coefficients.

But how do we know that this seriesindeed satisfiesthe ‘periodicity’ requirements ?

Thisis shown below :
If wereplace xin (1.103) by x + n; a, where n, isan integer, we get :

Vix+na)=%,V, exp(Zni %+21ci nnlj (1.104)
a
However, since nn, is also integer, exp(2ri nn,) = 1, and the right-hand side of this expression

equals V(x). Similarly, the potential in a cubic lattice satisfies the requirement :
V(X y,2) =V(X+na,y+na, z+ns) (1.105)
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which can aso be written in terms of a3-dimensional Fourier series. Let us now return to the general 3-
dimensional lattice for which the ‘ primitive translations’ : a, b, ¢ are not necessarily equal in magni-
tude, nor perpendicular to each other. It is not immediately obvious how we can actually represent a
‘potentia’ with the periodicity (1.104) interms of a3-dimensional Fourier series, i.e., aperiodic potential.

But it can bedone! How ?

It can be done rather easily, if we introduce the so-called ‘reciprocal lattice’ . Therefore, now we
need to define the ‘reciprocal lattice’. From the vectoral point of view, it is defined by three primitive
translations : g;, 9,, 93, which satisfy the conditions:

1 0f i=]
a.b=¢;= (1.106)
0 if i#]
Therefore, the vector g, isperpendicular to the plane through the direct lattice vector bandc. The
explicit expressionsfor theg' sare evidently of theform :

_ (bxc)

%= 2 xco)’ &
from which the absol ute magnitudes of the g’'s may be obtained in terms of the primitive trand ations of
the direct lattice. Any vector which iswritten as::

G=hg;+kg,+10; (1.108)
where, h, k, | = integers, and the vector is called the ‘reciprocal lattice vector’. The end points of these

vectors define the reciprocal lattice points. It can be easily shown that the reciprocal lattice of a f.c.c.
latticeisa b.c.c. lattice, and vice versa

L et us now show that the 3-dimensional Fourier series:
V(r) =%, Vg exp(2ri G.r) (1.109)
exhibits the periodicity requirement (1.102). The symbol V, stands for V

(1.107)

91, 92,93
The Proof
V(r+d)=Z,Vgexp[2ni (G.r+G.d)]
However, G . daccording to (1.101), (1.106) and (1.108) is equal to n,d; + n,d, + nyd;

whichisaninteger. Hence, the right hand side of thislast expressionisequal to V(r), which provesthe
statement. Hence, we are in a position to represent periodic function in three-dimensions in terms of
Fourier series. Now, let us consider the motion of the electrons in a potential of three-dimensional
periodicity.

First of all, the Bloch theorem can be extended to three-dimensions. Then the wave functions can
be written asfollows:

y(r) = exp(x ikr) u(r) (1.110)
where, u,(r) hasthe periodicity of thelattice . Hence, in general, we can writeit as:
u(r) =%, Vgexp(2ni G .r) (1.111)

where, G isavector inthereciprocal lattice. It can be shown that two Bloch functionsfor which the wave
vectors differ by 2z times a reciprocal lattice vector are physically equivalent. For example, let G bea
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reciprocal lattice vector and let us introduce instead of k, another wave vector k' = k + 2rnG in (1.110).
Then, we can writeit as:

y(r) = exp(x ik'.r) exp(+2miG. r) u(r) = exp(x ik’.r) uk'(r)
where, u,(r) isstill periodic, sinceexp( 2riG. r) isperiodic, i.e., wearestill left with aBloch function.
Also, we can say that k is not uniquely determined, and that k and k + 2rG correspond to physicaly
equivalent states, i.e., the Bloch waves whose wave vector differs by a ‘reciprocal |attice vector’ are

identical. But we must always avoid the occurrence of physically equivalent solutions with different k
values.

So, how do we do this?
The only way to do this — isto restrict the range of k-values. It is most conveniently done by
limiting the components of k along the directions of G to the following ranges:
— gy <k < +7g;
— gy <k < +7g,
—mg; < Ky < +mgy (1.112)

Inthiscase, werefer tok asthe reduced wave vector. Theregion ink-space defined by (1.112) is
referred asthefirst “Brillouin Zone” or the “reduced zone”.

Some Conceptual Facts

At the Brillouin zone boundaries, the energy E(k) exhibitsa ' discontinuity’ asalso in the case of

2
i
aone-dimensional lattice. It should be noted that the values of thewavevector: G. k= ? arethosefor

whichthe electron suffersa Bragg reflection. An electron, which satisfies the Bragg condition can not
obviously ‘penetrate’ the lattice, sinceit suffers ‘reflections . Therefore, such an electron does not cor-
respond to a “propagating wave” passing through the crystal, but to a “standing wave’. The energy
“discontinuities’ or the ‘energy gaps' in the E(K) vs. k curve occurring at the Brillouin zone boundaries
represent the energy rangesfor whichitis“IMPOSSIBLE” for an electron to move through the crystal.
For example, if such electrons areincident on the crystal from the outside, they are totally reflected and
unable to penetrate into the crystal lattice. This should clarify the conceptual nature of the ‘Brillouin
Zone' and the *Band Gap’, and this concept is obviously very important.

In such asituation, the Schrodinger equation becomes::
Hy = E(K) wic
and that for the same problem, which is displaced by G,
Hy. 6 = E(k+ G) Wi
Since v, . g(r) = i (r), we have — Hy, = E(k + G) y,, and hence we get :
EK) = E(k + G).
The behaviour of E(K) is periodic in k-space, it is sufficient to represent it in the first Brillouin

zone, i.e., between—mn/a and + nt/a, or the‘reduced zone' . A typical curve of E(K) vs.k isshownin Fig.
1.4, where the allowed and the forbidden bands are clearly seen [7].
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Figure 1.4: The energy [E(K)] vs. the wavenumber (K) curve. The discontinuitiesin the
energy occur fork=+nr/a(n=0,1,2....and a= lattice spacing)

1.6. MOSSBAUER AND ESR SPECTROSCOPY

Both the MGsshauer and ESR spectra measurements have been extremely useful in the study of
the magnetic properties of materials, so both of them have atremendous importance and utility in such
type of study, particularly for the study of nano-materials. Both of them give us information on the
micro-detailsin and around an atom. Since the nano-materials may contain only few atoms, i.e., afew
nanometers in size, these types of investigations assume a special significance. While M 6ssbauer
spectroscopy deal with the nuclear aspects and their related issues, the study of ESR spectradealswith
the electronic transitions between different energy levels, which are sensitive to their surroundings.

Therefore, both these types of studies are inherently ‘magnetic’ in nature and can give us an
wealth of information on the nano-materials, when properly supplemented by magnetization measure-
ments, as will be shown later in the section — 5.5. Here, first of al, the theoretical aspects of the
M ossbauer spectroscopy will be described and then adiscussion on thetheoretical issuesinvolvedinthe
ESR spectroscopy will be elaboarated. Both these topics are important to understand the magnetic phe-
nomena of nano-sized magnetic materials, as described in the chapter - 5.

1.6.1 M @ssbauer Spectroscopy

Preamble

First of all, it should be explained what is M 6ssbauer spectroscopy and then itsimportance can
be described for the study of nano particles. The Mdsshbauer effect is basically anuclear spectroscopy,
i.e.,, astudy of nucleus of a Mossbauer atom. This effect is the totality of the resonant absorption or
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emission of X-rays by a nucleus within the atoms in a solid material. In a silicate glass, it was first
observed by Pollack [9] in aM dssbauer spectrum of °’Feand it started becoming apowerful tool for the
study of ‘local structure’ of non-crystalline solids[10]. As shown later in the section — 5.5, the experi-
ments on hyperfine splitting and the dependence on temperature give us useful information about the
following :

(a) lonisation state,

(b) Character of chemical bonding,

(c) Strength of the inter-atomic forces,

(d) Anisotropy [11].

Moreover, another advantage is that the experimental set-up is simple and quite inexpensive. A
typical set-up requires a‘radio-active source’ which decaysto an excited state of a M dssbauer isotope.
Asan example, it should be noted that >’Feis produced by the capture of electronsfrom>'Co, i.e., >’Co
+ B = 5"Fe. Although many isotopes are suitable for Mésshasuer experiments, only >’Fe and 1°Sn are
mainly used for M Gsshauer measurementsin non-crystalline materials. For a specific nuclei in the sol-
ids, the M dsshauer effect isvery sensitive, and henceit can be very useful for the study of even smaller
concentration of the Méssbauer isotope. On glassy materials, an excellent review on M osshauer
spectroscopy has been made by Kurkjian [12], but there are anumber of other references, particularly in
the context of local environment inside the glass, which are important to know about the short-range
order in such materials[11, 13].

The relaxation of the *excited nucleus state’ into the ‘ground state’ of the Mdssbauer isotope
occurs with the emission of a quantum of energy (E,), whichistypically of the order of 10—100 Kev.
When the transmission of thisenergy (i.e., X-rays) through a‘sample’ containing the same isotope as
the sourceismeasured by aproportional counter, it is possible to distinguish between the M dssbauier X-
ray and unwanted radiations.

When we deal with a‘free’ atom, the emission of the quantum of y-rays givesriseto a‘ momen-
tumtransfer’ to the nucleusby a*“recoil” effect and it reducesthe energy by some million ev. The natural
line-width of such atransition is much smaller, and no ‘resonant’ absorption can be observed. By con-
trast, when we deal with asolid material, thereis a probability for certain absorption or emission proc-
essesthat the* momentum’ istaken up by thewhole crystal, and a changein the quantum of energy of the
y-rays can not occur. Thisresonance absorption or emission of the quantum of energy isknown asthe
“Ma0ssbauer Effect”.

Normally, in actual situations, the M 6ssbauer atom in the absorber can bein adifferent chemical
environment than the Méssbauer atom in the source, and the energy levels of the nuclel of the two
M ossbauer atoms (in the absorber and in the source) differ because of the hyperfine interactions (see
later). A MOssbauer spectrometer takes*these small differences’ in the transition energiesinto account,
by vibrating the sourcewhich givesriseto acontinuously varying ‘ Doppler’ shift (originating from the
‘thermal motion’ of the nuclei) of the emitted radiation and possible resonant absorption in the absorber
atom. Hence, the ability of absorption is measured in the M ossbauer spectraas afunction of the “veloc-
ity” of the source, and hence the M éssbauer parameters are applied to a ‘reference materia’, i.e., the
source.

The energy levels of the nucleus and atheoretical Mdsshauer spectraof °’FeisshowninFig. 1.5.
There are mainly two important parameters, which are derived from the M éssbauer measurements :

(a) The Isomer Shift (5)
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(b) The Quadrupole Splitting (A)

The former represents the ‘energy’ arising out of nuclear charge distributions, and the latter
expressesthe * electric potentials' at the nuclei resulting from the electrons. But, there is another impor-
tant parameter, known as the ‘ hyperfine splitting”, which is described in a practical example in case of
nano particles of magnetite (see the section — 5.5 for details)

Y.>0 M
Y + 3/2
X A
| = 3/2 5 i +1/2
| =1/2 ’ =1/2
Isomer Cuodrupole
shift splitting

Rcl. transmission

—Vihax 0 +Vmax

Figure 1.5: Theisomer shift and quadrupole splitting resulting from different energy
levels of the nuclei for a °’Fe isotope.

1.6.1.1 Thelsomer Shift

The value of “isomer shift” originates from the ‘electro-static’ interaction between the ‘ charge
distribution’ of the nucleus and those electrons from which the Schrodinger wave function (y) givesa



GENERAL INTRODUCTION 41

finite ‘probability’ of being found in the region of the nucleus, i.e., from the enhanced Coulombic
interaction of the nuclear charge and the related electron charge. The “isomer shift” (3) is defined asthe
‘electric’ < ‘monopole’ interaction between the nuclear charge and the electric field due to the elec-
trons. Basically, it givesameasure of the* electron density’ in the nucleus [w(0)], i.e., the amount of the
‘velocity’ of the source either towards the absorber or away from it, which isexpressed by therelation as:

2
o [?n]Zez {1W(0), =1 w(O)s PH[<r()?> - <r(@)*>] (1.113)

where, Z = nuclear charge, e = electron charge, A and S represent the absorber and the source respec-
tively, r(e) and r(g) are the nuclear radius of the excited and the ground states respectively.

An isomer shift can be observed when :

(A) Mean-square nuclear radius <r>> between the excited and the ground states of the M ésshauer
isotopeis different, and also

(B) The s-electron density of the absorber and the sorce is different.
Theisomer shift isinfluenced mainly by two effects:
(a) A direct change of the s-electron density of the outer s-shells, or

(b) A changein the population of the p, d or f valence el ectrons, which isknown asthe‘ shielding
effect’.

As an example, for the 5Fe isotope, the difference of the radii is negative, and thus a ‘more
positiveshift’ inthe Méssbauer spectraindicates adecrease of thes-electron density. Moreover, the Fe?*
and Fe** ions have the electronic configuration d® and d®, which result in amore negative shift for the
Fe3* ions. The typical isomer shift valuesin 2Ca0-3B,0, glasses containing 2 to 10% iron oxide are :
1.02 - 1.14 (mm/sec) for Fe?* ions, 0.33 - 0.28 (mmV/sec) for Fe** ionsin tetrahedral coordination (lower
symmetry), and 0.27 - 0.29 (mm/sec) for Fe** ionsin octahedral coordination (higher symmetry) [14].

1.6.1.2 The Quadrupole Splitting

Theinteraction of non-cubic extra-nuclear * electric fields' with the nuclear charge density gives
rise to a‘splitting’ of the nuclear energy levels. Thus, a characteristic two-line spectrum, i.e., a‘dou-
blet’, is observed, which is a measure of the ‘distortion’ from the ‘cubic symmetry’ of the electron
distribution and the ‘ligands around the Méssbauer atom. From the ‘interaction’ of the ‘nuclear
quadrupole moment’ (eQ) with the inhomogeneous ‘ electric field gradient’ (eq) of the electron charge
distribution in the environment of the nucleons, we get the “quadrupole splitting” (A), which is given by
therelation as:

AEq = (€%0Q)/41 (21 — D[3(m)? = 1(I + 1)](L + n? 13)? (1.114)
where, | = nuclear spin, m = magnetic quantum number, and | = asymmetry parameter, which is equal
to zero, if thereis no distortion from the cubic symmetry, i.e., no asymmetry.

The inhomogeneity of the electric field at the site of the atomic nucleus results from :

(a) A ‘non-spherical’ or ‘asymmetry’ in the charge distribution, or

(b) From different ‘ligands’, i.e., oxygen ions surrounding the metal cation in an oxide glass,
which is popularly known asthe ‘ligand field environment’.

Now, it is seen that a measurement of the ‘quadrupole splitting’ can give us “local structural
information” of a solid material, e.g., the nano-crytalline particles of magnetite (see later in the
section - 5.5).
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L R | N .
Thenuclear stateswith spins| > > splitinto 5 (21 +1),i.e., intotwo levelsfor the®> Feisotope.

In general, the quadrupole splitting in glassesis small for Fe** ions, i.e., between 0 — 1 mm/sec, which
have anearly spherical charge distribution or symmetry. It islarge for F€** ions, i.e., 1.5 — 2.5 mmy/sec,
which have a non-spherical electron wave function. The typical valuesof A in 2Ca0O-3B,0; glasses
containing 2 to 10% iron oxide are : 2.26 —2.21 (mm/sec) for Fe?* ions, 1.91 — 1.47 (mm/sec) for Fe**
ionsin tetrahedral coordination (lower symmetry), and 1.12 —0.91 (mm/sec) for Fe** ionsin octahedral
coordination (higher symmetry) [14].

1.6.1.3 TheHyperfine Splitting

Thethird and the most important parameter for the analysis of M 6ssbauer spectra of nano-crys-
talline particles of magnetite (Fe;0,) is the ‘hyperfine splitting’, which is actually a nuclear Zeeman
effect. This effect occurs, when there isamagnetic field in and around the nucleus. In agiven situation
(H = 0), this magnetic field arises either within the atom itself or within the crystal through *lattice
exchangeinteractions [11, 15].

The ‘magnetic dipole’ hyperfine interaction is described in terms of the Hamiltonian as:
Hy == H=—gy By I H (1115
where, 1 = nuclear magnetic moment, By = nuclear Bohr magneton, and gy, = nuclear gyromagnetic
ratio. The energy of theindividual nuclear levelsisexpressed as:

Ew =—uHmM(W1)=-gyByHM, (1.116)
Now, if thevalue of the quadrupole splitting is zero, the number of linesin the M 6ssbauer spectra
israther limited. Then, it is possible to observe six-lines hyperfine splitting spectra.

In many practical applications, likein the case of nano-crystalline particles of magnetite, it may
so happen that the magnetic hyperfine interaction (due to nano-magnetic particles) and quadrupole
hyperfine interaction (due to the presence of some isolate Fe ions in the system) are superimposed on
one another, i.e., the effect of first-order quadrupol e perturbation on amagnetic hyperfine spectra. By a
very careful Lorentzian line analysis by computer in such acomplex situation, these two effects can be
separated from agiven M 6ssbauer spectrafor the analysis of the nano-crystalline particles of magnetite,
as shown in the section - 5.5 [16-19].

1.6.1.4 Interpretation of the M 6ssbauer Data

After describing various M 6ssbauer parameters in the above subsections, it is necessary to give
some insights on how to interpret complex Mdssbauer spectrain terms of a Hamiltonian. The presence
of aninternal or external magnetic field completely removesthe (21 + 1) degeneracy of the ground and

excited states producing (Zx % +1=2and 2x :—23 +1= 4], i.e., atotal of six sub-levels, where | isthe

nuclear spin. In the case of iron absorber, i.e., S-state ion like Fe, a pure nuclear Zeeman effect is
observed producing asix-line hyperfine splitting (HFS) pattern with the intensities, which are governed
by the transition probabilities between different sub-levels for the multipole transitions involved.

The hyperfineinteractions depend on both the orbital and spin magnetism of the magneticionsin
crystalline solids. The theory is largely based on the work of Abragam and Pryce [20] in ESR, who
introduced the so-called “ spin-Hamiltonian” (Hg,). This Hamiltonian can also be used in the interpre-
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tation of most of the M Gsshauer experimental data, which reflect the existence of one or more magnetic
hyperfine interactions between the nucleus and its surroundings [ 15, 21].

In the spin-Hamiltonian containing different energy terms, the magnetic hyperfineinteractionis
represented asfollows:

Hgy=1.A.S—0gyBnHex! (1.117)
where, A isthe hyperfinetensor, H, is the externally applied magnetic field.

For large external magnetic field (gy By Heq >> A), the spins are effectively quantized in the
direction of the applied field and the off-diagonal matrix elementsare usually neglected. In this case, the
nucleus‘senses’ an effectivefield (H) that iscreated, such that the following relation can bewritten as

I.A.<S>—0gyBnHex ! ==y By Herr | (1.118)
Therefore, Hy isdefined as:
B {A.<S>}
Het =Hea—  a (1.119)
In B

The electron spin enters the equation (1.118) as an ‘ expectation value', because it is determined
by Hg which tendsto hold it fixed in magnitude and direction. Let usdefineH; as:

Hy=— {A.<S>) (1.120)
In B
Now, we can write the effectivefield (Hy) as:
<&
Heit = Hea * Hit =Hea + ~g ™ Hir—sa (1.121)

AS . . S .
where, Hyroy = W is the saturation value of the hyperfinefield. In agiven case, Hy;.o; (H
NFN

# 0) is not significantly higher than H,; (H = 0), which means that the saturation occurs easily, but as
shown later inthesection - 5.5, it may not be casefor certain range of sizes of nano-crystalline particles
of magnetite embedded within aglassy matrix, whichisan interesting system for various applicationsin
nano-magnetics.

An analysis of the M dssbauer spectraof the magnetically ordered (inter-molecular) compounds,
e.g., ferrimagnetic materials, such as magnetite, shows that the direction of the Fe ion magnetic mo-
mentsisthe result of the ‘competition’ between the following terms:

(a) Exchange Energy (represented by an effective Molecular Field, Hp),

(b) Anisotropy Energy (represented by the Anisotropy Field, H,), and

(c) External Magnetic Field (denoted by H,,,), if any.

Thus, itis clear that the magnetically split Mdssbauer spectra provide useful information.

In fact, in bulk magnetite, the magnetic HFS pattern is observed at 4°K without any H,,,, as
shown later in the section - 5.5. With the application of H., the anisotropy of small nano particles of
magnetite becomesimportant. The effective hyperfinefield (H,) canincrease or decrease depending on
the direction of the magnetization. From a detailed analysis of the M&ssbauer spectra at various
temperatures of measurements with and without any external magnetic field, the “anisotropy” of the



44 NANO MATERIALS

ferrimagnetic nano-particles of magnetite can aso be determined through the estimated value of the
hyperfinefield (Hy;).

1.6.1.5 Collective Magnetic Excitation

This particular topic should be included in the description of the magnetic phenomena in the
section - 1.4, sinceit involvesthe concept of ferromagnetism. However, it isdiscussed under M 6ssbauer
spectroscopy, since certain aspects of the Mdssbauer data can be interpreted by means of the concept of
‘collective magnetic excitation’, as will be detailed in the section - 5.5. As the ‘collective electronic
excitation’ iscalled ‘ excitons', in the sameway the* collective magnetic excitation’ iscalled ‘ magnons
[22].

Inasimpleferromagnet, all the spinsare parallel in the ground state. L et us consider acase with
N number of spins. Each of these spins has a magnitude Son aline or aring, with the nearest neighbour
spins coupled by the Heisenberg interaction. If the‘exchangeinteraction’ takes place between the spin
in the p™ state (S;) with that of the spin in the (p +1)" tate, i.e,, S, ;, then the energy for such an
interaction iswritten as :

(1.122)

m
I
|
N
(&
V=

n
©
n
©
+
=

p=1

Here, Jisthe ‘exchange coupling integral’, and # Sisthe singular momentum of the spinin the
pth state. Now, when we deal with the spin Sp asaclassical vector, then inthe ground state, we can write
itas:

S-S 1=F (1.123)
and in this case, the ‘ exchange energy’ in the ground state of the system can be written as :
E,=-2NJS? (1.124)

Now, what isthe energy of the ‘first excited’ state ?

In order to answer this question, first of all, we have to consider an ‘excited state’ with the
direction of just one specific spin reversed. Immediately, we note that this particular reversal of aspin
would increase the Heisenberg ‘interaction energy’ by 8JS?, and we can write the ‘new interaction
energy’ as:

E = E,+ 8J%° (1.125)

The above deduction showsthat the energy for the next ‘ excited state’ isquite high. However, we
could form an *excited state’ with excitation of much lower energy, provided we alow that all the spins
share the above ‘reversal’ process, i.e., all the spins in circular motion with respect to z-axis. This
elementary ‘excitations' of asystem of spinspossessa‘wavelikeform’ and are known as* spinwaves'.
When this*spinwave' isquantized, these excitations are called “ magnons’, i.e., a‘ collective excitation
of spins', which are analogous to the ‘ collective lattice vibrations' or ‘ phonons'. In other words, while
the phononsare* oscillations' intherelative spatial positions of the atomsin agiven|attice, the magnons
are the oscillationsin the relative orientations of the spins on a given ferromagnetic cubic lattice.

Thereisan interesting story about the ‘ magnon dispersion’ behaviour, whichisnot dealt here. It
is sufficient to mention that the angular frequency of ‘magnons’ is proportional to k?, whereas that for
phonons, it is proportional to only the wave vector k. A classical representation of the * collective mag-
netic excitation’ or ‘spin wave' isshown in Fig. 1.6.
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p+3
Figure 1.6: Collective magnetic excitation or spin wave in aferromagnetic substance.

In the context of Mossbauer data, for ferrimagnetic magnetite particles in the nano-range (6.4
nm to 7.0 nm), thereisadrop in thevalue of H; to 410 and 450 KG respectively from avalue of 486
K G for the bulk magnetite of larger grain sizes[19]. Thiswas explained in terms of a‘surface effect’,
but a more plausible model explains this behaviour, i.e., lowering of the hyperfine field value, to a
‘collective magnetic excitations' or ‘magnons’. Thisis due to the fluctuations of magnetization direc-
tions around the energy minimum corresponding to an ‘easy’ direction of magnetization , e.g., <111>
directions of magnetite [19] (see the detailsin the section - 5.5).

1.6.1.6 Spin Canting

In a magnetic material, there is a magnetic lattice as well as sub-lattices. It is generally known
that the ‘intra-sublattice’ interactions, which are determined by a negative exchange forces or energy
between the spins on the same magnetic sub-lattice, are much weaker than the ‘inter-sublattice’ interac-
tions. The molecular field or ‘mean field’ isdenoted by : B,,,=yM (y=mean field constant).

A ‘canted spin’ arrangement can occur in a ‘body centred cubic’ (BCC) antiferromagnet with
four magnetic subl attices, where the magnetization in each sublatticeis not parallel to the corresponding
molecular field. Let us say that these magnetic sublattices have magnetizationsas M, M,, Mgand M,
respectively. In a particular spin configuration, the molecular field in each of these sublattices will be
normally given by four vector equations, which when solved give rise to the following relations :

0y My +Mg=0 (1.126)



46 NANO MATERIALS

and, B Mg+M, =0 (1.127)
where, A and B are two lattices, and o.; and 3, are the two coefficients. In the above deductions, it is
assumed that M; and M, and also M5 and M, are antiparallel in the body-centred arrangement. Since
the A & B interactionismuch more stronger than *intra-sublattice’ interactions, we haveto assumethat
M, isparallel to M,, i.e. M, = M; + M,, and also M isparallel to My, i.e., Mg = M3+ M,. Thishasa
clear implication that the above two equations (1.126 and 1.127) will have afinite value.

Let usconsider that M5 isnot parallel to M, inthe B |attice so that only B; Mg + M, =0, i.e, the
second equation (1.127) isnot having any finitevalue. In such asituation, the canted spin’ arrangement
will be obtained, with M ; and M, being no longer collinear, but they are deviating by some*“angle”’ from
their collinear arrangement.

For the reason of simplicity, if we consider that M; = M,, then the following relations can be
written involving the magnetization in the magnetic lattice A as:

M, —2B;M5cos6 =0 (1.128)
or, it can bewritten as :
M M
cosf= —2- =—A <1 (1.129)
ZBlMS BlM B

where, Mg = 2M3, which corresponds to the minimum ‘angle’ 6 =0, i.e., cos0 = 1. In this case of ‘no

M
deviation’ from the collinearity, 3, = M—A . Now, itisclear that a'canted' spin arrangement may occur in
B

M
the B lattice, provided3; > M—A only. The' canted spin’ arrangement involving al the four magnetizations
B

isshownin Fig. 1.7.

<+ — O —>

M 4 BlMB:MA

Figure 1.7: A typical diagram for a spin canting model in aBCC crystal

In the context of Mdssbauer spectroscopy on nano-crystalline magnetite particles, according to
Neel’s theory of ferrimagnetism [23], the anti-parallel spin moments have unequal magnitude giving
riseto anet resultant moment. I n the canted spin arrangements, i.e., the‘ deviation’ from the collinearity,
therewill be adisappearance of the 2 and 5" linesin the six-line spectra of the hyperfine splitting, i.e.,
Am, = 0 lines. Thistheory was extended by Yafet and Kittel [24] by taking care of the *angle’ between
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the two spinsin the magnetic sublattices, which is based on the above formalism. The details are given
in the section - 5.5.

The Summary

It isquite tempting to summarize one of the most important subsections of this chapter, sincethe
concepts developed here are not only used in the present book on a detailed analysis of the M dssbauer
spectra, but also it gives hints for many more applications in the future. A brief outlineis given in the
following.

A multi-component basalt glass is an interesting system for studying the ‘ superparamgnetic’
behaviour in a certain nano-range and the ferrimagnetic behaviour of little higher nano-sized magnetite
particles, whose growth has been controlled to precipitate even 4.5 nm to 7.0 nm size crystallites. Such
nano-sized small particles of magnetite are superparamagnetic due to fast relaxation, which needsto be
detected. One of the most useful techniques for such a study is Mdssbauer spectroscopy both at high
fields and at low temperatures. For experiments at 300K, a general two doublet spectra have been ob-
served for samples heat-treated at 650° and 700°C, while six-line hyperfine spectra (HFS) were ob-
served for the samples heated at higher temperatures (i.e., for larger nano-sized crystallites). Thislatter
behaviour has been ascribed to ahigh degree of anisotropy in the higher nano-sized ferrimagnetic grains.

The observed HFS pattern at 4K with H = 0 in the Mossbauer spectra has been found to be
independent of the particle size. The Mossbauer spectraat 4K with H = 0 show that Am, = 0 lines do not
vanish for such nano-sized magnetic particles below a certain ‘critical’ size within this nano-range,
defying Neel’stheory. But above this‘ critical’ size, these lines disappear with the progressive applica-
tion of the magnetic field. Thisisadirect proof of Neel’s theory above the critical region within such a
narrow nano domain. Thiswork showsthe ‘easiness’ of producing nano-sized magnetite grains, which
show superparamagnetic behaviour at 300K due to the fast relaxation, whereas the same particles (4.5
nm —5.5 nm) show ferrimagnetic HFS lines at 4K with Am, = 0 lines still visible. Thisis explained in
terms of a spin-canting model for nano-sized magnetite grains within a glass, as shown in the section -
55[16- 19].

The power of high field and low temperature Mdssbauer spectroscopy in detecting therole of
nano-sized magnetite grains embedded within a glassy matrix and their distinction isdefinitely high-
lighted in the above theoretical descriptions and practical data later.

1.6.2 ESR Spectroscopy

Preamble

The above description about the M dssbauer spectroscopy involved nuclear phenomena. Here,
the Electron Spin Resonance (ESR) involves the electron and its spin. The ESR is a very powerful
method and one of the most sensitive techniques for detecting any atomic site and its symmetry. Often,
it is coupled with optical spectroscopic measurements. This method aims to study the separation of
electronic energy levels of the concerned atom in the presence of an external magnetic field [10].

Here, abrief outlineis given on the theory of ESR in order to be able to understand and interpret
the ESR spectra of small nano-sized ferrimagnetic magnetite grainsin the section - 5.6.
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1.6.2.1 TheTheory of ESR

As an atom or freeion posesses akinetic energy of K, its permanent dipolar magnetic moment
can be written as:

u=yK (1.130)
where, vy isthe gyromagnetic ratio, which isgiven by :
-_9 (1.131)
2me

where, e is the electronic charge, m the mass of the electron, c¢ the speed of light, and g is a number
whose value depends on the relative contribution of the orbital and spin. For a‘free’ electron,g =g, =
2.0023 (by taking a correction, based on quntum electrodynamics).

If only the orbital moment (L) is present in the atom, then we can write the kinetic energy as:

K=nL (9=g =1 (1.132)
If only the spin moment (S) is present in the atom, then we can write the kinetic energy as:
K=1rS (9=99 (1.133)

When both L and S are present simultaneously, the value of g = g; is dependent on the L-S
coupling, withJ=L + S, and thisis expressed as:

_ [JI+1)(g, +9s) +{L(L +1)-S(S+D} (g9, +gs)]

9 233+1) (1.134)
The electronic dipolar magnetic moment iswritten as:
u :—[w} hd=g,BJ (1.135)
J 2me J

eh
where, B isthe Bohr magneton = —— .
B X 2me

In the presence of an applied magnetic field (H), the “Zeeman interaction” is written as:
E=—-w;H=9g;BH M, (1.136)
where, M; is the component of the total angular momentum (J) in the direction of the field. The mag-
netic dipolar transition is produced following the selection rule: AM ;= 1. For an alternating field with

freguency v, which is applied perpendicularly to thefield, thereisan *absorption’ of energy, which can
bewritten as:
hv=g,B H (1.137)
As the electron spin passes from the parallel position with respect to the magnetic field — to-
wardsthe anti-parallel direction, an emission occursin theinverse process. At the ‘thermal equilibrium’,
alot more number of spinsisin the parallel position, which corresponds to alower energy. Thus, a net
absorption takes place. The energy separation (g; B H) between the Zeeman levels increases linearly
with H. For avalue of g = 2.00 and H = 3300 Gauss, the frequency corresponds to avalue of v ~ 10
GHz, which conforms to the X-band frequency of the waveguide used in the ESR experiment. In the
measurement of the ESR spectra, thefrequency isactually kept constant at X-band (v ~9.2— 9.4 GHz),
but the magnetic field is varied to obtain the ‘ resonance’ . The ESR spectrais atually acurve of dy/dH
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vs. H, where ¢ is the ‘magnetic susceptibility’ of the sample, which is put in the powder form in a
specia quartz tube inside the radio-frequency cavity that is placed between two large water-cooled
magnets, whose directions can be varied for alignment.

The observed transition depends in a complex manner on the ions, i.e., paramagnetic centresin
thesample, of agiven crystal field symmetry showing the effect of spin-orbit coupling and the hyperfine
interaction between the electron and the nucleus. In such a case, e.g., for V#* ions in solids, a spin-
Hamiltonian is used to interpret the observed ESR spectra. Due to the effect of the spin-orbit coupling
(seethesection - 1.4.4), thevalueof gof amaterial differsfromthat of ggof a‘freespin’. Thevalue of
g depends on the orientation of the ‘magnetic field’ with respect to the ‘crystal field’. Thus, it is a
tensorial quantity [23-27].

The simpler form of the spin-Hamiltonia can be written as[20, 28] :

Hgy=gHS+I1AS (1.138)
where, in the first term, the interactions of the ‘spin-orbit’ and ‘Zeeman-levels are shown and the
second term shows the ‘ hyperfine interaction’ with the hyperfine tensor (A). From the ESR spectra, we
measure the main components of the g-tensor and A-tensor, whose values characterize the symmetry
position of agivenion[10].

1.6.2.2 ESR Spectra of Iron containing Materials

Since we are mainly interested in the nano-crystalline magnetite particles containing iron, its
ESR spectra needs some mention here. Normally, a material, i.e., a non-crystalline material like glass
containing iron ions, the ESR spectra show two resonances as afunction of the magnetic fieldat g =2.0
and g = 4.3 respectively (seethefiguresin the section - 5.6). Thistype of spectrum can be described by
the usual spin Hamiltonian as[20] :

Hgy =g B H S+D[(S)* - (U3)S(S+ 1)] + E[(S)* - (S)7] (1.139)
where, D and E are the crystal field parameters for the iron ions, which determine the resonance posi-
tions. Inthe crystal field scenario, there are three Kramer’s doublets. Theresonanceat g = 4.3 arisesdue
to the transition within the middle doublet. The other resonance at g = 2.0 arises due to the transition in
the lowest doublet [29-30]. The g = 4.3 resonance is ascriberd to the ‘ tetrahedral’ Fe** ions[31-34], but
both ‘tetrahedral’ and ‘octahedral’ Fe>* ions with ‘rhombic distortions’ could produce this resonance
[29, 30]. Thevaluesof D rangefrom 0.24 to 0.32 cmtin different borate glassesrepresentsa‘ rhombic
disortion’ of the Fe** ions[30]. The g = 2.0 resonance is normally ascribed to the presence of * octahe-
dra’ Fe** ions, but it was again disputed [29]. The resonance at g = 2.0 is thought to arise from the
‘clusters’ of paramagnetic’ ions containing two or more ions coupled by ‘exchange interaction’, be-
cause the analysis of an interaction Hamiltonian could giveriseto ag-value closeto 2.0 [35].

As shown in the section - 5.6, the line-width analysis complicates the interpretation of the ESR
spectra, as compared to that of the M 6ssbauer data, although both the spectroscopy are highly suitableto
study the nano-crystalline particles of magnetite containing both ferrous ande ferric ions [16-19]. The
increase of line-width as a function of an independent variable indicates ‘free’ ions with some kind of
‘rhombic distortion’, i.e., alower symmetry, but a decrease in the line-width is ascribed to the * cluster’
formation [35]. This sums up ashort discussion on the interpretation of ESR spectrafor iron containing
glasses, which is of some interest to us.



50 NANO MATERIALS

1.7 OPTICAL PHENOMENA

Preamble

In optical phenomena, three topics are of primary importance :

(a) Absorption for optical properties of materias, e.g., for glasses and some crystals,

(b) Stimulated Emission for laser materials, e.g., for Nd-laser glasses and ruby crystal laser,
(c) Spontaneous Emission for fluorescent materials.

These properties are normally discussed semi-classically [36, 37]. But, first of all, one of most
significant discoveries of the 19" century, by a British scientist named J. C. Maxwell who remainsto be
legendary in modern science, should be discussed. Obviously, it givesindication towardsthe“wavelike
nature of ‘light”, i.e., the ‘ electromagnetic wave equation’ of Maxwell. The latter has given rise to the
study of ‘electrodynamics’ during thelast 100 yearsor so in order to give usafull understanding of this
most important branch of physics. So, it isonly proper to deal with this subject very briefly.

1.7.1. Electrodynamicsand Light

Asitisalready known that onevery important application of the‘ vector relations’ consistsof the
derivation of the el ectromagnetic wave equations, which are most commonly termed as Maxwell’ s equa-
tionsin vacuum. These equations are written as :

V.B=0
V.E=0

VxB=¢g, uo(a_E]
ot

VXE:—(aE]
ot

where, B is the magnetic induction, E isthe electric field, g, is the dielectric permittivity and L is the
magnetic permeability in mks or Sl units in vacuum. Let us decide to eliminate B from the third and
fourth equations of Maxwell, which can be done by simply taking curl of both sides of the fourth equa-
tionand by using the‘timederivative’ from thethird equation. We can do this, since both time and space
derivatives commute.

Now, we can do the above operation as
0 VxB=Vx 8£
ot - ot
J°E
and, Vx(VxE)=—-¢g5U,

Ed

Actualy, Maxwell’s equations arefirst order “ coupled” partia differential equations. In order to
decouple them, it is always convenient to take the curl of acurl, and we get :

0°E
V.VEzgouo atiz
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2
or VE =¢ [aE]
) o Mo

ot?
In the same way, by taking the curl of acurl in the third equation, we get :

J°B
VB = —
€ Ho[ o2 ]

Now, we seethat thefirst order ‘ coupled’ equations are decoupled, but with aprice of getting the
second order equations with the Laplacian. In vacuum, where there is no charge or current, the compo-
nents of E and B satisfy the following equation as:

Thisisthe famous electromagnetic vector wave equation, which implies atraveling wave mov-
ing with avelocity V. Asper Maxwell’s equations, we can see that the vacuum supports the propagating
electromagnetic waves at a speed, which iswritten as:

V= ! = 3.00 x 10 meter/second
V€ Mo
Thisisprecisely the “speed” of light (c) after we put the values of the dielectric permtivitty and
magnetic permeability in vacuum. Thishas an outstanding implication that ‘ light’ isan electromagnetic
wave. This showsthe power of Vector Calculus and Maxwell’ s full understanding of it, and consequent
judicious use of this methodol ogy towards making an important contribution in the field of physics.

Finally, with therisk of some repetition, we are tempted to say that the “ story of light” isnothing
but a simple mathematical manipulation of “decoupling” aset of ‘ coupled first order partial differential
equations’ into a set of ‘second order equations’ involving a Laplacian in the Cartesian coordinates,
which arelittle more difficult to solve, but our purposeiswell served, since we get the wave equation of
‘light’. This mathematical technique, although known to many of us, makes one of the most wonderful
discoveries of all times, and we get ‘light’ on our eyes.

1.7.2. Transition Dipole Bracket

In this semi-classical approach, the electromagnetic radiation field is treated classically, while
the molecular eigenstates are quantized. First, by using Maxwell relation of electric and magnetic fields
(including the magnetic vector potential A,) and using Euler-Lagrange equation of motion, a classical
Hamiltonian is constructed. Thisis converted to a Quantum Mechanical Hamiltonian by replacing the
classical momentum with the corresponding quantum mechanical operators, which is a standard prac-
tice.

After applying atime-dependent perturbation on thisQM Hamiltonian, ultimately the *transition
dipole bracket’ (X,,_,,) for an optical transition between two energy states, i.e., optical energy transfer
between two eigenstates : E,, (lower energy) to E,,, (higher energy), isfound out as:
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, 1 —_—
Wi (@ OIH T’ (@0 > = =15 AE =B Xiny €550 (1.240)

with Xinn= <V | €5 X | w0 > (1.141)

Xm_n isthe ‘transition dipole bracket” with a dimension of adipole (i.e., charge times length),
but it does not represent a permanent dipole, since it couples two zeroth-order eigenstates. Within the
bracket, the operator is the the *transition dipole momemt operator’ for the electro-magnetic radiation
fieldwith theelectricfield of the‘light’, whichisaligned in the x-direction (similarly, it can befory and
zdirections) [7].

1.7.3 Transition Probabilities for Absorption

Theradiation field, which is a time-dependent perturbation [H’(t)], generates a probability am-
plitude (C,,)) for finding amolecule or an atom (i.e., the system) in an excited state < .’ (q, t) | from an
initial eigenstate | y,° (q, t) >. These are the eigenstates of the molecular Hamiltonian in the absence of
any radiation field.

In atypical ‘spectroscopy experiment’, the time-dependent perturbation theory can be used in
order to calculate C, as:

©Cn - L <y @O IHIw @Y (114)

The bracket isdefined in equation (1.140) with the * transition dipole moment’ bracket defined in
equation (1.141). For “light” of frequency v, the ‘ vector potential’ (A,) isgiven by :

A, (0) .
A, = A(0) cos (2rvt) = % (€2t + g 20 (1.143)
Then, after including the * vector potential’, the equation (1.142) becomes :
dc 1 i i
dtm - _ ZChz AX(O) Xm_n(Em_En) (el(Em—En+hV)t/h +e|(Em—En—hV)t/h) (1144)

If the system isinitially in the state < y,° >, i.e., C,,= 0 a t = 0, then by multiplying equation
(1.144) by dt and by integrating, let us choose aconstant of integration at theinitial boundary condition,
and we eventually get :

[(En—En+hth _q  d(En—Ey—tvt/n _

(S]
(En-E,+hv) = (Ey—E,—hv)

Cm Ax(o) Xm—n (Em - En) (1.145)

" 2ch

Now, What do we do?

First, let us consider the case when E,,, > E,, — this situation indicates the * absorption” of radia-
tion. When E,> E,, ashv — (E,,—E,), the denominator of thefirst term in the third bracket goesto
2hv, while the denominator of the second terms goes to zero, i.e., the second term is relatively large
compared to the first term, when the frequency or the energy of the‘light’ isat or near the frequency of
the transition.
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The second term that iskept — ison or near the ‘ resonance’, and the first term that isdropped is
effectively 2v “off” the ‘resonance’ . Hence, the term that is kept — represents the component of the
‘light field’ rotating in a sense, which is required to be coupled to the “atomic or molecular” transition
moment, which finally induces the “ absorption”. So, that’s how the ‘absorption process' takes placein
an atomic solid material, and we haveto find out the ‘ probability’ of thistransition to know more about
the absorption process.

The probability of finding the systemin the excited state <y, | at timet isC,.C,.*. Let us create
this product’ and use the following trigonometric identities, and then we write it as::

. . X
(€*-1)(e™-1)=2(1-cosx) =4sin? > (1.146)
Thus, we can get the above probability (i.e., the above product) as:
Sn? [(Em -E, - hv)t}
2h
[(Em—En—hv)I°

* l
mCm = C2h2 |Ax(0) |2 | ><m—n |2 (Em_ En)2

C

(1.147)

Letustake (E,,—E,) = E, where E isthedifferencein energy between thetwo eigenstates of the
time-independent Hamiltonian, i.e., AE = E — hv. Thus, AE is the quantity of radiation field, which is
“off” the ‘resonance’ from the energy of the transition, i.e. we have to eliminate it or makeit vanish, if
a‘resonance’ hasto occur. The maximum ‘transition probability’ has to take place on the ‘ resonance’,
i.e. AE=0.

AEt

2
ASAE — 0, sin? (5] - (%Et] , and the term (AE)? in the numerator and denominator of

equation (1.147) iscanceled out. In this situation, the maximum probability can be given by therelation
as:

t2
| Conlax” = Ra? (1.148)
where, theterm R isdefined asfollows:
1
R= 22 [AO P Xnn P En—Ey* (1.149)

So, it is clearly seen that the ‘maximum probability of transition’ is proportional to t>. This

probability has to be only significant in an interval around AE = 0 of the width = @ , Which is effec-

tively determined by the Heisenberg uncertainty principle. The plot of the ‘ probability’ curveisshown
in Fig. 1.8 that clarifies the situation in the case of an *absorption’ process.
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Amhjt "
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Figure 1.8: The probability curve against AE showing atransition to higher energy by an
absorption process
For atransition from theinitial state to the final state, the total probability of finding the system
in the final state is found by an integration of equation (1.147) over v, and after some mathematical
manipulations, when we take (E,,— E,) = hv,,,, weget:

2,,2
mn

. T

CnCn= o272
Now, we haveto talk about the ‘intensity’ of thisradiation, which isthe ‘time averaged’ magni-

tude of the ‘ Poynting Vector’ (S), and the probability can be written in terms of thisintensity as:

| AL O) P Xpn_n Pt (1.150)

. 21
Cn Cn=

This clearly shows that the “probability of absorption” per unit time depends linearly on the
‘intensity of light’.

L X P (1.151)

Another Look through Poynting Vector

We can find out the ‘ probability of transition” from another viewpoint, i.e., when we are dealing
with amoving electron that radiates energy, this probability is actually associated with the ‘matrix ele-
ments' of the ‘electric moment’ as:
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M=—er (1.152)
where, ethe electronic charge and r the electronic radius.

Inaclassical sense, as described above, theradiation isrelated to the second ‘ time derivative' of
this‘electric moment’ (M) of an atom. However, in a quantum mechanical sense, the emitted radiation
must berelated to the * matrix elements’ of the‘ electric moment’, i.e., in the realm of matrix representa-
tion of the position and momentum of awave packet.

Again, in the classical sense, an oscillating ‘electric dipole’ with an *electric moment’ can be
expressed as:

M =My + X, -1 M exp(iogt) (1.153)
This moment is actually related to the Poynting Vector and radiates power or energy as:
S=C? <| M/ = C? (| My P + [ My P+ M 4 P) (0" (1.154)

where, Cisa‘universal’ constant, whichisnot of much concern here. <> denotesa’‘timeaverage’, M,
My, and M, are the components of the vector M.

Now, how do we trandlate this equation into the atomic or molecular domain ?
Here, we must replace o, by w; and M, by M;,. As aconsequence, the ‘average power’ radiated
at the frequency wy;, isgivenas:
Sk = C? (@)* (| My P+ I My P+ [ M [P) (1.155)
where, M,;, = M,; (0)exp (ioy, 1), etc. By taking —e asthe electric charge of the electron, ¢; and ¢, asthe

eigenstates which are quantized, and X, y and z as the positional operators, we can construct the matrix
elements by integrating over the volume element (dV) as:

M,i(0) =—e] ¢* x¢, aV,
M,i(0) = —el ¢ yo, dV, and

M, (0) = —e] o zg, AV (1.156)
Now, it is quite interesting to note that the radiated frequency correspondsto :
E -E
o= BB - ) (1157)

which is actually known as the Ritzs combination principle. Thus, a positive frequency means ‘emis-
sion’, and a negative frequency means ‘ absorption’. Thiswas aso explained in the previous section. If
the above matrix elements of equation (1.157) are zero, then the transition is ‘forbidden’. Hence, this
clarifies the situation on different processes, and at the same time, this fixes the ‘selection rules’ for
atomic or molecular spectrato be observed. It should be also noted that S = 0 for i =k, whichindicates
that only transitions between different states emit radiation.

So, the above description clearly showstherole of the ‘ Poynting Vector’ in the ‘absorption’ or
‘emission’ processin the interaction of radiation with ‘matter’ in terms of aclassical radiation field of
Maxwell and the quantized states of an atom or amolecule taking part in the process.

1.7.4. The Stimulated Emission

In the above description, it has been clearly seen that there is an importance of the ‘transition
dipole bracket’ in the absortion of light in terms of the ‘ probability’, and the intensity of light has also
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been related in equation (1.151) and how it varies with time. The formalism given so far in the above
description is quite similar for the ‘ stimulated emission’, except that we have to find the probability of
transition from the higher energy state (E,,,) to alower energy state (E,), i.e.,, n — m transition, whichis
given per unit timefor an isotropic radiation as:

2n 2
BnomP(Vin) = ﬁ | L I“ P (Vi) (1.158)

where, 1, isthe ‘transition dipole bracket’ in X, y, z directions, and p isthe ‘density’ of the radiation
field, which is defined asthe ‘time averaged’ magnitude of the electric field divided by 4x. By consid-
ering the equation (1.145), the problem of absorption of energy from the radiation can be described.
First of al, the system starts at the lower energy state (n), the probability of atransition to the higher
energy state (m) isthen calculated. If the systemisin the higher energy state at theinitial stage, the same
treatment as above can be given to yield the result on ‘ stimulated (i.e., induced) emission’ of radiation.
However, it is known that the process of ‘stimulated emission’ of radiation involves an action of the
radiation field onthe systeminitially in the higher energy state, and it causes adownward transition, i.e.,
when we add some energy to the radiation field.

Now, theradiation field stimulates or induces adownward transition. The lower state n in equa-
tion (1.145) is considered to be higher in energy than m. This implies that the first exponential term
dominates the process of transition. However, we have to preserve the energy levels, i.e., n — mtransi-
tion is taken as the *absorption’ and m — n transition is considered to be operative in the ‘emission’
process. In this situation, asthe results are symmetrical for absorption and stimulated emission, we can
write the equation for the process as :

Bm—> n p(an) = Bn —m p(vmn) (1159)

where, B, _, ,, isthe transition probability for the ‘emission’ process, as defined in equation (1.158)
above. ThetermsB,,,_, ,and B,, _, ,,, areknown asthe “Einstein Coefficient” of absorption and emission
respectively. For the probability of astimulated emission of radiation per unit time, the equation (1.159)
showsthat it isequal to that of absorption. So that sums up the * process of stimulated emission’ of light
vis-a-visthe ‘absorption process .

1.7.5. The Spontaneous Emission

There is a striking difference between the above semi-classical description of ‘absorption and
stimulated emission of radiation’ (i.e. wherethefieldistaken classically but the molecular elgenstates
that are involved in the transition process are quantized) and the ‘ spontaneous emission’. The latter
process can not be explained from a semi-classical approach.

The *spontaneous emission’ is defined as the emission of radiation from an excited state of an
atom or molecule without the presence of aradiation field, which actually causes the stimulated emis-
sion. Hence, these excited states of an atom or molecule can be treated quantum mechanicaly, i.e.,
quantized. By absorption of a short pulse light, a molecule can be put in the excited state through
different routes, e.g., by achemical reaction, by the bombardment by an energetic electron or by some
other energetic means, which ultimately leave the molecule in the state of darkness. But in such a
sitation, the molecule can still emit a*photon’, i.e., aquantum of light energy. This particular emission
iscalled the “fluorescence” which isthe spin-allowed spontaneous emission and it takes place immedi-
ately, whereas if it takes place after a certain time lag, it is known as the * phosphorescence” that is a
spin-forbidden spontaneous emission. Both these processes take place without the presence of an ap-
plied radiation field, which normally gives rise to a stimulated emission of radiation.
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For any substance, if N,,isthenumber of atomsor moleculesin the higher energy state (E,,,), and
that for a lower energy state (E,) ) is N,,, then the Boltzman population of atoms or molecules at a
temperature T isgiven by :

~E
exp m
—h
Ny _ KT ) _ exp [ v (1.160)
N, —E, KT
exp
KT

where, k is the Boltzman constant. The number of upward transitions have to be equal to that of the
downward transitions, provided the system isin equilibrium. Hence, it can be wriiten as:

Nm [Am—> n + Bm —nNn p(vmn)] = Nan —m p(an) (1161)

Here, it hasto be clearly noted that the coefficient A, _, ,, isnot multiplied by the the radiation
density [p(v,,)], since the ‘ spontaneous emission’ takes place without the presence of any radiation
field, but both the B coefficients are multiplied by the radiation density (p), which isthe'time averaged'
magnitude of the electric field. Actually, at the equilibrium, there is a necessity of the presence of the
coefficient A, _, ,inorder to have alesser ‘populations’ at the higher energy state than that in the lower
energy state. By considering the above two eguations (1.160 and 1.161), and solving the resulting equa-
tion for p(v,,,), we get :

—hv
Amsn exp( kT”“}

hv
|:_ Bm—>n exp(_k.rrm)‘i' Bn—>mj|

Itisalready known that B,, _, ,, = B, _, 5, @d in this case the equation (1.162) reducesto :

Am—>n
( ) Bm—>n
p an =
hv ., 3
[exp(m] 1}

Now, we can consider a blackbody radiation density by taking the substance as a ‘ blackbody’,
and solving for the Einstein coefficient A,,_,,, and also by using the equation (1.158), it is possible to
find out the probability per unit timefor an excited state of an atom or molecule to go through aprocess
of ‘ spontaneous emission’ as:

(320 ()]
Anoin= {R&—Vh} o (1164

(1.162)

P(Vim) =

(1.163)

In the context of the *dipolar approximation’, the above equation is derived, since this approxi-
mation isalso used in the derivation of another important Einstein coefficient, which explainsthe‘ stimu-
lated emission’, asdonein the previous section. Here also, likein the two previous cases, the * spontane-
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ous emission’ is dependent on the square of the absolute value of the ‘transition dipole bracket’. It
should be clearly noted that there is no probability of absorption or stimulated emission if the intensity
is considered zero, but there will be always ‘ spontaneous emission’, since it does not depend on the
‘intensity’ factor, asin equation (1.151) [36, 37].

1.7.6. The Optical Transition

The optical transitions are important in many semiconductors, and it has great importance and
applicationsin laser materials. Since all these materials are of some significance, these transitions need
some mention here. The optical transitions can take place in two different ways:

(a) In an unassisted optical transition, the rduced wave vector (k) does not change, and
(b) Inthe second type, there are phonon-assisted transitions (phonons are quantized vibrations).

In the second type, in the absorption process, the electron absorbs a quantum of energy, and one
or more phonons have to go to a higher energy state with different reduced wave vector (k). In the
emission process, the el ectrons emit a quantum of energy , and one or more phonons havetoto goto a
lower unoccupied energy state again with a reduced wave vector (k). However, the phonon-assisted
transitions require the availability of phonons, these have the lesser probability than the unassisted

transitions.
I
| |
I |
| |
| | Collisions
I Al
i =
| |
Direct ||| Direct Direct i
| |
| | on Assisted
i |
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i |
; :
I
k=0 k=0
> k » k
(a) GaAs (b) Si and Ge

Figure 1.9: The absorption and emission processes with (a) Direct transitions, (b) The
absorption in direct transition and indirect transition in the emission process
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Now, let us assume that the valence and conduction bands of a semiconductor are positioned in
such amanner that their respective band maximum and minimum liesatk = 0. In thissituation, as shown
in Fig. 1.9(a), the unassisted transitions take place back and forth such that the absorption process
involves a quatum of energy, which can also be re-emitted. In such a case of re-emission, the ‘optical
gap’ and the ‘band gap’ (both of which involve a direct transition) then coincide, which is very clear
from Fig. 1.9(a). Such semiconductor materials will have applications for ‘solid state lasers', such as
GaAs and similar materialsfall into this category.

However, when the valence band has its maximum at k = 0, but the conduction band has its
minimum at k = 0, then the most probable absorption process takes placesas: k=0 — k =0.

In this scenario, the valence band electrons have to lose energy rapidly till they arrive at the
bottom position of the conduction band, when these transitions will emit ‘light’ simply by a phonon-
assisted process. Hence, the absorbed quantum of energy cannot obviously be re-emitted, as shown in
Fig. 1.9(b). These semiconductor materials can not of course be used as * solid state lasers', since there
isno re-emission processinvolved, asin the previous case. It hasto be noted that in this case, the * band
gap’, which involves adirect transition, and the ‘optical gap’, which induces an indirect transition, do
not match at the samek value. The silicon (Si) and germanium (Ge) fall in this category of semiconduc-
tors.

1.8. BONDING IN SOLIDS

Preamble

In order to understand the behaviour of nano-materials, or nano-sized particles in any material,
the atomic bonding in solidsis the most interesting topic without any doubt. There are various types of
bonding, and almost all of which are encountered in the type of materials, whose various properties are
described in this book, e.g., ionic bonding (in chapters-3 and 5), covalent bonding (in chapter-2),
metallic bonding in nano-metallic particles of bismuth and selenium grains embedded in an amorphous
or glassy matrix (inchapter-6) etc. But out of these different types of bonding in solid materials, covalent
bonding is a very important type, since it has some relations with the other topics of this chapter, par-
ticularly with quantum mechanics, i.e., the elementary concepts that are important to grasp the realm of
the ‘nano-world'.

Whileinionic bonding in any material, the electrons arelocalized on the respective sites partici-
pating in the bonding mechanism, e.g., typically in NaCl salts, the covalently bonded solids involve
gquantum mechanical concepts. Since this introductory chapter deals with various aspects of quantum
mechanics, it isbut natural that we discusstheideaof “covaent bonding” very briefly from the quantum
mechanical point of view.

1.8.1 Quantum Mechanical Covalency

In QM covalency, the hydrogen moleculeisavery good example. If the bonding in thismolecule
iswell understood, the similar ideas can be extrapolated for finding out the covalent bonding schemein
more complex moleculues, i.e., many body problems. But, first of al, let us start with the labeling of the
distance parameters, i.e., between two hydrogen nuclei and between two extra electronsinvolved in the
bonding scheme. Thisisshownin Fig. 1.10, i.e., the hydrogen nuclei or the protonsa and b, which are
separated by the inter-nuclear distance R,,. Here, the electrons are simply labeled as 1 and 2, and the
distance between them being denoted by R;,. The distance between the electron 1 and the hydrogen
nucleusaisR,;, that between 2 and the same nucleus as R,,, etc.
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Figure 1.10: Distance parametersin the bonding scheme for a hydrogen molecule

Normally, we invoke Born-Openheimer approximation, when we involve nuclear wave-func-
tions in the discussion, to take care of the nuclear interactions. As per this approximation, the electron
wave function can be written as:

2 2 2 2 2 2
(V12+V22)\p+(?]{E+e—+e—+e—+e——e——e—}\u:0 (1.165)

al R bl R a2 R b2 R12 R ab
where, mis the mass of the electron and the other terms have their usual meaning, but different terms
need to be described in order to construct the Hamiltonian of the whole system. Here, thefirst term.i.e.
kinetic energy, involvesthe L aplacian operators for both the electrons acting on the wave function. The
eigenvalue of the system is E. Within the square bracket, the 2" — 5! terms are the Coulombic interac-
tion termsfor the electrons 1 and 2 with the nuclei aand b. A term like 4ne, (g, = dielectric permittivity
of the vacuum) is dropped from the el ectro-static attraction/repulsion energy in order to make the equa-
tion simpler. Finally, the sixth term is the el ectron-el ectron repul sion with the last term being the repul -
sion between two hydrogen nuclei.

When the inter-nuclear separation (R,,) is very large, the energy of the system is 2E, (i.e., the
normal ground-state energy of two hydrogen atoms), sinceit will simply consist of two non-interacting
hydrogen atoms. In this case, the system wave functions in terms of two normalized basis functions
[1(1) and @44,(1)] with degenerate states can be expressed as:
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V1 = 01(1) Q1(11)

W2 = Q1(11) @1(1) (1.166)
Now, we have to write the Hamiltonian matrix in terms of the above two basis functions as :

Hll HI2

(1.167)
HIIl HII2

o

The normal procedure isto work out the respective matrix element with double integral on two
wave functions with the Hamiltonian operator acting on one of these wave functions, and taking it asan
eigenvalue problem likein the usual mehod in quantum mechanics, as described in the cal cul ation of the
‘expectation value' in the section - 1.2.5. Now, let us construct the following secular determinant that
must vanish. It iswritten as:

H.-E H,,-A%E

=0 1.168
H1—A’E H,,-E ( )

where, E is the eigenvalue as explained in the beginning, and A is the ‘overlap integral’, which is an
important parameter in any molecular bonding scheme. Now, let us solve this determinant for the two
eigenvalues and eigenfunctions, i.e., symmetric (S) and anti-symmetric (A), as:

_ (HI1+HI2)
ST (1+A?
_ (H|1_H|2)
AT (-4
1

Ys= m-[({)m(l) P15 (1) + 015, (1) Q1 (11)]

Vi = ((2_1%2).[mm(l)%(u)—mlsb(l)mm(u)] (1.169)

Now, we haveto find two * hydrogen atom Shrodinger equations’ for one hydrogen atom around
nucleusa and another around the nucleusb. From these equations, we haveto find out the ‘ terms’ inthe
Hamiltonian, which consist of the above * basisfunctions' being the eigenfuctions of these ‘terms’ lead-
ing to the energies of two hydrogen atoms. Therefore, these ‘terms’ should be replaced by 2E,,. These
termsin the first Hamiltonian are written as::

2

€
H,=2E,+2]J+J + R (1.170)
where, Jisa‘coulomb integral’ consisting of two basis functions and the coulomb energy as the opera-
tor acting on one of them over the volume element, C is the inter-nuclear separation in units of Bohr

R
radius (ag) = —& and J; isan extraterm that is estimated analytically.

=)
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After the above step, we can write the ‘terms’ in the second Hamiltonian as.

2

e

Hy» = 2A%E, + 2AE, + Eo + A2 [—] (1.171)
a,C

where, E,, isthe ‘exchange integral’ and is a very important term in the molecular orbital scheme of

bonding in covalent solids, and it’ s presence is the reason why ‘ covalency’ is called quantum mechani-

cal. E,, isan extraterm that can be estimated analytically.

Now, we have to write the ultimate formula for the energies involving symmetric and anti-
symmetric bonding for the H, molecule as:

2 2J+J +2AE_ +E
ESZZEH'l'e—'l' ( ‘]1 2ex e(l)
a,C 1+ A9)

e’ 2J+J, - 2AE, —E
EAZZEH+—+( +J 2ex o)
8,C 1-4%)
Thedifferent formsof energy, i.e., Eg, E5, Ey = H,4 (the classical mechanics energy), are plotted
against the inter-nuclear separionin Fig. 1.11.
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v

Figure 1.11: Energy diagram for various forms of energy of a hydrogen molecule
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There is no interaction between the two hydrogen nuclei, when the separation between them is
large, al the three curves should have the same value of the energy, as shown in Fig. 1.11. But, this
situation changes, when the separation starts getting reduced. In this scenario, the energy of the anti-
symmetric bonding increases continuously with the inter-nuclear distance, and hence it is not a stable
form of molecular bonding. But, Ey shows a shallow minimum, when the inter-nuclear distance be-
tween the two hydrogen nuclei starts getting reduced further, thereby showing some kind of stahility,
although it does not conform to the experimental value of the bonding energy of the hydrogen molecule.

If this distance is still reduced, i.e., two hydrogen atoms are brought still closer to each other,
then the val ue of the symmetric bonding shows a deep minimum indicating a high degree of stability of
the covalent bonding. The proof of this stahility liesin the fact that this energy of symmetric bonding
increases thereafter, if the distance is further reduced. Hence, we define the point of stability, at which
Eg shows a minimum, as the equilibrium “bond length” with the depth of the minimum signifying the
equilibrium ‘bond strength’.

For amany-body problem, with more than one electron, the scheme of bonding is quite similar,
with the exception that many-electron interactions have to be taken into account to construct a proper
Hamiltonian under the Born-Oppenheimer approximation in order to calculate the total energy of the
system.

1.9 ANISOTROPY

Preamble

For many physical properties of a solid, the anisotropic properties are very important. This
anisotropy arises out of the “changes’ of any property along ‘three different spatial directions’, which
arediscussed intermsof ‘tensors . Thisanisotropy isdescribed with respect to the magnetic properties
in the section - 5.5, without invoking the concept of tensors, but it is discussed only in terms of an
“anisotropic constant’ for nano-crystalline particles of magnetite, which showsthat this concept is quite
important. For other physical properties to be discussed, this concept isagain not used within the avail-
able scope of thisbook. But, nevertheless, this particular aspect should be explored very briefly so that
the readers may use the concept or appreciate the problem of anisotropy, if encountered in any topic
dealing with the *anisotropy’ of the nano-materials or materials containing nano-particles with interest-
ing properties and applications [38].

1.9.1 Anisotropy in a Single Crystal

All the crystals have three directionsin the three spatial coordinatesin the Cartesian sensein the
Eucleadian space. If the physical propertiesof solidsdo not vary along these directions, then the crystal
iscalledisotropic. But in many cases, various physical properties do vary in different Cartesian coordi-
nates, including the single crystals. In this case, the crystals are called anisotropic, which is the subject
matter of tensoral analysis[39, 40].

As an example of anisotropy in a single crystal, let us consider the ‘electrical conductivity’
wherein the electric field (E) givesriseto acurrent (1), which is avector that will have the same direc-
tion asthe electric field vector. From thelinear rel ation between the cause and effect (i.e., the causality),
the current components relative to the arbitrarily chosen Cartesian coordinate system are given as :
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Iy = OnEx+ OBy + O E,

ly=ouE+ o, B + oLk,

|, = 0B+ 0,E, +0,E,

where, the quantities o;, are the components of the ‘ conductivity tensor’, which is a symmetric tensor,
i.e., o = o) - We can make use of this symmetry property and we can multiply the above three equa-
tionsby E,, E,, E, respectively, and upon adding, we simply get the relation as :
L Ex+ 1, E, +1,E,= 0,E? +0,E? +6,E + 20, E E, + 20, E E, + 20, E, E,
It is seen that the right hand side represents a quadratic surface. If we choose the coordinates

along the ‘principal’ axes of the surface, then the mixed terms vanish, and we get the new coordinate
systemas:

Iy =04E

ly= o2k,

Iz = GSEZ
where, 6;, 6, and o5 are the *principal’ conductivities. Therefore, the electrical conductivities of any
crystal (even possessing lower symmetry) may be characterized by the above three conductivities, or
rather by three specific resitivities. It has to be clearly noted that both the current and the field have
same direction only when the applied field falls along any one of the three ‘principal’ axes.

In cubic crystal, the three quantities are equal, the conductivity does not vary with the direction.
In hexagonal, trigonal and tetragonal crystals, the conductivity depends only on the angle (¢) between
the direction in which ¢ is measured and the hexagonal, trigonal or tetragonal axis, sincein these crys-
tals, two out of the three quantities are equal. In such asituation, we can write the conductivity equation
as:

o(9) = 0,/sin’Y + o,/cos’d

where, the signswith o refer to the directions perpendicular and parallel to the axis. Now, starting with
the above relations, let us describe different properties of solidsin terms of the effect of two termsat a
time, i.e., scalars, vectors and tensors.

1. Vector - Vector Effect. The above effect can be called “vector-vector” effect, since an elec-
tric current (i.e., a vector quantity) is produced by an applied electric field, which is also a
vector quantity. Therelations deduced above can also be applied to the other physical proper-
ties, like thermal conductivity. Here, athermal current vector is created by a*thermal gradi-
ent’, whichisalso avector quantity. Another exampleisthe*diffusion’ under theinfluence of
a‘concentration gradient’, and here both the variables are vector quantities.

2. Scalar-Tensor Effect. Similar relation as above can be deduced for this effect aswell. Asan
example, the case of a“deformation” (i.e., a tensor quantity) of a solid can be cited, which
resultsfrom achangein temperature, which isascal ar quantity. Thismay be characterized by
thethree‘principal’ expansion coefficients: o, o, and a3 Here again, in cubic crystals, o, =
o, = 0.3, and such crystals are obviously isotropic in this context. The angular dependence of
o for hexagonal, trigonal and tetragonal crystalsisalso given by thelast equation, as shown
above, for the electrical conductivity.
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3.

Vector-Tensor Effect. A typical exampleispiezoelectricity, i.e., the creation of an electrical
polarization, which isequal to the atomic displacement or deformation (i.e., atensor quantity)
with the application of an electric field vector or vice-verse. This is an important property
with so many important applications in human life. It is better to visualize a piezoelectric
material (e.g., agaslighter) as avector (cause) and atensor (effect).

Tensor - Tensor Effect. In the mechanics of solids, the most important property studied so
far isthe ' elastic deformation or strain’, which isatensor quantity, but this effect can usually
take place under the influence of some form of ‘mechanical stress' that has to be applied,
which is again a tensor quantity. This tensor-tensor effect may require many more compo-
nents (stress or strain components) than appeared in a rather simpler case of a vector-vector
effects, as described above.

Well, this particul ar short discussion sums up the applications of “tensor” for some of theimpor-
tant physical properties of solids aong with vector and scalar quantitiesto give amore or less compre-
hensive outlook on thistype of mathematical technique, although there are numerous other exampleson
the applications of “tensor” in materials science and solid state physics with a very interesting math-
ematical treatment. All these aspects could be important for nano-materials.
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Chapter 2

Silicon Carbide

PREAMBLE

Under normal conditions, thefull densification of silicon carbideisdifficult duetoitscovalency.
In order to achieve full densification of silicon carbide, normal Acheson-type o.-silicon carbide cannot
be used due to various problems, particularly due to impurities. One way out is to prepare "nano parti-
cles", which are discussed later. These 'nano particles of silicon carbide can be sintered under suitable
conditions of temperature and atmosphere of sintering. These high density sintered SiC products are
ideal candidates for special high performance applications, such as ceramic engines, and many more
engineering applications, including high temperature structural applications. It is quite tempting to talk
about various applications of agiven material, before talking about its preparation and characterization.
Hence, thefirst part of the chapter is devoted to the applications of silicon carbide in hi-tech aress.

2.1. APPLICATIONS OF SILICON CARBIDES

There has been an increasing demand for high performance materials, which can withstand se-
vere conditions such as abrasion, high temperature, pressure and atmosphere in various applications as
follows:

1. High Temperature Heat Engines,
2. Nuclear Fusion Reactors,

3. Chemical Processing Industry, and
4. Aeronautical and Space Industries.

In order to meet these demands, it requires the introduction of expensive and ‘ scarce metallic
alloys which also frequently need additional * completed cooling arrangements' . Hence, the possibility
of using silicon carbide can be explored for important applications in various industries as mentioned
above[1-3].

2.1.1. Important Properties

Silicon carbide seemsto have the potential to satisfy the requirementsin most of the applications
as ' high temperature structural material’ for the following important properties :

(a) Superior Oxidation Resistance,

(b) Superior Creep Resistance,

(c) High Hardness,

(d) Good Mechanical Strength,

67
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(e) Very High Young's Modulus,
(f) Good Corrosion & Erosion Resistance, and
(g) Relatively Low Weight.

Itisimportant to mention here that the raw materials of silicon carbide arerelatively inexpensive,
and can be made in complex shapes, which my be engineered by conventional fabrication processes,
such asdry pressing, extrusion and injection moulding. Therefore, the final products are cost-competi-
tive besides offering the advantages of superior technical performance over the other materials.

2.1.2. Ceramic Engines

The application of silicon carbide in ‘ ceramic engine’ offers a higher efficiency of the engine,
which could be operated at a higher operating temperature, thereby ensuring the complete combustion
of thefuel. Thisensuresthat the full energy obtainable from agiven fuel is harnessed in the automobile
combustion process and at the same time reducing the environmental pollution. Moreover, the material
has only one-third of the density of the ‘super-aloys’ giving it an additional advantage, when used in
designing and application in an automobile system. In ceramic heat engines, there are many facetsin the
use of the silicon carbide material, which has the potential for applications asfollows:

(a) Turbo-Charger Rotor,
(b) Piston Liner,
(c) Vave Trim Components in Gasoline Engines, such as:
1. Rocker Arm Pads,
2. Push Rod Tips,
3. Pre-Combustion Caps,
4, Wrist Pins,
5. Lifters Roller Followers.

2.1.3. Other Engineering Applications

The silicon carbides also find many other applicationsin diverse areas as follows :
A. Stationary and Rotating Componentsin ‘ Automotive Gas Engines’, such as:

1. Turbine Wheel Combustion Chamber,

2. Rotor of Various Dimensions, and

3. Nose Cones.

B. Inherent Hardness, Chemical | nertness and aHigh Abrasion Resistance make silicon carbides
commercially applicablein ‘ Chemical Processing Industry’, such as:

1. Seals and Valves,
2. Nozzle for Sand Blasters
3. LensModes, and
4. Wear Plates for Spray Drying and Wear Dies
C. The other Applications for these ‘Wear and Erosion Resistant’ silicon carbides include :
1. Aircraft Journal Bearing,
2. Thrust Bearing,
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3. Ball Bearings,

4. Oil Patch Plungers,
5. Pump Impellars,

6. Pump Components,
7. Various Fixtures,

8. Mould Billets, and
9. Extrusion Dies.

D. Due to high Thermal-Shock Resistance and Creep Resistance Characteristics, Silicon Car-
bides are also used as Nozzles in many other applications, such as:

1. Heat Exchanger Tubes,
2. Diffusion Furnace Components, and
3. Furnace Rollers.

E. Thesilicon carbides alredy find applications as ‘ Heating Elements’ because of its Self-Heat-
ing and Self-Emitting Glow Characteristics.

F. Thesilicon carbides also hold promisefor itsuse as* Electronic Substrates’ for Semiconductor
Industry. By having a ‘ Thermal Conductivity Value' several times higher than that of alumina, and
silicon carbide asa’ substrate’ can handlethe ‘Heat Dissipation’ task of the * Electronic Chips and also
protect the ' Chips Wall'.

The development of highly dense silicon carbide requires a basic understanding of the mecha-
nism of sintering by the addition of various additives or dopants, and their correlation with the micro-
structure, to eventually appreciate the inherent mechanism for the development of superior thermo-
mechanical properties. With so many important propertieswith diverse applications, as mentioned above,
the study of sintering and fracture mechanical behaviour (see chapter - 4) of silicon carbide assumesa
great importance and a considerable significance.

2.2. INTRODUCTION

As mentioned in the begining of this chapter that one way out to make fully densified silicon
carbideisto prepare‘ nano particles’, which have been attempted through various routes by many work-
ers. However, no work has been reported on * attrition milling’ and subsequent purification for the prepa-
ration of nano-crystalline particles of silicon carbide asaprecursor material for full densification. There
are different important variables associated with the grinding process, and it isnot at all easy to prepare
nano particles through the attrition grinding route. In the next section, a complete investigation is de-
scribed on the preparation of nano-crystalline particles of both o- and B-silicon carbides by ‘attrition
milling’ routethrough the study of various parametersof grinding in details, and subsequently optimizing
the grinding process to achieve the goal [4, 5].

Sincethe‘sintering’ of silicon carbide and subsequent devel opment of highly dense material isa
challenging problem to researchers, the sintering behaviour of nano particles of silicon carbide is de-
scribed in the subsequent sectionsin order to give a complete picture of thisimportant material with so
many interesting propertiesfor diverse applications. The effect of different dopantsand carbon, and the
atmosphere on the sintering behaviour are also described.

It has been observed that the powder compact of very fine pure crystalline solids does not densify
during the heat-treatment without any applied pressure. Thereason for thislack of sintering characteris-
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ticinvolveskinetic aswell asthermodynamic considerations. The bonding in silicon carbideis predomi-
nantly covalent with 10% ionic character, which results in the directional inter-atomic forces and low
co-ordination number in silicon carbide. Therefore, the activation energy of self-diffusion is extremely
high, and consequently the self-diffusion coefficient is low and thus, the formation and mability of
structural defectsarevery low [2, 3].

2.2.1. Ultrafine Particles of Silicon Carbide

The synthesis of ultrafine powders has drawn a considerable attention, because these powders
after sintering have physical and chemical properties, which are superior to those made from the mate-
rialswith anormal sizedistribution. In particular, the emphasisison the preparation of ultrafine ceramic
powdersfor their applicationsin the development of sintered products having higher density and lower
sintering temperature [6]. One such industrially important ceramic material issilicon carbide. Recently,
sub-micrometer-sized silicon carbide has received more attention because of asignificant improvement
in mechanical properties of ceramic nano-composites, compared to the micrometer-sized particul ates
[7-9].

Singh et. al. [10] have prepared nano crystalline silicon carbide particles from thermally pre-
treated rice husk by a‘thermal plasma’ process. Chen et. al. [11] also prepared nano crystalline silicon
carbide by ‘ chemical vapour deposition’ (CVD) route. Martin et. al. [12] reported to have successfully
prepared nano crystalline silicon carbide by ‘ carbo-thermal reduction’ of silicasol and sugar. The prepa-
ration of silicon carbide particles with nanometer-sized grains prepared from chlorine containing
polysilane/polycarbosilanes (PS/PCS) has aso been reported [13 -15]. In these investigations, the
polysilane-to-polycarbosilane conversion leads to a conversion of organo-silicon compoundsto a‘ran-
dom silicon carbide network’, and the cross-linking of the molecules has been investigated. The silicon
carbide derived from polymeric precursors shows inhomogeneities in the nanometer range. No litera-
tureisgenerally found for the preparation of nano crystalline silicon carbide particles by ‘ attrition mill-
ing’ of Acheson Type o- and/or B-silicon carbide powders.

2.2.2. Problem of Preparing Nano Particles

The preparation of nano-crystalline a-silicon carbide for studying the sintering mechanism is
also avery difficult problem. The properly distributed nano crystalline particles within the very narrow
range by grinding necessitates a proper understanding of the process of grinding of silicon carbide. At
theinitial stage, large cracksin original particles propagate, generating smaller particles with very fine
cracks. Thus, the probability of particles having cracks progressively decreaseswith grinding leading to
the generation of newer stronger particles. Hence, continuously higher and higher fracture stress is
required to grind the particle. During the grinding, it becomes progressively difficult to obtain further
reduction in particle sizein nano crystalline region [4].

In the nano crystalline region, the nano particles devel op the tendency to agglomerate and the
physical equilibrium between the aggregates and fragmentation is established, resulting in adecreasein
‘storing of stress energy’. Consequently, it results in an increased stress for initiating fracture and the
generation of nano particles. There are two principal factorswhich need to be controlled to obtain nano
particles:

1. Ratio of the weight of the metal balls of grinding mediato the total weight of the particlesto
be processed by the grinding route.

2. Semi-fluid/viscous characteristic of the grinding media containing fine particles.



SILICON CARBIDE 71

Another factor of importance is the total time of grinding, which aso needs to be controlled in
order to optimize the process of grinding to obtain nano particles[4, 5]

The purity of the nano particlesis also very important. The commercially available o-silicon
carbideismade by Acheson process, in which amixture of sand and crushed coke with common salt and
saw dust iselectrically heated in a*resistance furnace’ above 2600°C. The reduction reaction of high-
gradesilicaresultsin a-silicon carbide grains. The overall reactionis:

Si0,+3C=SiC+2CO

The sawdust is added to increase the porosity of the furnace charge, thusincreasing the circula-
tion of the reacting gases, and facilitating the removal of carbon dioxide.

Astheseraw materials always have someimpurities, the Acheson ai-silicon carbide also contains
impurities. Some of these impurities have del eterious effect on the sintering of silicon carbide. Moreo-
ver, the product of silicon carbide obtained from Acheson (resistance) furnace are lumps and grits.
These are ground to different sizes by various mechanical milling processes, thereby further adding the
impuritiesto the ground particles. Thisavailable powder does not sinter. This powder needsto be cleaned.
Moreover, after purification, this powder does not give a high density. This needsto be further ground.
So, further impuritiesareincorporated into the nano crystalline powder during the preparation fromfine
particles by the grinding route.

Finally, the very method of manufacture of silicon carbide keeps some excesscarboninit. Thus,
the purification isvery much essential to removeall theseimpuritiesto make the nano-crystallinesilicon
carbide particles sinter.

The purpose of any investigation should be to devel op ascientific basis and a better understand-
ing of the details of the grinding process by *attrition milling’ in order to be able to prepare nano-
crystalline particles of both o- and -silicon carbides by optimizing different parameters of the process
of grinding. In thisway, the optimized * grinding parameters’ can be used to prepare the nano particles by
attrition grinding route for the purpose of sintering [2-5].

2.2.3. Sintering of Ceramics

The ceramic materials are refractory, i.e. it can withstand high temperature, and they are also
brittle. Hence, they pose problemsin their preparation, whereasthe metal s and polymers are melted, cast
and sometimes machined to get the right type of dimensions. The preparation of ceramic materials
mainly consistsof grinding the raw materials, mixing with suitable binders and then pressing into differ-
ent shapes and sizes to form the so-called ‘ green bodies', which are low in strength so that they cannot
be used for any application. The intial density of the green body is very important to achieve a higher
sintered density.

After this stage, they have to be fired or sintered at sufficiently high temperature to complete
different desirable ‘ phase transformations’ and also develop necessary * atomic bonding or cohesion’ so
that they have high strength in order to be suitable for agiven application. This process of sinteringisa
subject by itself, so it cannot be discussed in detailshere. Moreover, there are various types of sintering,
i.e. gas-phase sintering (ZnO), liquid-phase sintering (ceramic whitewares and some refractories) and
solid state sintering that consists of a host of ceramic materialswith good mechanical and other proper-
ties of importance. Here, only the latter will be discussed very briefly for the acquaintance on the sub-
ject, which is only necessary for the understanding of sintering of the nano materials.

Generally speaking, the grain shape of ceramic raw materials is considered to be composed of
spherical ensemble. When these* spheres’ are packed in agiven volume, then therewill be naturally alot
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of ‘pores between the grains of different sizes. The elimination of these ‘pores in order to make the
spherical particles come closer together with high cohesionis called sintering, when almost the theoreti-
cal density of a given material can be achieved. The heating process involved in sintering gives the
necessary energy, but there must be somedriving forcefor ‘ pore elimination’, with aconsequent change
in the surface dynamics.

What isthe macroscopic driving force for sintering ?

The reduction of ‘excess energy’ associated with the surfaces is the main driving force. This
reduction can take place mainly by two processes:
1. Total surface areaisdecreased by increasing the particle sizesleading to a‘ coarsening stage’,
2. Solid/Vapour interfaces are eliminated with the creation of ‘grain boundaries’, which isfol-
lowed by the ‘grain growth’ leading to — ‘densification or sintering’.

Actualy, in agiven ceramic material undergoing sintering, the above two processesarein ‘ com-
petition’. However, our main goal isto reduce the former and optimize the latter, i.e. the densification.
At a given sintering temperature, if the atomic processes leading to densification dominate, the pores
start getting smaller and eventually disappear with sintering time, and the sintered compact shrink in
size. However, if the atomic processes are such that the ‘ coarsening’ is faster, both the pores and grains
coarsen and get larger with time, i.e. excessive grain growth, that must be avoided at all cost.

The necessary condition for solid-state sintering to occur isthat the grain boundary energy isless
than twice the solid/vapour surface energy so that the* solid dihedral angle’ between the grainshasto be
less than 180° for the densification to occur. This is explained clearly in terms of an equation in the
section - 2.4.1, with the details for sintering of nano particles of SiC.

For an effective sintering process in solid nano materials, the mass has to be transferred mainly
by three different atomic diffusion mechanismsas:

1. Surface diffusion,
2. Volume diffusion, and
3. Grain-boundary diffusion.

Thisobviously excludesthe other processes|like evaporation-condensation, and viscous and creep
flow in sintering. Now, it isimportant to know which of the above diffusion processesis operativeinthe
sintering mechanism. This is described in terms of a‘model’ that is relevant for the sintering of nano
particles of SiC in the section - 2.7.3, along with the role of dopants in creating the necessary driving
force for full densification. It has to be remembered that when the particles are small, say in the nano
range, thetotal surface areaisvery large, which consequently givesahigh surface energy for these nano
particles. Hence, the driving force for reducing this surfaceislarge enough to drive the sintering process
to be completed faster.

Therefore, it is prudent to go ahead to full densification by the preparation of the nano particles
of SiC, which is otherwise difficult for acovelent solid like SIC. Thisiswhat has been actually donein
the present case. All the experimental datawhich have been presented here areinterpreted with the help
of such atomic diffusion processes in the entire discussion on sintering of nano particles of SiC in the
following subsections. Moreover, in order to make our knowledge clear, therole of different dopants or
additives, the role of adding carbon and the dependence of different atmospheres of sintering have all
been delineated in order to elucidate the problem of sintering further. This should help the readers to
understand the mechanism of solid state sintering through ‘practical’ data on an actual materia like SiC.
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2.3. NANO MATERIAL PREPARATION

A commercialy available Acheson type a-silicon carbide of grade 1000 from M/s Grindwell
Norton Ltd, India, with asilicon carbide content of 98.7%, was used. The specific surface area of this
starting powder (1.5 m?gm) was measured by a Surface Analyser of M/s Micromeritics, U.S.A. The
initial particlesizewas measured in aZetasizer (Model 1000-HS) of M/sMalvern Instruments Limited,
U.K. The sub-micron grade of B-silicon carbide from M/s Superior Graphite Company, U.S.A., was
used for attrition milling operation. After the optimum milling operation, the nano particles were puri-
fied by aspecial process, asdescribed later. Theinitial particle size of the as-received a-silicon carbide
was 0.39 um, and that for 3-silicon carbide was 0.52 um, which are normally specified by the ‘ suppli-
ers of any powder materials.

2.3.1. Attrition Milling

In order to describe various steps needed to prepare nano particles of silicon carbide by * attrition
milling’ route, it isimportant to have anideaon theworking of an attrition mill. Apart from knowing the
‘operation’, it is also necessary to explore different types of attrition mill for various types of materias
with avariety of sizesof themill in order to be ableto up-scal ethe actual production from thelaboratory
level to commercia production of nano particles.

2.3.1.1. How Batch Attritors Work

The generic name of an ‘ Attritor’ isvery often referred to as“stirred ball mill.” The operation of
an Attritor is ssmple and effective. The material to be ground and the grinding media are placed in a
stationary (jacketed) tank. This mediais spherical, normally measuring about 0.24 to 0.95 cmin diam-
eter. The type of grinding media commonly used are : carbon steel, stainless steel, chrome steel, tung-
sten carbide, ceramics like aluminaor zirconia

The material and the media are then agitated by a shaft with arms, which are rotating at high
speed. This causes the media to exert both shearing and impact forces on the material, resulting in
optimum size reduction and dispersion.

No pre-mixing is necessary. The material can be directly fed into the jacketed grinding tank of
the Attritor. Sometimes, there are certain ‘additions’ to the formulation of the main material requiring
only slight grinding, which should be easily added |ater.

The Attritors are equipped with specially designed high starting torque, two-speed, electrically
driven motors. The high starting torque motor means no clutches, etc., are needed in the grinding opera-
tion. There isausefulness of atwo-speed motor. The lower speed is used for charging and discharging,
and the high speed is used for grinding. Depending upon the application, the electricals are of the type
‘totally enclosed fan cooled’ (TEFC) or explosion-proof.

The batch Attritors are equipped with a built-in pumping system that maintains the circulation
during grinding operation for accel erated attrition and uniformity. This pump can a so be used for mate-
rial discharging. The final result of the grinding action is afine and even particle dispersion.

There are severa advantages of an Attritor Mill, such as : (a) Compact design, (b) Rugged
construction, (c) No specia foundation required, (d) Simple to operate, (€) 10 times faster than ball
mills, (f) Energy efficient, (g) No pre-mixing necessary, (h) Minimum maintenance required.



74 NANO MATERIALS

The batch Attritors offer the advantage that the material can be inspected any time during the
grinding cycle. Therefore, the adjustments or formulation additions can be accomplished without stop-
ping the machine. The Attritors areideal for long-term, heavy-duty, semi- and fully-automated produc-
tion operations. They may also be used in conjunction with programmabl e controllersin highly sophis-
ticated production environments.

Thebatch Attritorsrangein sizefrom about 72 litresto 2700 litres* grosstank capacity’ and from
a5 HP motor to a 1500 HP motor. These versatile and easy-to-maintain grinding mills have been suc-
cessfully used inavariety of industries from chocolates to tungsten carbide. M oreover, the Attritors can
be produced to meet the requirements of even the most stringent applications such as the ‘ electronic
ceramic products'. For this application, the Attritors are available with metal-free systems to assure a
contamination-free environment.

Certain specia nano materials, such as high density ‘tungsten carbide’, require a specialy de-
signed heavy-duty batch Attritor, which are generally available with tank capacities ranging from 54
litresto 1100 litres, and 10 HP to 125 HP motor. These powerful grinding mills feature a*‘tapered tank’
to reduce load on the bottom armsfor easy starting. A special lifter arm rai sesthe mediaand product off
the bottom of the tank. The arms are sleeved with tungsten carbide to reduce wear and contamination.
Thetank hasaball discharge valve and chute at the bottom for easy discharge of media. A water-cooled
cover with a floating teflon seal minimizes solvent loss. This type of Attritor can be fitted with an
optional ‘torque meter’ to precisely measure energy input for determining the ‘ processing time'. Thisis
to maintain ‘efficiency’ in the process.

A worm gear assembly attached to the tank allows the tank to betilted. In this fashion, the shaft
and arms can be easily removed and/or inspected, and the grinding media changed, if necessary. There
is a pumping system, which is used to circulate material during grinding and to discharge the ground
materials.

2.3.1.2. Preparation of Nano Particles

For the preparation of nano particles, acommercial attrition mill (Model PRIS) of M/s Metisch
Feinmath Technik GmbH, Germany, consisting of awater cooled 500 ml steel vessel and amotor driven
steel agitator was used. In contrast to the conventional ball mills, in the attrition mill, the special steel
balls are agitated by a series of stirring arms mounted to a motor shaft, as explained in the previous
section. Thisattritor isvery efficient in reducing the particle size, when various grinding parameters are
optimized. A picture of an attrition mill used in the preparation of ‘nano particles’ of SiCisshownin
Figure- 2.1.

The particles were ground in the above attrition mill in five different ‘fluid media’. These five
fluid media were ethylene glycol, n-hexane, xylene, butanol and water with surface active agent. The
ratio of the steel balls to silicon carbide to get nano particles was aso studied in these fluid media for
different grinding time in hours. Experimentally, for a-silicon carbide, the findings of the ratio of the
steel balls to silicon carbide and the required grinding time in hours, which were found to be the best,
were ultimately used in order to obtain nano crystalline particles from sub-micron sized silicon carbide
in aparticular fluid medium.
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Figure2.1: A typica diagram of an attrition milling machine.

These findings were also used for getting nano particles of B-silicon carbide. The particle size
distributions, after grinding in different fluid media, with different constant ratio of the weight of the
steel ballsto silicon carbide, were measured by using a particle size analyser (Model : Autosizer-2C of
M/sMalvern Instruments Limited, U.K.) [4, 5].

The particleswere examined in a‘ Transmission Electron Microscope’ (Model : TEM 400CX of
M/s JEOL Ltd., Japan), which was operated at an accelerating voltage of 100 KV, before and after
grinding in order to check the nature of the particles.

2.3.1.3. Nano Particlesof SiIC

First of all, theinitial conditions of the as-received silicon carbide materials are shown in terms
of their particle size, and other data, related to the effect of different variables on the grinding efficiency
of the material. Figure. 2.2 showsthedistribution of theinitial particlesize of the as-received a-silicon
carbide. It is seen that the particle size distribution is quite narrow. Therefore, this work is concerned
with quiteanarrow range of initial particle size. Figur e 2.3 shows the transmission el ectron micrograph
of theinitial sub-micron size particles of «-silicon carbide, which clearly shows a sort of *spherical
nature’ of the nano-particles.
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Figure 2.2: Particle size distribution of as-received o-SiC.

Figure 2.3: TEM photo of theinitial particlesof o-SiC.

2.3.2. Optimization of the Attrition Milling

Figure 2.4 showstheeffect of theratio of theweight of the steel ballsto that of a-silicon carbide,
whichis required to obtain the nano crystalline particles. It is seen that astheratio increases, the particle
size of a-silicon carbide sharply decreases. Several curvesareshownin Figure 2.4, wherein each curve
represents adifferent fluid medium of grinding, like water with surfactants, ethylene glycol, N-hexane,
butanol and xylene, for a constant time of grinding of 12 hours.
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Figure 2.4 : Particlessizesin five different fluid media of grinding against the ratio of the
weight of the steel ballsto that of SIC.

The decrease of particle size with the ‘ratio’ is more pronounced for water with surfactants,
compared to that of the latter four fluid media, wherein the difference is negligible in terms of grinding
efficiency in reducing the particle size. Thisis an important result in that it helps to optimize even the
“fluid medium’ for grinding to obtain nano-sized SIC materials. At higher ratio, the curves tend to
saturate showing that the optimum condition for this ‘ratio’ has reached. It has also been found that at
theratio of 6:1 of the weight of the steel ballsto that of o-silicon carbide, it is possible to obtain nano-
crystalline particles. The average particle size in the fluid medium of water with surfactants at theratio
of 6:1isfoundtobe 37 nm.

Figure 2.5 shows the particle size against the grinding time in hours, which are required to
obtain nano-sized a-silicon carbide particles. Itisseen that for afluid medium of water with surfactants,
the particle size continuously decreases with increasing time of grinding, as expected. The effect of
grinding timeis more pronounced for afluid medium of water with surfactants, compared to that of the
other four fluid media, asaso observed in Figure 2.4, for the effect of the grinding ratio. It isalso seen
that the nano-sized particles of a-silicon carbide of an average size of 37 nm are obtained for a
minimum of grinding time of 12 hours.
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Figure 2.7: Particle size distribution of nano particles after grinding in ethylene glycol.
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Figure 2.8: Particle size distribution of nano particles after grinding in N-xylene.

Il

12 5 1020 50 100200 500 1000 5000
DIAMETER (nm)

o
o
\

N
o
\

NUMBER (%)
o5
[

(N)
\

Figure 2.9: Particle size distribution of nano particles after grinding in N-hexane.
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Figure 2.10: Particle size distribution of nano particles after grinding in butanol.

Figures 2.6 —2.10 show the distribution of nano-sized ai-silicon carbide particlesfor five differ-
ent fluid media of grinding, after the grinding operation in the attrition mill. These five figures reflect
theresults on the effect of variation of the fluid medium on grinding to obtain nano-size particles. It aso
shows that the particle size distribution is quite narrow. From these figures, it can be concluded that the
minimum nano-size particles of a-silicon carbide of 37 nm can be obtained by attrition grinding of
initial o-silicon carbide particleswith an average size of 0.39um, inthe medium of water with surfactants
with theratio of the weight of the steel ballsto that of o.-silicon carbide of 6:1 for an optimum grinding
time of 12 hours. Finally, Figure 2.11 shows the transmission electron micrograph of the final particle
size of these nano crystalline particles of a-silicon carbide.

Figure2.11: TEM photo of the final nano particles of SiC after optimum attrition milling



SILICON CARBIDE 81

Figure 2.12 shows the initial particle size of the as-received B-silicon carbide (0.52 um).
Figure 2.13. shows the final particle size of B-silicon carbide particles after attrition grinding in the
fluid medium of water with surfactants, with the aboveratio of 6:1, for an optimum grinding time of 12
hours. The final particle sizeisfound to be 50 nm[4, 5].
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Figure2.12: Initia particle sizes of as-received B-SiC.

Figure 2.13: Final particle sizesof B-SiC for an optimum attrition grinding.
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2.3.3. Purification of Nano Particles

These nano particles of silicon carbide were prepared in order to be able to sinter to full density.
Hence, aspecial careisneeded to purify the nano materials. During grinding, the silicon carbide powder
is contaminated by iron. These iron wears along with the other impurities were removed by treating
them with hydrochloric acid. An excess carbon, which was present in the silicon carbide powder during
the preparation, was burnt off in air at 700°C. Since a slight oxidation of the silicon carbide powder
occurs under these conditions, the powder wastreated with hydrofluoric acid to removethesilicaformed
on the surface of the powders. This purification is done with utmost care in order to be able to start the
sintering work with as pure materials as possible. These nano particles of both o- and B-silicon carbides
after purification are suitable as ‘ precursor materials' for sintering to full densification [3].

Table2.1 shows the powder characteristics of nano-crystalline a-silicon carbide obtained by
the above mentioned process after the purification.
Table2.1: Powder Characteristics

PHASE COMPOSITION Mainly a-SiC
Total Carbon (wi%) 30.27
Free Carbon (wt%) 1.00
Oxygen (wt%) 0.33
Impurities:

Al (ppm) 125

Fe (ppm) 130

Ca (ppm) 150
Specific Surface Area (m?/gm) 50.50
Equivalent Partile Size (nm) 37.00

2.4. SINTERING OF SIC

In order to effectively sinter it, not only high temperature is needed, but also there is a need of
various dopants like boron carbide and aluminium nitride mixed with carbon. This creates vacancies of
carbon and silicon, which increases their bulk diffusion, thereby making the solid-state sintering possi-
ble without any liquid/glassy phase at the grain boundary, as revealed by the Transmission Electron
Microscopy (TEM), the Scanning Electron Microscopy (SEM) [2, 3, 16-20] and the Electron Diffrac-
tion (ED) patterns[3, 19, 20].

Sinterable silicon carbide powders have been prepared by the attrition grinding and chemical
processing of an Acheson type o-SiC. The pressureless sintering of these powders was achieved by the
addition of aluminium nitride and boron carbide together with carbon. Nearly 99% sintered density was
obtained by this process due to the use of “nano particles’. The mechanism of sintering was studied by
SEM and TEM. This study shows that the mechanism of sintering is a solid-state sintering process.



SILICON CARBIDE 83

2.4.1. Roleof Dopants

Dueto the high amount of covalent bonding (~ 90%) insilicon carbide, it isnot possibleto obtain
high densities with a‘ pure material’ by using a normal sintering process. It has been observed that the
powder compact of very fine pure crystalline solids does not densify without any applied pressure. The
reason for thislack of sintering characteristic involveskinetic aswell asthermodynamic considerations.
The *hot pressing’ technique with the addition of small amounts of boron, aluminium, nickel anong
others, iswell known, but it islimited to the production of rather simple shapes, asfound out by Alliegro
et a [21] and Kriegesman [22]. The ‘hot isostatic’ pressing technique may be useful for the fabrication
of more complicated geometric shapes.

The pressureless sintering of silicon carbide has been reported by Prochazka [23] who synthe-
sized B-silicon carbide in the submicron range, which was sintered after the addition of 0.5 wt% boron
and 1 wt% carbon at 2050°C to 2150°C in order to obtain densities of 85 to 96% of the theoretical
density intheargon atmosphere. Three yearslater, Coppolaand Mcmurtry [24] achieved the sintering of
more readily accessible a-silicon carbide powder in a mixture containing boron and carbon additives.

However, in both boron doped sintered o- and B-silicon carbides, the exaggerated grain growth
was observed by Johnson and Prochazka[25], if the sintering temperature exceeded acritical limit. The
microstructure of boron doped SiC, sintered at higher than 2075°C, usually containslargetabular grains,
which may act as * stress concentrators’, which seriously degrade the strength properties.

Inits pure form, SiC powder will not sinter to afully dense state. By heating at the temperature
range of 1900—2300°C with pressures ranging from 100 - 400 M Pa, Kriegsman et al [22] were ableto
make* pore-free’ dense particlesof polycrystalline SiC, starting from green bodies of 50% green density
without the use of any sintering aids. Prochazka[23] proposed that during the sintering of pure submicron
powders of covalently bonded solids, the densification is prevented by a hypothetically high ratio of
‘grain-boundary’ to * solid-vapour’ surface energies, i.e. Yop/Ysy (Seethesection 2.2.3). Inorder toget a
pore ‘ surrounded by three grains' shrink to closure, the equilibrium dihedral angle (6) must be > 60° or
Yea/Ysy < 3. The equation relating these ‘important sintering’ parameters that is applicable at solid-
vapour interfaceiswritten as

0
YoB = 2Vsv COS(EJ

The following argument was advanced by Prochaszka[23] in order to explain the role of boron
and carbon :

1. Asygg for SIC is expected to be high due to strong *directionality’ of Si-C bonds, ygg/Ysy
ratio is also too high, and the sintering is thus inhibited,

2. Boron segregates selectively along the grain-boundaries decreasing ygg and consequently
YealYsy rétio, and

3. Since ygy for SIC is high, its surface has a tendency to adsorb impurities and eventually
lower vg,, thusincreasing ygg/vs, ratio. Both silicon and silicawhich lower yg, for SiC by
this process should be removed. The carbon removes silicaand silicon by forming SIC and CO.
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Onthe other hand, Lange and Gupta[26] used mixtures containing 3-SiC with different amounts
of B and C or B,C. After sintering of these mixtures, their microstructural observations strongly sug-
gested that a‘ boron-rich’ liquid was present during sintering. From these observations, they concluded
that either ‘reaction’ sintering or ‘ liquid-phase’ sintering isresponsiblefor the densification of submicron
silicon crbide with boron and carbon additions.

But, the solubility and lattice position of B in SiC are contradictory. Shaffer [27] reported on the
solubility of 0.1wt% B in SIC at 2500°C. By contrast, Murataand Smoak [ 28] found a solubility of 0.5
wt% at 2200°C. The lattice parameter measurements upon incorporation of B suggests that boron sub-
stitutesfor Si or C. A comparison of these datawith the theoretical calculations by Tajimaand Kingery
[29] suggested that the aforementioned lattice contraction is less than that wold be expected if al the
boron atoms replaced Si. The considerations of ‘strain energy’ and the *bonding stability’ favour the
incorporation at C and Si sites simultaneously. Thus, it seems that boron may occupy both sites simul-
taneoudly.

The Scanning Transmission Electron Microscope (STEM), Auger Electron Spectroscopy (AES),
Wavelength-Dispersive X-ray Anaysis (WDXRA) and Micro-Radiography (MRG) studies were con-
ducted by Hamminger et a [30] on several a-SiC separately doped with Al and C or B and C, which
showed a homogeneous region of = 200 um diameter containing B, O, N, Al, and/or C-enrichments.

Let us take a critical view on these findings. The pressureless sintering of silicon carbide has
been reported by Prochazka[23] as explained above, and also by Prochazkaand Scanlan [31], based on
the grain-boundary and solid-vapour surface energies. Thistheory isinconsistent with the experimental
measurements of ‘dihedral angles' in partially sintered silicon carbide powder compacts, as reported by
Greskovichet. al. [32]. Moreover, Prochazkaand Scanlan [31] did not find the presence of any boronin
the grain-boundariesthrough their experiment of Neutron Activation Auto-Radiography (NAAR), which
contradicted Prochazka's earlier theory that boron reducesthe grain-boundary energies through absorp-
tion at the grain-boundaries, and enhances the diffusion processin silicon carbide.

As also mentioned above that Lange and Gupta [26] predicted a liquid-phase sintering. The
extensive study of Si-B-C phase equilibrium by Kieffer et. al. [33] shows that only the SIC - SiBg - Si
compatibility triangle containsliquidus at temperatures < 2100°C. The lowest eutectic temperaturein
this compatibility triangleis 1380°C. Lange and Gupta[26] also found that Si + B,C powder composi-
tions react to form SiC with traces of SiBg, as observed by the microscopic examination.

The‘freesilicon’, which isanecessary ingredient for both sintering mechanisms, is available at
high temperature asaresult of the decomposition of SiC. Coppolaand Smoak [34] achieved the sintering
of the more readily accessible o.-silicon carbide powder in amixture containing boron and carbon addi-
tives. An explanation of the success of the densification, with the addition of boron nitride, boron phos-
phate and boron carbide, was provided by Murata and Smoak [28].

Contrary to the view of Prochazka[23] as mentioned above, Suzuki and Hase [35] observed that
both boron and carbon effectively inhibited the grain growth, but they did not cause sufficient densification,
when used individually, indicating that the surface diffusion was not completed. By using high-resolu-
tion microscopy, these workersfound that at above 1900°C, a second phase with no morethan80 nm in
size, that influences the material movement was formed. It was considered that boron dissolves very
little into silicon carbide and that alarge amount of silicon dissolvesin thisinter-granular phase. They
did not observe a B-Si-C liquid phase formation. Above 1950°C, this inter-granular secondary phase
dissolvesin the matrix up to 0.2 to 0.3 %, and then distributed widely in the material.

Quiteinterestingly, these observations have been confirmed by Daviset al. [36]. Subsequently,
Hamminger et a. [30] also investigated the fracture surfaces of B-C and Al-C doped silicon carbide to
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show the formation of solid solution, which also showed a heterogeneous region of @ 200 mm diameter
containing B, O, N, Al, and/or C enrichments. Tgjimaand Kingery [29] found by using lattice constant
evaluations that aluminium entered into the ‘solid solution’ in B-silicon carbide, occupying the Si
sites. Tagjimaand Kingery [37] also observed that there is some segregation of aluminium in the grain-
boundaries.

The above reports show that the sintering of silicon carbide is not an easy affaire. Moreover,
thereisquite adifference of opinion among variousimportant workers on the mechanism of sinteringin
the atomistic level. The sintering of SiC needsto be properly understood so that its various applications
can betailored at ease. It has aready been mentioned above that the route to ‘ nano particlessintering’ is
abetter way to have an adegquate knowledge on the sintering mechanism, after dealing properly with the
microstructure of the sintered productswith * nano-crystallineg’ SiC. Thisamply justifies our intention of
going to the “nano route” of material processing for an important material like SiC for various useful
applications.

The studies on the sinterability of nano-crystalline o-silicon carbide with the addition of alu-
minium nitride and boron carbide are presented here with their effect on the microstructure and on the
mechanism of sintering (seelater inthesection 2.7.3). The next step isto understand the precise ‘ role of
carbon’ in the sintering process.

2.4.2. Roleof Carbon

The effect of carbon has been studied by different workers. The experimental evidence that the
excess carbon may control the grain growth of silicon carbide, has been reported by Mirzah et. al. [38]
and Hollenberg and Crane [39]. The work of Hojo et. a. [40] has shown that the highest sintered
densities are achieved when the amount of free carbon isjust enough to completely remove the surface
silicalayer according to the equation :

SiO, +3C= SIC+2CO

Thefina densities are lower than this maximum, if the amount of free carbon is either higher or
lower than this value, suggesting that the effect of carbon is associated with the reduction of the surface
silica. According to Clegg [41], theroleof carbonisto removethesilicalayer preventing the deleterious
reaction of silicon carbide with silica. Based on the studies of different diffusion data, Rijswijk and
Shanefield [42] reported that carbon helpsin the sintering process in different ways, such as:

(a) It reducesthesilicalayer,
(b) It loweres SiO vapour pressure, and
(c) It prevents the transport of elemental silicon aong the grain-boundary.

The self-diffusion of SiC has been studied in both o~ and B-silicon carbides, in pure and doped
samples, inthesinglecrystalsand also in the polycrystalline materials. It wasfirst observed by Friederich
and Coble[43] that alarge discrepancy exists between the diffusion datameasured in silicon vapour, as
done by Hong et al [44] and those measured in ahigh carbon vapour pressure by Ghostagore and Coble
[45]. They provided an explanation based on the difference in the defect structure in the silicon carbide
with the changesin atmospheric condition.

Hence, astudy was carried out with the aim of achieving full densification of both nano-crystal-
line o- and B-silicon carbides doped with 0.5 wt% boron carbde + 1 wt% carbon and 2 wt% aluminium
nitride + 1 wt% carbon. The effect of carbon on sintering was studied by varying the carbon content
keeping all other parameters unchanged. Here, the effect of carbon on the sintering behaviour of both
the silicon carbides is reported in order to find out whether the sintering mechanism is through bulk
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diffusion (see later in the section - 2.7.3). The next step is then to explore the studies on the effect the
‘effect of atmosphere’ on the sintering mechanism of silicon carbide.

2.4.3. Roleof Sintering Atmosphere

Theeffect of atmosphere on the sintering of nano-crystallineo-silicon carbide, prepared by attri-
tion milling, has been studied under vacuum, argon and nitrogen atmospheres between 2000° - 2100°C
after doping with boron carbide and carbon. It has been found that the sintering atmosphere has a very
critical influence on the sintering of silicon carbide. The vacuum atmosphere helps in the sintering of
nano-crystalline silicon carbide doped with boron carbide and carbon to about maximum theoretical
density, whereas the nitrogen atmosphere has a retarding effect and does not yield full densification,
while the effect of argon atmosphere takes an intermediate role in the sintering process [16].

Silicon carbide, when sintered to about theoretical density, shows a remarkable behaviour in
terms of many useful technical applications like ceramic engines, componentsin aerospace etc. Thisis
due to some interesting and favourable thermo-mechanical properties at high temperatures. Therefore,
the sintering behaviour of silicon carbide, particularly of nano particles, assumes great importance [2,
3]. The sintering of such nano-crystalline silicon carbide should not only be studied by using various
dopants to enhance the diffusion of both silicon and carbon at different temperatures, but it should be
also studied under different atmospheresto seethe effect of sintering atmosphere on the overall sintering
behaviour [16].

The effect of sintering atmosphere was found to be very important in addition to the sintering
additives and temperatures in the microstructural evolution of sintered silicon carbides. The atmos-
pheric effects have been studied thoroughly by Prochazka et. a. [46] for sintering of silicon carbides.
The work was later supplemented by that of Murata and Smoak [28] who confirmed by the use of the
‘compound’ additives that the diffusion of not only boron, but also of nitrogen and phosphorous may
take place simultaneously during the sintering process. One of their significant findingsisthat the maxi-
mum density of sintered silicon carbide was achieved at the concentrations of the maximum ‘solid
solubility’ of the additives.

Mirzah et. a. [38] further continued the studies on pressureless sintering in vacuum, Ar, He and
N2 atmospheres by using o-silicon carbide. No differencesin the densities or microstructures could be
detected between vacuum, Ar and He as sintering atmospheres. They found that the samples of sintered
silicon carbide in vacuum exhibited a carbon-rich surface layer, which was due to the decomposition of
silicon carbide. These workers a so observed that the sintering in nitrogen required approximately 150°C
higher sintering temperature to achieve afull densification. A thermodynamic analysis was carried out
by Venkateswaran and Kim [47] who reported by XPS studies about the formation of athin layer of
boron nitride (BN) when a-silicon carbide was sintered in nitrogen atmosphere. They observed that
higher temperature is required for the compl ete densification of silicon carbide in nitrogen atmosphere.

Intheinvestigation of Dattaet al. [16, 18], nano-crystalline SiC particles, meticulously prepared
by controlling and eventually optimizing various grinding parameters, have been sintered between 2000° -
2100°C under three different atmospheres, like vacuum, argon and nitrogen, in order to see the effect of
atmosphere on the sintering behaviour. The results are explained in terms of adiffusion model (seelater
in the section - 2.7.3).

2.5. X-RAY DIFFRACTION DATA

Asexplained above, it isdifficult to sinter silicon carbide under normal conditions. However, the
nano particles of SiC preparared by attrition milling could be sintered under suitable conditions for a
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variety of novel applications. The silicon carbide is known to develop different polytypes during and
after proper sintering. This is developed through a dislocation mechanism, which is discussed here
along with the quantitative aspects of determining the contents of different polytypes by X-ray diffrac-
tionanalysis.

Different polytypes are formed during and after sintering (4H, 6H, etc.), through the nucleation
of stacking faults by adislocation mechanism in these different polytypes[48]. In order to throw light on
the formation of these polytypes, it isimportat to make quantitative determination of these polytypesin
the sintered masses, which has been attempted here by following the standard techniques [49].

Theidentification and quantitative analysisof different polytypes present inthe sintered silicon
carbides, doped with different additives and fired at different temperatures and time, were done by the
X-ray diffraction. The X-ray diffraction pattern wastaken by using aX-ray Diffractometer (Model : PW
1840 of M/s Philips NV, Holland). All X-ray diffractograms were taken by using Cu-K, radiation
(wavelength, A =1.54178 A) at a scanning speed of 0.10 per second in 26. A tube voltage of 40KV, a
tube current of 20 mA, and atime constant of 10 seconds were used. The lines were drawn by oneline
recorder (Model : PW 1879 of M/s Philips NV, Holland) with a speed of 10 mm per degree 26. The
diffraction patterns are standard patterns with the intensity (1) vs. 26 curves, and are not shown here.

25.1. X-ray Data Analysis

Thequantitative analysisby X-ray diffractionisbased on thefact that theintensity of the diffrac-
tion pattern of a particular mixture depends on the concentration as :

- AR ) (Y € | (1 FRP 1+c0s?20 || [e2M
| 32ar 4n | m? | | V? sin? 6 cos 2u

where, | = Integrated intensity per unit length of diffractionline, |, = Intensity of incident beam (Joules
Sec m), A = Cross sectional area of incident beam (m?), A = Wavelength of incident beam (m), r =
Radius of diffractometer circle (m), V = Volume of the unit cell (m®), F = Structure Factor, P = Multi-
plicity Factor, 6 = Bragg Angle, m = Linear Absorption Coefficient (which enters¥4, i.e. the absorption
factor).

Let uswrite different important parametersas:
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whichis aconstant for afixed incident beam and particular diffractometer, and isrepresented by K. The
temperature factor is not important and thus, it can be neglected.

Then, the expression for the intensity can be represented by :

_KR
=
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It applies only to a pure substance for a particular phase in a mixture. Thus, the intensity of a
particular line of the phase becomes the intensity of the amount of the phase present in the mixture.
Moreover, there are several kinds of polytypes of silicon carbide, which contain mainly 6H, 4H, 3C
(Cubic) and 15R peaks. Therefore, the equations have been developed to calculate different peaks at
thesame*d’ value, although their intensities are different for different polytypesat different ‘ d’ values.
Different phases of polytypes present in the sintered silicon carbides are calculated from these equa-
tions.

Table 2.2 : X-ray Datafor various Polytypes of SiC.

3C Polytype:
hkl d-Spacing (nm) R
110 0.25109 3.813
200 0.21745 5.728
4H Polytype:
hkl d-Spacing (nm) R
100 0.26613 3.766
101 0.25727 14.834
004 0.25133 9.568
102 0.23520 12.988
6H Polytype :
hkl d-Spacing (nm) R
101 0.26208 8.435
006 0.25132 9.528
102 0.25095 14.292
103 0.23520 7.710
104 0.21741 2.786
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15R Polytype:

hkl d-Spacing (nm) R

101 0.266 1.215
012 0.263 4.261
104 0.257 9.904
0015 0.251 9.564
015 0.235 4.564
1010 0.217 0.923

As stated above, the X-ray intensities are proportional to the volume fraction of a phase in a
mixture of phases. The calculated intensities, asshownin Table - 2.2, were normalized setting 1 (111) of
3C polytypeto 100, and were then used to derive the equation system given in thistable for the volume
fraction of different polytypes A, B, C and D, which are the volume fractions of polytypes, such as
15R, 6H, 4H and 3C respectively.

Thus, the following equations were derived :

Peak Peak at d (nm)
K(3.2a+9.9c) = A 0.266
K(11.2a+ 19.4b) = B 0.263
K(26a+38.9c) = C 0.257
K(31.1a+ 59.2b + 25.1c + 100d) = D 0.251
K(18.1b + 34.1¢c) = E 0.235
K(2.4a+ 6.5b +13.1d) = F 0.217

By solving these equations, different polytypes present in the sintered silicon carbide were deter-
mined from the observed X-ray diffraction intensities.

The above results can be summatized as follows::

A. For a-SiC doped with boron carbide, the X-ray diffraction analysis shows 6H to 4H polytype
transformation with about 72% 4H polytype.

B. For B-SiC doped with boron carbide, it is 72% 6H transformed from 3C polytype.
C. For o-SiC doped with AIN, it is 72% 4H transformed from 6H.

D. For 3-SiC doped with AIN, it shows a polytype transformation to 4H, through 15R polytype
route, from the 3C-cubic polytype, with 50% 4H and 50% 6H.

Thisisthe result from the analysis of the X-ray diffraction patterns through the above standard
formalism. From the dislocation behaviour of SiC crystals, this transformation seems to result from a
suitablelayer displacement mechanism, which is caused by the nucleation and expansion of the stacking
faults within the silicon carbide crystal structure, as detailed bel ow.
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2.5.2. TheDidlocation M echanism

As shown later in this section, both TEM and SEM micrographs show that both boron and alu-
minium have entered within the structure of silicon carbide, but did not show the presence of any dopant-
related phases or any liquid/glassy phase in the grain-boundaries. The presence of boron or aluminum
within the structure was further confirmed by the electron diffraction patterns, wherein double spots
were observed. It can be said that the sintering mechanism of silicon carbides doped with boron carbide
and aluminium nitride isa solid state sintering process through the creation of vacancies and solid state
diffusion through theincrease of the diffusion coefficientsby many orders of magnitude[2, 3]. It should
be pointed out that the fracture mehanical behaviour of these materials also confirm the absence of any
liquid/glassy phase, where both the flexural strength and the fracture toughness, i.e. the critical stress
intensity factor or K,, remain constant over awide temperature range upto 1400°C showing no degra-
dation of strength [19, 20].

2.5.2.1. Didocation Behaviour

At this point, some discussion is necessary on the dislocation behaviour of the polytype forma-
tion in o-silicon carbide. The formation of SiB, increases the cell dimension of 6H o.-silicon carbide,
whereas the formation of B,C decreases the cell dimension. During sintering, the structure of SiB, and
B,C may begin to coalescein different cellsin layer displacement mechanism. The cells are likely to
become disordered and strained.

The cells containing SiB,, structure begin to recrystallize as 4H polytype, whereas the cells con-
taining B,C begin to precipitate from the cells having B,C structure. Thus, it may be the reason for
obtaining 72% 4H polytype from the grains containing mainly 6H polytype, which was determined by
X-ray diffraction analysis. The quantitative measurement of silicon carbide polytypes from X-ray dif-
fraction peak intensities developed by Ruskaet al. [49] has been utilized for this calculation.

Figure 2.14: Dislocation behaviour of different polytypes of SiC [50].
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Figure 2.14 showsthe dislocation of variousatomic sitesin silicon carbide crystals. The polytype
transformation from 6H to 4H might result from suitable layer displacements, which is caused by the
nucleation and expansion of the stacking faults in individual close-packed double-layers of Si and C.
This process is governed by the thermal diffusion, such as the grain boundary diffusion, since the
nucleation of a stacking fault would require the migration of atomsinside the crystal.

Thislayer displacement islikely to occur in such amanner so asto minimizethefree energy, and
take the structure towards the stabl e state. If the stabl e state happensto be the one with adifferent order,
such an order will tend to result. Such amechanism was al so suggested by Jagadzinski, asmentioned in
reference [50].

During sintering by the addition of boron and carbon, and theincrease of temperature, the vacan-
cieswould be created, and the atomswould become free to migrate within the crystal and to the surface
by diffusion. If the number of vacancies come closer together, it will become possiblefor the neighbour-
ing atomsto moveinto“B” sitesthereby nucleating afault. Within theregion, theatomsarein“B” sites,
while therest of theatomsarein ‘A’ sites causing apartial dislocation to bind the fault.

Thispartia dislocation glides, which causesthe fault to expand, until the entire layer of atomsis
displaced into ‘B’ sites, and the partial dislocation moves out of the crystal. The entire layer is then
displaced from ‘A’ to ‘B’ orientation, as shown in Figure - 2.14. By the same mechanism, the
displacements occur for other layers throughout the structure in such amanner so asto result in anew
structure.

M oreover, by this mechanism, the transformation would proceed through one-dimensional disor-
der caused by the nucleation of stacking faults and it is expected to exhibit a considerable one-dimen-
sional disorder, as observed by the needle-like crystalsof 4H polytype. The growth of these needle-like
crystalsin the later stage of sintering may also be governed by the screw dislocation, which might be
generated from the strainsin the crystal structure dueto theincorporation of boron atomin theca-silicon
carbidecrystal.

During recrystallization of -silicon carbide during sintering with 2 wt% aluminium nitride and
1 wt% carbon, the crystals containing Al ,C; presumably recrystallize as4H polytype, whereasthe crys-
tals containing SizN, recrystallize as 6H polytype. From the quantitative analysis of polytypes, it is
found that 50% of 3-silicon carbide (3C) recrystallizes as 6H polytype, whereastherest as4H polytype.
Astheformation of Al ,C;insilicon carbidecreates’ strain’ in the structure, thisleadsto therecrystallization
as 4H polytype. It isfound that the recrystallization of 4H polytype occurred through 15R transformation
from B-silicon carbide with the change of sintering time, asshownin Figure2.14.

Again, in the case of AIN doping in silicon carbide, similar discussion may be made about the
dislocation behaviour of different polytype formation. Theformation of Al,C; increasesthe cell dimen-
sion. During sintering, the cells containing the structure of Al,C5 begin to coalesce by layer displace-
ment mechanism, not by screw dislocation, as it would require clockwise as well as anti-clockwise
movement in the transformation that is possible. The cells become disordered and strained, and thus the
structure beginsto recrystallize as 4H polytype leading to an increase of the entropy, i.e. ahigher degree
of disorder prevailsin the structure.

Asin the case of boron carbide doping, as described above, here the transformation from 6H to
4H might result from a suitable layer displacement, which is caused by the nucleation and expansion of
the stacking faultsin individual close-packed double layers of Si and C. This processis similar to that
mentioned by Jagadzinski, asin reference [50].
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2.6. ELECTRON MICROSCOPY

2.6.1. Scanning Electron Microscope

In *Scanning Electron Microscopy’ (SEM), a film beam of electron (10-40KeV) is caused to
scan the sample in aseries of parallel tracks. These electrons interact with the samples producing sec-
ondary emission of electron (SEE), the back scattered electrons (BSE), the light of cathode lumines-
cence and the X-ray. Each of these signals can be detected and deployed on the screen of a cathode ray
tube like atelevision picture. The examinations are generally made on the photographic records of the
screen.

The SEM is considerably faster and gives more of three dimensional details than TEM. The
samples aslarge as 25 mm x 25 mm can be accommodated and parts viewed at magnifications varying
from 20 to 100,000 at aresolution of 15 nm - 20 nm as compared to 0.3 nm - 0.5 nm for transmission
€electron microscopy. Dueto itsgreat depth of focus of a particle and its surface morphol ogy, its depth of
focusis nearly 300 times that of an optical microscope. In both, the scanning electron microscope and
back scattered electron modes, the particles appear to be viewed from the above.

In SEM mode, where the particles appear as diffusely illuminated, the particle size can be meas-
ured and the aggregation behaviour can be studied, but there islittle indication of the height. The BSE
mode in which the particles appear to be illuminated from the point source gives a good impression of
the height dueto the shadows. Several of the current methods of particle size analysis can be adopted for
the quantitative measurement of imagesin SEM photographic records.

2.6.2. Sample Preparation for Microstructural Study

The micro-structural evolution for sintered oi-silicon carbide, for various sintering atmospheres,
was studied by Scanning Electron Microscope (SEM). The ‘small chips' of the samples are mounted in
resin for grinding and polishing. The mounted samples are initially ground by alpha silicon carbide of
grit size of — 200 and — 400. These are then polished with a diamond paste upto 1 micron. They are
finally polished by 0.5 micron alumina powder in a vibratory polisher. The optically smooth polished
surfaces are etched to reveal the full details of the microstructure according to the requirement.

Alpha Etch : sintered o-silicon carbide samples are boiled in 100 ml of water containing
Murakami reagent [10 gm of Sodium Hydroxide (NaOH) and 10 gm of Potasium Ferro Cyanide
(K5Fe(CN)g] for 30 mins. This etching attacks o.-phase preferentially. The microscopy of the samples
was studied by scanning electron microscope (Model - JISM 5200, JEOL, Japan).

Beta Etch : A fused salt mixture of Potassium Hydroxide and Potassium Nitride at 480°C for 5
minutesisused. Thismixture preferentially attacks[3- Silicon carbide revealing o/} interfaces, and also
etches the grain boundaries between the B-grains. The microscopy of the samples was also studied by
scanning electron microscopy (Model - JISM 5200, JEOL, Japan).

2.6.3. Transmission Electron Microscope

In ‘Transmission Electron Microscope (TEM), athin specimen is irradiated with an electron
beam of uniform current density : the electron energy isin therange of 60-150 KeV (usually, 100 keV),
or 200 KeV-1 MeV in case of the ‘high voltage electron microscope’ (HVEM) or ‘high resolution
transmission electron microscope’ (HRTEM).
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Theelectrons are emitted in the electron gun by the ‘thermionic emission’ from tungsten cathodes
or LaBgrods or by the field emission from the pointed tungsten filaments. The latter are used when
high gun brightness is needed. A two-stage condenser-lens system permits the variation of the illumi-
nated aperture, and the area of the specimen is imaged with a three- or four-stage lens system onto a
fluorescent screen. The image can be recorded in emulsion inside the vacuum.

Thelens aberrations of the objective lensare so great that it is necessary to work with very small
objective apertures, of the order of 10-25 mrad, to achieve aresolution of the order of 0.2 nm -0.5 nm.
The bright-field contrast is produced either by the adsorption of the electrons scattered through the
angles, which are larger than the objective aperture (i.e. scattering contrast), or by the interference
between the scattered wave and the incident wave at the image point (i.e. phase contrast). The phase of
the electron waves behind the specimen is modified by the wave aberration of the objective lens. This
aberration, and the energy spread of the electron gun, which is of the order of 1-2 €V, limitsthe contrast
transfer (i.e. Fourier transform) of high spatial frequencies.

The electrons interact strongly with the atoms by elastic and inelastic scattering. The specimen
must therefore be very thin, typically of the order of 5nm - 0.5um for 100 KeV electrons, depending
on the density and the elemental composition of the object, and the resolution desired. The special
preparation techniques are needed for this purpose.

The TEM can provide high resol ution, because the el astic scattering is an interaction process that
is highly localized to the region occupied by the screened Coulomb potential of an atomic nucleus,
whereas the inelastic scattering is more diffuse. It spreads out over about a nanometer.

A further capability of the modern TEM isthe formation of very small electron probes, 2 nm -
5 nm in diameter, by means of athree-stage ‘ condenser-lens’ system, the last lensfield of which isthe
objective pre-field in front of the specimen. This enables the instrument to operate in a scanning trans-
mission mode with aresolution determined by the electron probe-diameter. This has the advantage for
imaging thick or crystalline specimens, and for recording secondary electrons and back-scattered elec-
trons, cathode-luminescence and el ectron-beam-induced currents.

The main advantage of equipping a TEM with a STEM attachment is the formation of a very
small electron probe, with which the elemental analysis and micro-diffraction can be performed on
extremely small areas. The X-ray production in thin foilsis confined to small volumes excited by the
electron probe, which is only dlightly broadened by the multiple scattering. Therefore, a better * spatial
resolution’ is obtainable for the * segregation effects’ at crystal interfaces or precipitates, for example,
than in an X-ray micro-analyser with the bulk specimens, where the spatial resolutionislimited to 0.1-
1 mm by the diameter of the electron-diffusion cloud.

2.6.4. Sample Preparation for TEM Study

For TEM study, the cylindrical specimen of 3 mm diameter and 1 mm high, which isasuitable
sizefor the fabrication of TEM specimens, is cut directly from the bulk sintered pellets of aphasilicon
carbide. The specimens are prepared from these samples by mechanical thinning to = 75 um, whichis
followed by dimpling and subsequent low-energy (5to 6 kV) and low angle (15°) Ar* ion beam milling.
The films are then examined in a transmission electron microscope (Model - TEM-400CX, JEOL,
Japan), which was operated at an accelerating voltage of 100 KeV.
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2.7. SINTERING OF NANO PARTICLES
2.7.1. Preparation of Materials

Both aluminium nitride and boron carbide from M/s Starck AG, Germany, having a purity of
99.5% were used as the sintering additives along with phenolic resin and organic lubricant. The phe-
nolic resin from M/s Allied Resin & Chemicals Ltd., India, was used as a source for carbon. The phe-
nolic resin pyrolizes at high temperature with carbon yield of 47%. The carbon content of resin was
measured by firing the phenolic resin at 700°C for 1h in argon atmosphere. This particular test is
necessary in order to prepare the ‘ compacts from the nano particles.

The milled nano crystalline silicon carbide powder and the additives were thoroughly mixed
under acetone and 1 wt% of Oelic acid was added as the pressing aid in solution. After drying of the
slurry at 80°C, the mixture was passed through asieve of 60 meshto granulatethe particles. The sieved
granules were compacted isostatically from apressure of 50 to 250 MPain order to study the effect of
pressure on the green density. The optimum pressure, which was used for pressing the compacts, was
found to be 250 MPafor an optimum green density of 62% of the theoretical density (TD) of silicon
carbide[3, 4]. Theimportance of obtaining ahigher green density in order to get abetter sintered density
isexplained in the section 2.2.3.

2.7.2. Sintering of Nano Particlesof SIC

The sintering was carried out on the bars of 50 mm x 10 mm x 20 mm, and on the pellets of size
10 mmin diameter x 10 mm in thicknessin a high temperature Astro Furnace (Model : 1000-3600-FP-
20-F8204025 of M/s Thermal Technology Inc., USA), which was fitted with a control arrangement for
various atmospheres of sintering.

The effect of ‘sintering time' on the sintering behaviour of silicon carbide compacts containing
nano particles was studied from 15 to 30 minutes on the above two compositions with two different
dopants, and the optimum time was chosen as 15 minutes [3, 4]. The effect of temperature on sintering
was aready studied between 2000°C-2100°C[3, 4], and the optimum temperature was between 2050°C
and 2100°C The effect of atmospheres on sintering was studied under vacuum, argon and nitrogen gas
atmosphere respectively, and the optimum atmosphere for sintering for the present study was chosen as
vacuum (3 mbar) at the above temperatures for a sintering time of 15 minutes.

2.7.3. Analysisof the Sintering Data
2.7.3.1. Roleof Aluminum Nitride

The changein bulk density of the sintered body as afunction of auminium nitride concentration
was measured at different sintering temperatures. The results are shown in Figure 2.15, where it seen
that with anincreasing AIN content, the density increases up to amaximum of 3.16 gm/cc, or 98.4% of
TD, i.e. amaximum sintered density is obtained at a concentration of 2 wt% AIN at each temperature
from 2000° — 2100°C. Above 2 wt% AIN concentration, the density decreases from its peak value. As
shown later, on amolar basis, thisamost corresponds to the same amount of boron, which wasfound to
be an ‘ optimum concentration’ of dopant. In order to achieve high sintered density, the simultaneous
addition of carbon is necessary like in the case of boron addition. These results were obtained at a
constant amount of carbon addition, i.e. 1 wt%.



SILICON CARBIDE 95

I T I T | I T I T I
100 2
90 .
g - -
E 80 .
n
2 i
= 2ol —=—2104°C | |
—v— 2050°C
—a—2000°C | 1
CARBON =1 wt%
60 .
| 1 | I | 1 | ! | L |
0 1 2 3 4 5
ain (wt%)

Figure 2.15: Bulk density of sintered o.-SiC against AIN content.

It isasignificant result that the sintered density changes from 62% of TD to 99% of TD at 2
wt% AIN at a temperature of 2100°C for a time of 15 mins under vacuum (3 mbar). These results
suggest that the solid solubility of Al in SiC may be 1 wt% from 2000° - 2100°C. Asamatter of fact, the
body having 99% TD exhibits a dense microstructure with relatively fine grains, the average size of
which isaround 3.7 um. Two types of porosity could beidentified in the microstructure:

(a) Between the grain boundaries, and
(b) Within the bulk crystal

The latter were developed during the grain growth of the original nano-sized SiC grains. The
needlelike growth of the grains of SiC points out to the fact that the rate of crystallization from the
original (rather spherical) particles, produced by grinding and leaching etc., hasbeen very fast favouring
the growth in a particular direction, according to the energy consideration. Due to the growth from 37
nm to 5700 nm (Figure 2.16), it is suggested that agroup of grains after sintering should havethegrain
boundaries with arelatively low energy.
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Figure2.16: TEM photo of sintered o.-SiC doped with aluminium nitride.

Since the sintering takes place through a‘ diffusion’, the following mechanism for the enhance-
ment of diffusion isproposed as[2] :

SiC S +C
AIN
SC AISi/II + NC/I//
SiC
SisN, 3S "+ 4N + Vg
Al,C, 4A1” +3C” + V¢

AIN and SiC form solid solution for alimited range. When aluminium entersinto Si site, Al,Cis
likely to be formed leading to the creation of carbon vacancy, whereas when nitrogen enters into the
carbon site, Si;N, islikely to be formed, which leads to the formation of a silicon vacancy. Thus, the
vacancies are created, which lead to the increase of the diffusion coefficient of both silicon and carbon.
In argon atmosphere, the carbon diffusion coefficient is two orders of magnitude larger than that of
silicon. However, in carbon rich atmosphere, the carbon diffusion coefficient is less than the diffusion
coefficient of silicon, and also the enhancement of the diffusion coefficient of silicon occurs, asreported
by Rijswijk and Shanefield [42]. The details of this mechanism working for the better densification of
nano-particles of SiIC isgiven in some more detailsin the section - 2.7.3.3.

2.7.3.2. Roleof Boron Carbide

The changeinthe bulk density of the sintered SiC, made from nano-crystallineo.-SiC doped with
B,C, is shown in Figure 2.17 as a function of boron carbide content. It is seen that the maximum
sintered density isobtained at 0.5 wt% B ,C at each temperature between 2000° and 2100°C. These data
were obtained at constant concentration of carbon, i.e. 1 wt%. Above 0.5 wt% B,C content, the density
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decreases from the peak value with increasing B,C. Asin the previous case with AIN doping, 99% TD
is obtained after sintering. The results suggest that the solid solubility of B,C in SiC may be up to 0.5
wt% in the above temperature range, as a so reported by Murata and Smoak [28].
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Figure 2.17: Bulk density of sintered o.-SiC against boron carbide content.

The sintered SiC shows adense microstructure with relatively fine grains having an average size
of about 5.7 um, measured from the micrographs (see Figure - 2.18). Since the sintering process of
nano-crystalline SiC with boron carbide doping is very similar to that doped with AIN, the discussionis
not repeated here, except that the following mechanism for the enhancement of diffusion is proposed as

(3]

SiC S +C
SiC
B,C 4B’ + C” + 3V
. SC .
SB, S +4B" + 3V 4

When boron entersinto C site, SiB, is likely to form. Thus, the silicon vacancies are created.
Whereas, when boron enters into silicon site, the boron carbide is likely to form. Hence, the carbon
vacancies are created. Thedifference of covalent radiusof B and Cis 0.011 nm, and that between B and
Siis 0.029 nm. The amount of C and Si replaced is calculated from the change in | attice parameter (c),
and these are 71.85% and 28.15% respectively. Thus, SiB, islikely to be formed 2.55 times more than
B,C. Hence, the formation of silicon vacancy is 2.55 times more than carbon vacancies, and the diffu-



98 NANO MATERIALS

sion coefficient of silicon increases more than twice that of carbon, which is further increased by car-
bon-rich atmosphere. Some more details are given in the section - 2.7.3.3.

Figure2.18: TEM photo of sintered o-SiC doped with boron carbide.

2.7.3.3. Effect of Carbon

The doping level, temperature and other parameters being constant, the role of carbon seemsto
be important from the thermodynamic point of view and for generating vacancies, eventually to drivea
bulk diffusion mechanism for both silicon and carbon to better densification of silicon carbides. The
effect of carbon has been studied as a function of carbon content to ascertain the role of carbon in the
sintering processin both the silicon carbides.

Figures2.19 and 2.20 show the sintering curve as afunction of temperature of o.-silicon carbide
doped with both boron carbide and aluminium nitride. It isseen that in both cases, 99% of TD isachieved
at 2050°C and 2100°C for boron carbide and aluminium nitride respectively for a sintering time of 15
minutes under vacuum (3 mbar). A study of varying the concentration of the dopants showed that the
optimum densification occurs at 0.5 wt% boron carbide and 2 wt% aluminium nitride with 1 wt%
carbon, as already shown above. In order to seethe effect of carbon on sintering, the carbon content was
varied up to 5 wt%, and the results are shown in Figures 2.21 and 2.22 for a-silicon carbide. Figures
2.23 and 2.24 show the microstructure with optimum carbon content for B-silicon carbide, for both
these dopants, keeping the doping level constant as above.
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Figure 2.19: Densification curve of o.-SiC doped with B,C against temperature.
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Figure 2.20: Densification curve of o-SiC doped with AIN against temperature.
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Figure 2.21: Densification curve of a-SiC doped with B,C against carbon content.
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Figure 2.22: Densification curve of o-SiC doped with AIN against carbon content.

It isseen that in both the cases, the maximum density was obtained at 1 wt% carbon for both the
dopants at each temperature from 2050° — 2100°C. These curves also demonstrate that the addition of
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carbon is quite effective for enhancing the sintered density. For instance, at zero % carbon, the sintered
density is 2.15 g/em®, whichisonly an increase of 7.5% from the green density of 2.0 gm/cm?®.

-

.

Figure2.24: Microstructure of sintered 3-SiC doped with AIN and carbon.

Now, a detailed analysisis hecessary on the role of carbon during sintering of silicon carbide,
which isimportant primarily due to the following reasons :
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A. De-oxidation of SiO, films originally developed on the silicon carbide grains,

B. Coating of the surface of silicon carbide to lower the free energy of the surface and conse-
quently lowering the surface vapour energy, and

C. Decreasing the diffusivity of C atoms to match with the diffusivity of Si atoms, which is
essential for the effective sintering.

Oneof theroles of carbon during sintering of SiC was examined by the measurement of thegrain
size of the sintered body. It was found that the grain size decreases with increasing content of carbon.
Thismeansthat carbon decreases the surface vapour energy, and thus prevents the surface vapour trans-
port responsible for the grain growth.

InFigure2.25, the microstructure of asintered a-SiC specimen is shown with a starting compo-
sition of 97 wt% o-SiC, 2 wt% AIN and 1 wt% C. The grain size isin the range of 5-10 um. The grain
sizeissmaller compared to the sample doped with boron asasintering aid. In order to study the sintering
mechanism, the grain boundary regions have been thoroughly studied by using transmission electron
microscope, as shown in Figure 2.26. No liquid phase is found to be present in the micrographs. From
the “electron diffraction” patterns, as shownin Figure 2.27, it isaso found that aluminium has entered
into the structure of silicon carbide. Thus, it may be concluded that the sintering of silicon carbideisa
solid state process involving 6H to 4H polytype transformation for which some evidences have been
presented in thesection 2.5.1 on the quantitative analysis of the X-ray data.. Theresultsarevery similar
for boron carbide doping.

Figure 2.25: TEM photo of o-SiC doped with 2 wt% AIN
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Figure 2.26: TEM photo of o-SiC doped with AIN showing no liquid phase present in

the grain boundary region.

The sintered density increases almost linearly with increasing carbon content up to 1 wt%, and
above 1wt%, it becomes almost constant. The role of carbon during sintering of silicon carbide has
several effects. Thesilicon carbide always contains avery small percentage of oxygen, which is present
asavery thinlayer of silica, whichisusually present onthe surface of silicon carbide powder particles
[23, 30]. A detrimental side reaction can take place in which the silicalayer is reduced by the silicon
carbideitself by thereaction as:

2Si0, + SIC —» 3SI0 + CO (2.1)
for which AG=0 at 1870°C. Thisvolatile SO isfurther reduced at higher temperature through the
reaction as:

SiIC + SO — 2S + CO (2.2

This reaction with AG = 0 at 1950°C is very efficient at usual sintering temperatures (2050° -
2150°C). Thus, the silicon vapour is usually present at sintering temperatures, when carbon is not
added.

Itisknown that the equilibrium concentration of point imperfections, i.e. thevacanciesor Schottky
defects for the minimum free energy at a particular temperature isgiven by [51] :

n =N exp(—AH; /KT) (2.3)
where N isthe number of sites, and n the number of vacancies.
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Figure 2.27: Electron diffraction pattern a-SiC doped with AIN.

The silicon carbide is a covalent compound. Thus, the carbon vacancies and silicon vacancies
can bewritten as:

Ne = N exp(— AHKT) (2.4
Nng = N exp(— AHg/KT) (2.5)
Ne . Ng = N, exp [— (AH: + AHg )/KT] (2.6)

This product of n..ng isconstant for aparticular temperature and for a particular atmosphere
for silicon carbide. Thus, the increase of carbon vacancies must be followed by a decrease of silicon
vacancies and vice-verse. The diffusion coefficient is simply the product of vacancy concentration, the
jump frequency and one sixth of the jump distance squared. As there are 12 possible adjacent carbon
and silicon sites, the diffusion coefficient of carbon and silicon can be represented by :
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Dg =12[Vg] o % @2.7)
(XZ

where o, isthe jump frequency, and a isthe jump distance [52].

Thus, the increase of diffusion coefficient of carbon will increase the carbon vacancies, which
will be followed by a decrease of the diffusion coefficient of silicon due to the decrease of silicon
vacancies, and vice-verse. The chemical analyses of both pure 6H o- and 3-silicon carbide single crys-
tals have shown that the crystals aresiliconrich. Theratio of siliconto carbon of 6H -SiC and B-SiC

were reported to be 1.032 and 1.049 respectively. Thus, the excess of silicon must result in the carbon
vacancies.

From the equation (2.6), it can be concluded that the higher carbon vacancies with respect to
silicon would result in the higher diffusion coefficient of carbon. This was exactly found by Hong et al
[53-55] that the carbon diffusion coefficient is two orders of magnitude larger than that of silicon in
argon atmosphere, as shown in Figure 2.28.

Carbon

D (cm’s ™)
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Figure 2.28: Carbon and silicon self-diffusion ratesin SiC single crystals. [53]

Also carbon and silicon vacancies arerelated to partial pressure of carbon and silicon. The higher
carbon partial pressure would result in a decrease in the carbon vacancies, but would promote an in-
crease in the silicon vacancies, according to the equation (2.6), as already explained.
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An atmosphere rich in silicon would result in the higher carbon vacancies, thereby showing an
increase in the carbon diffusion coefficient, which is followed by a very high decrease in the silicon
diffusion coefficient. This was also found by Hong et al. [53]. that the carbon diffusion co-efficient is
three orders of magnitude larger than that of silicon and the diffusion coefficient of silicon isalso low,
asshownin Figure 2.29.
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Figure 2.29: SiC self-diffusion in various atmospheres. [53]

This large discrepancy between the diffusion coefficients of carbon and silicon in silicon rich
atmosphere, and generally the very low value of diffusion coefficient of both silicon and carbon, pre-
vent the sintering of silicon carbidein silicon rich atmosphere, whichisgenerally present inthesintering
range of 2050° - 2150°C. Thisrole of the diffusion coefficients was found to be effective in the case of
doping with boron carbidein a-silicon carbide [3].
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It is found that the self-diffusion rate of each element is enhanced by the presence of the other
element, dueto the creation of the vacancies. Thus, the carbon atmosphere would equalizetheratio of Si
to C to unity or lessthan unity in silicon carbide, thereby creating silicon vacancies, and thusincreasing
the bulk diffusion of silicon, which is further activated by the addition of boron carbide [3]. For the
densification to occur, the mass transport of silicon and carbon should be more or less equal.

Without the addition of boron and carbon, the mass transport of silicon and carbon is not equal,
and it is also low, and the densification does not occur. The addition of boron carbide increases the
diffusion coefficient and the carbon creates a partia carbon atmosphere, which make the diffusion
coefficients equal. Thus, it makes the mass transport of silicon and carbon equal in order to make the
densification to occur. This sums up the effect of carbon aong with boron in the sintering of silicon
carbides in part. The other part obviously deals with the removal of surface silica, which is discussed
below.

The addition of carbon in a well-distributed manner reduces the layer of silica film on the sur-
faces of the silicon carbide powder particles by the overall reaction :

SO, + 3C —» SIC + 2CO (2.9)
for which the change in the Gibbs free energy AG=0 at 1520°C.

Moreover, the excess partial pressure of carbon decreasesthe carbon vacancies, thereby promot-
ing the silicon vacancies, according to the equation (2.6) by increasing the diffusion coefficient of
silicon, whereas decreasing that of carbon. It was also found by Ghostagore and Coble [45] that the
silicon diffusion coefficient is higher than the carbon diffusion coefficient in a sintering temperature
range of 2050°-2150°C in carbon atmosphere for silicon carbide. Therefore, the sintering behaviour of
silicon carbide is different depending on silicon rich or carbon rich atmosphere, due to the respective
role of the diffusion coefficients, as described above in the entire discussion.

In thiswork, it has been found that the highest sintered densities have been obtained when the
percentage of carbon has been 1 wt%. The oxygen content of the processed powder is 0.33 wt%. This
oxygen has remained as silica on the surface of the processed powder. The most of carbon has been
utilized to remove the surface silicaaccording to the equation (2.9), and therest of carbon createsalow
partial pressure of carbon, which is suitable enough to increase the diffusion coefficient of silicon. It
wasfound by Hojo et. al. [40] that the highest sintered density was achieved when the amount of carbon
was just enough to completely remove the surface silica.

Therefore, it can be concluded that the addition of 1 wt% of carbon isrequired for not allowing
the formation of silicon atmosphere, which is normally present when carbon is not added, according to
thereactions (2.1) and (2.2), and which hindersthe densification process, as stated earlier. Moreover, it
formsan atmosphere of neutral to very low partia pressure of carbon, and hence enhancesthe densification
by increasing the diffusion coefficient of silicon, which isvery low at silicon rich atmosphere.

As shown in Figures 2.21 to 2.22 that the sintered density actually tends to decrease as the
carbon content increases beyond 1 wt%. The addition of excess carbon increases the partial pressure of
carbon. Ascarbon vacanciesareinversely related to the partial pressure of carbon, the number of carbon
vacancieswould, therefore, decrease thereby decreasing the diffusion coefficient of carbon resulting in
adecrease of the sintering rate, as observed.

It was found by Suzuki and Hase [35] that the grain growth al so becomes very prominent above
1900°C. The observed * structure development’ could be described as :
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(a) Thelarger grains dissolve the surrounding smaller grains, and
(b) Themass of dissolving grainsengulf the pores, which arelocated at the surface of the grains.

Thus, when the sintering rate decreases due to the decrease in the diffusion coefficient of carbon
in the presence of excess carbon partial pressure, two possibilities are asfollows::

1. The exaggerated grain growth which is very prominent at this sintering temperature be-
comes operative at a very fast rate over the sintering rate, engulfing the pores and causing
entrapment of these pores, thereby making a decrease in the sintered density.

2. To coat the surface of silicon carbideto lower the free energy of the surface and consequently
lowering the surface vapour energy and thus prevent vapour surface transport of materials,
thereby preventing the exaggerated grain growth.

For a study on the effect of atmosphere on the sintering of silicon carbides, it is important to
reconcile with the concept of vacancy formation. As already mentioned above, the product of the
number of Schottky defects (n. . ng) isconstant for aparticular temperature and for aparticular atmos-
phere. Therefore, the effect of atmosphere needsto be discussed later in the light of the above diffusion
model as a confirmation of the model [16, 18].

In summary, it can be stated that even for nano particles of SiC, it is important to study the
sintering behaviour of SiC with different “dopants mixed with 1 wt% carbon”, which is an optimum
quantity for a maximum densification. The effect of carbon is to remove the surface silica from the
“nano particles’ of silicon carbideto help these particlesto sinter better. The effect of addition of carbon
up to 1 wt% also helpsin the formation of vacancy of both silicon and carbon, and thereby increasing the
bulk diffusion coefficients in silicon carbide, which increase the densification of silicon carbides to
nearly theoretical density. Thediffusion model showsthat the relation between number of vacanciesand
the diffusion coefficients of both silicon and carbon explainsthe densification behaviour of botho.- and
B-silicon carbides.

2.7.3.4. Effect of Atmosphere

In order to understand the sintering process of silicon carbide under various atmospheres, the
general sintering behaviour should be made clear. It has been shown by SEM, TEM and electron diffrac-
tion experimental data [3] that the sintering mechanism of nano particles of SiC, through doping of
boron carbide and carbon, isasolid-state process. This might have occurred by the creation of vacancies
formed by the dopants and by an increase of the bulk diffusion by many orders of magnitude.

This solid-state sintering mechanism was also evident from an extensive analysis of fracture
toughness data as a function of temperature [19, 20]. The sintering process does not appear to be either
asurface phenomena, as proposed by Prochazka[23] , or aliquid phase sintering, as proposed by Lange
and Gupta[26]. The chemical analysis of both 3-silicon carbide and 6H a-silicon carbide single crys-
talsby three different |aboratories has shown the crystalsto besiliconrich. Theratio of siliconto carbon
of both 3-silicon carbide and 6H o-silicon carbide was reported to be 1.049 and 1.032 respectively [56,
57], as said earlier. The excess silicon must result from the carbon vacancies. A high concentration of
carbon vacanciesis precluded by the following reasons :
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1. Thelow diffusion coefficient,
2. A high activation energy, and
3. A large pre-exponential term

This is a conclusion which is supported by a high value of the calculated Schottky energy by
Vechten[51]. It wasfound that the self-diffusion rate of each element isenhanced by the presence of the
other element, dueto the creation of vacancies. Thus, the carbon atmosphere would equalize the ratio of
Si to C to unity or less than unity in silicon carbide, thereby creating the silicon vacancies and thus
increasing the bulk diffusion of silicon. A further enhancement of silicon diffusion coefficient occurs
due to carbon rich atmosphere. In *argon atmosphere’, the carbon diffusion coefficient istwo orders of
magnitude larger than that of silicon.

However, in ‘ carbon rich atmosphere’, the carbon diffusion coefficient isless than the diffusion
coefficient of silicon, and also the enhancement of diffusion coefficient of silicon occurs, as reported
by Rijswijk and Shanefield [42]. Here, carbon aso prevents the formation of B,C structure, and also
decreases the vacancies of carbon. Thus, it lowers the diffusion coefficient of carbon as reported in
carbon-rich environment.

By this process, the addition of boron increasesthe bulk diffusion of silicon and carbon by many
orders of magnitude, and they eventually become equal to grain boundary diffusion coefficient of both
silicon and carbon vacancies. For the densification to occur, the mass transport of silicon and carbon
should be more or less equal. Without the addition of boron carbide and carbon, the mass transport of
silicon and carbon is not equal, and it is also low, and the densification does not occur [3]. The addition
of boron carbide increases the diffusion coefficient and the carbon creates a partial carbon atmosphere,
which make both the diffusion coefficients equal. Thus, the addition of dopants makes the mass trans-
port of silicon and carbon equal in order to make the densification to occur [3].

It isalready noted from the above description on the creation of vacancies and consequent diffu-
sion for sintering of nano particles of SiC in terms of the vacancy formation and consequent diffusion
should be helpful in order to understand the overall densification behaviour under different atmos-
pheres, as detailed below.

The evolution of the density for the a-silicon carbide samples, sintered under three different
atmosphereslike vacuum, argon and nitrogen, is shown asafunction of sintering temperatureinFigure
2.30. It is seen that the sintered density is higher for vacuum atmosphere compared to those of the other
two atmospheres at all temperatures. It is also seen that the maximum densification occurs in vacuum,
while the minimum densification is observed in nitrogen atmosphere.

The densification behaviour of o-silicon carbide in vacuum and argon atmosphere is quite simi-
lar, but they are distinctly different than that in nitrogen atmosphere, although the densification level in
case of argonislower than that in vacuum. The sintered density initially increaseslinearly up to 2050°C
for all the samples and then almost saturates towards higher temperatures, or rather the sintering rateis
considerably slowed down. This shows that the optimum sintering temperature of nano-crystalline o
silicon carbide doped with boron carbide and carbon is 2050°C.

Moreover, it is noteworthy that the initial rate of increase of density is somewhat higher for
vacuum atmosphere compared to those of the other two atmospheres. This can be ascribed to higher
diffusion of carbon and silicon under vacuum atmosphere. The number of vacancies of carbon and
silicon are high in vacuum, compared to that in argon atmosphere. The creation of a higher vacancy
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leadsto ahigher diffusion asafunction of temperature, which isthe main driving forcefor densification.
Therefore, the higher sintered density of a-silicon carbide has been obtained in vacuum than in argon
atmosphere as mentioned earlier, as shown in Figure 2.30.
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Figure 2.30: Sintered density of a-SiC in three different atmospheres.

The microstructures of a-silicon carbide, doped with 0.5 wt% boron carbide and 1 wt% carbon
sintered at 2050°C in three different atmospheres are shown in Figures 2.31, 2.32 and 2.33 respec-
tively, which show the different levels of densification.

Figure2.31. TEM photo of a-SiC sintered in vacuum.
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Figure 2.33: TEM photo of «a-SiC sintered in nitrogen.

The intermediate behaviour of densification in argon atmosphere can be ascribed to that during
later stage of sintering, the argon gas could have remained entrapped in the disconnected pores, which
prevent full densification, as observed by alower level of densification in argon atmosphere compared
to that in vacuum. From the SEM micrograph of the sample sintered under argon atmosphere, some
evidence of such disconnected pores was observed. The disconnected pores do play arolein sintering,
but here the entrapment of argon gasin these pores may prevent mass transport into these pores, thereby
causing alower level of densification, compared to that in vacuum.
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In case of the densification in nitrogen atmosphere, the Schottky defects, i.e., the vacancy for-
mation of carbon and silicon will belower compared to the atmosphere of vacuum or argon. Moreover,
in boron carbide doped a.-silicon carbide samples, nitrogen may form BN with boron as observed by
Venkateswaran and Kim [47], as mentioned earlier, preventing the formation of SiB, and B,C, which
actually increases the diffusion coefficients of silicon carbide. There is no experimental proof in this
case, since small amounts of BN formed on the surface of the SiC grainsisdifficult to detect by the usual
technique of SEM. But under the thermodynamic situation discussed abovein thesection - 2.7.3.3, it is
most likely that BN forms under nitrogen atmosphere. Hence, the possible formation of boron nitride,
whichisnot helpful inincreasing the diffusion as an aid to sintering, might be responsible for the lower
level of densification for sintering under nitrogen atmosphere.

It is quite plausible to mention here that in the case of nitrogen atmosphere, the onset of
densification has been observed to be retarded by 150°C in the present investigation, which was aso
observed by Mirzah et a [38]. Therefore, the slower densification can be considered to be due to the
decrease of diffusion coefficient, asopposed to the situation under vacuum. The level of densification
also becomes lower in case of nitrogen atmosphere compared to vacuum or argon atmosphere, where
the densification has been increased by the addition of dopants like boron carbide and carbon to speed
up the required vacancy formation with a consequent increase in diffusion, as stated above through a
diffusion model proposed earlier to explain the sintering behaviour of a-silicon carbide[3]. Theimpor-
tance of the diffusion mechanism through vacancy formation, as detailed above, may be considered
relevant for explaining the maximum sintering under vacuum, and for the lowest level of densification
in case of nitrogen atmosphere.

In summary, it can be stated that the diffusion model proposed here predicts the formation of
SiB, and B,C, which create vacancies and thereby increase the diffusion coefficients. This situation
prevails in case of sintering of a-silicon carbide in vacuum and a maximum densification has been
observed. The scenario is quite similar, but to alesser extent in argon atmosphere. In nitrogen atmos-
phere, the possible formation of BN with boron prevents the formation of SiB, and B,C, thereby de-
creasing the formation of vacancies and consequently their diffusion coefficients. Moreover, theforma-
tion of the Schottky defectsin nitrogen atmosphereisalso lower compared to that in vacuum and argon
atmosphere, thereby afurther decreasein diffusion coefficient occurs. Therefore, the onset of densification
of nano-crystalline silicon carbide doped with boron carbide (0.5 wt%) and carbon (1 wt%o) retarded by
150°C isdue, presumably, to the formation of BN and to the creation of lower amount of defect sitesas
compared to that occurred in vacuum and argon atmospheres.

Finally, it should be mentioned from the recent studies that silicon carbide can be sintered up to
high densitiesby meansof ‘liquid phasesintering’ under low gas pressure with acombination of * sintering
aids' such as AIN-Y,0Og, AIN-Yb,0;, and AIN-La,0;. As-sintered materials of SiC exhibited fine-
grained homogeneous microstructure, and this has the advantage of sintering SiC at comparatively low
temperature with improved mechanical properties[58 - 60].

The densification behavior of materials with Y,05 and La,05 additions has been shown to be
opposite. While the former materials densify better in Ar, the latter show better sinterability in N..
Moreover, the densification of La,O5 containing materials has acomplex nature most probably dueto a
complex phase formation sequence on heating, which has to be confirmed yet. The Y b,05 containing
materials exhibited sintering behavior more similar to the behavior of Y ,O4 containing ones [58].

The transformation-controlled * grain growth’ during post-sintering heat-treatment of the devel-
oped materials was established. A high degree or even a complete B-SiC to o-SiC transformation was
achieved by such techniquesin reasonably short timeintervals. Thekinetics of the phase transformation
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has been shown to depend on the composition of the sintering additives, the use of less refractory rare
earth oxides accelerating the process. Thus, the possibility of in-situ platelet reinforced SiC ceramics
was shown, which might be the reason of higher flexural strength and better fracture toughness [58].
However, an optimization process of several factorsinvolving thesedifferent ‘ sintering additives' vis-a
visthe processing techniques hasto be undertaken to get better information for SiC for high performace
applications.
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Chapter 3

Nano Particles of Alumina and Zirconia

PREAMBLE

Asalready emphasiged in chapter 2, the synthesis of nano-crystalline powder has drawn a con-
siderable attention, as reported in the literature [1 - 8]. This is due to the fact that these powders,
when sintered, have physical and chemical properties, which are superior to those made from bulk
specimens contai ning submicron to micron particles. In particular, the emphasisis on the preparation of
nano crystalline ceramic particles in the development of sintered products having higher density and
lower sintering temperature [7]. Such nano-crystalline materials are important for a variety of applica-
tionsincluding the fabrication of metal-ceramic laminate compositesand also asa‘reinforcement’ phase
in polymers and brittle matrix composites.

Onesuchindustrially important ceramic material is*alumina’. Recently, nano sized alumina has
received more attention because of asignificant improvement in mechanical propertiesof ceramic nano-
composite(seelater in sections 3.5 on wear materials), compared to the micrometer-sized particul ates
[8]. It aso has many more potential applicationsincluding high-strength materials, electronic ceramics,
and as catalysts. In particular, high quality nano-crystalline alumina is used as electronic substrates,
bearing in expensive watches, and other fine precision equipment.

Although some work has been done on the preparation of nano sized alumina particlesfor better
sintering and for better sintered properties, not much work has been done on its synthesis by high power
Attrition milling. Dutta et a [1-2] made athorough study of Attrition milling taking different important
grinding variables like the fluid medium for grinding, the grinding time and the weight ratio of the
grinding balls to alumina. In this chapter, the results which have been optimized in terms of these
variables on the synthesis of nano-sized aluminaparticles are presented to show theimportance of these
‘processing variables on their synthesis. Some information on the processing of nano sized zirconia
particlesthrough sol-gel route are al so presented, which have avariety of high performane applications,
€. g. micro-electronics.

A number of other techniques have also been developed to synthesize nano particles. The inert
gas phase condensation [9], laser ablation [10], molecular beam epitaxy [11], sputtering technique [12]
areafew among the different physical methods. Various chemical methods such as sol-gel technique (to
be discussed later in details in the chapter 8) [13], reduction of melt quenched glasses and el ectro-
deposition method have a so been employed. For the synthesis of nano-sized particles of alumina, there
has been some efforts by various techniques like dc arc plasma [14], by sono-hydrolysis of alkoxide
precursor [15], ultra-sonic flame pyrolysis[16] and by different novel chemical routes[17-23]. Most of
these techniques are of some importance, and hence some of them will be described herein the section -
3.2, which are directly relevant to alumina, and some others in some more details in the chapter 8.
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3.1. INTRODUCTION

Compared to these ‘ other methods', the Attrition milling has certain advantages. Moreover, the
material processing by the ‘ other methods' has the following shortcomings :

(a) In some cases, the methods are not cost effective,
(b) Theyield of materialsisvery small in some cases, and

(c) Insol-gel route in particular, there are problems of segregation, contamination and pore for-
mation [13].

Hence, an alternative route has been adopted by Dutta et al [1-2], i.e. high energy ‘Attrition
Grinding’'. Thisis avery powerful method for the production of nano sized ceramic particles, and the
yield of materials is quite high, depending on the size of the Attrition Mill [1-5], as also explained in
section 2.2.1.

Asdiscussed in chapter - 2, another important ceramic material like SiC has been prepared in
the nano sized range of 37 nm by Attrition Grinding [1, 2], which showed improved sintering behaviour
through a diffusion mechanism [4, 5]. One of the most important work on high energy grinding of
alumina has been done by Zhan et al [6] on a nhano-composite containing polycrystalline zirconiain a
toughened aluminamatrix of <100 nm.

The sintering behaviour of nano sized alumina particles has been already found to be very inter-
esting by the microwave route [3] as shown later, and hence the grinding behaviour of these particles
should be investigated. A comprehensive study is necessary to find out the effect of different variables
like the fluid medium of grinding, the grinding time and the ratio of the weight of grinding balls to
alumina on the preparation of nano sized particles of alumina by Attrition milling route. The ideaisto
optimize different grinding parametersin order to obtain suitable nano sized alumina particles eventu-
aly for abetter sintered product.

As mentioned above, Zhan et al [6] used high energy attrition milling for making a dense y-
alumina matrix nano-composites with particle size < 100 nm, toughened by 3 mole%o-yttria-stabilized
zirconia, by using anovel technique of sintering. A combination of rapid sintering at the rate of 500°C/
min and at a sintering temperature as low as 1100°C for only 3 min by the “spark-plasma-sintering”
technique was used. The particle sizesfor the aluminamatrix and the toughening phase were 96 nm and
265 nm respectively. Thetoughnessincreased by amost 3 timesthat for pure nano-crystalline alumina.
Thiswork has clearly shown that our ability to obtain nano powders of aluminais not agreat problem,
but to manipulate the nano powdes into a dense nano composite is definitely a challenging issue with
nano-crystalline grain sizes< 100 nm.

From the above description, it is quite evident that the synthesis of ‘ nano powders has become
extremely important without any doubt. Now, before going to the high energy *attrition milling’ route,
let us describe some of these processes of synthesis of * nano powders’, particularly nano-sized particles
of auminaby different routes (collectively called ‘ Other Methods') in the next section.

3.2. OTHER METHODS FOR NANO MATERIALS

A preliminary account has been given in the previous sections on how the nano particles of
alumina can be prepared by various novel routes. Although these processes have their shortcomingsto
a certain extent, as mentioned above, they also have many plus points, which need to be elaborated. A
brief account of each of these processes is given here in this section to elucidate various points of
interest about these methods of preparation of one of the most important ceramic materialslike alumina,
which has several important hi-tech application including the latest field of electronics. Although there
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are various methods of preparation of nano particles of alumina, only some of the ‘novel’ techniques
will be explored here, which are arranged below not in any particular manner of importance, without
any reflection on the other methodsin terms of their importancein the nano world that are not described
here.

3.2.1. Novel Techniquesfor Synthesisof Nano Particles
1. Gas Phase Condensation

The synthesis of hano-phase materials can be done by using 'Gas-Phase Condensation' method,
i. e. by evaporating ametal in an inert atmosphere and alowing it to condense on the surface of acold
finger, which is kept at liquid nitrogen temperature, i.e. 77°K. In order to eventually produce ceramic
powders, the final metal clusters are oxidized and compacted in situ for the sintering process. The
ultrafine metal particles are also produced by evaporating at atemperature-regul ated oven, containing a
reduced atmosphere of an inert gas, which is known as ‘‘inert gas phase condensation’” [9]. Some
details on these processes are given in the chapter 8.

2. DC Arc Plasma M ethod

The nano-crystalline alumina powders have been synthesized by ‘DC Arc Plasma’ by applying
300 Voltsg/15 Amp DC supply at atmospheric conditions by using aluminium electrodes, at an electrode
separation of 3-5 mmin aclosed chamber. In the beginning, the cathode and anodetips are positioned in
order to facilitateignition of the ‘arc’ by simply touching the anode to the cathode tip. The open circuit
voltage (300 V) isapplied to the electrode with acurrent limited to 7 A. The powder thus produced from
the ‘arc’ is deposited onto the inner walls of the chamber. After sufficient cooling of the interior, this
powder is gently scrapped only from the roof of the chamber and collected for the analysis.

This powder was characterized to be small nano particles by XRD and TEM techniques [14].
The distribution of such nano particlesfollowed alog-normal behaviour. An interesting study was con-
ducted by X-ray photoemission spectroscopy, which revealed that there is a presence of unreacted AlO
in the core of the nano particle, which issurrounded by Al** ions, i.e. alayer of aluminainthe particulate
structure[14].

3. Sonohydrolysis of Alkoxide Precursor

The nao particles of y-Al,O5 with an average size of 5 nm were synthesized by the * Sono-
Hydrolysis of aluminium tri-isopropoxide under the influence of power ultra-sound, i.e. 100 W/cm?,
and in the presence of formic or oxalic acids as peptizers, which were followed by calcinations. The
ultrasound-driven ‘ cavitation process’ is shown to affect the agglomeration of inter-particle hydroxyls.
The oxalate anions are found to be strongly adsorbed on the surface of the precursor nano particles, and
thus have a retarding effect on the ultrasound-driven condensation process of inter-particle hydroxyls.
The formic acid shows alesser degree of adsorption on the surface of the precursor nano particles. The
ultrasound-driven agglomeration of the primary particles and also the role of the organic modifiers on
themicrostructural properties of the precursor and the target alumina phases have been studied in details
[15].

4. Ultra-Sonic Flame Pyrolysis

The nano-crystalline a-Al,O; was synthesized in an * Ultra-sonic Flame Pyrolysis' (UFP) set-up
showing the formation of the nano particlesin the flame. The aluminium nitrate can be * ultra-sonically’
dissolved in methanol-water mixture, which was pyrolysed in an oxy-propane flame in order to yield
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nano-crystalline o-Al,O4, which was confirmed by XRD. This technique, known as ‘ Flame Aerosol
Technique' (FAT), is an emerging nano-crystalline synthesis method, which utilizes the * power of the
flame', i.e. the extreme spatial and temporal temperature gradients for bulk processing of nano materi-
as. Inanormal ‘flame spray pyrolysis’ (FSP), theliquid precursorsare burnt. But, the latest variant, i.e.
UFP, utilizesan ultra-sonic ‘ nebulizer’ to atomizeliquid into aspray having micron and sub-micron size
droplets[16].

These droplets are then fed into an oxidizing stable pre-mixed burner that is used to produce an
oxy-propane flame, which is 30 mm long in pre-mixed hot zone surrounded by a *diffusion’ flame of
length of 150 mm. Asthe liquid traverses the flame, it is stripped off the organic and solvent compo-
nents. The metal-oxide clusters generated in the hot zone ultimately coalesce into oxide nano-sized
particles onto a copper substrate, which is kept below the nebulizer tip, and whose distance with the
burner tip is adjustable. The nano particles thus produced are scrapped and then collected for the analy-
sis. It is important to control the following variables : (a) ‘flame parameters’, (b) ‘droplet residence
time', and (c) ‘ capture distance’. Thisis necessary in order to obtain uniform sized nano particles. This
process has a so been used to produce bulk quantities of nano-crystalline titania, zirconia and alumina
[16].

5. Chemical Route

This particular subject is quite extensive, and there is a tremendous amount of literature on the
precursor materialsfor alumina, and hence only some of them will be mentioned here. Ramanathan et a
[17] have prepared o.-Al,05 powder at 1400°C by using ureaand AICl; as precursor materials. Borsella
et al [18] synthesized o-Al,O5 fine powder from the gas-phase precursors at 1200°-1400°C. Ding et &
[19] have synthesized o-Al,O5 at 1250°C viathe reaction 2AICl; + 3Ca0 — Al,O; + 3CaCl,,. Yu et al
[20] synthesized ultrafine particlesof o-Al,O5 at 1200°C. Inacomprehensive study, Sun et al [21] have
prepared a-Al,O5 fine powder by using ammonium aluminium carbonate hydroxide (AACH) of 5nm
as precursor materials at only 1050°C without any seed, and then down to 850°C by using 5% of o-
Al,O5 (100 nm) as seed crystals, and the final materials had particles with 30 nm-150 nm in size.
Fanelli and Burlew [22] have reported synthesis of afine particle of transition aluminaby the treatment
of aluminium sec-butoxide in sec-butanol. However, due to the need for high temperatures and pres-
sures as pre-requisites for the chemical reaction process, the direct formation of a-Al,O5 viaahydro-
thermal method has not been commercially exploited.

Finally, Pati et al [23] have reported anovel chemical route for the preparation of nano-crystal-
line single-phaseca.-Al,O5 with an average particle size around 25 nm. In thiscase, sucrose and PVA are
used asthe fuels and the medium to keep the metal ions, i.e. Al**ions, in homogeneous solution. This
leaves sufficient flexibility for the system to distribute the metal ions uniformly throughout the liquid
medium before setting to a‘solid mass'. In order to ensure this, the amount of sucrose in the precursor
solution has been optimized (at 4 mole). The route involves ‘ dehydration’ of the solution of the metal
ionswith sucrose and PV A, which isfollowed by ‘ decomposition’ of the polymer matrix. After drying
of the carbonaceous mass, it is ground to afine powder forming the precursor, which when heat-treated
at maximum 1150°C results in nano-sized alumina powder. The particle sizeisfound by these workers
to decrease with increasing sucrose content, which is an interesting observation in the aluminaprecur-
sors[23].

The above sums up some of the details of the so-called ‘ other methods or techniques’ of prepara-
tion of nano-crystalline alumina powder from different precursor materials. The following section will
give details of preparation of nano particles by high energy attrition milling route.
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3.3. NANO MATERIAL PREPARATION

The alumina powder from Alcoa (USA) was used as a starting material. This material had spe-
cific surface areaof 10.5 m?/g, which was measured by Surface Analyser of Micromeritics (USA). The
averageinitial particle size wasfound to be 0.65 um, which was measured by Malvern Autosizer 2C of
Malvern Instruments Ltd. (UK).

3.3.1. Attrition Milling

For the preparation of nano particles of alumina, acommercia high power Attrition Mill [Model -
PRIS of Feinmath Technik GmbH (Germany)] was employed. Figur e 2.1 showsthe Attrition Mill used
in this work. It consists of a water-cooled 500 ml steel vessel and a motor driven steel agitator. In
contrast to a conventional ball mill, the balls in an Attrition Mill are agitated by a series of ‘stirring
arms', which are mounted on a motor shaft. The grinding balls having diameter of 3 mm made of
zirconiawere used to reduce the effect of undesirable impurities. This Attrition mill isvery efficient in
reducing the particle size to a nano range. The details of such type of Attrition mills for laboratory
experiments and the other type of batch Attritors used for some commercial purpose, i.e. large batch
processing, are already given in section 2.2.1.

The milling was done with 3 mm diameter zirconiaballsin five different liquid media. The five
liquids were : ethylene glycol, n-hexane, butanol, xylene and water with surface active agent. In apre-
liminary experiment, agrinding time of 10 hours was found to be suitable for reducing the particle size
to nano range in a particular liquid medium. By fixing this grinding time of 10 hours, the ratio of the
weight of the zirconiaballs to aluminato get nano particleswas also studied in thesefiveliquid media.
A suitable ratio of 10 : 1 was found out, which was then fixed to study the effect of grinding timein
hoursin all the five liquid media of grinding.

Thefina particle size in each of the above experiment was measured by Malvern Autosizer 2C.
After the optimum conditions for grinding were estimated, the transmission electron microscopy was
carried out on the nano sized alumina particlesin case of grinding in water with surfactant for 10 hours
in a Transmission Electron Microscope (Model - 400CX of JEOL, Japan).

3.3.2. Nano Particlesof Alumina

Theinitial condition of the as-received alumina particlesis presented in terms of the distribution
of particlesizein Figure 3.1, which has amean size of 650 nm and the distribution is also found to be
quite narrow. Figure 3.1 clearly shows that the alumina particles with a relatively narrow range of
initial particle sizeis present.
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Figure 3.1: Particle size distribution of as-received alumina powder.

Figure 3.2 showsthe effect of the particle size on the weight ratio of grinding ballsto aluminain
order to obtain nano sized particles in five different liquid media and for a fixed grinding time of 10
hours. It is seen that the particle size decreases quite sharply asthe weight ratio increases upto about 5 : 1,
and then the rate of decrease of particle size is relatively slower, which ultimately goes to a sort of
saturation value at aratio of 10: 1 for al thefiveliquid mediaof grinding. Thisratioisconsidered to be
optimum for alumina with a mean particle size of 50 nm.

The curves in Figure 3.2 represent the particle size curves in five different liquid media of
grinding. The decrease in particle size is the most pronounced for ‘water with surface active agent’,
whichisvery distinct compared to the other four liquids, where the effect of reduction of particlesizeis
quite similar. In terms of this optimum ratio, the next best liquid is ethylene glycol, where the lowest
particle sizeis over 120 nm, and that for the least efficient grinding liquid like xyleneis over 150 nm.
Surely, thisisin contrast to ‘water with surfactants’, where the grinding efficiency is the highest for an
optimumweight ratio of 10 : 1 in order to obtain the lowest nano sized alumina particles of mean size of
50 nm. Therefore, this figure clearly gives us the information regarding an optimum ratio for an opti-
mum liquid of grinding at the same time to achieve the goal of obtaining nano sized alumina particles.
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Figure 3.2: Particle sizes of alumina after attrition milling in five different fluid media
against the wt. ration

Figure 3.3 shows the particle size variation with the grinding time in hours for an optimum
weight ratio of grinding ballsto aluminaof 10: 1infivedifferent liquid media. It isseen that the particle
size decreases quite sharply as expected as the grinding time increases upto about 7 hours, and then the
rate of decrease of particle sizeisrelatively slower, which ultimately goesto asort of saturation value at
about 10 hoursfor all thefive liquid mediaof grinding. Thisgrinding timeis considered to be optimum
for aluminawith an average particle size of 50 nm.

As before, the curves in Figure 3.3 represent the particle size curves in five different liquid
media of grinding. The decrease in particle size is the most pronounced for ‘water with surface active
agent’, whichisquitedistinct (not exactly likeFigur e 3.2) compared to the other four liquids, wherethe
effect of reduction of particle sizeis quite similar. In terms of the optimum grinding time, the next best
liquid is ethylene glycol, where the lowest particle size is about 80 nm, and that for the least efficient
grinding liquid like xyleneisjust below 100 nm. Thisisin contrast to water with surfactants, where the
grinding efficiency isthe highest for an optimum grinding time of 10 hoursin order to obtain the lowest
nano sized alumina particles of mean size of 50 nm. Therefore, this figure again gives us the informa-
tion regarding an optimum grinding time for an optimum liquid of grinding at the same time to achieve
nano sized alumina particles.



124 NANO MATERIALS

600 T v T M ] v 1 v 1 v 1
—=— WATER WITH SURFACTANT
500 k —e— ETHYLENE GLYCOL i
—&— N-HEXANE
—¥— BUTANOL
e —e— XYLENE
UEJ 400 RATIO OF ZIRCONIA BALLSTO .
NI ALUMINA PARTICLE - 10 : 1
)
Y
o 300 F -
l_
Z
a
200 -
100 f .
O 1 1 1 1 1 1
0 2 4 6 8 10

GRINDING TIME (hr)

Figure 3.3: Particles sizes of alumina after attrition milling in five different fluid media
against thetime of grinding in hrs.

Figure 3.4 showsthe distribution of nano sized alumina particles for attrition milling in ‘ water
with surfactants'. This figure clearly shows the effect of variation of the liquid media on grinding in
order to obtain nano sized alumina particles, as depicted abovein Figures 3.2-3.3.
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Figure 3.4: Particles size distribution of alumina after attrition milling in water with surfactants.
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In summary, it can be said that by starting with theinitial particles of aluminafrom Alcoa (USA)
of an average size of 650 nm, it is possible to obtain nano sized particles of a mean size of 50 nm by
attrition milling by controlling different grinding parameters and then optimizing them. Thiswork shows
that the nano sized alumina particleswith aminimum particle size of 50 nm can be achieved by grinding
in aliquid medium of ‘water with surfactants’ for an optimum grinding time of 10 hours with an opti-
mum weight ratio of grinding ballsto aluminaas 10 : 1. After this optimization process, it can be safely
concluded that a sizeable quantity of nano sized alumina particles can be prepared economically by the
Attrition Milling route.

3.4. MICROWAVE SINTERING OF NANO PARTICLES

The processof “Microwave Sintering” of nano-sized aluminapowdersishelpful to obtain ahigh
density (~ 99% of theoretical density) with MgO doping. Under the microwave sintering process, a
dense microstructure is also observed by transmission electron microscopy (TEM), which is known to
increase the fracture strength of sintered alumina. Such a dense microstructure can be observed due to
theincrease in density for aluminamaterials sintered at a higher temperature. Some details of the proc-
ess of microwave sintering of aluminais presented in this section.

Thelast half of 1980’s showed agreat deal of interest in the areaof microwave sintering. Despite
thissurge of recent activity, thefirst pioneering experiments on microwave sintering were performed as
early as 1968 by Tingaand Voss[24]. Therea activity began to accelerate by Sutton [25] for drying and
firing of alumina castables, and by Schubring [26] for sintering of ceramics. In the late 1970's and
1980’s, the microwave heating and sintering of uranium oxide was reported by Hass[27], for ferrites by
Krage[28] and for * Alumina-Silicon Carbide Composites by Meek et al [29]. But avery few literature
existed on aluminasintering by the microwave route[3].

Aluminaceramics are normally densified by a conventional process of sintering, which requires
higher temperatures (~ 1600°C) and longer duration. Thus, the manufacturing cost naturally becomes
very high, since the energy cost is increasing by the day. In order to make the production of alumina
economically viable, i.e. lesser cost, the microwave sintering process should be very useful. In 1989,
Katz and Roger [30] reported microwave sintering of alumina. Compared to conventional methods, this
technique has proved to offer several advantages like attainment of the desired phase and fine-grained
microstructure, which are the ultimate *goals’ of sintering any ceramic material.

It is quite plausible to mention afew lines on the considerable amount of developmental work,
which has been in progress for microwave furnaces, now that it is clear that microwave heating is an
effective method for sintering ceramics. The companieswith manufacturing experiencein furnacesand/
or microwave equipment are developing research and industrial microwave furnaces to meet the de-
mand. Asthe availability and affordability of microwave furnacesimprove, thisin turn would stimul ate
the commercialization of microwave sintering, especially for advanced ceramics. It isimportant to un-
derstand the different features available in microwave furnaces and to make comparisons, so that the
appropriate system can be used in materials research, product development, and production.

Early microwave materials research was performed using systems built ‘in house’ and/or de-
signed with little consideration for ‘ manufacturing expenses . It is difficult to compare the features of
these systems, or to determine the feasibility of scaling up microwave processes from the literature.
Recently, microwave system designs have improved, becoming more user friendly and cost effective. In
any comparative work, different ‘ approaches to microwave furnace design should be discussed with
the description of theimportant ‘ operating parameters’, and then a direct comparison should be made by
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sintering known ceramic ‘ standards’ in different microwave furnaces, and also commercially available
microwave furnaces should be used.

Shulman and Walker [31] investigated different types of microwave systemswhich included :
1. Several sizes of multimode 2.45 GHz,
2. Hybrid microwave + electric,
3. Hybrid microwave with 2 frequencies, and
4. Millimeter-wave.

It wasfound that microwavefiring parameters were readily transferred between different micro-
wave systems, if similar refractory packages were used. The equivalent properties and microstructures
could be achieved, by using different microwave systems. However, temperature measurements may not
be comparable. Energy savings could vary between the systems and depend on the (a) Insulation,
(b) Load size, and (c) Type of ceramic. There is now an excellent selection of microwave furnaces
availablefor research and production. It isanticipated that for material scientists, the research focuswill
shift from fabricating furnaces to devel oping useful processes. Some companies are currently devel op-
ing microwave processes for many types of advanced ceramics and exploring the feasibility and chal-
lenges of scaling up [31].

Shulman et al [32] aso studied the ‘ scaling-up’ of microwave processes for production, which
reguires the systematic study of thefollowing :

1. Uniformity of microwave sintered materials, and
2. Reproducibility of material propertiesfor given processing parameters.

In this study, a microwave power versus time recipe for ‘sintering zirconia ceramics' to full
density was successfully transferred from a 1.1 kW modified ‘kitchen microwave' to alarge 3 kW
chamber (35" diax 54" length). The effects of increasing theload and refractory box volume, aswell as
the box position were investigated. The uniformity and reproducibility of the density, hardness, and
microstructure were explored [32].

Finally, Shulman’s group [33] investigated alumina and zirconia materials, which were sintered
to > 99% theoretical density in less than 1 hour total cycle time. The study investigates the effects of
input power and cycle time on heating rates, microstructure, density and mechanical properties, i.e.
hardnessand MOR. The properties are compared to conventional sintering conditions, which resulted in
similar densities. In addition, the effects of various sintering conditions, e.g. (a) Location of sample
within the microwave chamber, i.e. hot spots, (b) Number of samples within a given insulation box,
(c) Number, shape and position of various SiC susceptors, and (d) Aging effects of theinsulation aswell
assusceptors, were a so investigated. Additionally, some materialsfrom arapid prototyping process, i.e.
gelation casting, were investigated and interesting results obtained [33].

3.4.1. Microwave Sintering Route

The merits of microwave sintering of ceramicsare :
(a) Very Rapid Heating, and
(b) High Densification achieved at relatively low temperature.

In this process, microwave energy interacts with the material at the molecular level. The ability
of themoleculesto follow therapid reversal of the'electric field' resultsin the conversion of the 'electro-
magnetic' energy into heat within theirradiated material. The dissipation of power by aceramic materia
inan electric field is given by the following equation :
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P = (2nf 6)(E%/2) tan &
where, Pisthe power dissipated, f isthe frequency of microwave generator, ¢ isthe dc conductivity, E
isthe electric field strength, and tan § isthe ‘loss tangent’ of the dielectric material.

Itisreadily apparent from the above equation that the microwave energy absorbed withinagiven
material dependsonits’ effectivedielectricloss’ and the distribution of electric field within the material
dueto its quadratic dependence. Here, the depth of the microwave penetration into the material is quan-
tified by defining the ‘ skin depth’, which isthe distance at which the electric field fallsto 37%. The skin
depth is calculated by the following formula:

Skin Depth = YE

(rf po

where, 1 isthe dielectric permittivity.

The microwave heating is fundamentally different than conventiona heating for sintering of
ceramics, where heat energy flowsfrom outside the material towardstheinterior of the matrix. Thismay
cause some type of inhomogeneity of heat distribution (i.e. thermal gradients inside and outside the
material) resulting in differential density arising out of the inadequate distribution of the required phase
for strength development. However, in the microwave heating, the heat energy is generated ‘internally’
within the core of the material instead of coming from the external heating source.

Asaresult, an ‘inverse’ temperature profile is developed from centre or core, i.e. to the outside
surface of the material, in microwave heating in comparison with the conventional sintering. Dueto this
‘reverse’ flow of heat, the microwave heating makes it possible to sinter small and large shapes very
rapidly and uniformly, and also to reduce the ‘thermal stresses' due to 'thermal gradients that cause
cracks during the fabrication process.

The microwave heating is sensitive to the amount and the type of impurities present in the mate-
rial. If the material contains some ‘impurities’, which reasonably absorb in the microwave region of the
€electro-magnetic spectrum, then the heating will be impaired. However, high purity alumina, which
normally requires higher temperaturesin conventional sintering, is highly transparent to 2.45 GHz mi-
crowave frequency region at room temperature that is usually used in the sintering process through
‘microwaveroute’.

At the above frequency domain, the‘ skin depth’ is of the order of one meter, whichismuch more
than the usual shapes being sintered in special ceramics. In contrast, for ‘lossy’ material with dispersion
behaviour, such as silicon carbide, the *skin depth’ is of the order of microns, and in most cases, the
microwaves are absorbed before they can fully penetrate the ‘ platelets' used in thistype of study.

The details of the material preparation with aluminafrom Alcoa (USA) as a starting material is
aready given insection 3.2.1. with the details of Attrition Milling. The dopants used were magnesium
oxide from E-Merck (Germany) of grade - Gr., as asintering aid during the milling. The details of the
‘grinding parameters’ on the final particle size of 50 nm alumina particles are also given in section
3.2.1. After measuring the particle size in an Autosizer 2C, the particles were also checked under a
transmission electron microscope, as described in the section 2.6.3. The electron micrograph is shown
in Figure 3.5 to show the distribution of nano-particles.
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Figure 3.5: TEM photo of nano particles of alumina powders.

3.4.2. Sample Preparation from Nano Particles

The milled nano-crystalline alumina powder was mixed in acetone, with 1% Oelic acid in solu-
tionasa‘pressing aid’, in order to form aslurry. After drying the slurry at 80°C, the mixture was passed
through a sieve of mesh size 30 to form a ‘free flowing’ granules, which could be easily compacted
under isostatic pressure. These granules are then packed into arubber mould usually needed in isostatic
pressing and compacted at an isostatic pressure of 210 MPa. Thetubeswereformed of length of 45 mm
with inner diameter of 10 mm and ouside diameter of 20 mm. These compacts were processed in such a
way in order to have a high green density, i.e. 64% in this case, which is fundamentally important in
order to achieve a high sintered density.

3.4.3. Sintering Procedures of Nano Particles

The sintering of this compacted aluminatube is carried out in a microwave oven at 1400°C and
1500°C from 30 to 120 minutes. The microwave energy is supplied by using an optimised power of
1350 £+ 10% Watts magnetron operating at a single frequency of 2.45 GHz. In order to increase the
microwave energy absorption by the alumina compacts and also to ensure an uniform temperature, a
furnace cavity is designed from ceramic wool boards (formed under vacuum) after giving it a special
treatment to withstand high temperature. The green aluminatubes areloaded in aluminatray and packed
with o-silicon carbide powder, and kept in the furnace cavity in the microwave oven.

After sintering, the tubes are characterized by different measurements like density by simple
Archemedes principle, microstructure by scanning electron microscope (SEM) and fracture strength by
Universal Testing Machinein order to see the effect of microwave sintering on different physical prop-
erties of nano-sized alumina paricles.
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3.4.4. Sintering Data of Nano Particles of Alumina

The nano-crystallline alumina particles have been prepared by optimising different grinding pa-
rameters having average particle size of 50 nm, as shown in the TEM micrograph in Figure 3.5. The
microwave sintering of these nano-crystalline alumina particles show interesting densification behav-
iour as a function time of sintering between 30 and 120 minutes at 1400°C and 1500°C, as shown in
Figure 3.6. Itisseen that the densification at 1500°C ismuch faster than at 1400°C, and thereby leading
to amaximum density of 3.93 g/ccfor 120 min[i.e. 99% of theoretical density (TD)] for theformer case.
Themaximum density achieved at lower temperature of 1400°C for 120 minisonly 3.57 g/cc (i.e. 90% of
TD), indicating a reduction of 9.2%. While the rate of densification is quite steady till 60 minutes for
1500°C, that for 1400°C it isconstant upto 75 minutes, showing both the effects of temperature and time
of sintering of 50 nm nano-crystalline alumina particles. After these times, the sintering rate decreases
with time showing a sort of saturation near 120 minutes, i.e. the highest time used in thiswork [3].
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Figure 3.6 : Densification behaviour of nano particles of aluminaat 1400°C and 1500°C.

The diametral fracture strength of the samples sintered at 1500°C is 390 M Pa, whereas that for
1400°C is only 210 MPa, indicating a reduction of 46.2%. This is where the ‘quality improvement
aspect’ of nano-crystalline particlesis clearly observed with respect to microwave sintering, i. e. aden-
sity reduction of 9.2% corresponds to a reduction of fracture strength of 46.2%. Thisis ascribed to the
formation of dense microstructure with increasing density from 90 to 99% by increasing the sintering
temperature from 1400 to 1500°C [3].

3.5. CHARACTERIZATION

3.5.1. Electron Microscopy

For the characterization of nano particles of alumina and consequently on the sintered material,
both scanning electron microscopy (SEM) and transmission electron microscopy (TEM) are essential.
The details of the working principle of these techniques are given in section 2.6.
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3.5.2. SamplePreparation for TEM and SEM Study

For SEM study, asmall piece of the sintered aluminasampleismountedinresin for grinding and
polishing. Thismounted sampleisinitially ground by a-silicon carbide powder of grit size 200 and 400.
The sampleisthen polished by 0.5 um aumina powder in avibratory polishing machine, and finally in
fine aumina paste. The optically smooth polished surfaces are etched with a typical mixture of nitric
and hydrofluoric acids to reveal the intricate details of the microstructure of the sintered material. Ex-
treme care istaken at every step to get full details of the microstructure.

For TEM study, acylindrical sample of 3 mm diameter and 1 mm height, which isasize suitable
for this study, is cut directly from the bulk sintered material. The sample is prepared by mechanically
thinning to = 75 um, followed by dimpling and subsequent low-energy (i.e. 5to 6 kV) and low angle
(i.e. 15°) Argonion beam milling. Thefilmsare then examined in atransmission electron microscope at
different regions, which is operated at an accelerating voltage of 100 KeV.

The transmission electron microscopy (TEM) picture of nano sized alumina particles with an
optimum particle size of 50 nm, which has been obtained by ‘ Attrition Milling’ in a fluid medium of
gring of ‘water with surfactants' for an optimum grinding time of 10 hours and for an optimum weight
ratio of grinding balls to aluminaas 10 : 1, is shown in Figure 3.7. This figure shows some narrow
distribution of particle size, as also observed in case of the starting material.

The scanning electron micrograph (SEM) shows uniform and fine grained microstructure, with
an average grain size of 3.2 um, which was obtained due to microwave sintering owing to the uniform
heating from the ‘inside core' of the material to the outside surface. The SEM photograph is shown in
Figure3.8[3].

Figure 3.7: TEM photo of sintered alumina after microwave sintering at 1500°C for 120 min.
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Figure 3.8: SEM photo of sintered alumina after microwave sintering at 1500°C for 120 min.

Inthisparticular work, the grain-boundary region has been thoroughly studied through transmis-
sion electron microscope for alumina sintered at 1500°C for 120 min, as shown in Figure - 3.8. No
liquid phase has been found at the grain-boundaries. Thusit could be concluded that the sintering mecha-
nism of 50 nm nano-crystalline particles of aluminadoped with MgO is a solid-state sintering process.
The mechanismislikely to be asfollows:

Al,O; < 2A13 + 307
MgO & 2Mg? +20% + V,

In case of sintering of alumina, the oxygen ions are the slow moving species. The creation of
vacancies by the addition of MgO occurs due to the replacement of Al atom by Mg atom. These vacan-
ciesthrough the diffusion process help to get better sintering by uniform heating by microwave system
[3]. Sincetheflow of heat isfrom thewithin the material dueto theinteraction of nano particles contain-
ing alumina molecules with the high frequency in the micowave domain, the microstructure is devel-
oped in amuch better fashion, thereby giving a better mechanical property.

In summary, it can be stated that nano-sized alumina powders can be produced by attrition mill-
ing by carefully controlling various grinding parameters and eventually optimizing them. The sintering
of nano-sized particles of alumina can be achieved near to its theoretical density by asmall addition of
magnesium oxide in order to drive the diffusion rate through the microwave route, which was clearly
evident by a‘fine-grained’ microstructure. The sintering of aluminaby microwave heating processfrom
the ‘inside core’ to the ‘outer surface’ through the addition of MgO is a solid-state process.

3.6. Wear Materialsand Nano Composites

Normally, the ‘wear’ can be subdivided into two distinct categories :
A. Erosive Wear in which the particles in a gaseous or liquid medium strike a surface, and
B. Frictional Wear where two materials are in sliding contact.
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There are some important material properties for ‘wear applications’, such as:
(a) Hardness,

(b) Fracture Toughness,

(c) Thermal Conductivity,

(d) Chemical Inertness, and

(e) Corrosion Resistance.

There are many ceramic materials that possess these properties, which make them suitable for a
range of applications such as:

(a) Orthopaedic Implants,

(b) Thread Guides,

(c) Sedl Rings,

(d) valves,

(e) Metal Extrusion Dies, and

() Chutesin Material Handling Systems.

Aluminaceramics have an excellent wear-resistance and it isal so cost effective, i.e. higher wear-
cost index, and hence they are used in many applications as wear parts. Although there are avariety of
other ceramic materialssuch as:

(a) Silicon Carbide (SiC),

(b) Partially Stabilised Zirconia (PSZ),

(c) Zirconia Toughened Alumina (ZTA),

(d) Tungsten Carbide (WC), and

(e) Silicon Alumina Oxy-Nitrides (SIALONS).

These interesting materials also have superior wear resistance, but still alumina has been the
“material of choice” for many applications primarily because of its‘Low Cost’ and ‘ Ease of Fabrica-
tion'.

For example in acomparative sense, an Alumina Seal costing Rs. 400 would cost approximately
Rs. 1200in Silicon Carbide and Rs. 1600 in Tungsten Carbide. However, standard alumina ceramics do
not meet the more stringent requirements of * high wear resistance’ applications. As a consequence, the

materialswith increased wear performance, such asSiC, Sialonsand ZTA, are now being routinely used
aswear parts, despite their higher costs for many hi-tech applications.

Therefore, clearly, thereisa‘need’ that existed in the search of materialsin order to bridge the
gap between Low Performance-Low Cost and Hi-Tech-High Cost. Thereisaquestion of material strat-
egy here, wherein one should look for newer materialsthat would perform properly at areasonable cost.
This has led to a new thrust in order to improve the wear resistance of alumina based ceramics. The
toughness and wear resistance have been increased through the use of some materials such as:

(a) SIC Fibres,

(b) Whiskers, and

(c) Platelets or Particles.

But there are certain ‘related’ problemslike:
(a) Health Issues related to Whiskers,
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(b) Anisotropy of Properties (i.e. axial dependence),

(c) Difficulties with Processing and Densification, and finally

(c) Creation of some Defects.

The consequential effect isthat the ‘increasesin toughness' are not always commensurate

with the‘increasesin fracture strength’. That bringsusto the newer development of nano-composite
ceramics, which might be in the limelight in the search of ‘real’ materials.

3.6.1. Nano-Composite Ceramic Materials

A new family of materials called ‘ Nano-Composites’ have enhanced mechanical properties. For
the application asstructural ceramic material's, anano-composite represents aceramic matrix composite
with the grain size of the matrix in the range of several microns and containing a second phase of nano-
sized (< 100 nm) grains.

During the past, many systems with matrix-inclusion have been investigated such as:

(a) Alumina, (b) Magnesia, (c) Silicon Nitride, (d) Mullite, and (€) Cordierite asmatrix materials.

The second phase materials used as the ‘inclusion-phase’ are:

(a) Silicon Carbide, (b) Silicon Nitride, (c) Titanium Nitride and (d) Metallic Particles.

But, the system which has attracted more attention is‘* Alumina-Silicon Carbide'.

Aninitial study showsthat the mechanical strength for thisnew class of materialsincreasesfrom
360-390 M Pato 1450-1500 M Pa on addition of 5% SiC to an Al,O5 matrix. In case of fracture tough-

nessit isobserved that it increasesfrom 3.6 to 4.7 MPamY2, The creep resistance, thermal shock resist-
ance and hardness also seem to show some improvements [34].

However, there remains some difficulties in getting uniform distribution of nano-sized SiC in
the alumina matrix. Some improvements are obviously possible by processing the material through the
Attrition Milling routein order to achieve high density with adense microstructure, asdonefor the nano
particles of both silicon carbide and alumina, as depicted in the previous sections.

3.6.2. Nano Composite Alumina Ceramics

Both Al,O5 and SiC powders were as-received commercially as already explained in the previ-
ous sections. The processing route was through Attrition Milling, as also described for both silicon
carbide and alumina. By the use of proper dispersing agents, the distribution of SiC was ensured within
the alumina matrix, which was a very important aspect for the preparation of the nano composite
materials for high performance applications. Some care has to be taken for the processing of nano
composite materialsin order to ensure a'high degree of homogeneity'.

Although hot pressing technique has been used so far for the fabrication, i. e. sintering, of nano
composites based on aluminous materials, only pressurel ess sintering method has been used [34], likeit
has been donein case of microwave sintering of high density alumina(seesection 3.4.3.) [3], and inthe
processing of high density silicon carbides (see chapter 2) [4, 5], with nearly the theoretical density
achieved in both these cases.

With the help of ‘ sintering additives’ that allowed pressurel ess densification of nano-composites
at industrially acceptable temperatures, a preliminary study on the sintering behaviour of Al,O5 and
some Al,O5-SiC systems was undertaken. The Al,O; material was fully dense on sintering in anormal
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furnaceat 1540°C, whereasthe Al,05-4.5 vol % SiC nano-composite material required sintering at 1680°C
in order to obtain aimost full density, i.e. 97.5%.

However, the addition of 1.1 wt% Y ,05 (99.9% purity) as a sintering additive had a significant
effect with > 98.5% density achieved at temperatures as low as 1530°C. The TEM photo (not shown
here), which has already been shown in Figur es 3.7 and 3.8, indicate afine-grained microstructure [34].
Thistype of inter-connected microstructureisvery helpful. Although the observed densification and the
microstructural aspects are quite encouraging, but a better microstructure can be still obtained for a
better ‘wear’ property by acombining varioustypesof ‘ sintering additives’ in order to reducethe sintering
temperaturefurther aswell asto get better abrasion-resistance. Thiswasrecently done quite extensively
by an intercontinental group at Ireland [35].

O'Sullivan et al [35] found out that Al,O5-SiC nanocomposites, produced by industrially accept-
able processes including pressureless sintering, had higher ‘wear’ resistence than aluminaand, in turn,
the nano-composites doped with acombination of different ‘ sintering aids' showed higher ‘wear resist-
ance' than undoped nano-composites. At lower SiC region, the ‘wear resistance’ increased with SiC
content up to 3 vol% with only littleimprovements observed abovethislimit. In erosive wear tests, these
workersfound out that the doped materialshad * wear resistance’ 30 times higher than that of alumina. It
has been proposed that nano-sized SiIC particles located at Al,O5-Al,O5 grain boundaries contribute
significantly to increased wear resistance through pinning and strengthening of the grain boundaries,
whichis an interesting observation by this group [35]. Some more interesting investigations on theline
of improving mechanical properties of alumina nano-composites are given below.

Although pressureless sintering is now popular for making alumina nano-composites with SiC,
thiswork needs some mention, since the material was prepared differently than the conventional tech-
nique. Inthiswork, the hot-pressing temperature, matrix grain size, fracture mode and the distribution of
SiC were studied to reveal the effect of SiC inclusions on the microstructure of Al,O5. The Al,O5-SIC
composite powder was prepared by the * precipitation’ method [36].

The nano-scale SiC particleswere coated with Al,O,. After hot pressing, most of the nano-scale
SiC particles were randomly located within the Al,O5 grains. The inclusions of SiC raised the hot-
pressing temperature, decreased Al,O5 grain size, and inhibited the abnormal grain growth of Al,O;.
Theinter-granular fracturefor Al,O; wastransformed to theintra-granular fracturefor Al,O5-SiC nano-
composites due to the addition of SiC. The observed microstructure changes increased the mechanical
properties of Al,O5;-composites by 40% [36].

Recently, the wear and other mechanical properties of nano-composites have been increased by
engineering the reinforcement of SiC platelets, so this work needs some mention where also a new
techniquewas used for material preparation. Inthiswork, BaO-Al,05-2S0, (BAS) glass-ceramic pow-
ders were prepared by sol-gel technique. The SiC platelet reinforced BAS glass-ceramic matrix com-
posites with high density and uniform microstructure were fabricated by hot-pressing. The effect of
additional crystalline seeds on Hexagonal to Monoclinic phase transformation of BASwas studied [37].

The effects of SIC platelet content on the microstructure and mechanical properties of the com-
posites were also investigated. The results showed that the flexural strength and fracture toughness of
the BAS glass-ceramic matrix composites can be effectively improved by the addition of SiC platelets.
The main toughening mechanism was crack deflection, the platelets pull-out and the bridging. The
increased value of flexural strength is contributed to the load transition from the matrix to SiC platelets

[37].
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Thisparticular work isalso specia inthat aluminawas already toughened by stabilized zirconia.
In this work, Al,O5 ceramic matrix composites toughened with 3Y-TZP (yttria-containing tetragonal
zirconia polycrystals) and oriented hexagonal shape o.-SiC platelets were fabricated by using slip cast-
ing and cold isostatic pressing. The effect of platel et aspect ratio and volume fraction on fracture tough-
ness, and mode and microstructure of thefinal composite were examined. The fracture toughness of the
reinforced-composites was evaluated using indentation in four-point bending test. The scanning elec-
tron microscopy and transmission electron microscopy were used to determine the microstructural de-
tails and dominant toughening mechanisms, which occurred in these materials[38].

The toughness measurement tests and detail ed observations of microstructures and fracture sur-
face profiles haveled to the conclusion that multiple-toughening behaviour viatransformation toughen-
ing, microcracking, crack deflection, load transfer and platel et debonding and pull-out, as well as ther-
mal residual stresses have a significant contribution in improving the fracture toughness. A fracture
toughness value as high as 11.2 MPa . m¥? was achieved for the materials sintered at 1600°C for 3 h
with aplatelet addition of 30 vol% [38].

3.7. NANO PARTICLES OF ZIRCONIA

Like alumina, as explained in the previous sections, zirconiais aso one of the most important
ceramic materials with diverse field of applications. Hence, the interest of preparing nano-crystalline
zirconia has also grown during the past many years. The researchers have devel oped various processes
to synthesi ze nano-sized zirconiapowder without any doping agent. The growing interest on nano-sized
zirconiaisdueto its excellent mechanical propertieslike flexural strength and fracture toughness, mak-
ing it also a candidate for its use as ceramic engines and in many other ceramic componentsin industri-
ally severe conditions aswear applications. Among variousways of preparing nano-sized zirconiapow-
der for such diverse applications, the sol-gel route is the most chosen one, and an extensive amount of
work has been done in the field. In this section, a brief review of the work done mainly on sol-gel
process will be highlighted. The details of the sol-gel process are given in the last chapter - 8.

3.7.1. Applicationsof Zirconia

The popularity of zirconiahas grown dueto its high mechanical strength, fracture toughness and
hardness. Thisisthe reason why zirconiaisawell-known material for *structural’ applications[39]. In
order to make a good quality ‘tetragonal’ polycrystalline zirconia ceramics, the initial powders should
have the following properties :

(a) Homogeneity in composition,

(b) Small particle size,

(c) Narrow particle size distribution, and

(d) Low level of agglomeration for better sintering [40].

Here, only the sol-emulsion-gel [41] and the well-known sol-gel methods [42] will be described
for the synthesis of nano-crystalline zirconia particles. But, there are other processes for the same pur-
pose asfollows:

1. Inert Gas Condensation [43],

2. Non-Isothermal Synthesis of Y ttria-Stabilized Zirconia Nano-Powder [44],

3. Spray Flame Technique at High Production Rate [45],
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4. Carbon Nano-Tube Template Method [46],

5. Mechano-Chemical Synthesis Route [47], and finally

6. Heating of Alchol Aqueous Salt Solutions [48].

Whatever be the processing route, the nano-sized zirconia powder materials cover awide range
of applications and definitely maintains its position as one of the most important ceramic materials. In
the earlier days, the application of zirconia and zirconia-bearing materials had limitation in that they
were used as ‘foundry sand’ and ‘ abrasion resistent’ products [49]. These materialswere also used as:

(a) Fuel Cells,

(b) Resistive Heating Elements, and

(c) Jewelry ltems.

Thisis mainly due to their properties such as high oxygen ion conduction and high refractive
index [50-52]. Now, it has also found some new applications such as:

(a) Buffer Layer for Superconductor Growth [53],

(b) Damage Resistant Optical Coatings[54],

(c) Gate Dielectrics (as an important electrical material) [55-56], and finally

(d) Oxygen Sensors (the most important applications) [57].

It isknown that zirconia also has good wear-resistance and thermal shock resistance properties.
These properties coupled with high flexural strength and fracture toughness, i. e. critical stressintensity
factor, make it an ideal candidate for itsuse as :

(a) Automobile Components for Ceramic Engines,

(b) Wire-Drawing Dies, and

(c) Many Typesof Cutting Tools.

Furthermore, itslow thermal conductivity together with its reasonably higher thermal expansion
coefficient makeit highly suitable for its application as‘ thermal barrier coating’ material in many ther-
mal applications[50, 53].

Finally, aninteresting work on zirconianano powders needs mention here. The zirconia powders
containing 12 mol% ceria have been prepared by the co-precipitation techniquein order to obtain nano-
sized powderswith suitable sinterability and reduced grain sizein the sintered ceramic by means of this
‘solution technique’ in its simplest route, i.e. without using any milling or other special procedure. In
order to accomplish thisaim, some processing variables have been systematically studied. For compari-
Son purposes, specimens of the same composition have been prepared by the powder mixing technique.
With the optimization of some processing variables, it was possible to obtain apparent densities of 98%

of the theoretical value, 100% of tetragonal phase, and 500 nm of average grain size, which is little
higher in the nano range [59].

3.7.2. Synthesis of Nano Particles of Zirconia

Assaid earlier, there are various techniques for the preparation of nano-crystalline zirconia par-
ticles. However, the most common and versatile techniques are :

A. Sol-Emulsion-Gel Technique, and

B. Sol-Gel Method.
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Although the latter topic is discussed in some detailsin the chapter - 8, some salient features
will be given here with reference to zirconia along with that of the first technique in the following
subsections.

3.7.2.1. Sol-Emulsion-Gel Technique

The use of alkoxides in the preparation of ceramic powders has not always been successful
duetoitshigh cost. In any processing technique, the economy is quite an important factor. So, after
a search of so-called inexpensive chemicals, it was found that the ‘zirconyl nitrate’ is relatively
cheaper precursor and it can be easily used for the preparation of zirconianano powder. The chemi-
cal reaction in ammonia solution is expressed as :

ZrO(NO,), + H,0 + 2NH, = ZrO, + 2NH,NO,

In this process, the nitrogeneous compounds are preferred over chloride compounds due to
the fact that they lead to anon-polluting and easy burn-out. This processis basically a combination
of both sol-gel and emulsion methods [60].

Here, the Zr ions are entrapped in the water droplets and stabilized in an organic solvent by
the addition of ammonia gas. It isthrough the process of ‘ heterogeneous ditillation’, water can be
removed, thus stabilizing the zirconiagel droplets. The remaining unreacted water is also removed
by heterogeneous distillation [61-62].

First of all, the sol is prepared by using zirconyl nitrate and deionised water. Then, the gel
formed is heated to around 90°C with continuous stirring until a stable ‘ suspension’ of fine colloi-
dal particlesis obtained. In another beaker, a surfactant like * Tween - 80’ (chemical name - poly-
oxyethelene sorbitan mono-oleate) is dissolved in xylene. The sol is then added to this ‘xylene
solution’, which leads to the formation of small ‘emulsion droplets’ in the reaction mixture, and
stabilized due to the presence of the surfactant.

At this stage, suspension is agitated, when the ammoniagas is bubbled through this suspen-
sion, and then the ‘emulsion droplets' transform into the ‘gel’. In the next step, the ultra-sonic agita
tion of the solution is again needed to prevent any ‘agglomeration’ during the gelation process. Finally,
the reaction mixture is refluxed and the washing is done by xylene several times before separating the
powder by acentrifuging system. Thewhole process of the * sol-emulsion-gel’ isdepicted inFigure 3.9,
where al the details of the progression of the processis shown. Finally it should be mentioned that the
selection of a‘ surfactant’ for aparticular emulsion depends on the hydrophobic-lyophilic balance (HLB)
number of the particular surfactant, and the composition of the suspension [63].
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Figure 3.9: The flow digram for the sol-emulsion-gel process. [68]

3.7.2.2. The Sol-Gel Technique

This technique of synthesisis based on non-hydraulic sol-gel reaction mechanism between zir-
conium iso-propoxide and zirconium chloride at 340°C. By this process, it is possible to synthesize a
reasonably large quantity of uniform-sized nano particles without any size selection process. In this
case, ‘ zirconium i so-propoxide propanol complex’, Zr{OCH(CHs)],.(CH5), COOH, and zirconium chlo-
ride are added to extremely pure and degassed tri-octyl phosphine oxide, i.e. TOPO, at 60°C in argon
atmosphere. Then, thetemperature of the systemisincreased to 340°C and the whol e reaction mixture at
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thistemperatureissubjected to vigorous stirring. Thereaction mixtureisthen cooled, dried, and degassed.
The acetoneis now added to assist in the precipitation of the nano-sized zirconiaparticles. The ' precipi-
tate’ can be taken out by the action of the centrifuge, in order to result in the formation of the nano
particles of zirconia. With a proper optimization of the process, it is possible to synthesize afew grams
of product, which can be considered as alarge production in ‘colloidal chemical’ synthesis of momo-
dispersed nano particles.

Zr[OCH(CH,),](CH,),CHOH Zirconium chloride

TOPO
60°C, Argon Atm.

340°C
stirring

Cooled 60°C

Acetone

Zirconia Nanoparticle
Precipitation

Washing

Calcination
800°C

Figure 3.10: Theflow digram for the sol-gel process. [68]
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The entire process of sol-gel is shown in Figure 3.10, which clearly shows various steps in-
volved. Some points still need to be mentioned here. In this sol-gel process, the use of water forms hard
agglomerates, and hence they should be avoided as much as possible, if not completely eliminated. The
final product on drying is obtained in the powder form. After a controlled heat-treatment process, the
yellow colour of powder changes to white.

3.7.3. Phase Trasnsformation in Nano Particles of Zirconia

Compared to the materials like silicon carbide and alumina, thereis a peculiarity or specialty in
zirconia. In zirconia, thereisastructural transformation from monoclinic to tetragonal phase, whichisa
subject of intensive research in the field of materials science all over the world, since zirconiahas many
interesting and important application as engineering materials. In order to speed up the transformation
process to make a stabilized zirconiain the tetragonal crystalline form, many dopants like calcia, ceria,
yttria, etc. are commonly used. Since the advent of nano-materials based on zirconia or rather since the
beginning of the so-called discovery of various processes and methods to prepare nano particles of
zirconia, we have been naturally thinking on how best we can exploit the nano properties of zirconiaon
this stabilization of * structural phase transformation’ process.

Simple classical ideas like ‘thermodynamics’ is applied to enquire about the difficulty in the
retention of tetragonal phase at lower temperature[64]. It has been found by Subbarao et a [65] that the
transformation from tetragonal to monoclinic zirconia is 'martensitic' in nature, which is basically a
‘diffusionless’ athermal transformation involving ‘ cooperative movement’ of the atoms taking place
within a very short distance. It has also been observed that the stabilization of the high temperature
tetragonal form cannot be achieved by any quenching mechanism below the transformation temperature
[65-67]. However, it is known that the surface energy of the monaoclinic formis higher than that of the
tetragonal form. Hence, the ‘difference in surface energy’ can play an ‘importat rol€’ in that it must
become more pronounced as the particle size becomes smaller and smaller, i.e. towards the nano-range.
Thisisanimportant ‘clue’ for scientific research.

Like in many scientific phenomenainvolving ‘criticality’, there must be a“critical’ particle size
of zirconiabelow whichthis* differencein the surface energy’ precludesthetetragonal (T) — monoclinic
(M) transformation. But, thereis another problem in that if the ‘transformation’ involving finite volume
changesis suppressed, likein the case of zirconia particles dispersed in another ceramic matrix, thereis
akind of strain inside the structure. Thus, this *strain energy effect’ associated with the *expansion’ of
transforming zirconia particles also become important. Lange [64] has suggested that the * micro-crack-
ing’ of the matrix around the zirconia particles and the 'twinning' involving the particles themselves can
cause a'neutralization of apart of this‘strain energy’.

Agarwal’s group at BHU has done some important work in this feld for the overall energy bal-
anceduring ‘T — M’ transformation [68]. They have considered the thermodynamics of the system as
AGqo = —AGgem + AUg + AUg, 4, With AUg being the total change in surface energy and AUg,, iSthe
total strain energy. These workers also considered various parameters of importance, and came up with
an equation for the critical particle sizefor zirconia (D) asfollows:

_ 6(Ym — 9Y: + 9r¥r + 9Y:) To
AHchem (TO - T) - TO [(l_ Fc)/ Fc] AUStrain

Dc (3.1
where, vy, v+ = Specific surface energies for monoclinic and tetragonal phases, t and c represent the
twinning and microcracking for the geometric factor (g) and surface energy (y), T, = equilibrium tem-
perature, i.e. To— T = degree of undercooling, and F is afactor by which AUg, is reduced.
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The above eguation explains the complex interaction of various factors like temperature, strain
energy, microcracking and twinning effects, and finallyof the particlesize. It also showsthat the zirconia
particles of suitable size range, i.e. possibly in the nano range, and dispersed in a properly selected
matrix can retain tetragonal form on cooling below its bulk phase transformation temperature. Then, it
can be made to transform under the influence of an applied ‘tensile stress’, which would eventually
reduce the strain energy of the matrix, i.e. AUg,4,. Thus, the particles of agiven size, which helpin the
retention of the tetragonal form even on cooling, can be made to transform to monoclinic form by
applying stresses in excess of the critical value.

It has been shown by Lange [64] that the above action leads to the ‘ absorption’ of energy in the
form of ‘elastic strain’, which can be obviously related to the strain of transformation. Hence, the ‘ab-
sorption’ can be brought about just at the point of crack extension., which eventually contribute towards
the enhancement of fracture toughness of the zirconiamaterials, as said earlier, since the whole process
depends on some ‘criticality, the critical size depends on the ‘constraints’ that can be produced by
providing the following conditions :

1. The dopant oxideis present in the concentration range, which isless than that needed for the
complete ‘stabilization’ of the cubic phase.

2. The cubic phase is heat-treated in order to devel op a two-phase ceramics.

3.7.4. Characteristics of Nano Particles of Zirconia

The particles synthesized through the sol-gel route normally have an uniform size distribution
with very small nano partcles, i.e. between 5 nm to about 40 nm. The crystalline nature of these parti-
cles has been investigated in details by XRD [68]. It is noteworthy that the nano particles with the
tetragonal structure closely resemble the cubic phase, which also have a relatively low density on the
‘surface trap state’ [69]. As emphasiged earlier in the chapter 2 for SiC, a higher green density is
always congenial for better sintered density of aceramic material. The variation of the green density is
shown in Figure 3.11 as a function of applied pressure. It increases steadily up to 700 MPa linearly,
then it increases rather slowly up to about 850 MPa, and afterwards the green density almost becomes
constant at about 52% of the theoretical density with further increase of the applied pressure [68].

It should be noted that for nano particles of alumina with an average size of 50 nm, a green
density of 64% was achieved with an applied pressure of 210 MPa (see the section 3.4.2) [3], and that
for nano particlesof SiC with an average size of 37 nm was 62% with 250 M Pa (see the section 2.3.1)
[4-5]. Therefore, interesting data are obtained when we work with nano particles of different materials
under different conditions of preparation, which give usalot of insightsinto the ‘world of materials' in
order to be able to prepare various types of newer kind of materials for adiverse field of applications.
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Figure 3.11: Green density vs. applied pressure for gel derived precursors [68].

It was found that the nano powder, which is prepared by the sol-emulsion-gel method, was
amorphousin nature. When this nano powder is heat-treated at above 500°C, they becomefully crystal-
lized
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Figure 3.12: Variation of particle size with calcination temperature for zirconiagel [68].
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with the formation of the tetragonal phase, with aparticle sizerange of 4 nm - 10 nm [68]. It isknown
that the tetragonal phase of zirconiaisthermodynamically metastable, and it is formed within the tem-
perature range of 550 - 650°C [41]. The particle size of nano particles of zirconiais astrong function of
calcination temperature above about 600°C, whichisdepicted in Figure 3.12. It is seen that upto about
600°C, the particle size changes very slowly from 5 nm to about 10 nm, but after this temperatue, it
shows a strong upward trend up to about 40 nm with increasing temperature up to about 1000°C [68].

3.7.5. Sintering of Nano Particles of Zirconia

For the sintering of nano particles of zirconia, the procedures for the preparation of the powder
materials into a compct form, in terms of mixing with green binders, compaction at high pressurein a
isostatic presss, drying and then sintering in ahigh temperature furnace, are almost the same as detailed
in the section - 2.7.1 for nano particles of SiC and for nano particles of auminain the section - 3.4.3.
Hence, they are not repeated here. But, there is one exception in that the pressure required for the
compaction of nano particlesof zirconiaisquite high, asalready mentioned in thesection - 3.7.4 above.
However, someresults obtained by variousworkersin thisfield on microwave sintering of nano zirconia,
whichis quite important like in the case of sintering of nano particles of aluminaas shown above, need
to be described here.

The zirconiaand alumina samples were sintered to over 99.5% of theoretical density usingal.1
KWatt microwave generator in less than 45 minutes, or 1.5 hours 'cold to cold'. The density and vickers
hardness were comparable to dense conventionally sintered materials, which were fired for a longer
time of 12 to 16 hours. The container volume and susceptor position were found to have an impact on
the heating rate and uniformity. The relationship between the applied power, the heating rate, tempera-
ture and properties of the material were worked out, along with the scale-up for microwave sintering of
zirconiafor larger amount of materials preparation [70].

For the purpose of cost saving, thetime of sintering isalso important. The savingsin processing
time (up to 90%) and energy (20-80%) were expected in microwave sintering of ceramics, asthistech-
nology breaksthrough into industrial firing processes, i.e. ahybrid microwave system. Typically, silicon
carbide susceptors are used to initiate heating from room temperature, where many ceramics have 'low
dielectric losses. Thelossincreases with temperature, and at some“kick in” transition temperature, the
ceramic load heats preferentially over the susceptors. In thiswork, the effect of dopant type and crystal
structure of zirconia on the so-called ‘kick in’ temperature of transition was explored by using silicon
carbide susceptors [71].

The zirconia toughened alumina (ZTA) is a ‘composite system’, which offers significant im-
provements in toughness over alumina, with superior hardness compared to zirconia. There are numer-
ous applications that would benefit from the use of ZTA. Unfortunately, the commercially available
materials often suffer from inadequate transf ormation toughening and processing flaws associated with
the spray drying method of preparation of the materials. In this work, the feasibility of using asimple
‘scalable process’ which avoids the spray drying step was explored. The ZTA bars with optimized
toughness from this process were broken in four-point-bending test. The fracture surfaces for 40 vol.%
zirconiaZTA were studied. The fracture analysisindicated that the strength was limited by cracks asso-
ciated with dightly alumina rich agglomerates. The Weibull modulus was affected by the source of
alumina powder, but the type of “ critical flaw’ was not affected, which isan important observation [72].

As explained in the section 3.7.3 above, the stress-induced transformation of zirconia from te-
tragonal to monoclinic phase offers an important contribution to toughening of ceramic composites.
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The stabi

lization of the tetragonal phase is affected by the zirconia content and its grain size, and by

stabilizing agents such as yttria. The zirconia phasesin zirconiatoughened alumina (ZTA) with several
volume levels of zirconia (5 to 40 vol%) and yttira additions (0 to 3 mol%) were analyzed by quantita-
tive X-Ray diffraction. The combined effect of zirconiaand ytrriaon hardness, toughness, and retention
of the tetragonal phase was investigated. The amount of yttria required to stabilize the ‘ optimum mix-
ture’ of tetragonal and monoclinic zirconiawas determined for 5vol% zirconia[73-74].
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Chapter 4

Mechanical Properties

PREAMBLE

In order to talk about the mechanical properties of sintered materials based on nano particles, itis
important to describe briefly about the fracture mechanics of such materials. In this chapter, a brief
account is given on how the famous Griffith theory is revisited. By limiting the integration within the
zone where fracture occurs in brittle materials, based on a sinusoidal approximation as used in the
Griffith formulation of theoretical strength of such solids, a modification of the equation for theoretical
strength can be achieved. This modified equation for theoretical strength has been developed using the
linear Hook’s law near to the maximum of applied stress by taking a small variation in the spatia
elongation. This equation gives rise to a multiplication factor, which has to be used to predict the theo-
retical strength when micro-flaws are present in the brittle materials. Thistheoretical result is discussed
in terms of the available data on fused silica

4.1. THEORETICAL ASPECTS

There has been a tremendous amount of work done in the field of fracture mechanicsin brittle
ceramic materials and glasses, particularly on their theoretical strength for along time[1 - 7]. Thisis
mainly based on Griffith equation based on the formation of an elliptical crack and its main plank isthe
utilization of material parameters or constants, which are measurable, in designing suitable materialsfor
various important applications [2]. An insight should be obtained on the nature of theoretical strength
based on a sinusoidal approximation in the stress vs. spatial elongation curve.

The theoretical strength (o+,,) of a‘body’ is the stress required to separate it into “two parts’,
with the separation taking place simultaneously across the cross-section. To estimate o, let us con-
sider ‘pulling’ onacylindrical bar of unit cross section. The“force of cohesion” between the two planes
of atomsvarieswith their separation, after theinter-atomic spacing (a). AsshowninFigure- 4.1, apart
of the curve is approximated by the sinusoidal relation as[3] :

. 2nX
G =0, SN (L] (4.1)
A
Thisequation represents the so-called governing equation of stress (c) against the spatial e onga-
tion (X). Thework per unit areato separate the two planes of atomsisthen calculated by the integral of
the curve between X =0and X =A/2 as:
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Figure4.1: Applied stressvs. spatial elongation curve.
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Thiswork or energy is then equated with the surface energy (2y) of the two newly created sur-
faces, giving :

mm{??] 43

For theinitial part of the curve near the equilibrium spacing (a), asinFigure 4.1, the Hook’ slaw
has been expressed as :

_ X
G_E[a] (4.4)

where, E =Y oung’smodulus. For thissmall part of X of thiscurve, from equation (4.1), thefollowing
relation has been deduced :
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do _ 210+, 2y 2NGy,
[dx L:O = cos (T = (4.5)
d
Thisisdone at X = 0. By equating this with § obtained from equation (4.4), the following
relation has been obtained as:
2n E
T . GTh = g (46)
and substituting equation (4.6) into equation (4.3), we get :
E 1/2
om = (—Y] @7
a

Typical valuesof E=3x 10" dynesicm?, y=10°erggcm?anda=3x 10 cm, and o, = 10"
dynes/cm? as per equation (4.7). If A = a, then o+, = E/5 to E/10 as per equation (4.6). For window
glass, the strength is 10* psi, o, = E/1000, and for alumina ceramics, the strength is 5 x 10% psi, 67, =
E/1000.

Therefore, between the theoretical predictions and the actual experimental values, there is a
discrepancy, which needsto be solved. It should be mentioned that involving material’s constants (E and
v) and half of the elliptical crack length (c), Griffith's criterion of the maximum strength at which the
material fails on cracking is based on the above equation. Hence, this equation certainly merits careful
attention. Moreover, in line with Griffith’s concept of mico-flaw formation, the reduction of theoretical
strength also merits further attention.

Therefore, changing the ‘limit of integration, and a very small ‘fluctuation’ of & around the A
value, we arrive at the revised value of the theoretical strength after which the material will crack. This
isfound out as[8] :

(4.8)

Therefore, it isclearly seen that the above equation will put anincremental effect on the theoreti-
cal estimate of maximum strength with respect to a simple Griffith criterion (Ey/a)¥? involving the
material parameters, with “a” replaced by half of the elliptical crack length. It isknown for along time
that Griffith criterion of predicting and eventually designing the right materials, only through measur-
ablematerial propertieslike surface energy (y) and elastic modulus (E), hasbeen very popular, sincethe
equilibrium inter-atomic distance (a) ismore or lessknown for al the crystalline brittle ceramic materi-
als, and even approximately for glasses.
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4.1.1. Data Analysisof Theoretical Strength

It should be pointed out that if we put /A to be much lessthan 1/4, then it would be possible for
us to predict the correct theoretical strength of brittle materials. Therefore, this equation (4.8) can be
used to precisely do this prediction by adjusting the value of &/A . For example, for three different values
of 8/A=0.1,0.01, 0.001, we haveto multiply Griffith value (under the square root sign) with 1.40, 5.47

and 17.10 respectively. In the literature, very often, thereisafactor of /2 inthe Griffith’svalue. Inthe
first case, our assumption of taking thevalue &/A = 0.1 givesriseto amultiplication factor of 1.40 (close

to 1414~ \/2).

The above anaysiswill help usanalyse avariety of materialswith different values of theratio of
&/ (non-dimensional value) to fit the experimental value with that of the theoretical estimate. Since
both the values of & and A are not measurable, it is always better to take aratio to estimate the strength
as per equation (4.8).

Let us take the example of a common glass, where the value of o+, is 14 GPa as per equation
(4.7), but as the experimental values are always lower, Griffith [2] put forward a new equation of ¢ =
(2Ey/nL)¥2, where L = length of the micro flaws, which were considered to reduce the strength, asin
many other brittle materials. As per thisrevised equation, Griffith [2] postul ated that even micron (10°° m)
sized flaw can reduce the observed strength of the glass by afactor of 100. In such situations, theratio of
&/\ hasto bestill lower so that the multiplication factor ishigher. Actualy, thisratio clearly indicatesthe
presence of micro-flaws.

Finally, an example of fused silica, whosey=1.75 Jm? and E = 72 GPaand takinga= 1.6 x 107 2°m,
we find a theoretical value of strength as per equation (4.7) as 28.1 GPa, whereas the experimental
valueis24.1 GPa. The close similarity of these values clearly indicates that it does not take the ‘ micro-
flaws’ into account. Thetheoretical value should be much higher. By multiplying the Griffith value with
1.40 (i.e. /A = 0.1), we estimate the strength val ue as per equation (4.8) as 39.34 GPa. Thisdiscrepancy
(or even more discrepancy) will actually justify the presence of the ‘micro-flaws' in fused silica, which
isaknown fact [7]. However, an analysis can be based on the estimated value of strength as 28.1 GPa.

Table4.1: Theoretical strength at different values of flaw size of fused silica
[61, = 28.1 GPa as per eguation (4.7)]

a=1L Oy, estimated Level of Optimum Ratio of Multiplication
(flawsizein | Griffith Rev. Equ. Crack d/A to get 28.1 GPa Factor needed to

1070 m) (EyinL)¥? [eqn. (4.8)] get o,

16 15.84 Quantum 705.0000 x 107# 1.77

16 5.01 Nano 95.8000 x 107 5.60

160 1.58 Nano 10.0600 x 107 17.74

1600 0.50 > Nano 1.0110 x 107 56.11

16000 0.16 Granular 0.1011 x 107* 177.44
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As per therevised equation of Griffithinvolving micro-flaws, if wetakethesize (L) of theflaws
at the quantum level, i.e. thevalue of “a’ in equation (4.7), the theoretical strength goes down by almost
half to 15.84 GPa. Asthe size of the flaw increases to alevel normally considered in the micron level,
the value goes down by afactor of 100, as shown in Table 4.1, as also mentioned above. This necessi-
tates the inclusion of the ratio &/A in the calculation of theoretical strength, which should also be in
consonance with the data on fused silica on the probable flaw size, as shown in Table 4.1.

The last two columns clearly shows the need of a multiplication factor, when the concept of
micro flaws needsto beintroduced, which is calculated from our equation (4.8) taking smaller values of
&/\ ratio. It is seen that asthe level of micro flaws goesto an “usual” granular level, the value of &/A
ratio becomes still smaller, and the need for a higher multiplication factor arises, as shown in the last
column of the above table.

It is pertinent to mention here that although the data for fused silica are fitted here, the informa-
tion shown in the above table can be obtained on a variety of other ceramic brittle materialsin order to
be able to explain the discrepancy between theoretical and experimental values of strength for effective
design.

In summary, it can be said that the modification of the basic equation on theoretical strength can
be achieved, within the context of asinusoidal approximation in the applied stressvs. spatial elongation
curve, by assuming a small spatial variation and by changing the limit of integration in the energy
formulation for crack formation. This modification yields aratio of thisvariation giving rise to amulti-
plication factor, which can correctly predict the theoretical strength of brittle ceramic materials. The
available data on fused silica has been fitted with this new model and found to be effectivein explaining
alower observed strength due to the presence of micro-flaws. Many such data on other brittle ceramic
materials can befitted in future to give it acomprehensive shape.

Finally, it is pertinent to mention here that the above modified Griffith equation can be also
utilized to determine the theoretical strength, based on certain assumptions of crack length, of sintered
compacts of nano-sized silicon carbide and alumina particles. However, the analysis of these materials
are donein the usual line of interpretation of fracture strength with the hope that the above formalism
might be used by other researchers in the field of nano-materials to derive more information on this
emerging field with some degree of refinement, if needed.

4.2. STRENGTH OF NANO CRYSTALLINE SIC

Preamble

Themechanical propertieslikeflexural strength and the fracture toughness have been studied on
asintered silicon carbide, whichis prepared by the pressurel ess sintering route from the nano crystalline
silicon carbide particles of an Acheson type o-SiC that is processed by high energy attrition grinding
route. The averageflexural strengthisfound to be 390 MPa and the average fracture toughnessisfound
to be 4.3 MPa. m¥2. Thisgivessomeinsightsaswell asinterest in such type of study.

4.2.1. TheBasic Concepts

Itisseeninthechapter 2 that the sintering behaviour of nano particles of SiC isvery interesting
indeed [9-11]. The non-oxide ceramics are attractive candidates for structural materials because of their
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high temperature strength, which makes them highly suitable for the applicastions in ceramic engines
and gas turbines [12]. The silicon carbide seems to be particularly well suited because of its high tem-
perature strength and intrinsic resistance to oxidation. However, silicon carbide ceramic has a strong
covalent bonding character and asmall amount of sintering aids such as AIN or B,C are usually neces-
sary to make dense materials [9, 10]. Usually, the dense silicon carbide materials have lower strength
compared to silicon nitride materials. Thelatter experience adegradation of strength at 1200°C - 1300°C,
while silicon carbide materials do not show any decrease of strength up to 1500°C. Moreover, the
reliability of silicon carbide ceramic in high performance applicationsis still in doubt. The silicon car-
bide, like other ceramics, shows a‘wide scattered distribution’ in flexural strength. This distribution’ of
strength is a matter of concern and hence an important topic to be studied.

The strength distribution of silicon carbide varies while obeying Weibull statistics[13], asit is
typical for many other ceramic materials. Most of earlier work is based on a 4-point bending test. De-
pending on the manufacturer and the type of silicon carbide, the average room temperature strength
varies between 350 and 550 MPa. For such cases, the Weibull modulus which is a measure of the
‘dispersion’in strength varies between 6 and 15 depending on the strength of the ceramic materials[11].

Contrary to the observed behaviour in metals, the room temperature strength of the sintered o-
silicon carbide increases, as the exaggerated grain growth isintentionally introduced by a suitable heat-
treatment [14]. However, the comparisons between the grain sizes should be made between two differ-
ent materialshaving auniform distribution of *small grain sizes' versusauniform distribution of ‘large
grain sizes . In this study, with theisolated rise to a“ mixed grain-size’ matrix, it should be pointed out
that the mechanical strength of the sintered silicon carbide remains unaltered at temperatures up to
1500°C, which has a definite advantage in the high temperature applications such as gas turbines and
ceramic engines (seethe section 2.1). A further increase of strength has been observed in this material,
when heated in the argon atmosphere [15, 16].

Schwetz and Lipp [17, 18] also studied the effect of the dopants on the flexural strength. They
observed that the material s doped with aluminium had a higher strength than that doped with boron, and
with theimprovement in the processing parameters, it would be as strong as the 'hot-pressed’ SiC mate-
rials. They also found that the production of the materialswith ultrafine grainsoccurred in avery narrow
range of sintering temperature (2050-2075°C). The exaggerated grain growth at temperatures above
2075°C wasthe cause of thereduction in strength of boron doped materials. The materials sintered with
aluminium nitride, which acted as a grain growth inhibitor, showed a higher strength [17, 18].

Moreover, assaid earlier, thereliability of silicon carbide materialsin high performance applica-
tionsisstill in doubt. Thesilicon carbide, like other ceramics, showsawide distribution in strength. One
common way of characterizing the variability of strength of brittle materias is by using the Weibull
modulus[13]. A high Weibull modulus material (i.e. m> 20) will give anarrow distribution of fracture
strength, whereasalow Weibull modulus material (i.e. m< 5) hasawidedistribution in fracture strength,
and hence alow reliability [19-22]. However, anumber of workersindicated that the structural reliabil-
ity of ceramicsis primarily dependent on the ‘ flaw size distribution’ during the processing [23-28]. The
studies on the strength and Weibull dataof silicon carbide materials, which are prepared from the nano-
crystalline particles, are somewhat limited in the literature [11].
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The ability of amaterial to ‘resist’ cracking and once cracks start appearing, its ability to ‘resist’
further crack propagation leading to catastrophic failure, can be characterized by the * manner of crack
initiation and propagation’, which is a function of fracture toughness The fracture tougness remains
more or less constant with temperature, for the * hot-pressed’ and sintered silicon carbide, varying be-
tween 3 and 5 MPamY2. However their experimental data were limited to relatively ‘large grain’ size
region [29]. Kodama and Miyoshi [30] studied the fracture behaviour of the ‘fine-grained’ silicon car-
bide materials, which were prepared by * hot-pressing’ with AIN additives. They observed adependence
of thefracture toughness on grain size. The maximum fracture toughness of 5.1 MPa.m*? was observed
for agrain size of 700 nm, and for grain sizes that are ‘finer’ or ‘coarser’ than 700 nm, the fracture
toughness decreased. Thiswas larger than that of the ordinary silicon carbide materials with the grains
having micrometer grain-sizes. They aso found that the maximum fracture toughness was observed
mainly in the inter-granular mode. Dutta [31] observed that the mechanical failure of silicon carbide
materials occurred minly due to the defects introduced during the fabrication of the materials These
defects are normally ‘ surface flaws', ‘inclusions’, ‘voids', having aavery large diameter of 100 mm.

The above literature survey then gives usthe ‘ basic concepts' by adequately covering amost all
aspects of fracture mechanical behaviour of silicon carbides that are doped with various additives, par-
ticularly boron carbide and aluminium nitride, which are relevant for the present study. However, a
glimpse of the Weibull statistics need to be given here, since it is the most fundamental aspect for the
understanding of the* dispersion’ behaviour of fracture strength in materials. It should be clearly pointed
out that the theoretical discussion on silicon carbides, which are given here and in the previous section
on fracture strength and theoretical strength, are equally relevant for many other materials including
nano-materials.

4.2.2. Wiebull Theory

It is pertinent to write about this theory due to its tremendous importance in interpreting the
fracture mechanical data of materials. The determination of the ‘reliability’ of the material components
isbased on Weibull’s *weakest link theory’, whichisvery simple and is based on an assumption that “a
part islike achain of many links’. If any link (i.e. small element of the part) fails, then the whole chain
or the part hasfailed. Similarly, if any small volume in amaterial part is sufficiently stressed to cause a
crack, the part will generally fail. Thus, the key isto determineif any of the elementsin apart islikely
to fail. Since the strength properties of the materials are variable due to the ‘random distribution’ of
flaws, there is a variation of strengths of different elements of a part. Thus, the strength of various
elements can be considered to have a ‘' statistical distribution” with the values below and above some
characteristic strength.

If an element is subjected to some stress, thereisacertain probability that thelocal strength of the
material will be exceeded. As the number of elementsin a chain is increased, the probability that “a
weak link will occur and cause afailure” also increases. Similarly, the probability of a material compo-
nent isafunction of volume of the material, which are subjected to various stress levels. By combining
the ‘probability of failure’ of al the elements, the probability of failure of the total part can be deter-
mined. That's asimple concept !

One common way of characterizing the variability of strength of brittle materialsis by using the
theory of Weibull [13], who established that the function, which would describe the ‘cumul ative prob-
ability of failure’ of all the elements of apart of N elements, can be expressed as:
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& (o-0 mV
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where, Pisthe‘fracture probability’ at stress ¢, 6, isanormalising parameter, which is defined as the
characteristic stress at which a volume of the material (V) would fail in an uniaxia tension, ¢, the
threshold stressi.e the minimum stressfor which thefracture can occur, and m the Weibull modulus. For
afixed volume and shape of the samples, the equation (4.9) can be written as:

P=1-exp{-[(c—0c,)/cl™ (4.20)
For aconservative estimate, the threshold stressistaken to be zero. Thusthe equation (4.10) can
bewritten as:

P=1-exp{- (c/c,)™} (4.12)

A high Weibull modulus material (m> 20) will giveanarrow distribution of the fracture stresses,

whereas alow Weibull modulus material (m < 5) has a wide distribution of the fracture strength, and
hence alow reliability, as pointed out earlier [11].

Here, the studies on the strength properties of nano-crystalline o.-silicon carbide ceramics with
the addition of boron carbide and aluminium nitride are described. The strength of the materials is
characterised in terms of the baseline strength, the strength distribution and the microstructure.

4.2.3. Stress|ntensity Factor

First of al, alittle background on the theoretical aspect of fracture toughness should be given
before the measurement technique is discussed. It iswell established that the brittle fracture in ceramic
materials, viz. silicon carbide, occurs through the propagation of ‘pre-existing’ flaws. The most com-
mon ‘fracture-inducing’ flawsare micro-cracks. The stressintensity at the crack tip, which isdenoted by
K, isrelated to the ‘applied stress' by the equation as:

Kl =oY \/a (412)

where, Y is a dimensionless parameter, which depends on the geometry of loading and the crack con-
figuration, and ‘&’ isthe half of thecrack length. Here, K, iscalled the ' stressintensity factor’. Actually,
itisthedriving forceat the crack tip. At thetime of thefracture, it isreasonably assumed that the normal
stress reaches the ‘ critical value', which isjust sufficient for the ‘rupture’ of the atomic bonds. Conse-
quently, the ‘stressintensity factor’ (K,) will also attainitscritical value'.

It should be pointed out herethat, like many other physical phenomena, thereisalso a*criticality”
inthe ' stressintensity factor’, which surely depends on the * velocity of crack propagation’. If we make
aplot of crack velocity vs. K4, then we would normally notice ‘three zones . In thefirst zone, the crack
vel ocity increases moderately, thenit increase slowly or remainsamost constant (i.e. sub-critical growth),
andfinaly at acritical value of K, the crack velocity moves upwards very fast — leading to fracture or
failure of abrittle material [21].

Thus, the “critical stress intensity factor” (K,¢) or the *fracture toughness' is a measure of the
stressrequired to initiate arapid crack propagation. Alternatively, it can be said that K, isameasure
of the ‘resistance’ of abrittle material to crack propagation. K, can be easily considered asa‘ material
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parameter’ provided certain conditionsare fulfilled. The fracture toughness has been expressed in terms

of the ‘surface energy’ and the Young’s modulus, which are measurable material parameters, by Irwin
[5] as:

Kic=(@27E)Y? (4.13)

This equation forms the basis of evaluation of the fracture mechanical parameters of interest.

The above equation for ‘ critical stressintensity factor’ was derived by assuming an infinite size of the
samples. For the sample of finite size, this equation becomes :

K, =0 Jra f(a/w) (4.14)

where, w = width of the sample, a = crack length, ¢ = stress. The functionf(a/w) hasto be known before
K, can be determined. Obviously, f(a/w) approaches— 1 for small valuesof (a/w). For the sampleswith
larger (a/w) values, as mentioned earlier, the general equation iswriiten as:

Ki,=Yo (4.15)

where, Y is a polynomial in (a/w). The factor \/ra isincorporated in Y. The general equation was
derived by assuming a crack inside the material.

4.3. PREPARATION FOR STRENGTH MEASUREMENTS
4.3.1. Nano Powder Preparation and Characteristics

The details of the procedure to prepare nano powders of Acheson type o- and 3-silicon carbides
with both boron carbide and aluminium nitride as dopants with 1 wt% carbon are given in chapter 2.
The method of preparation of nano particles of SiC, purification, mixing with green binders and press-
ing in aisostatic press at 250 MPa and then subsequent sintering at 2050 - 2100°C for 15 min under
vacuum atmosphere (3 mbar) areall giveninchapter 2 in details. The same materials are characterized
for their mechanical propertiesin order to see the effect of introducing nano particles of SiC on these
properties of the final sintered material. Here, only the following details of the strength measurements
will be given, since these details are important for analysis of the mechanical data concerning nano-
materials.

4.3.2. Strength Measurement

4.3.2.1. Flexural Strength
The measurement of flexural strength requires the following steps:
1. Preparation of the Samples,
2. Introducion of 4-Point Bending Samples, and
3. Measurement of the Fracture Load.

The measurement of the flexural strength at room and high temperatures was made by four point
bending method using high temperature Bending Strength Tester (Model - 422-S, Netzsch, Germany). It
consists of the following main parts :

(a) The Frame,

(b) Electrically Heated Split Furnace (up to 1400°C),
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(c) The Loading Device,
(d) Mesurement System with Inductive Displacement Transducer,
(e) The Recording and the Control Console.

The test barsof sizeof 45 x 4.5x 3.5mm?> weremachined with a diamond wheel. Each surface
of every sample was ground by silicon carbide powder (— 400 mesh). The barswere finally polished on
diamond lapping disc with 1 um diamond paste to aroughness of 0.01 mm or less. Thetensile edges
were chamfered (45°) with asimilar abrasive.

The 4-point bending tests were carried out on a40 mm outer span and 20 mm inner span width
at atransverse speed of 0.05 mm/min at room temperature and also at high temperatures. On attainment
of thetemperature, the load was applied at 1.25 N/sec. The measurements were carried out from room
temperature to 1200°C in air. The deflection was recorded by the X-Y recorder until the fracture oc-
curred. From the fracture load and the sample dimension, the strength was cal culated utilizing the fol-
lowing equation :

6 = (3P,. d)/(B WA (4.16)
where, P; = fracture load, d = bending aram = (L, — L,)/2, L; = magjor span , L, = minor span, w =
specimen height, B = specimen width.

4.3.2.2. Fracture Toughness

A large number of methods of measurement of fracture tughness and such other parametershave
been standardized for metals and aloysin recent years. These methods are normally suitable for ambi-
ent laboratory conditions. Different methods utilize different configurations. In the present work for
sintered nano-crystalline particles of silicon carbide, the measurement of fracture toughness was made
by 4-point * Single Edge Notch Bend’ (SENB) specimen technique.

The load required for causing the fracture of the sample was measured by the above high tem-
perature ‘ Bending Strength Tester’, having alength 1600 mm x width 750 mm x height 2100 mm. The
bars of size (45 mm x 4.5 mm x 3.5 mm ) were notched with adiamond blade of 0.2 mm thickness (100
um diameter), after grinding in a 25 micron diamond wheel.

The notch dimensions were measured with the help of a traveling microscope. As a result of
using 0.2 um thick blade for notching, the notch width varied from 0.31 to 0.39. The value of a/w = 0.25
- 0.40 mm, where a = notch length and w = notch width. The notched sampleswere put into the furnace.
On attainment of the desired temperature, the load was applied on the ‘ Bending Strength Tester’ at the
speed of 1.25 N/sec, and the fracture load was noted. The fracture tougness (K ) was calculated by
using the following euation as:

K, = (3P.d)/(BWA)[1.99 — 2.47(a/w)+12.97(a/w)? — 23.17(a/w)® + 24.8(a/w)’]  (4.17)

At least 30 samples were tested at each temperature for a better accuracy of the fracture tough-
ness data in order to give a better interpretation of the fracture mechanical behaviour of the sintered
silicon carbides.

4.4. MECHANICAL PROPERTIES

Many details about the mechanical properties are given in the previous sub-sections along with
some details of different experimental techniques, including some descriptions of the Weibull’s statisti-
cal theory, which areall relevant for the present study in theinterpretation of the data of fracture strength,
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Weibull modulus and fracturetoughness, i.e. criticl stressintensity factor. Here, first of all, acomparison
will be made between the mechanical data of both o.- and B-silicon carbides in terms of their flexural
strength, and then the mechanical data of o-silicon carbide will be presented in order to be able to
correlate them with their microstructural behaviour.

4.4.1. Comparison of Mechanical Data of a- and B-SiC

The flexural strength of both o- and B-silicon carbides, which are doped with boron carbide +
carbon and aluminium nitride + carbon, has been studied. For boron carbide doping, the flexural strength
of o- and B-silicon carbides are found to be 390 and 330 MPa respectively. Such a behaviour of the
flexural strength of two types of silicon carbide could be interpreted by the sintered density and the
polytype formation, as described in various sections of the chapter 2. The grains of these silicon car-
bides doped with boron carbide are mostly eleongated in shape. The sintered density of o-silicon car-
bide is 3.18 g/cc, which corresponds to 99% of theoretical density, whereas the density of B-silicon
carbideis 3.10 g/cc that correspondsto 96.5% of the theoretical density. Therefore, the higher density of
o-silicon carbide compared to that of B-silicon carbide could be onereason for ahigher flexural strength
of the former material. But there could be other reasons related to material properties.

As B-silicon carbide contains 3C-polytype, which is a thermodynamically unstable phase, the
growth of the crystalsin a particular direction has been very fast compared to that of o.-silicon carbide
according to the energy considerations. Thevery fast growth of the elongated crystalsduring the sintering
of B-silicon carbide is expected to ‘ entrap the pores’, and thusit might have prevented the densification
to be completed. Therefore, as mentioned in the section 2.7.3, two types of porosities have been identi-
fied : (a) somewithin the grains, and (b) others between the grain-boundaries. The length of the crystal
of a-silicon carbideis5.7um, whereasthat of -silicon carbideis12um. Thisshould explain why the
flexural strength of a-silicon carbide is higher than that of B-silicon carbide, which are both sintered
with the same dopant of the same concentration.

As shown later from the microstructure, the fracture mode in o-silicon carbide is found to be
inter-granular, which is also similar in B-silicon carbide. This type of fracture presumably originates
from the surface, and propagates through the crystals through inter-granular porosities. The flexural
strength of both these materials remained constant from room temperature up to 1400°C. Thisinvari-
ance of strength against temperature can be attributed to the fact that thereis neither any liquid phase nor
any glassy phase in the grain boundaries, as shown later for a-silicon carbide.

Therefore, the lower value of strength for B-silicon carbide can be attributed to the larger grain
size (d), which isrelated to the flexural strength by Petch equation [24] as:

o, =0, + kd?
where, 6, isthe base strength for the single crystal and k isaconstant. Thus, the flexural strength of -
silicon carbide is found to be lower due to the presence of such larger grains, i.e. 12 um.

4.4.2. Flexural Strength of a-SiC

There are many factors which affect the strength of ceramic materials such as porosity, grain
size, grains shape and surface conditions etc. Figure 4.2 shows a SEM micrograph of a polished and
etched surface of the dense oi-silicon carbide. The grains had mostly tabular shapes The average grain
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sizewasfound to be5700 nm. TheFigure 4.3 showstheflexural strength asafunction of temperature.
No variation of strength data with temperatures was found up to 1400°C. The average flexural strength
was found to be 390 MPa. The Figures 4.4 and 4.5 show the flexural strength as Weibull modulus (m)
at room temperature and at 1400°C. The number of specimenswas 30 in each case. The Weibull modu-
lus was 11.3 at room temperature and 13.3 at 1400°C. The Weibull modulus is found to increase at
higher temperature presumably dueto healing of surface cracks, which wereinduced during the cutting
of the samples by high speed diamond blades, i.e. the curing of the surface damages at higher tempera-
ture.

The Weibull modulus for B-silicon carbide (not shown here) was found to be 10.9 and 12.9 at
room temperature and 1400°C respectively. Thelow value of ‘m’ for -silicon carbide could be dueto
the presence of pores of different sizesand also dueto arelatively wider distribution of flexural strength
at room temperature. The increase of Weibull modulus by about 20% for both these materials from
room temperature to 1400°C might be due to the ‘healing of surface cracks and possibly due to the
‘release of residual stresses'.

Figure4.2: SEM photo of etched and polished surface of a dense a-silicon carbide
(dopant : 0.5 wt% boron carbide + 1 wt% carbon)



160

NANO MATERIALS

650

600

450

FLEXURAL STRENGTH (MPa)

200

150

550

500

400

350
300

250

R
—

S

R

0

200 400 600

TEMPERATURE (°C)

800 1000 1200 1400 1600

Figure4.3: Flexural strength as afunction of temperature of -silicon carbide (dopant :
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Figure4.5: Weibull modulus of flexural strength at 1400°C for o.-silicon carbide
(dopant : 0.5 wt% boron carbide + 1 wt% carbon)

Figure 4.6 shows the fracture toughness of o.-silicon carbide as a function of temperature. The
average fracture toughnesswas found to be 3.95 MPamY2. The value for B-silicon carbide (not shown
here) was found to be 3.55 MPamY?. A higher value of fracture toughness for o-silicon carbide is
obtained due to the fine grained microstructures obtained after sintering and due to higher level of
densification compared to that of j-silicon carbide.
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Figure 4.6 : Fracture toughness as a function of temperature of a-silicon carbide (dopant :
0.5 wt% boron carbide + 1 wt% carbon)

4.4.3. Microstructure

There are some pores as shown in Figure 4.7 in the above samples, and the fracture mainly
originate from the crack generated due to pores. This type of fracture, which is caused by an intra-
granular pore, was observed during this investigation. Figure 4.8 shows a SEM micrograph of the
fracture surface of thec-silicon carbidein terms of the propagation of cracks and the fracture caused by
the inter-granular pores. The presence of pores is expected to cause the formation of tiny cracks. The
propagation of cracks requires the rupture of the inter-atomic bonds at the tip of the crack. Thus, the
‘stress concentration’ (c,,,,,) at thetip of acrack isrequired to be equal to the *theoretical stress' to pull
the atomic bonds apart [32], and when astress c is applied, 6,5 iSgiven by :

Opmax = 20(clp)Y? (4.12)
where, p istheradius of curvature of the crack and cishalf of the crack length. Inthis case, the radius of
curvature of the crack produced by the void isvery low, and thusc,,,,, might be equal to the theoretical
stress (o+y,) at applied stress of 390 MPa (average value). Hence, the average value of the flexural
strength, as observed above, is also 390 MPa.
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Figure 4.8: SEM photo showing crack propagation through the sintered sample.

The SEM micrograph of the fracture surface of o-silicon carbideis shown in Figure 4.9, where
the fracture mode is found to be inter-granular. The grain boundary is very clearly revealed. The sharp
grain boundaries could indicate a very thin grain boundary between the grains. Figure 4.10 shows the
grain boundary wheretwo grains are meeting at an arbitrary angle, as observed by transmission electron
microscopy. No glassy phase has been observed along the grain boundaries.
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Figure 4.10: TEM photo showing the grain boundary of the sintered o.-SiC.

In order to examine the effect of boron carbide, TEM photo is taken of a o-silicon carbide
sample containing 3 wt% boron carbide and 1 wt% carbon, which was sintered at 2050°C for 15 minutes
under vacuum (3 mbar). It is seen from Figure 4.11 that sintered silicon carbide contained boron in its
structure, excess boron carbide remained as a separate phase not at the grain boundary. Thus, for 0.5
wt% boron carbide doping level, al boron carbide and carbon must have been diffused uniformly into
the silicon carbide grains. The absence of glassy or any other phase at the grain boundary isrevealed by
the electron diffraction pattern shown in Figure 4.12, whereby the presence of ‘double dots' clearly
indicate theinclusion of boron carbide inside the main SiC structure. Thisisalso proven by the constant
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flexural strength up to 1400°C. It may be concluded that the sintering of silicon carbide with the addi-
tion of boron carbide and carbon is a solid state sintering process, which is clearly evident from the
microstructural study and which is also supported by the flexural strength data.

Figure4.11: TEM photo of sintered o.-SiC doped with 3 wt% B,C and 1 wt% carbon.

For the mechanical properties of a-silicon carbide doped with 2 wt% aluminium nitride and 1
wt% carbon, the results are quite similar to those obtained for boron carbide doping in terms of micro-
structure involved in the interpretation of the data. However, the flexural strength is higher in case of
AIN doping, since the value is 550 M Pa, which is about 41% higher than that of boron carbide doping.
The average fracture toughness is found to be 5.35 MPa.m1/2, which is higher by about 35% than that
of boron carbide doping. The Weibull modulus (m) is aso found to be little higher at 12.5 (10.6%
higher) and 15.1 (13.5% higher) than those of boron carbide doping at room temperature and 1400°C
respectively.

From the observed SEM and TEM micrographs as well as the electron diffraction pattern show-
ing double dots (like in the case of boron carbide doping), it has been clear that AIN has entered into
solid solution inside the structure of SiC. The grain boundaries showed no glassy phase or any other
phase, indicating that the sintering is asolid-state diffusion process, which isalso evident by the invari-
ance of flexural strength with temperature up to 1400°C.

In summary, it can be said that o.-silicon carbide doped with 0.5 wt% of B,C + 1 wt% of carbon
or 2wt% AIN + 1 wt% carbon had aflexural strength of 390 MPa and 550 M pa respectively by 4-point
bending test. No degradation of strength occurred up to a temperature as high as 1400°C in both the
cases of doping. Theintra-granular fracture wasfound to occur. No glassy phase or any other phase was
found at the grain boundary in both cases of doping The Weibull modulus of the sintered o-silicon
carbidewas 11.1 at room temperature and 13.3 at 1400°C for boron carbide doping, and those for AIN
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Figure 4.12: Electron diffraction pattern showing double spots for solid solution.

doping are 12.5 and 15.1 respetively, indicating anarrow distribution of flexural strength. Thisstrength
behaviour of sintered SiC with nano-crystalline particles show that it can be fruitfully used as‘ ceramic
engine components and for many other engineering applications.
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Chapter 5

Magnetic Properties

PREAMBLE

Whenever we talk about magnets, we immediately think of ‘metal’ magnets. However, ceramic
magnets called ‘ferrites’, based on the spinel structure (seelater), have also been extremely popular for
varioustechnological applications. Thisencompasses agamut of magnetic materials, which are of great
interest to the materials scientists and engineers as well as to the electrical and electronics engineers
dealing with various devices. While a complete book can be devoted to such a vast field, avery short
description is given in this chapter on the basics of magnetism and then various types of materials, i.e.
spinel based materials, are discussed. Thisis done in order to bring the ferrites, i.e. magnetite in this
case, into focusin theform of nano-sized materialsand their peculiar propertiesin the nano rangewithin
adiamagnetic glassy matrix.

5.1. INTRODUCTION

Let usrecall Michael Faraday’simportant discovery, and immediately we can say that the mag-
netic fields arise from achangein electric field. This change might be produced due to the linear move-
ment of electronic chargee (current) or dueto the spin of g, or the change of the electric field strength E,
i.e. an electromagnetic wave. The magnetic flux or induction (B) arises from the presence of the two
termsas:

A. Magnetizing Field Strength H [Ampere/meter], and

B. Magnetic DipolesM [A/m].

The following relation holds :

B=ugH +ugM =p.H
where, u, = 4r.10~" [Volt/(Coulomb.meter)] = Magnetic Permeability in Vacuum, p [V/(C.m)] = Effec-
tive Magnetic Permeability of Materia, H [A/m] = Magnetic Field Strength, B [V.§/m?] = Magnetic
Induction.

If any material issubjected to an external magnetic field (H), it exhibitsthe“aligning” of elemen-
tary ‘dipoles, i.e. due to the spinning of a negatively charged electron around a positively charged
nucleus and obviously around itself. This “effect” is called magnetization (M), and it is expressed ac-
cording to the following formula:

M=n.P=n.a.H

Thus, we can writeit as:

M = [Number of Magnetic Dipoles (n)] x [Magnetic Moment of one Dipole (P)]

169
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where, P = Magnetic Moment of an Elementary Dipole [A.m?], n = number of the elementary dipoles
per unit volume [m~]. Hence, the following relation holds as :
o=P/H

With our knowledge in quantum mechanics, as described in thechapter - 1, the smallest elemen-
tary magnetic dipole P, arises from the movement of an electron of chargee=1.6.10°C and of mass
m = 6.63.103! kg).

P,=e. h/(4n.m) =9.3.10 [A.m?]
where, h = Planck’s Constant = 6.63.10* J.s, P, = ug = Bohr Magneton.

Itisalso known that the * permanent magnetic dipoles’ arise when unpaired electrons exist in an
atom, as in ions. The magnetic susceptibility is defined as a dimensionless quantity as the ratio of
magnetization to magnetic field strength :

x = M/H

Some materials exhibit “ spontaneous magnetization” (M), i.e., M > 0 even without an external
magnetic field. Depending on the type of spin alignment, these are classified as:

A. Ferromagnetic

B. Ferrimagnetic

C. Antiferromagnetic

Generally speaking, depending on the response of a material to the externally applied magnetic

field, all materialscan beclassified into the above category of magnetic materials, apart from diamagnetics
and paramagnetics. These are described very briefly in the following subsections.

5.1.1. Diamagnetics

For all materials, this effect arises due to the modification of electron movement in an external
magnetic field (H). The modification is aways such that the resultant magnetization counteracts the
applied field, which isknown asthe Lorentz Law. This diamagnetic effect isvery small but ‘ negative'.
It is usually possible to be detected only if no permanent dipoles are present in the materid, i.e. the
material does not contain any unpaired electrons. The diamagnetic susceptibility isgiven as:

¥p=~ —10° to—107% <0

5.1.2. Paramagnetics

A material isconsidered paramagnetic due to the alignment of the permanent dipoles arising out
of m unpaired electrons in an external magnetic field H. The alignment of ‘paramagnetic ions' is
strongly opposed by the random thermal vibrations, i.e. quantized phonons, which giverise to the mis-
alignment of these magnetic dipoles. This particular paramagnetic effect is very small but ‘positive'.
Here, itisusually possibleto be detected only if no ‘ spontaneous’ alignment of the magnetic dipoles,i.e.
no ferromagnetic interaction of the unpaired electrons, takes place in the material. The paramagnetic
susceptibility isgivenas:
xp~ +107° to+10° >0;
xp=CIT,

whichisthe famous‘ Curie Law’. Also, the magnetization can be expressed as :
M =m.n.pg
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5.1.3. Ferromagnetics, Ferrimagnetics and Antiferromagnetics

The effect of ferromagnetism arises due to the * spontaneous’ coupling of the permanent mag-
netic moments of the individual ions. A collective alignment results even in the absence of an externa
magnetic field within small regions of material called “domains’, which are ~ 1-10 um in size. The
width of these domains play a vital role in the ferromagnetic property or rather in the * spontaneous
polarization’ of the magnetic momentsin the materials.

Theferromagnetism defines* positive spin interactions’ when the spinsare aligned in onesingle
direction and also resulting in parallel alignment of the spins. The antiferro-magnetism defines “ nega-
tive spin interactions” with the spins aligned in opposite directions and a complete cancellation of net
magnetization results. The ferrimagnetism is actually antiferromagnetism with incomplete cancellation
of magnetic dipoles due to spin alignment, or rather misalignment. (See section 5.4.4)
In magnetic materials, different types of spin alignment ispossible, as shown by adiagramin the
section - 1.4.1, which depends on a number of factors. This kind of spin alignment can happen if the
following possihilities occur :
A. Twoions having different magnetic moments M, and M, interact negatively, but the cancel-
lation isincomplete due to a difference in the moment, i.e., M, # M,

B. In the magnetic crystals, two sub-lattices interact, containing even similar ions, when M, =
M, , but the cancellation of the magnetic momentsis incomplete due to the differencein the
number of ionsin the two sub-lattices, since the number of ionsis also important.

The spontaneous spin aignment in ferrites is opposed by thermal vibrationsin the lattice. At a
critical temperature T, called the * Curie Temperature’, the ferromagnetic material s become paramag-
netic. The magnetic susceptibility at T > T isdescribed by the * Curie-Weiss Law’ as:

xp=CI(T-To)

Most ceramic magnets, i.e. ferrites, are ferrimagnetic with a crystal structure based on inverse
or partialy inverse spinels. So, the description of the * spinels' need to be given here.

5.1.4. The Spinels

The spinel has the molecular formula AB,O,, and it has 8 moleculesin itsunit cell = AgB;505,,
Aisadivaention (e.g. Mg?*, Zn?*, Fe?*, etc.) and B denotesatrivalention (AI®*, Fe**, etc.). Innormal
spinel structure, aunit cell contains 32 oxygenions, 32 octahedral B sites, which are half filled by the B
ions and 64 tetrahedral A sites that are 1/8 filled by the A ions. The typical example of some of the
normal spinelsare:

MgO.Al,O3 = MgAl,O,, ZnO.Fe,0; = ZnFe,O,, FeO.Al,O5 = FeAl,O,,

Co0.Al,O5 = CoAl,0,, MnO.Al,O; = MnALO,, NiO.Al,O3 = NiAlQO,.

Theinversespinel hasthegeneral formulaB(AB)O,. Thewholeof A ionsand half of B ionsare
located in the octahedral sites, and the other half of B ionsare placed in thetetrahedral sites. Most of the
“ferrites’” have thisinverse spinel structure. A typical example of some of the inverse spinelsare :

MgO.Fe,0O; = FeMgFeO,, NiO.Fe,0O; = FeNiFeO,, Co0.Fe,0; = FeCoFeO,,

FeO.Fe,0, = FeFeFeO,= Fe,0, = Fe*'(F&#'Fe*")0,

(The Most Important Ferrite)

In the above spinels, there is only one type of divalent metal ion or only one kind of trivalent
metal ion, but in reality, there are also mixed spinels showing interesting magnetic propertiesfor various
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applications. The composition of such mixed spinels can vary. Obviously, there are various ways these
multivalent ions can be distributed or re-distributed inside the spinel structure. The general formulais
(ALBY)(AB,)O, , e9. Mg-Zn ferrite, Mn-Ni ferrite, etc. Some more detailsis necessary to be given
for these types of mixed ferrites, as given below.

As said earlier, the ferrite of spinel structure, represented by AB,O,, have generated a lot of
research interest due to their tremendous applications in nano science and technology. It is aso known
that the physical properties of spinel ferrites depend on the distribution of cations amongst the tetrahe-
dral (A) and octahedral (B) sites, and the relative strengths of various kind of ‘ super-exchange interac-
tions' viaoxygens. It is noted that most of the works are confined on spinel ferrites MFe,O, (M = Zn,
Co, Mn, Ni etc.). In these spinels, B sites are occupied by Fe**. However, there are many spinels of
different class and having no B site Fe**, but may be relevant in view of physics involved and the
technological applications, e.g. the chromites MCr,O, (M = Mn, Fe etc., ions) are one of such classes
which exhibited many unusual magnetic propertieslike ferrimagnetism, half-metallic behaviour, colos-
sal magneto resistance (CMR) effect etc.

One reason of predicting HFM in spinel is its typical ‘spin structure’ in A and B sites (sub-
|attices), where the spinsinside each of the A or B site are assumed ferromagnetically ordered, but two
sublattices are antiparallel with respect to each other. For example, those electrons with ‘spin up’ are
metallic, while those with *spin down’ are insulator. It has been proposed that Mn[Cr, _,V,]S, series
might be a strong candidate for HFM (see later, Bhowmik [20] for important references). However, the
experimental investigations indicate that bulk spinel Mn[Cr, _,V,]S, may not be stable in cubic spinel
structure for x > 0.6, when the sample is prepared by a solid state method. By considering the *site
exchange of cations' in spinel nano particleswith drastically different kind of behaviour in comparison
with its bulk form and the stability of the structure, it is suggested that the production of nano particles
may be an aternative approach for the stable structure of Mn[Cr,_,V ]S, series.

The magnetic and transport properties of MCr,S, are quite stimilating. It isinteresting to ook for
the similar kind of magnetic and transport propertiesin MCr,O, (M = Mn, Feetc.). Dueto both (sulfide
and oxide) spinels have been identical with cubic lattice structure, and both are ferrimagnet with T in
the range (60°K-80°K) and non-collinear ferrimagnetic order starts below 20°K. The other genuine
interests for investigating the MnCr,O, spinel is to understand the role of strongly negative 'exchange
interaction term’, i.e. Jgg (Cr-O-Cr) interactionsin controlling the magnetic properties in the chromite
spinels.

In the spinel structure, the superexchange interactions will be important for the collinear con-
figurations A-O-B with angle 125° and B-O-B with angle 90°. For other configurations, the distance
between the oxygen ion and cation istoo large to give rise to a strong A-O-B interaction. It can be said
that direct (antiferromagnetic) interactions between B site cations are possible in compounds like
MnCr,0,. In fact, many phenomenain recent years have been explained by the B site direct cation-
cation interaction, asin ZnCr,0,, and similar to many other Cr-spinels, the non-collinear spin structure
between B site Cr®* moments has been confirmed by neutron diffraction experiment in MnCr,0O,. Nu-
merous attempts have been made to understand the non-collinear ferrimagnetic structure. However, the
picture of spin configuration for chromites are not very clear even upto date (see the section 5.4.4).

The magnetic behaviour of the bulk and mechanically milled MnCr,O, nano particles need to be
studied in order to examine the possible changein B site spin configuration with thereduction in particle
size and its correlation with the magnetic properties (see ref [20]). This sums up a short description of
varioustypes of spinelsand thereinteresting magnetic properties which appear to be quite complex, but
by making nano particles of different spinel structures and by studying their different magnetic proper-
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ties as a function of both temperature and magnetic field, we might be able to reveal some important
details, as shown in the subsequent sections.

5.1.5. Lossesdueto Eddy Currentsin Magnetic Materials

Althoughin this chapter we are no way connected with the‘losses’ inferrites, while dealing with
nano materials. But, abrief description of ‘losses’ of ferritic materialsisgiven hereto highlight the point
that this factor has to be taken into account while designing various electrical and electronic devices,
and of course various compositions of magnetic materials.

Theferrites are good magnets dueto their high magnetization M and good electric resistivity, i.e.
high electrical insulation. If the electrical resistivity of a magnetic material is low, e.g. in magnetic
metals, ‘high frequency magnetic fields' would create ‘high frequency electric fields', which induce
‘loss currents’, which are called * eddy currents'. In some of the rare instances, the eddy currents can be
useful, e.g. in induction heating in *high frequency induction’ furnaces for melting various metals in-
cluding special aloys for hi-tech applications in aerospace and other industries. But, in most of the
cases, the eddy currents cause a“loss of energy” and “undesirable heating”.

The power lost in the magnetic material as heat = V . | = VR, where R = resistance of the
material, | = eddy current, and V =induced voltage ~dB/dt. L et uscomparethetypical resistivity values
for ferritesand metallic magnets : for cobalt ferrite, CoO.Fe,O; , theresistivity p = 107 ohm-cm, while
for metalliciron (Fe), p = 10 ohm-cm. Thus, for the same magnitude of induced voltage, the lossesin
the ceramic magnet (i.e. ferrite) will be 12 orders of magnitude smaller, as compared to the metallic
magnet. This mean that the resistivities, and hence the ‘ power losses , differ by afactor aslarge as 10
between metallic and ceramic magnets.

Sincethe power lossis significantly reduced in ferrites, thislow loss factor is successfully used
for making ‘ high frequency magnets , i.e. ferrites, in electronic equipment. It is useful to mention some
of the applications of thisimportant class of materials asfollows:

1. Audio-Visua Recording Heads (here, both the chemical resistivity and wear resistance of
ceramics are a so considered advantageous)

2. Deflection-Yoke Cores and Convergence Coil Cores (Television Circuitry)
3. Transformers and Magnetic Core Memories

4. Antennas based on Ferrites

5. Information Recording and Storage (e.g. Magnetic Tapes and Disks)

5.1.6. Structural Ordering of Ferrites

The preference of certain metal cations to octahedral B or tetrahedral A coordination in FCC
oxygen latticeis dictated by the ‘ crystal field theory’. The particular preference of anion for octahedral
or tetrahedral coordination decreases in the following order :

Cr¥*>Mn*> Ni?*> Cu?*> AI®*> Co?*> Mg?*™> Ti®*> Fe?*> Fe**> Mn?"> Zn?”.

Although our knowledge of magnetic properties and magnetic materials have grown up with
time, the secrets of the extensive“ class of ferrites” aresill largely hidden. Dueto the above order, certain
conclusions can be made as follows :

A. Most of spinelswhich contain aluminum are normal, except for those of nickel and copper.

B. The proximity of the Fe?* and Fe** ions indicates that they can easily interchange their posi-
tions between the A and B sites.
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C. Nickel, cobalt, copper, and magnesium ferrites are “predominantly” inverse, i.e., divalent
ions prefer octahedral coordination, but in certain instances, these ions occupy normal posi-
tions asin mixed spinels.

D. Zinc spinel isanormal spinel.

E. Some sort of structural disorders have been detected in spinels, e.g., ashift of oxygen and the
metal cationsinthe B sites can createlocal permanent dipolesin ferrites, which could interact
spontaneously in the anti-parallel orientation.

5.1.7. The Mechanism of Spontaneous M agnetization of Ferrites

Despite the separation of different metal cations by oxygen ions, a spontaneous magnetization
and also a non-zero magnetic moment are shown by the ceramics magnets like ferrites. The reason for
this behaviour should be explored. It can be considered that the electronic configuration of the outer
shells of the elementsis the most important in the structures of ferrites.

Each unpaired electron spin produces a magnetic moment, measured as 1 Bohr magneton (1ug).
In pure ferromagnetic materials such asmetallic Fe, Ni, and Co, the spontaneous alignment of the spins
takes place for the neighbouring ions, with a cooperative interaction of electrons that is necessary to
result in the ferromagnetic effect.

Sincethemetal ionsare separated by oxygen and consequently, thereisa lack of direct exchange
interactions, i.e. the overlapping of the wavefunctions of the atomic orbitals is absent. However, the
‘spininteraction’ still takes place in oxides of ferromagnetic metals, despite the abovefacts. It has been
shown that cations in spinels can interact toward anti-parallel alignment of unpaired electron spins,
despite the separating oxygen anions, which is known as the super-exchange interaction model.

This particular model has been proposed between the 3d orbitals of metal ions with unpaired
electron spins and the 2p orbitals of oxygen ions. The distribution of ions, like Fe, Ni, Co, Mn, and Cu
with unpaired outer electrons, between the tetrahedral (A) and octahedral (B) sites of the oxygen sub-
lattice dictates the ‘ condition of criticality’ of such super-exchange interactions. The potential energy
diagram of such ions within a given atomic environment involving such interactionsis very important
for the equation of motion, which depends strongly on the type of site in which the cation sits.

For a particular ion to ion separation, the shape of the p-orbital of the oxygen ion suggests that
thisinteraction is the strongest when the metal-oxygen bond angle ¢ iscloseto 180° :

A. For the interaction A-O-B, ¢ = 126° and 154°

B. For theinteraction A-O-A, ¢ = 79°

C. For the interaction B-O-B, ¢ = 90° and 125°

Inthe normal spinels containing iron, e.g. FeAl O, with all the Fe?* ions occupying tetrahedral A
sitesand ZnFe,O, wih all the Fe** ions occupying octahedral B sites, both the AI3* and Zn?* have paired
spins, since these ions are non-paramagnetic with pug = 0. Hence, the A-B interaction can not give any
possible spin alignment. Moreover, the Fe-Fe interaction through A-A or B-B istoo weak to give any

alignment resulting in no net magnetic moment in normal spinels containing non-paramagnetic ions
accompanied by iron.



MAGNETIC PROPERTIES 175

But, in inverse spinels containing iron, an equal number of Fe** ions occupy the tetrahedral A
sites and the octahedral B sites, and therefore the interaction (A-O-B) is obviously strong. As aresult,
there is an anti-parallel spin alignment with no ‘net resultant magnetic moment’ due to the iron ions.
However, the inverse spinel can be doped with MO (where, M stands for a divalent metal ion). Here,
M?2* ions have apreference for the octahedral sites, such that some of the octahedral B sitesare occupied
by M?*ions. Thestrong (A-O-B) interaction of the M?* ions, in the octahedral siteswith the Fe** inthe
tetrahedral sites, resultsin a net uncompensated magnetic moment. This moment is proportional to the
number of unpaired electrons in the M?*, which meansthat all the Fe** alignment is still anti-parallel.

All polymorphs of iron oxide are based on cubic close packing (fcc) of oxygen, with cations
filling octahedral (B) and/or tetrahedral (A) holes. Among the polymorphs are : Magnetite Iron Oxide
Fe;0, = Fe,,05, , Gammalron Oxide y-Fe,0O5 = Fe,; 3305, and Wuestite Iron Oxide FeO = Fez,0;, .
The former oxide, i.e. magnetite, isavery important magnetic material.

Itisisaninverse spinel. It has 32 oxygens and 24 cations : 8 divalent ferrous Fe* ionsin the
available octahedral B sites, and 16 trivalent ferric Fe** ions distributed equally between the tetrahedral
A and octahedral B sites. Thus, the net magnetic moment of magnetite results from the unbal anced spin
aignment of Fe?*. For different applications of ferrites, it isimportant to consider the magnetization and
consequent hysteresis behaviour, i.e. B-H curve.

5.1.8. Magnetization of Ferritesand Hysteresis

Magnetization M isafunction of the strength and direction of the magnetizing field H. From the
point of view of the microstructure, increased magnetization results from growth of the domainswithin
the grains of ferrite ceramics, which are oriented parallel to the applied magnetic field. The ‘hysteresis
loop’ isthe most important aspect of ferrite. The characteristics of the hysteresis loop are an effect of
materials process engineering of ferrites. Various characteristics of the hysteresisloop are of particular
importance, depending on the application for which the ferritewill be used. A typical diagram isshown
inFigure5.1.

The following parameters are important in the interpretation of the 'hysteresisloop' :
1. Initial Permeability

_[(98
Mo = dH -0

This results from the ‘reversible displacement’ of the domain boundaries without rotating the
domains. If H disappears, B disappears, and the domains return to their original random positions. Itis
important in the detection of weak magnetic fields, as in antennas, where the permanent (residual)
induction isundesirable.

2. Maximum Per meability

_(s
Mmax = dH o

Thisisthe ‘irreversible displacement’ of the domain boundary without rotation of domains.
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Figure5.1: Magnetic hysteresis curve of atypical magnet.

3. Saturation Induction (Bg) and Saturation Permeability (ug)

At this point of magnetization, all domains are rotated in the direction of the applied field. Both
parameters are important for magnetic field generation and both parameters are 2-5 times lower for
ferritesthan for metallic magnets. Typically for ferrites, the saturation induction is 4,000 to 5,000 Gausses,
and the permeability can vary widely from 2,000 to 18,000. The saturationinduction for strong metallic
magnets (cobalt-iron, silicon-iron, etc.) is about 20,000 Gausses, and the permeability 1,000 to 2,000.
High-nickel magnets (iron-80%Ni) have relatively low saturation induction (7,500 Gausses), but very
high permeability reaching 100,000.

4. Remnant Induction (B,)

B, islow for non-permanent soft ferrites, but ishigh for permanent magnet (hard) ferrites. Hence,
the value of the remnant induction is used to decide on the type of magnet.

5. TheAreaof HysteresisL oop

Thisareadetermines’total energy’ required for afull magnetization-demagnetization cycle. B.H
representsanet lossin the system, usualy intheform of heat. A “square” thinand tall loop ispreferable
in high-frequency applications, since thelossislow.

Additionally, AB = (Bg — B,) determines the power losses in high frequency ferrites. The low
coercivefield for soft ferrites, i.e. H, <80 A/m, determinestheir application in dynamic fields. These
ferrites could be used in high frequency inductors, transformers, switching cores for memory applica
tions, or magnetic elements in microwave applications.
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An analysis of ferrite's hysteresis loop brings us to thisimportant question :
Why are the characteristics of ferrite so different from those of magnetic metals?

Theanswer isthat the magnetic metalsareferromagnetic, whileferritesare ferrimagnetic. Thus,
only part of the spinsremain and the * super-exchangeinteraction’ in ferritesis more difficult than direct
interaction, which occurs in magnetic metals.

The above description can be considered sufficient to understand the behaviour of magnetite,
which are discussed in the following subsections, wherein it will be evident that when the magnetite
grains are of nano size, they show interesting magnetic properties. This is possible by a variety of
techniques both at low and high temperatures and as a function of applied magnetic fields to give a
maximum scientific revelations, which are also important to understand many technological applica-
tions for both the present and the future.

5.2. SUPER-PARAMAGNETISM

In the above description, the grain size of different ferritesisin the micron range, i.e. from about
1000 nm to 5000 nm, so that each grain can be considered as small magnet. Due to the various align-
ments of these small magnets and depending on various other parameters, an important hysteresis pa-
rameter likethe coercivefield (i.e. thefield needed to demagnetizeit) isdecided which givesinsight and
an important indication for many applications. For many other delicate applications like sensors and
medical imaging, avery fine grained magnetic particles are needed.

For doing experiments, the physicists prepare these fine-grained magnetic material by various
techniques, and then it isembedded in adiamagnetic or inert carbon matrix in order to do further studies
on their characterization. However, there is also an ‘elegant way’ of creating these small particles of
magnetite at ease by controlling the time and temperature of heat-treatment of amorphous or glassy
material containing iron oxidesin order to precipitate the small crystallitesin the nano range, i.e. ultra-
fine particles of magnetite. Thisisthe subject matter of this chapter, wherein the behaviour of the small
grains of magnetite crystalsin the nano range is created within a‘ diamagnetic’ basalt glass matrix.

Basalt forms a black homogeneous glass when cooled from the molten state. Subsequent re-
heating above the annealing temperature results in the development of fine-grained glass ceramics[1].
In order to control the quality of glass-ceramics, it isimportant to study the nucleation and crystalliza-
tion behaviour of this system, which has been done by * Small Angle Neutron Scattering’ (SANS), as
described inthesection 5.7 [2-5]. Since the glass containsiron oxide and the glass-ceramic has magnet-
ite asamajor crystalline phase, the magnetic properties of this system are also interesting.

As the heat-treatment temperature or time, or both increase, the magnetic property of Fe ions
participating into a magnetite phase shows *different magnetic behaviour’ depending on the particle
size, since it depends on the heat-treatment schedule. This behaviour isalso critically dependant on the
‘temperature’ at which the * magnetic measurements’ are taken [6-9].

These small nano particles of magnetite are “ superparamagnetic” below the magnetic transition
temperature of the bulk magnetite due to a‘fast’ relaxation of the magnetization of the particles [10].
These alignments or re-alignments are constantly occurring inside the material depending on the tem-
perature and the particle volume, but the timefor this purpose known asthe ‘ relaxation time’ isvery fast
at room temperature at 300°K (i.e. short relaxation time). However, it becomes|essfaster, i.e. therelaxa-
tion timeislonger whem the material is cooled down towards liquid helium temperature at 4°K. Itis of
fundamental importance to detect these nano particles of magnetite showing super-paramagnetism with
very fast relaxation to understand their interesting behaviour.
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As said above, this also depends on the type and temperature of measurements. For example, at
a given temperature below the so-called blocking temperature (Tg), the small nano particle might ap-
pear as ‘ferrimagnetic’ (slower relaxation), but at some other temperature higher than Ty, the same
particle will show *super-paramagnetism’ (faster relaxation) [10]. The similar effect can be observed
with the volume of the nano particle, i.e. the dimension of the nano particles of magnetite or any other
magnetic phase. The smaller the particle, the faster is the relaxation so that the particles appear to be
super-paramagnetic, and vice verse. In the nano range of particle sizes, it is quite obvious to be able to
observe the super-paramagnetic behaviour, but a strong dependence of the magnetic behaviour on the
‘criticality’ of the particle size even within a narrow range of “nano sizes’ is quite extraordinary, as
described later in this chapter.

As shown in the section 5.5, the magnetic characteristics of the basalt glass were identified as
due to pyroxene (F&?*, Mg) SiO; and to particles of magnetite distributed in small proportion inside the
non-magnetic silicate matrix. In pyroxene, the iron ions having magnetic moment .2+ Seem to behave
as ‘'free magnetic dipoles’, which iswell described by Langevin'stheory of paramagnetism. According
to Stoner [11], the value of e+ is approximately 540 emu/gm of iron. According to the Langevin's
theory, the * specific magnetic moment’ (M) of agiven material iswritten as:

M = Nu2H /3kgT (5.1
where, N, H, kg and T denote the number of Fe?* ions, the applied magnetic field, the Boltzman's
constant and the temperature respectively. In this case, as described in the section - 5.5, thevalue of N

can be measured by the Lorentzian analysis of the ‘intensity lines' of the M éssbauer spectra, so that the
magnetic contribution of Fe?* ions can be evaluated at every H and T value.

The magnetite has an ‘inverse spinel’ (cubic) crystal structure [12]. It isatypical ferrimagnetic
material and the Curie temperature is 851°K with the saturation magnetization as 92 emu/gm and 98
emu/gm at 300°K and at 0°K respectively (i.e. bulk magnetite). However, if we deal with very small
particles of magnetite, where each of them hasa“ singledomain” structure and the thermal energy at the
temperature of experiment can be sufficient to equilibrate the magnetization of *assembly of particles
in atime short compared to that of this experiment, i.e. this experiment cannot *‘ arrest or rather detect’
the particular (ultra-fine) particle. This behaviour has been termed “ super-paramagnetic”, as explained
above in terms of the ‘ relaxation time'.

The ‘group pramagnetic’ behaviour of “single domain” small particles of magnetite, i.e. super-
paramagnetic, shows a ' large magnetic moment’. The total * magnetic moment’ of such an assembly of
non-interacting magnetic particles above the so-called blocking temperature (Tg) contained in a speci-
men of volume (Vo) isgiven by :

M(Hy, T) = j OVS N(V) Mg (T) VL ()dV (5.2)

where, M(T) isthe saturation magnetization at temperature T, N(V) isthe number of particle of vol-
ume V in the specimen, o. = Mg(T)VHg, /kgT and L(o) isthe well-known Langevin function.

It is important to mention here that certain ‘asymtotic’ behaviour of equation (5.2) is useful.
When the single domain particle has an * anisotropy’ of cubic symmetry asin bulk magnetite, the mag-
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netization can be described by the following expression for any direction of the applied magnetic field,
asHg, — 0:

—2
_ MS(T)2 Ha(t VS 2 _ NMS(T)2 Hext V
M(Heq T) = T jo NV)VZdV = 3T (5.3)
and, as Hy — oo :
(Vs keT Vs
M(Hext,T)—JO N(V)Mq (T) VaV — . jo N(V) dV
_ NK.T
=NM(T) V — ke (5.4)
HeXt

where, V isthe mean volume of the magnetite particles.

When M isindependent of temperature, the equation (5.2) indicatesthat the magnetization (M) is
afunctionof H/T ,i e. themagnetization curve at different temperatures should * superpose’ onaHg /T
plot. This means that the magnetization of the super-paramagnetic particles adheres to the classical
Langevin function as:

M = Md[coth(uH g, /KgT) — (KgT/UH )] (5.5
and it does not show any ‘hysteresisloop’ in the B vs. H plot.

For the magnetic particlesin ‘thermal equilibrium’, i.e. in a super-paramagnetic state, theinitial
magnetic susceptibility issensitiveto thelarger particles as per equation (5.3), whereasthe * approach to
saturation’ is governed by the smaller particles. When the magnetization curve at a given temperature
shows a ‘hysteresis loop’, the remanence magnetization (Mg) should be a measure of the amount of
magnetic material with particle volume greater than that in ‘thermal equilibrium’. According to Jacob
and Bean [13] in this case, My is qual to %2 Mg, where Mg is the value of the magnetization in the
saturated state for an ‘assembly’ of independent particles, which are oriented at random.

For the 700 and 900 samples, the magnetization measurements were made between 4 — 300°K.
TheM vs. Hg,, /T plotisshowninFigure5.2 only for the 700 sample. It is seen that the magnetization
curves ‘superpose’ well both at 77°K and 300°K, and that they clearly adhere to Langevin function of
equation (5.5) (seelater in the section 5.4 for detailed analysis). The shape of the curveisvery similar
to that obtained for small magnetite particles embedded in an inert carbonaceous matrix [14]. This
confirmsthe * super-paramagnetic’ behaviour of the nano particles of magnetiteeven at 77°K. Thisalso
shows that the amount of ‘ferrimagnetic’ particles that are also of nano dimension and hence its contri-
bution is quite small.
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Figure 5.2 : Superposition of the magnetization curves as a function of H,, /T both at
300°K and 77°K for the 700 sample.

This is despite the fact that M6ssbauer spectra at 77°K shows a six-line magnetic hyperfine
patterns (typical of a ‘ferrimagnetic’ material) and the ESR spectra at 77°K shows a ‘ferrimagnetic’
resonance for this 700 sample, as described later in the sections 5.5 and 5.6. The reason for this behav-
iour isthat the relaxation time (t) is much lower than the time (t,,,¢) for the magnetization measurement
at 77°K, so that the nano particles of magnetite ‘appear’ super-paramagnetic at 77°K, as pointed out
abovein this section showing the importance of different measurements.

However, no ‘hysteresis loop’ is observed at 77°K, indicating that the "blocking temperature”
for the 700 sampleisstill lower than 77°K. It is noteworthy that the value of Mgat 4°K for the 700 and
900 samples are 6.73 and 5.97 emu/gm respectively. This shows that the number of Fe ions in the
‘ferrimagnetic’ stateisdlightly higher in the 700 sample, as also revealed by the M 6ssbauer dataat 4°K.

With abrief description of the method of preparation of the material in the next section 5.3, i.e.
preparation of basalt glass ceramic with ultra-fine particles of magnetite, the magnetization data based
onthe abovetheoretical analysiswill be presented in thesection 5.4. Subsequently, both the M dssbauer
and ESR spectroscopic datawill be presented along with some experimental proceduresin thesections
5.5and5.6, whichisto be concluded in thesection 5.6, in order to give acompl ete description of “nano
super-paramagnetic particles’ of magnetite in adiamagnetic glassy matrix.

5.3. MATERIAL PREPARATION

Itisknown that basaltic rocks are availablein abundancein nature, i.e. on the earth’ scrust. Many
years ago, the magmatol ogists of France were interested to work with the materials scientistslike usto
explore how the magmas were fast-cooled to a‘glassy’ or ‘crystalline’ state onto the earth’s crust. The
idea was to know about the ‘history’ of our planet’s creation through the creation of such materias
available in nature. Since, this basaltic rocks contain alarge amount of iron oxide, it must have some
kind of magnetic property and it is definitely possible to extract some useful information on our planet
through magneti zation measurements on such materials. By this brief account, the readerswould appre-
ciatetheimportance of such materialsin magmatology or, geology. However, no attempt ismade herein
this book to go towards this interesting subject, since we are mainly concerned with nano materials.
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In India, basaltic rocks are found in the Deccan range of mountains, and the Deccan basalts also
contain a large amount of iron oxides in order to justify experimental work on magnetization. The
geologists can obviously talk more on this subject and can identify other basalts, which are availablein
India and which are also useful for various interesting studies. For the present work, the basaltic rocks
were taken from the famous Holyoke Basalt Flow at Westfield in the state of Massachusetts (USA). Its
chemical compositionis: 52.0% SiO,, 14.1% Al,O5, 12.8% Fe,05, 9.3% Ca0, 6.4% MgO, 3.2 N&,0,
1.2% K,0, 1% Ti,O (wt.%).

Theentireraw material processing and consequent glass fabrication were done at Corning Glass
Works (USA) [1]. The basaltic rocks were crushed and ground to afine powder, and then it was melted
‘twice' to bring homogeneity in alarge platinum crucible at 1500°C for 16 hours. After casting large
plates of glass, they were annealed at 525°C. First of all, adilatometric experiment was carried out at a
heating rate of 3°C/min. FromAL/L,vs. T plot, theglasstransition temperature (T ) was estimated to be
635°C. The glasses were cut into small square (1 cm x 1cm) pieces and heat-treated at 600, 650, 700,
800 and 900°C respectively for 8 hours (5 samples) so that crystallization and other studies could be
performed. There were mainly six samples including the as-annealed glass, which is called a ‘blank
glass'.

5.3.1. Nano Particlesand X-ray Data

On all the above six samples, the X-ray diffraction measurements were carried out, which is
based on theintensity of diffracted beam [1(8)] at different angles of diffraction (26) following Bragg's
diffraction Law : nA = 2d sin 6, where A isthe wavelength of CuK , radiation, and d istheinter-atomic
distance. It was observed that thereisno crystalline peak in the ‘ blank glass', 600 and 650 samples. The
peaks due to “magnetite” (Fe;O,) having an inverse spinel structure appeared for the 700 sample. The
strongest peak was at d-spacing of 2.50 A.

For the 800 and 900 samples, there were peaks due to magnetite and also due to pyroxene
(CaMgSi,Og) giving the strongest peak at d-spacing of 2.97 A plus some other minor phases. However,
the "Transmission Electron Microscopy (TEM) showed that magnetite was present in the 650 sample
also and obviously for 700 sample, while the last two samples contained a mixture of phases. From the
X-ray data, no quantitative estimate of the amount of magnetite or pyroxene was made. However, from
the well-known Scherrer equation, the particle sizes of magnetite were estimated from the respective
magnetite peaks at 2.50 A for 650, 700, 800 and 900 samples, which were found to be 4.5 nm, 5.5 nm,
6.4 nmand 7.0 nmrespectively. A detailed study of ‘ Small Angle Neutron Scattering’ (SANS) showed
for the 700 sample that the particle size should be of the similar order as that found by X-ray data[2].
From these data, it can be said that the particles size distribution is quite narrow within the domain of
this study.

5.4. MAGNETIZATION DATA OF NANO PARTICLES OF MAGNETITE

In the section 5.2, adequate description has been given on the theoretical side of the magnetiza-
tionintermsof ‘ saturation magnetization' (Mg) and ‘ volume’ (V) of the super-paramagnetic particles of
magnetite, which is an interesting ‘entity’ for a detailed study. It isinteresting since such glass-ceramic
material with ultra-fine particles of magnetite could be used as many ‘ magnetic devices', such as'high-
density magnetic storage of information’ in hard disc of the computers, where a new horizon is just
unfolding (seelater) for terabyte range. It has also applications in magnetic imaging, etc.
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The magnetization measurements are definitely useful. As pointed out earlier in thesection - 5.2,
these measurements have to be performed at different temperatures and also as a function of magnetic
field. For the ‘blank glass', 700 (5.5 nm) and 900 (7.0 nm) samples, the magnetization (M) measure-
ments were carried out in a well-standardised “magnetic balance” as a function of a wide range of
magnetic field (H) between 0 and 60 KiloGauss (KG) at different temperatures between liquid helium
temperature (4°K) and 800°K.

In order to estimate the values of saturation magnetization (Mg), the measurements were carried
out at only onetemperature, i.e. = 270°K, for all the six samples. For the ‘blank glass' and 600 samples,
Mgincreased ‘linearly’ with H, but for all the other four samples, Mg increased ‘non-linearly’ with H
and then saturated near H = 50 KG, at which the ‘ spins’ were blocked. None of the samples showed any
‘hysteresis|oop' at 300°K.

First of all, the Mg values (at = 270°K) are plotted against the temperatures of heat-trestment of
all the six samplesin Figure 5.3. The time of heat-treatment was kept constant at 8 hours for each of
these samples, which means that the particle size is unique in each sample, by assuming of course that
thereis no distribution of nano particles or, at least the distribution should be very narrow within each
sample. Thishastheimplication for processing nano-particles of magnetite within aglassy matrix, since
the magnetic property isvery sensitiveto the particle size, even within this narrow range of nano-size as
explained in the section 5.2.
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Figure 5.3 : Saturation magnetization (Mg) at 270°K against heat treatment temperature.
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Itisseen from Figure 5.3that Mg valuesfor the ‘blank glass and 600 samplesarelow and quite
negligible, since they mainly show paramagnetic behaviour with not so large values of magnetic mo-
ments. Then, Mg increases above about 625°C, which might indicate the nucleation of the magnetite
phase, upto abot 670°C, and thisincrease is quite rapid between 625 - 670°C as seen from Figure 5.3.
Then, there is a change of slope, and Mg increases much less rapidly, which could be ascribed to a
growth process of nano particles of magnetite.

Generally speaking, in most physical systems when one physical quantity (here, in this case,
saturation magnetization), i.e. the independent variable shows a“ distinct” change of slopein its behav-
iour against one dependent variable, i.e., temperaturein this case, it iscommon to concludethat there are
“two” processes operative. Hence, intheinterpretation of the magnetic dataof Figure 5.3, it canbesaid
that there is a‘nucleation’ of nano-particles of magnetite between 625-670°C and there is a ‘ growth’
process operating between 670 - 900°C. But, there are more interpretationsin store, if we take amuch
closurelook in these data.

Alhough Mg shows almost alinear relation with increasing particle sizein the temperature range
(600 - 900°C), it isinteresting to note that the increase of Mg is much more pronounced between 600 -
700°C than that between 700 - 900°C. Between 700 - 900°C the particle size, and hence the particle
volumeincreases, but thereisa‘slow’ increase of Mg, which could beinterpreted asdueto theincrease
of the ‘ferrimagnetic phase’ thereby reducing the contribution of the ‘ super-paramagnetic’ particles. As
shown later in thesection 5.5, this has also been reveal ed by the M 6ssbauer dataat 300°K. Furthermore,
this could be due to the increasing dilution of the surface Fe ions on the nano particles of magnetite by
other non-magnetic cations, such as Ca?*, Mg?*, etc. and it is also revealed by the Méssbauer spectraat
4°K with Hg,, = 50 KG, wherein the ‘spins’ of the nano particles of magnetite seem to be blocked.

The rapid increase of Mg between 600 - 700°C could be ascribed to a ‘ cation re-distribution’
process taking place during the nucleation of the nano particles of magnetite. According to Neel [15],
the magnetic moment of one molecule of magnetite iswritten as:

Mg = (4 + 2Y)ug (5.6)
where, yisthe coefficient characterizing the ‘inverse spinel’ structure, and g the Bohr magneton. For
aparticular ‘ cation distribution’ other than *normal’, 0 <y < 1. Theincreasing val ue of y associated with

theincreasing number and volume of the nano particle of magnetite could account for the rapid increase
of Mgbetween 600 - 700°C.

Obviously, thisincrease would be associated with the increase of the ‘ symmetry’ of the Feions.
This has been reveal ed by the decrease of the ‘ quadrupole splitting’ and the increase of ‘isomer shift’ in
this heat-treatment temperature range (i.e. within this nano range of magnetite particles) as shown later
in Figure5.12. Itisworth mentioning that Mg at = 300°K increases by about 70% in the case of pure
bulk magnetite in the particle size range of 20 nm - 75 nm [16], whereas it increases by about 50%
between 650 - 900°C, i.e. within the nano particles size range of 4.5 nm - 7.0 nm. This shows the
‘remarkable’ behaviour of ultra-fine nano particles of magnetite embedded within a glassy matrix.

5.4.1. Variation of Temperature and Magnetic Field

The magnetic datain emu/gm, measured at different temperatures (4, 77 and 300°K) as a func-
tion of applied magnetic field (H,,;) upto 60 KG, for the‘blank glass', 700 and 900 samples areinterest-
ing, as shown in Figure 5.4. Due to the ability of the material containing nano particles of magnetite to
“remember” an earlier magneticfield (i.e. remanance), each sample was subjected to adecreasing alter-
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nating field at 300°K before each experiment. Then, the evolution of the magnetization (M) was studied
as afunction of temperature upto 800°K with an applied magnetic field (H,,;) equal to 9.56 KG. These
dataare shownin Figure5.5.

15+ ! ! T m f
emu/g
4 K
10T 900 glass |
T 77K |
> c . N e e leteltalelietels
300 K
04 : : : : :
30
emu/g 4K
10 700 glass

0 T T T T T
30 e
emu/g
10—+ Blank glass
5+ |
300 K
0 . . i : |
0 10 20 30 40 HIKGI 60

Figure 5.4 : Magnetization as afunction of the magnetic field at different temperatures.
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Intheanalysisof all the experimental magnetization curves asafunction of magnetic fied [M(H)
in Figure 5.4] and as a function of temperature [M(T) in Figure 5.5], the paramagnetic part of the
contribution of the Fe?* ions, which are evaluated by the Lorentzian analysis of the M 6ssbauer data
[6-7], isfirst deduced from each of the M (H) and M(T) values. It should be noted that this correctionis
necessary, and thisis carried out with pgg,, = 540 emu/gm of iron and N, = 3.2 x 10~ mole/gm of
glassin this particular case.
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Figure 5.5 : Magnetization as a function temperature (H = 9.56 KG).

5.4.2. Magnetic Characteristics of Blank Glass

From the room temperature Modssbasuer spectra of the ‘blank glass' [6-7], it is found that this
sample is simply ‘paramagnetic’. The magnetic moment is measured as a function of magnetic field
[M(H)]. Asshown in Figure 5.5, the experimental curve at T = 300°K can be described as follows :

M = (N'w2H)/3k T (5.7)
with u” = 440 emu/gm of iron and without any remanance and by assuming aN’ value corresponding to
80% of the Feionsin a‘paramagnetic’ state. At 4°K, from the remanance value (see Table 5.1), the
‘ferrimagnetic’ contribution is estimated by assuming a saturation magnetization value of 50 emu/gm

for these nano particles of magnetite, asin the 700 sample. At thislow temperature, the ‘ferrimagnetic’
contribution is evaluated to be nearly 5%.

From the M = f(T) experiment, i.e. Figure 5.5, the dotted line means that the * paramagnetic’
contribution of the Fe?* ionsis already deducted. The values of %™ = H/M are plotted in Figure5.6.
In this analysis, the ‘ferrimagnetic’ contribution has been neglected in view of the small remanant
magnetization value at 4°K. It is seen that ™ isasimple linear function of T : with %™ = 3kg T/ N'y’
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with w” = 390 emu/gm of iron. This value is somewhat lower than that estimated previously (i. e. 440
emu/gm of iron), but is of the same order of magnitude. The difference could be due to approximate
evaluation of the Fe** contribution.
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Figure 5.6 : Theinverse magnetic susceptibility as afunction of temperature for the
blank glass.

5.4.3. Magnetic Characteristics of the 700 and 900 Samples

In Figure 5.4, only the behaviour for increasing H valuesisillustrated for 700 and 900 samples
at different temperatures of measurement. It has been estimated that at 4°K, the remanant magnetization
values for the 700 and 900 samples are very similar to half those of Mgk g-M e+, @ccording to
Mg =¥2Mg[12]. Thisindicatesthat at thistemperature, all the nano particles of magnetite in these two
samplesare surely below their ‘blocking’ temperature, and hencethey naturally behave as* ferrimagnetic’
particles.

For the 700 and 900 sampl es, from these data at thislow temperature for different magnetic fields
after deducting the contribution of Fe?* ions, the curves are drawn for M = f(1/H) in order to be able to
extrapolate their values of magetic moment at H = «, which are :

For the 700 sample, M (T = 4°K, H = ) = 4.95 emu/gm of glass.

For the 900 sample, M (T = 4°K, H = ) = 5.85 emu/gm of glass.

Obvioudly, it was assumed that at T = 4°K and H = o, al the ‘spins are aligned along the
direction of the applied magnetic field. The proportion of magnetitein the ‘ferrimagnetic’ state at 4°K,
without any applied magneticfield, isgiven by theratio 2Mg/M (T =4°K, H =<). These dataagree well
with those evaluated from the M Gssbauer data [6-7].

From the values of M (T = 4°K, H = ), the values of ‘saturation’ magnetization of the nano
particlesin the ‘ferrimagnetic’ state are estimated as:

For the 700 sample, Mg (T = 4°K, H = o) = 50 emu/gm of magnetite [Particle Size = 5.5 nm]
For the 900 sample, Mg (T = 4°K, H = o) = 59 emu/gm of magnetite [Particle Size = 7.0 nm]
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These values are smaller than the magnetization value of the * bulk’ magnetite (i.e. = 98 emu/gm
of magnetite).

The difference between these values can be explained by the differencein particle size. As noted
above, in the 700 sample, the particles are smaller than that of the 900 sample. The canting of 'spins' at
the surface of the nano particles is found to be more frequent in the 700 sample, so that the resulting
magnetization is smaller than it would beif all the *spins' were ‘aligned’ along the same direction (see
thesection 5.5.2). If thisdifferenceof Mg istaken into account, theM =f(H) curvesof the 700 and 900
samples at 4°K after the deduction of the Fe?* contribution ‘ superpose’ quite well, as shown in Figure
5.7. Inthisanalysis, the 15 to 20% contribution of magnetite that isnot in a‘ferrimagnetic’ stateis not
taken into account. It is observed that 90% of the ‘saturation’ magnetization is obtained, even if a
magnetic field assmall as5 KG is applied.

At 77°K and at 300°K, the remanence values give the proportion of the ferromagnetic nano
particles (see Table 5.1) by assuming a constant ‘saturation’ magnetization from 4 to 300°K. The
contribution of the ‘ super-paramagnetic’ nano particles can be evaluated at each value of magnetic
fieldf : Mg, = f(H), which is estimated by subtracting the contributions of Fe?* and ‘ferrimagnetic’
state from the experimental magnetic moments. The last oneis calculated from the remanence value as :
Mg =¥ Mgand by assuming a‘ferrimanetic’ evolution as: Mgy, = f(H), which issimilar to that found
at 4°K (see Figure 5.7).

M(emu/qg)

H(KG)

Figure5.7 : Magnetization against magnetic field at 4°K (a) after deducting Fe** contribution,
(b) M value multiplied by the ratio Mg go/M 5 700-

In Figure 5.8, the values of M due to ‘ super-paramagnetic’ contribution vs. H/T are plotted
for both the 700 and 900 samples. The magnetization curves superpose well both at 77 and 300°K, and
agree well with the Langevin function (the full lines). From the high field part of the curves, the ‘mean
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particle diameter’ and the saturation moments (Mg, o¢,) Of the ‘ super-paramagnetic’ nano particleswere
estimated as per the equation (5.4). The nano particles in the 700 sample are smaller than those in the
900 sample. Thelow field part of the curvesis not used, because the precision is poorer in this region.
Thistypical ‘ super-paramagnetic’ behaviour confirmsthe earlier ‘ hypothesis' that 20% of theironions
are in a ‘paramagnetic’ state (Fe**), some in ‘ferrimagnetic’ state and the balance iron ions are in a
‘super-paramagnetic’ state.

4 emu/g 700 glass

o (7K
* 300 K

0900 glasso

[_Ne)

o 77K
« 300 K

100

_ 200
(%) Gauss K

Figure 5.8 : Superposition of the agnetization curves of the superparaagnetic particles
against Hg, /T , both at 77°K and 300°K.

The M = f(T) curves for the 700 and 900 samples can be described by assuming that all the
remaining 80% of theiron ions are in a ‘ferrimagnetic’ or a‘ super-paramagnetic’ state of magnetite.
Thismeansthat :

N(V)geri + N(V)gyper = Total Magnetic Volume = Constant

As the temperature increases, some ‘ferrimagnetic’ nano particles transform into ‘ super-para-
magnetic’ nano particles due to faster relaxation — the ‘spins’ in the same nano particles flip-flop too
fast. Hence, we can write:

M= MS—Ferri [N(V)] Ferri + MS—Super [N(V)] Super [COth o= 1/O‘]
with 0 = Mg gperV superHext! KeT-

Both Mg gyper aNd Mg (i are supposed to be dependent on temperature in the same manner as
‘bulk’ Fe;0,[17], as shown in Figure 5.5, whose values have already been estimated earlier. For each

temperature, it is possible to calculate the % ferrimagnetic fraction. Thisisshown in Figure- 5.9 for
the 700 and 900 samples as afunction of temperature (H = 9.56 KG). Asthe temperature increases, the
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proportion of the ‘ferrimagnetic’ nano particles decreases. It is seen that al the nano particlesarein a
‘paramagnetic’ state at T > 800°K. Thistemperature is lower than the “Curie” temperature of the bulk
magnetite (851°K).

ferimagnetic fraction (%)

0 200 400 600 T(k) 800

Figure 5.9 : The contribution of ferrimagnetic particles (% volume of magnetite) asa
function of temperature (H = 9.56 KG).

The differentiation of the curves of Figure 5.9 results in the ‘volume weighted’ particle size
distribution in the 700 and 900 samples [18-19], as shown in Figure 5.10. The temperature is propor-
tional to to the volume of the particle. In the 700 sample, the particle size distribution is larger than that
inthe 900 sample, but the* mean value' issmaller. Thus, thereisadistinct change of magnetic behaviour
between the 700 sample and the 900 sample, within such a narrow range of particle sizes between
5.5 nm and 7.0 nm, as found out by X-ray datain the section 5.3, or between 2.8 nm and 3.6 nm as
found out by magnetization data.

In summary, the magnetization measurements on the basalt glass samples heat-treated at differ-
ent temperatures show the evolution of crystalization and also the magnetic behaviour. The ‘blank
glass' has paramagnetic behaviour with M = 390 emu/gm of iron. The 700 and 900 samples contain
20% of paramagnetic Fe?* ions and 80% of nano particles of magnetite. The nano particles of magnetite
behave like a super-paramagnetic or aferrimagnetic material depending on the crystal size, even within
the “nano range”. The mean particle diameter has been evaluated for the super-paramagnetic particles
of these two samplesas2.8 nm to 3.6 nm. The saturation magnetization of the nano particlesis smaller
(28 to 52 emu/gm) than those of the bulk magnetite (~ 98 emu/gm). A volume particle size distribution
has been cal culated for the nano particles of super-paramagnetic magnetite [8].
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Figure5.10 : Volume particle size distribution as afunction of temperature (T is
proportional to the volume of the particle).

5.4.4. Lattice Expansion in Ferriteswith Nano Particles

The magnetic properties of bulk and nano particles of MnCr,O, spinel oxide show that it is a
ferrimagnetic insulator showing paramagnetic (PM) to collinear ferrimagnetic (FM) transition below
T = 45°K and collinear FM to non-collinear FM state below 18°K. The nano particle was prepared by
employing the novel technique of mechanical milling. The measurement shows afew unusual magnet-
ism in the nano particles in terms of a ‘lattice expansion’ with the decrease of particle size. A sharp
magnetic transition at 18°K associated with the non-collinear spin structure is not seen in the nano-
particles [20], but the non-collinearity of spin is shown in case of nano particles of magnetite, as de-
scribed in thesection 5.5.2 [6]. The decrease of magnetization in the nano particlesisinterpreted by the
“core-shell” model, and it is attributed to the increasing disorder effect. However, the increase of T,
and systematic increase of Bloch exponent with decreasing particle size, seem to be unusual, which is
highlight by a'*lattice expansion’ of the nano particles [20].

Generally speaking, the decrease of particle size results in a decrease of ‘lattice parameter’ in
nano materials. Thisistruein case of awide class of nano materials, synthesized by various procedures
as noted above. There are several explanations for the ‘lattice expansion’ in nano materials, such as
change in oxygen coordination number with the cations and change of valence state of cations[21], and
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contribution of ‘excessvolume’ of grain boundary spins[22]. There are some arguements that the ‘lat-
tice expansion’ in mechanically milled samples may be related to the mechanical strain induced effect,
rather than intrinsic properties of the sample[22], whichisnot well justified, sincethe 'l attice expansion'
has been observed in both mechanical milled nano particlesaswell asin those prepared by the chemical
route. Some details of the origin of the ‘lattice expansion’ in the nano particles of the above magnetic
material has been discussed by Bhowmik [20], as given below.

The XRD pattern of the materials with nano particles are identical with the bulk samples. Al-
though small, but a systematic shift in XRD peak positions are observed with decreasing particle size.
The absence of any additional lines with respect to standard cubic spinel structure of bulk sample indi-
cates that there is no crystallographic phase transformation in the materials containing nano particles.
The agreement of the magnetic parameters (magnetic moment and T) of the bulk sample with previ-
ously reported value has confirmed that Mn ions are in divalent (Mn?* : 3d°) state. The argon atmos-
phere during the mechanical milling also rules out the formation of significant amount of Mnionswith
higher ionic (3+ or 4+) states.

By comparing the ‘outer shell’ spin configuration of Mn?* (3d®, moment = 5 ug), Mn®* (3d*,
moment = 4 ug) and Mn*" (3d®, moment = 3 ), it is evident that if Mn®* or Mn*" exists at all, the
decrease of | attice parameter isexpected [23]. Therefore, the changein valence state or the crystallographic
phase transformation are not considered for the ‘lattice expansions . Hence, the reduction of magnetic
moment with decreasing particle sizeis not attributed to the change in valence state of Mn ions. How-
ever, the decrease of magnetic moment in the above magnetic material containing nano particles seems
to be consistent with the core-shell model [24].

The core-shell model [24] for ferrimagnetic nano particles suggests that shell contribution will
dominate on the properties of nano particles. The microstructure of the shell with more disorder effect
may influence the ‘lattice expansion’ in the following two ways :

1. Increasing the free ‘excess volume' of the incoherent shell, i.e. grain boundary, spinsin the
interface structure, and
2. Lowering symmetry in oxygen coordination numbers with surface cations.

It has already been shown for MnCr,O, that theincrease of lattice volumeishighly related to the
change in oxygen coordination number with the cations[21]. Consequently, the lattice pressure on core
spins may be reduced by the elastic coupling between the shell spin and the core spin lattices[22].

In fact, various factors such as breaking of long range crystallographic coherent length of bulk
material and orientation between the shell spins exhibit inter-atomic spacing, which isdifferent fromthe
bulk lattice. Overall, the macroscopic average of inter-atomic spacing contributes larger |attice param-
eter in the nano particles.

Since the ‘ superexchange interaction’ in spinel oxide strongly depends on both the bond angle
and the bond length of A and B site spins, any change in the ‘ spin configuration’ either in shell or core
must be reflected in the change of magnetic propertiesin the nano particles. The gradual decrease of the
non-collinear spin structure amongst the B site Cr®* moments in the nano particles is reflected by the
disappearance of sudden jump in magnetization at 18°K, as observed for the bulk sample [20].

This suggests an increase of B site Cr-Cr distance in the nano particles, which leads to the de-
crease of direct antiferromagnetic (Jgg) i nteractions between Cr moments, and increase of inter-subl attice
superexchange interactions (J,g). The strong J,g With increasing B site Cr - Cr distance has been real -
ized in many other spinels. If the ‘lattice expansion’ isrelated to the increase of Cr - Cr distancevia
07, it is expected under the assumption T¢ ~ Jug, that T¢ should be higher for the nano particle sam-
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ples. The experimental data of dc magnetization show magnetic irreversibility and spontaneous mag-
netization above 45°K (i.e. T of the bulk samples) for the nano particle samples. This confirms the
enhancement of ferrimagnetic order in MnCr,O, nano particles. A similar increase of T with the
‘lattice expansion’ has been observed in other nano particle systems [25].

Thiswork isvery important in that the non-collinear ferrimagnetic order is associated with strong
B sitedirect (antiferromagnetic) cation-cation interactions, which favour non-collinear B site spin struc-
ture below 18°K. Theincrease of T with decreasing particle size is a consegquence of the decrease of
non-collinear (B site) spin structurein the nano-particles. The experimental dataindicate that the‘lattice
expansion’ has a direct effect on the decrease of non-collinear (B site) spin structure, and hence on
enhanced ferrimagnetic order in the nano particles. The observed reduction of magnetic moment, large
magnetic irreversibility between MZFC and MFC, and appearance of ‘ superparamagnetism’ are some
of the disorder effectsin nano-particles[20]. Thelatter isexplained by the data on adetailed M dssbauer
experiment on the nano particles of magnetite in terms of a'spin-cating' model in thesection - 5.5.2 [€].

5.5. MOSSBAUER DATA OF NANO PARTICLES OF MAGNETITE

In the nano range, the ultrafine particles of magnetite display a super-paramagnetic behaviour
below the magnetic transition (i.e. Curie) temperature of the bulk magnetite of 851°K, due to a ‘fast’
relaxation of the magnetization of such nano particles, which arises dueto the fast flip-flops of the spins
[8, 9]. Thisrelaxation timeisstrongly dependent on the particle size and thethe temperature of measure-
ment. Below the so-called blocking temperature (Tg), i.e. blocking of the fast flip-flops of the spins,
these same nano particles show ferrimagnetic behaviour.

The Mossbauer technique is a very convenient tool, which can be used to investigate the iron
containing compounds. In order to study the evolution of the magnetic behaviour as afunction of tem-
perature and particle size, a detailed MOssauer spectroscopy was carried out on different heat-treated
samples of the basalt glass at different temperatures with and without any applied magnetic field. This
makes it the first such study of nano particles of magnetite within glassy matrix and also the most
comprehensive, and hence it definitely merits a detailed reporting here. In the section 1.6.1, the theory
of Mossbauer spectraisgivenin details.

The M6ssbauer spectraof al the six samples, as mentioned in the section 5.3, were recorded at
room temperature and at liquid helium temperature (4°K). Magnetic fields upto 50 KG were applied at
4°K. A sourceof *’Coin chromium wasused for theroom temperature measurements, while asource of
57Co in rhodium was used for other measurements. The 14.4 KeV y-rays were detected by means of a
‘proportional counter’. The source was moved by a conventiona ‘constant acceleration drive’. The
velocity signal of the *electro-mechanical transducer’ was a ‘symmetrical triangle’. The counts were
stored in the ‘time mode’ of a400 ‘ channel analyser’.

The Mdssbauer spectrataken at room temperatueisshowninFigure5.11for al thesix samples.
Each spectrum, except for the 800 and 900 samples, can beinterpreted as resulting from the superposition
of two doublets, as can befoud out from asimple Lorentzian analysis. For the 800 and 900 samples, the
spectra consists of the same ‘two doublets’ (as observed for the other four samples), superimposed to a
diffuse six line magnetic ‘ hyperfine structure’ (HFS), identified later as due to magnetite. The internal
manetic fields of these HFS are approximately 410 and 450 K respectively for these last two samples.



MAGNETIC PROPERTIES 193

The isomer shift (&) and quadrupole splittin (A) of the less intense doublets are almost the same
for all the samples, i.e. 5 = (1.05 + 0.02) mm/sec, whichisnormally referred to iron metal, and A = (2.02
+0.02) mm/sec. Thesevaluesarethe‘ characteristics’ of the Fe?* ions[26]. Here, it isworth mentioning
that the above values are very close to those of ‘orthopyroxene' [27, 28]. In fact, the crystals of this
compound were detected by X-ray diffraction (seethe section 5.3), but only in the 800 and 900 samples.

616 . I_ ‘ ‘_' s
‘}i f’ Blank
[ '1 {N
586 11 ﬂr .
#U
"
662 Mh‘ ’
; : 600
\ 3
632 | I‘l lfﬂ ]
| lf“
625 w*{ ¥ S 65'6)
‘f l
| [
601} 4] -
I \ }
ﬂ#
669 [Pttt L“', & e
i \ :
636 L ¢
1 1
810 U
‘\'-\_‘\\ ¥ oo
660 b 1
il
783 , W
ERVaVaY!
‘1 900
850 b }
ih
t Hﬁr
} “‘;
| H _
T5.08 0 5.08

VELOCITY mm/s

Figure5.11 : The Mdssbauer spectraat 300°K.

Thevaluesof 6 and A of the‘second’ doubl et are plotted against heat-treatment temperature (i.e.
increasing size of the nano particles) in Figure 5.12. These values are close to those of the Fe** ions
[26]. However, the contribution of the Fe?* ions cannot be completely ruled out. In fact, the  second’
doublet for the blank glass and 600 samples represents mainly isolated Fe ions, while for the last four
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samples, it represents mainly superparamanetic Fe ionsin the form of magnetite, asidentified later by
low temperature measurements.
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Figure5.12 : The variation of theisomer shift and quadrupole splitting for Fe** measured
at 300°K as afunction of temperature of heat-treatment.

Let us assume here that the values of & and A correspond to the predominant contribution of the
Fe3* ions and that the contribution due to the Fe?* ions remain constant, as observed for the ‘first’
doublet throughout the range of heat-treatment temperature. It is noted that from Figure 5.12 that the
‘symmetry’ of the Fe>* ionsincreases from 600 to 700 sample with the nucleation and crystallization of
the magnetite phase. After 700°C, the increase of A and the dlight decrease of & towards 900°C are
brought about by the disturbance of the magnetic structure by other cations, e.g. Ca?*, M%*, etc., as
discussed later. The maximum amount of magnetite is formed in the 700 sample (see later), which is
thought to result in the most improved ‘ symmetry’ of the Fe** ions, as shown by the smallest quadrupole
splitting and the largest isomer shift for this sample.

Itisacommon practice to compute the ‘areas’ under the peaksin order to be able to do quantita-
tive estimation of ‘ population’ of different ‘sites’ inthe samples, provided the“f - factors’ arethe same.
ThesesitepopulationsarelistedinTable5.1. Itisseen that the concentrationof the Fe?* ions, which are
assumed to be“free” in all the samples corresponding to the lessintense doublet (i.e. thefirst’” doublet)
ranges between 15 - 22%. The concentration of the rest of the Fe ions, which are assumed to be 'free’ in
the blank glass and 600 samples corresponding to the * second’ doublet, ranges between 78 - 85% for the
first four samples. For the 650 and 700 samples, the concentration corresponds mainly to the ‘ assembly’
of super-paramagnetic particles. For the 800 and 900 samples, the concentration or site population of
the Feionsin the super-paramagnetic state are much lower at 37% and 29% respectively, because there
isaconsiderable number of the Feionsinthebulk’ state, i.e. 42.5% and 56% respectively. This makes
their detection possible even at room temperature, as observed by a six-line magnetic hyperfine struc-
ture (HFS), which istypical of abulk ferrimagnetic material [6].
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5.5.1. Hyperfine Field in Nano Particles

The Mosshauer spectrataken at 4°K are shown in Figure 5.13 for all the samples except for the
600 sample. Itisseenthat at very low temperature, all the samples giveriseto amagnetic hyperfinefield
at the®>Fenuclei. It isdefinitely remarkableto note that by doing sensitive experiments like M éssbauer
spectroscopy (seethe section 1.6.1 for theoretical details), which is based on the details of the nucleus
of the Fe iong/atoms even within a very narrow particle size range of nano particles, two different
behaviour are manifested by the same nano particles within the same glass matrix at different tempera-
tures of measurements, i.e. due to relaxation mechanism of magnetization or spin flip-flops. The lower
the temperature, the slower is the relaxation, and we are able to ‘arrest’ or ‘detect’ the same nano
particlesin two different forms, i.e. super-paramagnetic and ferrimagnetic. While it shows the useful-
ness of doing sensitive experimentslike M 6ssbauer at different temperatures, it also indicates aremark-
able behaviour of the magnetic nano particles.

It is seen from Figure 5.13 that the HFS lines of the magnetic spectrum are very broad and
shallow for the blank glass. They become sharper from the 650 to the 900 sample. A computer curve
fitting is carried out for each spectrum, except for the blak glass wherein the error is too high, by
assuming the ‘ superposition’ of amagnetic spectrum, acentral doublet and an additional doublet dueto
Fe?* ions. The experimental magnetic spectrum isfitted (i.e. the solid lines of Figur e 5.13) by assuming
two overlapping of two six-line HFS spectra and by taking only the ‘four external lines' into account.
The hyperfinefield for the last four samplesis found to be around 510 KG, as for the Fe** ionsin the
tetrahedral site (i.e. A - site) of the bulk magnetite [29].

The Moéssbauer data at 4°K are consistent with the presence of magnetite in all the samples,
except intheblank glassand 600 samples. They confirm theresultsof XRD and TEM measurements, as
described in the section 5.3.1. The areas under the concerned peaksarekept intheratio3: 2:1:1:2: 3.
The relative concentrations of various species are also shown in Table 5.1. The largest proportion of
magnetiteisfound to be present in the 700 sample. The values of the %Fe?* given by the experiments
at 4°K agrees with those obtained from room temperature measurement within experimental error.
By lowering the temperature does not significantly alter the values of the Modssbauer parameters of
theseions.

Tableb5.1. The M 6sshauer Data for Nano Particles of Magnetite

Heat-Treatment 300°K 300°K 300°K 4°K 4°K 4°K
Temperature %Fe?* %Superpara | Y%Ferri %Fe?* | %Superpara | %Ferri
As-annedled 21.0 79.0 — — — —

600 22.0 78.0 — — — —

650 195 80.5 — 25.0 16.5 58.5
700 515 84.5 — 19.0 2.0 79.0
800 20.5 37.0 42,5 25.0 10.0 65.0
900 15.0 29.0 56.0 18.0 18.0 64.0
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Figure5.13: The Mossbauer spectraat 4°K.

The magnetite present in the samples gives a‘magnetically split’ spectra at 4°K. The magnetic
splitting completerly collapses at room temperature, except for the 800 and 900 samples, due to the
faster flip-flops or faster relaxation above the so-called blocking temperature, which isatypical behav-
iour of small nano particles of magnetite. Below the Curie temperature of the bulk magnetite (i.e. 851°K)
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and above the so-called blocking temperature, the thermal energy or thermal vibrations of the magnetite
|attice can cause ‘ many reversals' of the direction of the magnetization in each nano particle during the
time of measurement (i.e. spin flipping). An assembly of such nano particlesisin asuper-paramagnetic
state. However, below the so-called blocking temperature, the direction of magnetizationis*frozen-in'.
The value of the blocking temperature depends on the particle size of the nano particles. Each sample
contains a ‘distribution’ of particle sizes of the nano crystals of magnetite. At a given temperature, in
one sample, it isthen possible to find out a mixture of super-paramagnetic and ferrimagnetic particles,
which is clearly evident in the 800 and 900 samples at room temperature (see Figure 5.11).

In several studies of various small particles of magnetite in the nano range, it isreported that the
magnetic hyperfine splitting field below the blocking temperature is smaller than that found in larger
crystals[30-32]. The M dssbauer data of the 800 and 900 samples clearly confirm this particul ar obser-
vation. The values of the ‘hyperfine field’ are found to be 410 KG and 450 KG respectively for these
two samples. In the bulk magnetite, McNab et a found avalue of 486 KG [29]. Thisinteresting obser-
vation could be dueto an “intrinsic size effect” [32] of the small nano particles of magnetite, or in other
words, due to a*“ collective magnetic excitation” mechanism proposed by Morup and Topsoe [31]..

It has already been said above that the small “nano” particlehasa‘singledomain’ structure. The
thermal energy or thermal vibration at the temperature of the experiment can be sufficient to equilibrate
the magnetization in a time span which is “short” compared to that of the experiment, i.e. a super-
paramagnetic state with a continuous spin flipping or faster relaxation that are difficult to be blocked
above the so-called blocking temperature. In an assembly of single domain nano particles, below their
Curie temperature, the frequency “f ", at which the gross particle magnetic moment ‘flips' amongst the
easy direction of magnetization, is much greater than the larmour precession frequency (i.e. v, ) of the
M 6ssbauer nucleus®Fe. Sincethisprecesiontime (i.e. 1/v, ) isabout 1078 sec, very small particleswith
asizelessthan 10 nm arerequired so that the ‘anisotropy’ energy per particle KV = kgT. Thiscriterion
must be satisfied, since the anisotropy energy ‘ governs' the frequency of the* spinflipping’,i.e. relaxa-
tion, of the magnetization vector, when H,,, = 0. The relaxation time is written as follows :

T =15 eXpP(KV/ kgT) (5.8
where, T = Uf isthetime for the magnetic moment to flip through 180° , the particle frequency factor

(1) isusualy 10°° — 107 sec, K is the anisotropy constant, V is the volume of the nano particle, and
kgT isthe thermal energy.

In large volume particles, i.e. bulk magnetite, KV is very large, and consequently t >> 1/v, .
Hencece, asix-line HFS pattern is observed, when the M Gssbauer experiment is performed, e.g. for the
650 sample at 4°K. On the other hand, when T <<1/v, thenucleus can precess at a set frequency only
for asmall part of aperiod before H,; can changes the direction. The*net result” of many such changes
or “spin flips” in the direction of H,; isno ‘precession’ at al, i.e. H,; = 0, and consequently a central
doublet isobserved corresponding to super-paramagnetic Feionsin the nano-crystalline magnetite phase,
e.g. for the 650 sample at room temperature (compare Figures 5.11 and 5.13) [9].

For the 900 sample, there is a distribution of sizes of the nano partcle, which gives rise to a
‘superimposed’ spectra. For example, for some nano particles t >>1/v, giving rise to six-line HFS
pattern, and for some nano particlest << 1/v, giving riseto the central doublet, which is superimposed
on the HFS pattern. The computer fitting work is done based on these premises, which also minimizes
the error in the least square fitting procedure in the Lorentzian analysis..

As noted above, the value of H, in small nano particles of magnetite is smaller than the bulk
magnetite. It is known that when the particles are small, then there are significant number of ‘spins’ on



198 NANO MATERIALS

the surface of the nano particles. It can be argued that the surfaceions have smaller hyperfinefield than
that of theionsin theinterior of the nano particles giving rise to smaller average H,; due to the surface
effect [32, 33]. Here, it is quite pertinent to consider the model proposed by Morup and Topsoe [31],
which states that the lower value of H, results from ‘fluctuations’ of magnetization direction around
the energy minimum corresponding to an ‘easy’ direction of magnetization, e.g. <1 1 1> direction of
magnetite. Morup and Topsoe could fit their experimental results of the M éssbauer spectra for small
particles of magnetite without taking any * surface effect’ into account [31].

Inthismodel, for kyT/KV << 1, the hyperfinefield for a particle of volumeV at atemperature
T can be given by therelation :

Hye (V. T) = Hyg (o0, T[1 - (kg T/2KV)] (5.9)

Thereisanimportant implication of equation (5.9),i.e. a T = 0°K, H,; will besimply independ-
ent of the particlesize. In order to test thismodel, the M dssbauer experiment should be made at very low
temperature (say, at 4°K) with the samples having different particle sizes, like in this present case from
4.5 nm to 7.0 nm. As shown in Figure 5.13, from the Mossbauer spectra at 4°K for the 650, 700, 800
and 900 samples, avalue of H,; isobtained as 510 KG, which is remarkably independent of particle
Size even within this narrow range of nano particles. McNab et al found avalue of 511 KG for H,; at
4°K for pure magnetite with particle sizelessthan 10 nm. Thus, thisisthe first experimental confirma:
tion of ‘ collective magnetic excitation’ or “magnon” model of Morup and Topsoe [31] for small nano
particles of magnetite of varying sizes(4.5 nm to 7.0 nm) embedded in an inert/non-magnetic glassy or
amorphous matrix. This has a tremendous implication for various applications in nano-magnetic de-
vices.

The particle size of magnetite in the 900 sample is known from XRD as 7.0 nm. Thus, the
anisotropy constant (K) could be calculated from equation (5.9), by taking the value of H, from the
300°K spectra, i.e. 450 KG. The anisotropy constant (K) isfound to be 0.98 x 10° erg/cm® . For the 800
sample, thevalueof K isfoundtobe0.77 x 10° erg/cm®, by taking the estimated particle sizeof 6.4nm
and thevalue of H,; as410 KG . Therefore, the anisotropy constant could be considered to be of the
order of ~10°er/cm?®, whichisvery high for these small nano particles. McNab et al found aval ue of
8 x 10* erg/em® in pure magnetite for particle size less than 10 nm, by taking a distribution of particle
sizes[29].

From the M 6ssbauer spectraat 4°K, i.e. hyperfine splitting, of the Blank glassand 600 sample, a
rough estimate of the hyperfine field was made. By taking the anisotropy to bearound ~ 106 erg/cm?, an
average particle size of the nano crystals of magnetite was evaluated for these samples, which were
found to be1.2 nm and 1.5 nm respectively. This showsthat some sort of * short-range’ magnetic order-
ing was aready present in the as-annealed glass. The SANS study later confirmed this observation (see
the section 5.7) [5]. Therefore, the so-called ‘blank glass' is not really ‘blank’, it a'so contains very
small nano crystallites of magnetite of size 1.2 nm. The 600 sample (which was heat-treated at 600°C,
that is below Tg) contains slightly higher sized nano particles of 1.5 nm, showing some interesting
magnetic properties as discussed above.

In the present case, thereis also adistribution of particle sizes, as determined from the magneti-
zation data between 4°K and 800°K at H,,; = 9.56 KG for the 900 sample through a* volume weighted
particlesize distribution’ formalism [18, 19], but the distribution is found to be quite narrow, as evident
from Figure 5.10.
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5.5.2. Spin Cantingin Nano Particles of Magnetite

There are someinteresting M dssbauer results, when we apply amagnetic field (H,,;) parallel to
they-ray direction. The M dssbauer spectrafor 650 sampleat 300°K, 4°K and 4°K +50KG are shown
inFigure5.14, and those for the 900 sample at 300°K, 4°K, 4°K + 10 KG and 4°K + 50 KG are shown
inFigure5.15. Itisseen from thelast figurethat at 4°K and H,,; = O, the 2nd and the 5th spectral line
(i.e. Am, = 0 lines) are ‘visible'. When H,,, = 10 KG, the 2nd and 5th lines are still visible with some
intensities, and when H,,; = 30 KG (not shown here) still show some finiteintensities. But, when Hext
=50 KG, these lines are almost extinguished in the ‘longitudinal configuration’, when the y-ray direc-
tion is parallel to the direction of the applied magnetic moment of the Feions. It should be noted that
from 650 to 900 sample, the line-width becomes smaller, which could be ascribed to a decrease of
disorder of the magnetite lattice.

Sample 650

4 K + 50 KG

\ \ \
-10.70 -5.49 0.00 5.49 10.40

Figure 5.14: The Mosshauer spectraat 300°K, 4°K and 4°K + 50 KG for the basalt glass
heat-treated at 650°C for 8 hours.
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For the 650 sample, as shown in Figure 5.14, the 2" and 5" lines do not vanish at al even at
He: = 50 KG, showing a significant intensity, as marked by two arrows at the bottom of the figure.
Accordin to Neel’s model of ferrimagnetism (as discussed in the section 1.6.1), antiparallel moments
have unequal magnitude giving rise to anet resultant moment. When H,,,; isapplied parallel to they-ray
direction in the Mdsshbauer experiment, the effective field on each sub-lattices A and B is given by the
following relation :
Het (A, B) = His (A, B) £ Hy (5.10)
When H,, isapplied parallel to they-ray propagation, theAm, = 0 lines, i.e. the 2nd and 5th lines
inthe highfield M dssbauer spectra, would vanish and the resultant spectrum consists of the superposition
of the 4-line spectrawith H,, given by equation (5.10) [34]. Whileamost similar behaviour isobserved
in the 900 sample, the Neel theory is not satisfied at all for the 650 and 700 samples. Yafet anf Kittel
extended the Neel theory by allowing the “ Canted Spin” arrangements as [35] :
Hast (A, B) = H2gq + Hi? (A, B) =2 Hog Hys (A, B) (cos 64 5)™ (5.11)
where, 0, g isthe angles between the “spin’ on the sub-lattices (A, B) and He,; .

| Sample = 900
300 K

4 K+ 10 KG

4 K+50KG

—-10.99 -5.49 0.00 5.49 10.99

Figure5.15 : The Mossbauer spectra at 300°K, 4°K, 40K + 10 KG and 4°K + 50 KG for the
basalt glass heat-treated at 900°C for 8 hours.
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The appearance of Am, = 0 lines with H,; # O has also been explained by Haneda and Morrish
by assuming a “non-collinear” spin configuration of the surface Feionsin small particles of y-Fe,O4
following equation (5.11), i.e. spin canting. This is perhaps the ‘first’ experimental confirmation of
‘spin canting’ of the surface spinsin small nano particles of magnetite within aglassy matrix. Thisalso
clearly shows that unless we go down to the nano level, we cannot understand the sensitivity of the
arrangements of the surface spins changing the pattern of alignment from the * canted mode’ to more or
less completely organised spin configuration within 5.5 nm to 7.0 nm of particle size.

The above situation can be described in terms of amodel shown in Figure - 5.16. For the 900
sample, some surface spins may be canted even for H,,, = 50 KG, because the actual saturation of spin
arrangements might occur at Hg,, > 50 KG. Thismodel is shown for the 700 sample with aparticle size
of around 5.5 nm, although it isvery much possiblefor the 650 sample, where more spinsare present on
the surface of the nano particles of magnetite, since the particle sizeis still smaller, i.e. 4.5 nm. Assaid
earlier, in the 900 sample, these surface ions are more or less aligned, i.e. less canted, which is clearly
evident from Figure - 5.15 asafunction of magnetic field. It is noted from thisfigure that at H,, = 10
KG, thereisstill some significant intensity of 2nd and 5th lines, whereaswith H,, = 50 KG, these lines
are almost extinguished, indicating aimost no * spin canting’ [9].

For the samples heat-treated at |lower temperatures with still smaller particles size, these surface
spins (as shown in the model figure) are quite difficult to be aligned even with high magnetic field.
Therefore, the delicate role of smaller nano particlesof having the surface spinsaligned is emphasized
here in this model. This also highlights the effective role of particle anisotropy for the alignment of the
surface spinsin terms of the ‘fast relaxation’ of the nano particles.
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Figure 5.16 : Magnetic model of the basalt glass heat-treated at 650 or 700°C, where the
spins appear to be canted.
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As pointed out earlier, when the particles are small, the ‘number of spins' on the surface is
naturally more. Since the particle size of the 650 and 700 samplesis|essthan that of the 900 sample, the
surface spins are ‘canted’ in the former samples with smaller nano particles. It is quite remarkable to
note that within such anarrow range of nano particle size, such apossibility can occur between4.5 nm/
5.5nm, i.e. for 600 or 700 sample showing spin canting, and 7.0 nmi.e. for 900 sample not showing any
appreciable canting of spins. So, there might be a sort of “critical size” even within this nano range,
wherein the spins start getting aligned, say between5.5nm and 7.0 nm. Then, let us say that thiscritical
particle size is 6.0 nm, which is so sensitive in that this critical size determines whether or not a
composite M 6ssbauer spectra of super-paramagnetic and ferrimagnetic contribution can be observed
together, likein the case of 800 and 900 samplesat 300°K. It also determinesthe extent of spin canting,
i.e. how the surface canted spins observed below this critical size are progressively getting aligned,
which meansa‘saturation’. Inthe SANS data, some sort of criticality has also been observed in terms of
re-dissolution of smaller nano particles when the larger nano particles grow, also within anarrow range
(see the section 5.7).

Finally, it should be pointed out that the hyperfine field at saturation, say at H,,; = 50 KG, is
found to be 528 KG, which is not significantly higher than that found at H,,, = 0. At H,, = 50 KG, the
hyperfinefield isfound to be 516 KG at H,,; = 10 KG. This again shows that the magnetic field neces-
sary to align the surface canted spins arrangements in the 650 and 700 samples should be substantially
higher than 50 KG, as also noted in several other magnetic materials[34].

In summary, it can be said that for the nano particles of magnetite within a basalt glass with an
average partile size of 7.0 nm, the Mdssbauer spetra at 300°K show both super-paramagneti and
ferrimagneti contributions, while below acritial size of about 6.0 nm, only super-paramagnetic behav-
iour is observed. Below the so-called blocking temperature, the Mdssbauer spectraat 4°K show mag-
netic * hyperfine splitting’ dueto ferrimagnetic magnetite. Thisbehaviour can be ascribed to the * rel axa-
tion effect’ of the small nano particles of magnetite with respect to the time of the Mdssbauer experi-
ment, i.e. inverse of the Larmor frequency. The hyperfine field at 4°K for the samples seems to be
independent of particle size of the nano particles confirming a‘ magnon’ model. From the ferimagnetic
part of the spectraat 300°K, the hyperfinefield isfound to be lower than that of the bulk magnetite, and
the anisotropy constant of the nano particles of magnetite seems to be very high above the critical size.

In the low temperature and high field M Gssbauer data, for the smaller nano particles, the appear-
ance of Am, =0 lineswith Hg,, # 0 confirms the spin canting at the surface, while the disappearance of
these lines with the progressive application of H,; above the critical size showsthe ‘alignment’ of the
surface spins. A model for the smaller nano particles of magnetite is also given to elucidate their
interesting magnetic behaviour. The present results definitely show the usefulness of the Mdssbauer
techniquein elaborating the magnetic behaviour of single domain small super-paramagnetic nano parti-
cles, which were “uniquely” created within a glassy matrix at different heat-treatment temperatures, at
different conditions of the measurement.

5.6. ESR Spectroscopy

The theory of ESR is given in the section 1.6.2. The measurements of ESR was carried out at
300°K inaBrucker spectrometer operating in X-band frequency (9.2 GHz), the magnetic field modula-
tion frequency was 18 KHz. All the low temperature measurement were carried out using Varian Asso-
ciate spectrometer at X-band frequency and the modulation frequency was 100 KHz. All precautions
were taken to reduce the noiselevel to aminimum with aproper amplification and tuning to get the best
possible signals. The ESR spectrawere recorded in astandard plotter. Sincethetotal intensity of ESRis
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dependent on the number of paramagnetic ions per unit volume, the weight of each sample was meas-
ured before inserting through a special quartz tube in the microwave cavity.

Thetypical ESR spectra, taken at 300°K, for some of the smples are shown in Figure5.17. The
peak-to-peak intensity (1), line-width (AH) and the integrated intensity (I x AH?) for the g = 2.0 reso-
nance are shownin Table5.2, along with the respective weight of the samples. The spectrafor the blank
glass and 600 samples show both the resonances at g = 4.3 and g = 2.0 respectively, which are usually
observed for paramagnetic materials containing Fe** ions.

Table5.2. The ESR Datafor Nano Particles of Magnetite.

Heat-Treatment Intensity, | (AU) AH (G) | . AH? Sammple Weight
Temperature (gm)
As-annealed 271 750.0 1.524 x 10° 250.0

600 0.59 883.3 4.603 x 10° 250.0
650 25.41 166.7 7.061 x 10° 10.0
700 35.88 666.7 1.595 x 107 10.0
800 19.57 1066.6 2.226 x 107 10.0
900 25.39 1150.0 3.358 x 10’ 10.0

g=143

Sample Blank at 300 K

Sample 650 at 300 K

500 G 500 G

Magnetic field Magnetic field
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Sample : 700 at 300 K Sample 900 at 300 K

500 G 500 G

Magnetic field Magnetic field

Figure5.17 : The ESR spectraat 300°K for different samples.

The line-width for the g = 2.0 resonance is very high showing that there is a considerable ‘ex-
changeinteraction’ between the Fe** ionsin these samples. For the blank glass, the magnetic ordering of
the Fe>* ions, as revealed by the Mdssbauer spectra at 4°K (see Figure 5.13), could also contribute to
the observed line-width. Similar inference can be drawn for the 600 sample as well.

At 4°K, the ESR spectra of the blank glass showed astrong g = 4.3 resonance with avery weak
g = 2.0 resonance, but there was a strong absorption in the higher field region. From the analysis of the
exchange Hamiltonian proposed by Owen [36], it can be suggested that the weakening of the g = 2.0
resonance at 4°K is due to ‘ antiferromagnetic interaction’ between two Fe3* ions, which are incorpo-
rated into small ‘nano’ clusters, as also revealed by the Mossbauer spectra at 4°K. If the interactions
were between Fe* and Fe3* ions, theg = 2.0 resonance should be stronger at 4°K than that at 300°K,
which were not observed.

For theg = 4.3 resonance of the blank glass, it isfound that the line-width increases from 108 G
to 220 G between 4°K and 300°K. Thisis ascribed to the ‘spin-spin’ interaction rather than ‘ spin-
lattice’ interaction [37], which could cause an opposite temperature dependence of the line-width. Hence,
even the Fe** ions in the glass which give rise to crystal field resonances are subject to ‘exchange
interaction’ [38]. At 300°K, theg = 4.3 resonance progressively disappears from the blank glassto the
other samples. The barely discernible appearance of this resonance for the 650 sample shows that the
isolated Fe** ions have started migrating into the formation of the nano crystals of magnetite. It should
be noted that for the 700 sample, this resonance almost disappears for the 700 sample.

The weight of the last four samples were 25 times lesser than those of the first two samples, but
the observed intensities of the g = 2.0 resonance are still very high. This shows the presence of nano
crystalline phases with super-paramagnetic behaviour in these samples. The spectrum for the 650 sam-
ple shows super-paramagnetic behaviour. This spectrum is very similar to that obtained for small nano
particles of magnetite embedded in an inert carbonaceous matrix, giving theg = 4.3 resonance, but the
line-width isvery small [14].
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This behaviour is ascribed to a strong ‘ exchange interaction” and also to a motional narrowing,
because the higher flipping rate of the Fe** ions. The slight asymmetry in the shape of the spectrum
results from the ‘ non-equivalence of the positions’ of the Fe** ions in the nano crystalline magnetite
lattice. Thisisalso caused by the ‘ electron hopping’ in the octahedral sitein magnetite[14]. This shows
that thereis some kind of *disorder’ in the nano particles of magnetite for the 650 sample. This*disor-
der’ decreases in the 700 sample, because the observed spectrum is more symmetric. Thisis also re-
flected in the evloution of the Mdssbauer parameters (i.e. & and A) showing high symmetry around
700°C of heat-treatment (see Figure 5.12).

For the 700 sample, the spectrum still shows a super-paramagnetic behaviour, and the spectrum
gives quite symmetric resonance at g-value little higher than 2.0, but the line-width is very large. It
seems that both the ‘exchange’ and ‘motional’ narrowing decrease with increasing particle size from
650 to 700 sample. The reason for this behaviour is very difficult to justify at this stage. However, the
contribution of the ferrimagnetic particles, although not detected in M 6ssbauer spectraat 300°K dueto
faster relaxation, to the spectrum of the 700 sample cannot be completely ruled out. Thiswasevident in
the spectra of the 800 and 900 samplesin that the g-value was shifted to astill lower value, and the both
the line-width and intensity increased considerably (seeTable5.2). All theseresults are quite consi stent
with the room temperature M Gssbauer data, as described in the section 5.5.

For the 700 sampl e, the spectra showed a continuous change from 300°K down to 130°K in that
the line-width increased rapidly with the decrease of intensity. The spectrum at liquid nitrogen tempera
ture, i.e. at 77°K, shows a broad resonance at g-value much higher than 2.0, as shown in Figure 5.18.
Thisis typical ferrimagnetic resonance [39, 40]. Although the magnetization measurements at 77°K
show super-paramagnetic magnetite particles, but the Méssbauer spectra at 77°K show ferrimagnetic
behaviour, the presence of ferrimagnetic particles gives such astrong resonance that the super-paramanetic
part of the resonance observed at 300°K iswashed out. Thiswas evidently manifested in the evolution
of the spectra with decreasing temperature.. This shows that the interpretation of the ESR spectra is
much more complicated than those of the other measurements, as discussed in the previous sections,
because of the contribution of different ‘magnetic interactions’ to the observed line-width of asingle
resonance.

Sample : 700 at 77 K

625 G

L === = |

Figure5.18: The ESR spectraat 77 K for the 700 sample.

However, it seems more likely that the time required for the ESR measurement (t,,¢), which is
almost comparablewith that of M 6ssbauer measurement, ismuch lessthan therelaxationtime (t) of the
nano particles at 77°K making the ferrimagnetic part of the resonance appear in the observed spectra.
The importance of different measurements at different temperatures (300°K to 4°K) as highlighted be-
foreisagain brought to the focus here.
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Sample : 650 at 4 K

625 G

L === = |

Magnetic field

Figure5.19: The ESR spectraat 4°K for the 650 sample.

A very similar behaviour for the g = 2.0 resonance was observed for the 650 sample down to
135°K, but theg = 4.3 resonance remains the same as that at 300°K. No measurement was carried out at
77°K. However, the ESR spectra at 4°K show a strong g = 4.3 resonance with a broad ferrimagnetic
component at alower g-value, asshowninFigure5.19. The appearance of theg = 4.3 resonance at 4°K
with asignificant intensity could be thought to be due to the increase of Boltzman'’ s population between
two energy levels, but it is not understood why this resonance remained stagnant down to 135°K. This
behaviour could be mainly attributed to the * spin-spin’ relaxation for the 650 sample with aparticle size
of nano particles of magnetite of 4.5 nm. There are still some Fe** ions, which are expected to remain
outside the crystalline magnetite phase. The ESR spectra show that in addition to the magnetic interac-
tions between the Fe** ions inside and outside the nano-crystalline magnetite particles, there could be
magnetic interactions between theisolated Fe** ions and the Fe** ions on the surface of the nano-grains.

In summary, it can be said that although the time for ESR measurement is comparable to that of
M Gssbauer experiment, the contribution of different magnetic interactions complicates the analysis of
the line-width. However, in general, the ESR data at 300°K support the Mdssbauer data.

5.7. SMALL ANGLE NEUTRON SCATTERING

Preamble

A multi-component basalt glassisaunique system for studying the nucleation and crystallization
behaviour of nano-sized magnetite particles, whose growth can be controlled to precipitate even 4 nm -
5nm sizecrystallites. The most sensitive techniquefor such astudy is* Small Angle Neutron Scattering’
(SANS), which allows the determination of small nano-sized crystallitesasafunction of time at agiven
temperature, i.e. dynamic study of crystallization behaviour on nucleated samples at suitably designed
temperaturesto facilitate their growth.

The inter-particle interference effects show a pronounced maximum in the SANS spectra at the
growth temperature of 710°C for different nucleated samples. The radius of such particles was esti-
mated within the limits of Guinier approximation from the slope of the linear plotsof 1(Q) vs. Q% The
number density of nano-sized particles decreases with the time of growth and saturates at longer time.
Thisparticular behaviour isinterpreted as due to the redissol ution of smaller nano particles, asthelarger
ones (still nano-sized) continue to grow with the stabilized number density in the Ostwald ripening or
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coarsening stage. The process of redissolution of the nano-sized particles during the growth of the stable
nuclei shows how to generate nano-sized grains within aglass matrix and the power of SANS to detect
them in adynamic on-line study.

5.7.1. Theoretical Considerations

The phenomena of nucleation and crystallization in glasses have received a considerabl e atten-
tion, sincethey are linked to the important problem of the synthesis of glass-ceramics, which are useful
for avariety of hi-tech applications, e.g. in aerospace industry. The fineness of structureisin the100 nm
range. This makes electron microscopy and Small Angle X-ray Scattering (SAXS) well suited for the
studies [41].

In an atomic assemblage, with the supply of thermal energy, thereis aprocess of nucleation, i.e.
the formation of some nuclei, which catalyse the crystalization process by the growth of these nuclei
into crystals, which are dispersed throughout the matrix by the crystallization. As shown in the next
section, thisis the process of making glass-ceramics, or rather ceramization of a disordered structure
like glass. The most readily observed physical property of nuclei istheir ability to facilitate growth of a
new phase under appropriate thermodynamic conditions. Therefore, the study of the growth process,
immediately following the nucleation, is the most accessible though an indirect method of enquiry into
the phenomenon of nucleation. However, it is often difficult to follow the very early stages of growth
either becauseit occurstoo rapidly, or becausethe size (or total mass) of the precipitatesfalls outsidethe
conventional range of detection of the structural techniques. Aswill be evident later, small angle neu-
tron scattering (SANS) is a very powerful technique to do the required job. However, first of all, we
must understand the nucleation and crystallization phenomena, as detailed below.

5.7.2. Nucleation and Crystallization Behaviour

First of all, it isimportant to explain the nucleation and crystallization behaviour of glassy mate-
rialsto understand their mechanism of transformation to glass-ceramics[1]. It isaquiteinvolved subject
and hence it is simply not possible to give a comprehensive review. However, a short description is
attempted herein order to elucidate certain important pointsto be ableto understand the study of nuclea-
tion and crystallization behaviour of the nano particles of magnetite by a very sensitive technique like
‘Small Angle Neutron Scattering’ (SANS) [2, 3].

When amaterial from a stableliquid stateis cooled, it may start crystallizing at the crystalliza-
tion temperature (T ) by reducing itsvolumeto amore stabl e state to be ableto form the crystals. On the
other hand, the material may now ignore this T, then it cools down further along the original path of
cooling and at a certain temperature called the glass transition temperature (T), it forms a glass by
changing the slope of this cooling curve at a viscosity of about 10'2 poise. Hence, it is known that the
glassisathermodynaically metastable material and dueto the blockage on the * atomic rearrangements’,
it may not be transformed to a stable state. By this logic, a solid glass (which obviously has higher
volume than the corresponding crystal) must be given sufficient energy, i.e. thermal energy, to makethe
‘atomic rearrangements’ possible above T so that it can nucleate and crystallizeto form small crystallites,
e.g. in abasalt glass.

If thethermal treatment for the crystallization of aglassiscarried out so that the * precipitation’ of
the crystalliteswith special properties occurs throughout the material, the devel opment of new material,
called ‘glass ceramics', ispossible[1].
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5.7.2.1. Homogeneous Nucleation

It should be remembered that the crystallization of a homogeneous phase (liquid or glass) does
not occur in amaterial inthe entire mass. First, it starts at apoint and then it extends progressively from
the discrete centers, and distributed in the entire mass. That's how the whol e process takes place.

When aliquidiscooled below itsfusion point, the crystallization occurs by the growth of crystals
at a‘finiterate’ froma'finite number’ of nuclei. The glassformation can be attributed to alow rate (i.e.
amost nil rate) of crystal growth, or low rate of nuclei formation, or acombination of both the factors.

Here comes the question of ‘stability’. The stability of a particle of the new phasein homogene-
ous nucleation will depend on two contributions:

1. One from adifference in free energy between the two phases, and
2. The other from the interfacia energy.

At thefusion point, the free energy of agiven quantity of amaterial isthe sameinthe crystalline
and in theliquid forms. At lower temperatures, the crystalline form will always have lower free energy
and theliquid will crystallize, if nuclei of correct sizes are available in sufficient numbers for germina-
tion.

In the nucleation state, very small particles (called embryos) become the starting point for the
development of an ‘ordered region’. These small particles, which are formed due to the *‘structural
fluctuations’ produced by the thermal excitation, have different sizes - which fluctuates or varies con-
stantly.

Itwill be seen later that thissize attainsavalue of a“ critical size' sothat it can serveasa’ starting
point’,i.e. agerm or anucleus, for the formation of anew crystalline phase. The germination or nuclea-
tion across the system is called homogeneous - if al the elements of the parent phase isidentical struc-
turally, chemically and energetically with those of the nucleated volume. That’s the necessary condition
for homogeneous nucleation.

Evidently, thisisonly possibleif the entire volume of material ischemically homogeneousandis
freefrom any type of structural imperfections. In practice, thisisquite difficult, sincethe surfaceitself is
aready aninevitable source of imperfections. It can further aggravate from the presence of someforeign
impurities. In this case, the energy required to form a“‘germ’ or a‘nucleus’ is found to be reduced for
such impurity-laden sites, and the nucleation will be produced preferentially at their contacts. In that
case, the nucleation is called heterogeneous nucleation.

In practice, it is quite rare that this alternative route of nucleation can be avoided, and we some-
times wonder whether the homogeneous nucleation istotally realizable. However, this case signifiesan
ideal situation.

The embryos becoming nucleus then increases in size by the successive addition of atoms taken
out of theliquid phase, giving riseto the formation of a crystalline particle, which growswith acertain
rate at the expense of the phasein its environment or the parent phase, i.e. the parent phase suppliesthe
necessary atoms to the surface of the ‘already formed’ small embryos to help them grow further to
complete the process of crystallization. Thisis called the “crystal growth stage”.



MAGNETIC PROPERTIES 209

5.7.2.2. General Conditions of Kinetics of Vitrification

The number | of nucleus produced per unit volume per unit time, i.e. the rate of nucleation, and
therate of crystal growth U both depend on the temperature, as shown inFigure5.20. Thisfigure needs
an explanation.

For aliquidtoformaglass, it must be cooled rapidly to avoid crystallization. Below thetempera-
ture of fusion (T;), the liquid consists of a stable phase. As the liquid enters a stage of supercooling
below (T;), the growth can theoretically take place between T; and T . However, the formation of the
initial nucleus necessary before the growth can take place, occurs between T, and T, .
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Figure5.20 : Therate of nucleation and crystallization curves for aglass.

Thus, the critical region consists of a temperature between T, and T,, and the possibility of
crystallization will depend on the manner that one curve is imposed on the other (see Figure 5.20) as
well as on the absolute values of the respective ratesin the overlap region

If on the common interval T, — T, either | or U (or, | and U together) are too small, the crystal -
lization is not detectable - and the system passes to a vitreous state. On the other hand, if |1 and U are
quite important, i.e. strong overlap of the two curves, the total crystallization could not be avoided.
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Ifinthisinterval T, —T,, | isweak but U isstrong, the crystallization could giveriseto asmall
number crystals distributed in a glassy phase, whereas for the opposite case (i.e. | is strong, but U is
weak), it will giveriseto apartially crystallized material with finer grains.

Based on the above description, it can be said that for a solid glass like a *basalt glass', both
nucleation rate (1) and crystal growth rate (U) are dependent on the temperature, and hence thisideacan
be used to devise astrategy for ‘ heat-treatment schedule’ . The maximum in | appearsat alower tempera-
ture than the maximum U. The most effective heat-treatment schedulefirstly for nucleationisobviously
attained at the temperature that gives the maximum nucleation rate.

Hence, aglassthat has already cooled down (after forming) to room temperatureis generally re-
heated to this temperature, which is followed by a heat-treatmernt at a higher temperature for crystal
growth. Inatypical ‘temperature-vs-time' curve, thetemperatureisfirst raised quickly to the nucleation
zone and kept there for some time, which is enough for enough number of nuclel to be formed in the
glass. Then, the temperatureisraised again to the crystal growth zone quickly and kept at this tempera-
turefor sufficient timefor the nuclei to form stable crystal, and then the temperature is dropped rapidly
to room temperature. This schedule depends on many factors including the composition of the glass.
Thisis called 'two-stage' heat treatment schedule (see ref. [48, 50] later), which has also been used in
case of basalt glass to precipitate nano particles of magnetite[2, 3].

5.7.2.3. Classical Theory of Homogeneous Nucleation

At thetemperature wherethereis an appreciable mobility of the atoms, the atomic rearrangements
continuously take place following the thermal agitation. If the phase is thermodynamically stable, this
domain has a ‘special’ existence, since it is destroyed and replaced by the other phase. As the phase
becomes metastable, certain fluctuation — which is the potential source for a more stable phase — can

become permanent.
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Figure5.21 : Free energy curve against radius of the nuclei.
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These fluctuations can have a variability of size, aform, a structure and a composition. In the
most simple classical model, proposed by Volmer and Weber, and Becker and Doring, it isassumed that
the embryos have a structure, a composition and uniform properties, which are identical to the ‘future
phases’, and both these entities do not differ in their form and size (seeref. [48] later).

On the question of ‘forn’, it isthe ‘form’ which will make their energy of formation minimum.
Thus, itisclosely linked to the nature of theinterface. If it isnow assumed in the first approximation that
the interfacial energy is independent of the crystallographic orientation and that the energy due to
elastic deformation is negligible, the embryos will have a spherical form. The size of the embryos will
result from the thermodynamic condition of stability (briefly mentioned above).

The molar free energy of the liquid and the crystalline phases is shown in Figure 5.21 as a
function of temperature. The curvesgrow at T, which represents the equilibrium between the phases.
At thispoint, obviously, the differencein free energy AG between the two phasesis zero. The portion of
the curve representing the stable liquid or crystalline phaseis denoted by continuous lines, and those of
the metastable phases (i.e. supercooled liquid or superheated crystal) are represented by dashed lines.

For atemperature T < T; or adegree of undercooling AT = T;—T, the supercooled liquid isin
metastabl e equilibrium with respect to the crystal. The transformation of the liquid to crystal is accom-
panied by a negative variation (AG,)) per unit volume. For a spherical nucleus of radiusr, this corre-
sponds to aliberation of a quantity of energy equal to (4/3)rr3 AG,,.

But this formation of the nuclei is accompanied by a modification of the interface, which con-
tainsaquantity of energy AGg per unit surface area, which to afirst approximation can be taken as equal
to the macroscopic ‘ surface energy’ (o). For anucleus of radiusr, thisrequiresan energy equal to 4nr?
AGg . Therefore, by taking stock of the whole situation, i.e.the bulk or volume effect and the surface
effect, the free energy change for the nucleation AG, isgiven by :

AG, = (43)rr3AG,+ 4nr® AG,

At small valuesof r, the surfacetermin r? will dominate and AG, will be positive. However, as
r increases, the volume term in r3 will dominate and AG, will become negative. The two terms are
plotted as a function of r in Figure 5.21, with the summation as a solid line where the free energy
change shows amaximum (AG*) for a‘critical radius’ (r*). Abovethiscritical radius (r*), the fluctua-
tion having passed this stage will have a strong possibility of growing.

The atomic agglomeration, i.e. the particles, with an average radius smaller than r* is called
“embryos’ and are unstable. Thisis due to the increase in free energy, which accompanies their reduc-
tioninsize. The particlesof radius greater than r* arecalled “nucleus’ and are stable, sincethe growth
isaccompanied by adecreasein free energy.

Departing from thiscritical radius, it denotesasize of an embryo, which is susceptibleto become
anucleus. Thecritical radiusr* can be calculated by setting the derivative of AG, with respect tor equal
to zero, and solving for r as:

d(AG,)/dr =4nr? AG, +8rr AGy=0
or, r* =—2AG,/AG,

The free energy barrier AG*, which is associated with the formation of the embryos of critical
size, is obtained by putting the value of r* as:

aG= [2F AG,
3 )AGS
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Now, if visthe volume one atom, the volume of anucleus containing n atomsis nv. Hence, we

canwrite:
4
— — 3
nv= (3)7”

_(4)
or, n=13 y

We can substitute for r* in the above equation, the number of atomsin the critical-sized particle
(n*) isthen obtained as:
3
32n \[ AG,
n*=|—5
3 )| AG,

Since the formation of an ‘embryo’ involves a positive free energy change, the probability of
such an occurrence would be quite small, i.e. it is not energetically favourable. However, the entropy of
the solid-liquid system can be increased by the presence of a number of atom-clusters in equilibrium
with the atoms of the liquid. It has to be noted here that the above description of the *criticality’ of the
number and size of the nuclei is quite important to understand the nucleation and crystallization behav-
iour of any glass-ceramic system, including the basalt glass-ceramic, which has been studied dynami-
cally by SANS|[2, 3].

5.7.3. Small Angle Neutron Scattering

The *Small Angle Neutron Scattering’ (SANS) technigue shows some advantagesin following
the *growth process' of the precipitatesin the bulk materials. Three particular advantages are generally
exploited :

1. Therangein scattering vector (Q), which is possible to be studied, include the region around
Q =5 x 10°¥nm, which usually falls between the scope of Small Angle X-ray Scattering
(SAXS) and Light Scattering (LS) measurements.

2. Thelow absorption of neutrons even at long wavelengths(~ 1 nm) allows an easy investiga-
tionin thetransmission of abulk glass, which is heated directly in situ in the neutron beam,
i.e. adynamic on-line study.

3. Thescattering contrast between the precipitates and the host glass matrix, particularly glasses
containing transition metal TM oxides, like a basalt glass.

The striking effects have been revealed by SANS study in different glass-ceramics like basalt,
cordierite etc. [2] during the early stages of the growth of the precipitates, i.e. the formation of just
‘nano’ particles. Asaresult of the continuous viscosity-temperature relation, the rate of crystal forma-
tion in glasses can be put on a ‘favourable’ time-scale to follow the ‘kinetics of growth’ simply by
working at appropriate temperature.

The *Small Angle Neutron Scattering’ (SANS) technique was first used by Roth and Zarzycki
[42] on samples heat-treated at different temperatures, and by Bandyopadhyay and Zarzycki [3] for the
dynamic study of nucleation and crystallization behaviour at the high-flux reactor facilities created at
Institut Laue Lngevin (Grenoble, France) for such studies to be able to compare with those of SAXS
data on various systems, and aso for the early nucleation and crystallization studies, when the size of
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thenuclei or crystallitesarein the very small nano range[2-4]. The readerswith aknowledge of Fourier
transform should appreciate the following part on the theoretical considerationsfor SANS study, where
wetake areal example of amaterial.

How Fourier transform comes into this picture?

Theintensity of the scattered radiation in both cases of X-raysand Neutronsat small anglesasa
function of the scattering vector k is proportional to the square of the modulus of the Fourier transform
of the ‘fluctuations’ of the local ‘ scattering power density’, P(r). Asarea example, for atwo compo-
nent system like soda-silicaglass, it isexpressed as :

P(r) = N(r){C(r) by + (1= C(r)bs} —<N(){C(r) b, + (1 - C(r)bs}> (512)
where, b, and b, are scattering coefficientsfor stoichiometric silicaand sodaunits respectively, C(r) is
the local mole concentration in silica, and N(r) is the local value of the number of the stoichiometric
units per unit volume. Since silica and soda units have the same molar mass (M = 60), N(r) can be
simply taken as proportional to the local density p(r) as:

N(r) = (N/M) p(r) (5.13)
where, N = Avogadro’ s number.

Thetermin the bracket <> representsthe ‘average’ value of the first term over the volume of
thesample. Inthecaseof X-rays, it can bereadily shown that b; = b,, since both units of silicaand soda
have the same number of electrons (i.e. 30). Hence, P(r) isreduced and can be written as:

P(r) = (N/60) [p(r) —<p(r)>] b, (5.14)
Thus, in the soda-silica glasses, the SAXS only measures the ‘density fluctuations’, and it is
insensitive to the ‘ concentration fluctuations' . In the case of neutrons, the values of b, and b, aregiven
as:
b, =1.576 x 102 cm
and, b,= 1.280 x 102 cm

Hence, the SANS depends on both density and molar concentration fluctuations, which are ex-
pressed as:

P(r) = (N/60)[p(r) — <p(r)>]b, + (N/6O)[p(r)c(r) — <p(r)c(r)>](b, —by) (5.15)

Thus, a comparison of SAXS and SANS data could separate the two effects. The solid states

actually represent ‘bounded atomic association’, and the diffracted intensity is a consequence of the

coherently scattered wave interference. The neutron scattering can be coherent (both elastic and inelas-

tic) and incoherent. By neglecting the incoherent term, the differential cross section for neutron coher-
ent scattering is given for ageneral case by the Fourier sinetransform as :

(do/dQ) o = N<b>? {1 + j : 4nir 2 [p(r) — <p(r)>] sin (Kr)/Kr dr} (5.16)

The term in the large bracket involves the structure factor incorporating the concentration and
density terms of the individual scattering atoms. It is seen from this equation that the RDF of atomic
density [4nr?p(r)] is the Fourier transform of the diffraction intensity. Then, from the Fourier inverse
transform, the density and concentration fluctuations (local) can be estimated in an amorphous material
with an interface of phase separation. Hence, the importance of Fourier transform is again seen for
SAXS and SANS problems.
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5.7.4. Interpretation of the SANS Data

In aso-called homogeneous glass, the concentration fluctuations, which influence the spontane-
ous formation of ‘clusters’, are uncorrelated. Therefore, they should lead to spatialy and temporally
random appearance of the nucleation centres throughout the glass matrix. The growth of the new crys-
talline phase, however, modifies the solute ‘ super-saturation’ ratio in the neighbourhood of growing
particles by forming a‘ depleted zone' extending from the particle surfaces [43]. The concentration at
the surface maintains a dynamic equilibrium with the particle radius, but the gradient and the extent of
the *depleted zone' depend upon the diffusion rate of solute material and the age of the particle. It has
been suggested that the presence of the ‘depleted zones' can deform both the *‘spatial and temporal
randomness’ of the nucleation process by lowering the probability of nucleation near existing nuclea-
tion sites, thereby creating short range order between the particles and eventually a saturation of the
particle number density occurs[44].

When the diffusion rates are high, the ‘depletion zones' can overlap to fill up the entire space
available. All the particlesthen becomeinfluenced by the combined concentration profiles set up by the
neighbouring particles. When the local concentration falls below a critical level, some particles will
redissolve. The most affected will be the smaller particles close to or surrounded by the larger neigh-
bours[5, 44]. Thissimply impliesthat, since the concentration of solute is greater around smaller parti-
clesthan around larger ones, there is adiffusion of solute to the larger particles from the smaller ones,
and these will eventually redissolve [5].

L et us mention very briefly about the theory of small angle neutron scattering (SANS), whichis
relevant for astudy of nano particles, as described below :

By considering the fluctuations of €l ectronic density, it isknown that thelocal density [p(r)] of a
material is not uniform in the microscopic scale, but it shows a small deviation with respect to the
average density (p,) as:

p(r) =po+Ap (5.17)

It is convenient to decompose the fluctuationsin their spatial Fourier components Ap, as:

Apy = [%)L Ap(r) exp (—ixr) dr (5.18)

whereV isthe volume of the system.

For adilute system of N identical particles of volume V, having a uniform electronic density p’
contained in amatrix of density ‘p’, theintensity of the scattered radiation at small angles as afunction
of the scattering vector Q = 4r sin /A (where 6 = scattering angle and A = wavelength), iswritten as:

1(Q) =1, (Ap)’NVZ (1-U3R2Q%+....) (5.19)
where, |, is the scattered radiation by an electron and Ap = (p — p”) is the difference of the electronic
densities of the particles and the glass matrix.

The form of the scattering curve,i.e. [(Q) depends on the electronic gyration radius R, defined
by the density p(r) asfollows:

J.V rZp(r)dr

JV p(r)dr

R2= (5.20)
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For ahomogeneous particle of density p(r) = p of radius R, it can bewrittenas:

3

Rs = Rg < (5.21)
Theintensity, 1(Q), is represented by Guinier approximation as:
1(Q) = 1. (Ap)> NV2 exp(— 1/3 RZ.QD) (5.22)

However, as shown later in this case, the main feature of the SANS spectrum is awell-defined
peak, which is characteristic of the ‘inter-particle interference’ effects[2, 4, 45]. In the absence of the
long-range order, the curve of 1(Q) at Q> Q,, IS not strongly modified by the inter-particle interfer-
ence, but it is characteristic of ‘scattering’ from the isolated particles for which the mean particle size
can be determined within the limits of “Guinier” approximation, i.e. Q R < 1.2, from the slope of the
linear plot of In [(Q) vs. Q2.

From the maximum of the ‘ scattering curve', a characteristic wavelength (P = 2r/Q,,5,), Which
isinterpreted as the ‘ mean distance’ between the small precipitates, and hence arelative ‘ number den-
sity’ of particles can be obtained (N = @73) [2, 4, 45]. Therefore, the above three parameters (R, @, N)
can be obtained from the simple evaluation of the scattering curves of the SANS spectrum. So, now we
know : what we can get from SANS study on nano materials ?

5.7.5. Preparationsfor the SANS Study

This chapter deals with the magnetic properties of a basalt glass containin about 13 wt% iron
oxide, which has been heat-treated at different temperatures, i.e. different particles of magnetite with a
narrow range of nano-sized grains. On heat-treatment, the basalt glass transforms into a fine-grained
glass-ceramic[1]. Inorder to control the quality of glass-ceramics, it isimportant to study the nucleation
and crystallization behaviour of this system. Initially, X-Ray diffraction (XRD) and transmission elec-
tron microscopy (TEM) measurements were carried out on samples heat treated at 600, 650, 700, 800,
900°C for 2, 4 and 8h, and a so on the as-annealed glass (i.e. the blank glass). As explained earlier, the
XRD showed that there was no crystalline peaksfor blank glass, 600 and 650 samples. The peaksdueto
magnetite appeared for the 700 sample ; the strongest peak being at the d-spacing of 0.250 nm. For the
800 and 900 samples, there were also peaks due to the pyroxene along with those of the other minor
phases. However, TEM showed the presence of magnetite in the 650 sample, and also in the 700 sam-
ple, whilethelast two samples showed the presence of a mixture of the phases. The particle sizes of the
nano particles of magnetite were estimated to range between 4.5 nm to 7.0 nm between 650 and 900°C
for 8 honly.

Since the particles are small, the supermagnetic behaviour of the particlesis very interesting as
explained above [6-9]. The Mdssbauer measurements at 4°K showed that the maximum amount of
magnetite was formed at 700°C, and the evolution of the M éssbauer parameters showed that the mag-
netite particles have the *most improved symmetry’ at this temperature [6, 9].

The study of growth process immediately following nucleation is the most accessible, though
indirect, method of inquiry into the nucleation process[3]. In order to determine an optimum nucleation
condition for magnetite in the basalt glass-ceramics, small angle neutron scattering (SANS) measure-
ments were carried out dynamically at 710°C, as afunction of time, on a series of samples (dimensions
=10 mm x 10 mm x 7 mm) heat treated (i.e. nucleated) between 550 and 665°C for different times. The
importance of the SANS measurements for such a study has been discussed el sewhere [4]. The longer
times upto 32 h were employed for lower temperatures and shorter times upto 8 h for higher tempera-
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tures of heat-treatment. Based on the results mentioned above, the growth of temperature was fixed at
710°C. Thiswas also higher than the Curie temperature of the bulk magnetite (578°C), so that the effect
of the * magnetic scattering’ on the SANS spectra could be neglected.

The SANS measurementswere carried out in the spectrometer D-17 at the Institut Laue-Langevin
(Grenaoble); the details of this spectrometer are given elsewhere[46]. The detector distance was 2.85 m
and A, = 1.282 nm. Absolute small-angle cross-sections were deduced from the experimental neutron
intensity, measuring the incoherent scattering on a thick vanadium sample. The sample was put in a
small furnace between the incident beam and the detector, and the temperature was raised to 710°C in
about 10to 120 min, except for one sample (nucleated at 577°C for 19 h) which was extende upto 360 min.

5.7.6. SANS Data for Nano Particles

The general form of the scattering curves, which were obtained on a sample nucleated by pre-
treatment at 634°C for 2 h, isshown in Figure 5.22. The SANS intensity was almost negligible imme-
diately after nucleation and corresponds to the zero time curve. On heating in situ at 710°C, SANS
intensity increaseswith particle growth giving sufficient scattered intensity to allow the scattering curve
to be followed every few minutes. Thiswas almost the general feature for al the other samples nucle-
ated at different temperatures. The important feature is that there is a pronounced maximum ( Qua ~
0.005 nm at about 11 min) with the intensity falling toward zero at low Q [2]. A high density of the
precipitating particlesis responsible for an interference effect, which produces a maximum, Q,,, in the
SANS spectrum [45]. The maximum is always apparent, even for the shortest times for which the
particle sizeisvery small, and remains stable during the growth period at higher crystallization times.
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Figure5.22 : The SANS spectra at different crystallization times at 710°C for asample

nucleated at 634°C for 2 h.

The values of Q,, are plotted against the time of crystallization for the samples nucleated at
634°Cfor 2,4and 8 hinFigure5.23. It isseen that, for the 8 h sample, Q,,, fallsvery rapidly during the
early times of crystallization up to about 60 min, which is the characteristic of redissolution process
with about a constant number of crystallites, as discussed later. A very similar feature is noted for the
other two samplestreated at 634°C for 2 h and 4 h, respectively.
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Figure5.23. A plot of Q. against crystallization time for different nucleated samples.

The same plot isshown in Figure 5.23 for the sample nucleated at 577°C for 19 h. It is seen that
Q,,, falls much more rapidly up to about 250 min and then saturates to a constant value towards higher
time. For the sample nucleated at 665°C (4 and 8 h), Q,, does not decrease so rapidly and tends to
saturate to an almost constant val ue before 60 min, because the growth process startsearlier. Thisisdue
to the overlap of nucleation and growth processes at a nucleation temperature at 665°C [2].

The plots of astabilized Q,, values as afunction of nucleation condition showed that the number
density of particles (directly proportional to Q,,) increases with nucleation time, but in the case of
treatments at 634°C and 665°C saturation occurred after a few hours. The particle density at the satura-
tion was higher for the lower temperature of nucleation [2].This behaviour has also been observed in a
previous study on cordierite glass-ceramic [45]. The higher value of stabilized Q,, (at higher nucleation
time) for lower nucleation temperatures, coupled with the observation that the time taken to reach satu-
ration at the growth temperature (i.e. at 710°C) is longer for the sample treated at lower nucleation
temperatures, suggests that there is a‘ competition’ between nucleation and growth processes even at
the nucleation temperatures, particularly noticeable for the 665°C treatment, as mentioned above.

5.7.6.1. Validity of James Assumptions

As said above, from the scattering curves, three important parameters can be calculated as:

1. From the position of the maximum (Q,,) arough estimate of the mean distance between the
precipitatesis obtained (® = 2n/Q,,)-

2. Hence the relative number density of the particles (i.e. the total number of particles per unit
volume of the sample) is also obtained (N = &7).
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3. The size of the particlesis obtained from the Guinier plots on the higher Q side of the maxi-
mum. Within thelimit of validity QR < 1.2, the scattering function S, isrelated to theradius

2
of gyration (Rg) according to S, = exp [— Q—] andRg = /(g] Rs, where Rgistheradius

R(23/3
of the “spherical” particle.

It has been mentioned before that a high density of precipitating nano particlesisresponsiblefor
an interference effect, which produces amaximum (Q,,) in the SANS spectrum. From thisvalue of Q,,,
acharacteristic wavelength @ of density fluctuations has been cal culated, which has been interpreted as
the *‘mean distance between the nano precipitates’, and hence arelative density of nano precipitatesis
obtained. However, as pointed out by Guinier [47], thisisonly an approximate eval uation. For compari-
son purposes between the different samples, this relative number density can still be used as a param-
eter; this also gives an idea about the ‘ order of magnitude’ of the number of nano particles[2].

The parameter @ is not plotted, because it will show the same typer of behaviour as Q,,. The
parameter N plotted against crystallization time in Figures 5.24 for the samples nucleated at 634°C for
2,4 and 8 h. It isseen from Figure5.24 that N decreases rapidly upto 30 min, which can be considered
due to larger nano particles or nuclei ‘eating’ the smaller ones before the growth process starts, i.e. a
redissolution process for the smaller nano particles asthe larger ones continue to grow at their expense.
After 30 min, N does not change significantly upto about 60 min, and it then approaches a saturation
value when there is a growth of *stable nuclei’. For the sample nucleated at 665°C, this changeisless
remarkable, since the saturation arrives at alower time due to earlier growth process. Thisis obviously
due to the need of a shorter time for the growth process owing to the higher nucleation temperature.
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Figure5.24 : Variation of the number of nuclei with crystallization time for different
nucleated samples.
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Figure 5.25 : The number of nuclei against crystallization time for the sample nucleated at
577°C for 19 h at three growth temperatures.

The above behaviour can be described according to the following model. The importance of
two-stage heat-treatment for the study of nucleation of glass-ceramics has been emphasized by James
[48], who made two assumptions as :

1. After nucleation, the glass contains an assembly of nuclei, some of which will have grown
into small nano crystals, the large majority of which do not redissolve on heating to the
second stage of heat-treatment.

2. The nucleation rate at the growth temperature is negligible.

If the assumption (1) is correct, then by varying the growth temperature should not radically
change the number of nano crystals, which was observed after a given nucleation heat-treatment. As a
matter of 'test’, the sample nucleated at 577°C for a very long time of 19 h was heat-treated at three
growth temperatures, i.e. 680°C, 710°C and 740°C respectively. These data are shown in Figure 5.25.
Indeed, itisseenthat N variessignificantly at these crystallization temperatures, which ‘invalidates' the
assumption (1). For testing the assumption (2), it was observed that the blank glass showed a high level
of nucleation at the growth temperature, as shown later. This ‘invalidates’ the assumption (2). There-
fore, it can be said that for the study of nucleation and crystallization behaviour of 'nano particles of
magnetite, the assumptions of James[48] does not appear to be valid for atwo-stage heat-treatment. In
order to explain the above data, the situation is shown schematically in Figure 5.26.

According to classical theory, the size of critical nucleusincreaseswith rising temperature. Con-
sequently, a cluster of ‘critical size’ at the lower nucleation temperature (say at 550 or 577°C) will not
constitute a ‘critical size' at the growth temperature and naturally will redissolve, since they are not
energetically favourable, or rather thermodynamically unstable nuclei. However, during the nucleation
heat-treatment, many of the nuclei that reach the ‘critical size' will continue to grow and will attain a
sizelarger than the ‘ corresponding critical size' at the growth temperature, which will make them ‘ sta-
ble’ and also enable them to grow to larger particles at this growth temperature at longer time. Hence,
the number of nano particlesafter alonger growth treatment would not be agood estimate of the number
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of nuclei formed at lower nucleation temperature, because of the ‘ redissolution’ of many of these nuclei
that were present in the *original’ nucleated sample.

N

AG*

Figure 5.26. A schematic diagram of the free energy against radius of the nuclei at three
different temperatures.

Now, let ussay that T, isthe nucleation temperature (T,) and T5 isthe crystallization tempera-
ture (T¢). Therefore, according to Figure 5.26, at T, the total number of nuclei (N*) with r;* >ris
stable. If we increase the temperature to T and make them grow, the number of nuclei (N,*) with
r* <r<rg* arenot stable, but the number of nuclei (N,*), which are stable at T, will grow at this
temperaturewith r >r5*. Thisimpliesthat at T, i.e. say at 710°C, N* = N;* + N,* as t — 0, but ast — oo,
N* =N,*, since N;* number of of nuclei have already redissolved during theinitial timeof crystallization
at Te[3].

Here, it should be mentioned that the nucleation rate of magnetite will depend on the level of
super-saturation at the nucleation temperature, which is related to the amount of iron remaining dis-
solved in the glass matrix. As the precipitation occurs, the level of super-saturation will decrease with
time, and hencethe nucleation rate will itself decrease and gradually approaches zero. Thus, the number
of nuclei (N) should reach a constant maximum or saturation value, as observed in this case of crystal-
lization of nano particles of magnetite. Thereafter, Ostwald ripening effect may slowly take over. Thus,
N should reach a‘maximum’ simply dueto al the avail able magnetite being eventually precipitated so
that no new nuclei can be formed.

However, the saturation number of nuclei reached at a given temperature will depend on the
rapidity of the overall precipitation process, which is governed by the nucleation and growth rates, and
so will vary strongly with temperature. Hence, the use of two-stage heat-treatment might have resulted
in the redissolution of the small nano particles of magnetite into the glass with the disappearance of
certain number of particlesand apartial dissolution of others. The process proposed herefor the growth
of nano particlesis at least as ‘probable’ as the process of redissolution of sub-critical nuclei at the
growth temperature. However, in practice, the situation might be more complex than the model pro-
posed here, by considering the complex nature of the basalt glass [49].

It should be noted that a problems arises in applying a two-stage heat-treatment to the basalt
glass for the study of nano crystallites. The two-stage method has been successfully applied to similar
systems such as lithium disilicate, where the crystal and the liquid phases have the same composition,
and the growth temperature used was not too high ; although not apparently applicableto a basalt glass,
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thismethod is still valid for many other systems. However, in basalt glass, the two-stage heat-treatment
was used to develop and then grow ‘large enough’ crystallites (still in the nano range) in order to givea
SANS spectrum [45].

5.7.6.2. Nucleation Maximum and Guinier Radius of Nano Particles

After looking at the nucleation and crystallization dataon nano particlessofar, if we assumethat
the ‘number of nuclei’ remains almost invariant between the respective nucleation temperatures, e.g.
610°C, and the growth temperature, i.e. 710°C, then the value of N from the first run of the SANS
spectra, i.e. at 11 min, can be taken as “equivalent to the number of nuclei in the origina nucleated”
sample, i.e. by assuming no 'destruction of any nuclei during this*short’ heating-up process. The values
of N, (wheret =11 min) are almot equal N* (= N;* + N,*), - . The values of N, are plotted against
nucleation temperaturein Figure 5.27. It is seen than the number of nuclei goes through a maximum at
around 634°C, indicating that this temperature might be the ‘optimum’ temperature of nucleation of
“nano particles’ of magnetite.
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Figure5.27 : A plot of the number of nuclei against the temperature of nucleation.

The Guinier radius of the nano particlesis plotted against time of crystallization in Figure- 5.28
for different samples. It is seen that the sample nucleated at 634°C for 2 h, 4 h and 8 h, R; increases
quite rapidly up to about 30 min, then it slowly increases up to about 60 min, showing the termination of
the redissolution process of smaller ‘nano’ particles. Finally, after 60 min, Rg reachesan almost con-
stant value towards higher time indicating an Ostwald *ripening process . For the sample nucleated at
665°C for 4 hand 8 h, thischangeislessremarkable dueto an earlier growth process, or rather dueto an
“earlier termination” of the redissolution process, owing to the higher nucleation temperature, thereby
rendering the attainment of the stable nuclei for the growth processat T much easier.
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Figure5.28 : The Guinier radius against crystallization time for different nucleated samples.

5.7.6.3. Ostwald Ripening for Nano Particles and the Growth

In order to examinethe growth process, asamplenucleated at 577°Cfor 19 hwascrystalized at three
different temperatures, i.e. 680 C, 710°C and 740°C respectively. The plots of the cube of the diam-
eter (D% = 8RSY) of the nano particlesare shown against the crystallization timein Figur e5.29. It should be
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Figure 5.29. A plot of the cube of the diameter of the nano crystallites against the time of
crystallization at three different growth temperatures.
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pointed out that asimilar plot of V [= (4n/3)Rs’] against t. could also be shown to indicate the ripening
process. It is seen from the figure that at 680°C, the growth rate is very slow, and the number of nuclei
remains constant up to 60 min. This curve also showsthat the redissol ution of the smaller nano particles
is aimost negligible, because of the lower growth temperature [3]. At 710°C, the particle diameter
increases rapidly up to 80 min, and then it increases ‘ lowly but linearly’ with time, which indicates an
‘Ostwald Ripening’ process.

At 740°C, the rapid increase of diameter of the nano particlesis up to 40 min only, and then it
shows a linear behaviour towards higher time. It also shows that the redissolution process terminates
earlier due to a higher growth temperature. In the linear region, the growth rate shows an increase
between 710 and 740°C, which indicates that the crystallization of nano particles of magnetite in a
basalt glassisa‘thermally activated’ process.

It should be noted that in the basalt glass, depending on the temperature, thereis an ‘eqilibrium
volumefraction’” of magnetite of lessthan 10%. Actually, the Ostwald ripening only becomes predomi-
nant when the voume fraction is close to this limiting value. However, in some glass systems, e.g. the
simpler system of lithium disilicate, the Ostwald ripening would occur for crystallinities approaching
100%, and hence would be negligible for the low crystal volume fraction applicable in most of the
nucleation studies of that system [48]. In actual practice, the “impingement” of the crystals could occur
at much lower crystallinities, rather than Ostwald ripening. Therefore, it should be kept in mind that
Ostwald ripening is only important in certain circumstances [49, 50]. It may be construed that there
might be a*hidden’ ripening mechanism operative at certain growth temperatures with different nucle-
ated samples[2].

As mentioned, the ‘blank glass when studied at 710°C showed sufficient scattered intensity
withamaximum even at 11 min. The particleradius (Rg) varied between 3.77 nm and 6.13 nm between
11 and 120 min. This shows that the ‘blank glass’ itself was aready nucleated with a high density of
nuclei (N = 19.0 x 10'® at 11 min), which could have occurred either during quenching or during
annealing. No measurement could be performed on this glass either at room temperature or at the an-
nealing temperature, i.e. 525°C, to determine the number and size of the nuclei in the original sample.
This could not be done because of the contribution of the ‘magnetic scattering’ together with that of
nucleation scattering (i.e. due to density and concentratiuon fluctuations). However, the M dssbauer
measurements on this glass at 4°K showed that there is a short-range * magnetic ordering’ of Fe atoms
of dimension 1.2 nm (see thesection 5.5) [6]. It can be thought that this might have affected the overall
nucleation and crystallization behviour of the small nano particles of magnetitein abasalt glass matrix.

5.7.7. Redissolution Processfor Nano Particles

From the above SANS data on the nucleation and growth of the nano particle, it isfound that for
any given nucleation condition, the number density (N,) of ‘nano nuclei’ decreases with time at the
growth temperature, and then saturates at longer time with astabilized value. These are the 'nano nuclei'
(little bit larger ones), which are only stable at the growth temperature and they will continue to grow,
but the rest of the ‘nano nuclei’, i.e. the smaller ones, are not thermodynamically stable and so they will
redissolve. Hence, thereisasomekind of competition between the ‘ rate of growth of stable nano nuclei’
and the ‘rate of redissolution of unstable nano nuclei’ at the growth temperature. In the thermodynamic
evolution of the nano nuclei, the kinetic partameters of this ‘evolution’ should be considered as well.
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Although the word ‘redissolution’ has been used in the previous sections several times, it is better to
giveit aconcrete shape toward the actual meaning of thisword by further analysis, which is given below.

30| Nucleated at 610°C
o 45 hrs
O 8 1y
A 16 19
S 20
X
—
zZ
|
=3
10
‘ =
0 50

Time (min)

Figure 5.30 : The redissolution of nano particles against the time of growth at 710°C for
the samples nucleated at 610°C.

At the growth temperature, if we take the number density at thelongest timeas N, , then at any
time of growth, (N, —N.,) represents the number of nano nuclei which redissolve. The plots of (N, —
N_.) asafunction of time of growth are shown in Figures 5.30 and 5.31 for al the nucleated samples. It
is seen that almost all the curves show a more or less rapid decrease at theinitial time of growth. This
decreaseisslowed down considerably up to certain timefor lower temperatures of nucleation. After this
stage, thereisno more redissol ution indicating astable behaviour. This*initial time' of rapid redissolution,
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i.e. arapid decrease of (N,—N..), can possibly be termed as an “incubation period’, which corresponds
to akinetic phenomenon related to bulk atomic diffusion processin the basalt glass.

For different nucleation conditions at relatively lower temperatures, but the same growth tem-
perature (i.e. 710°), it is seen that during the ‘incubation period’, the redissolution rate for the sample
nucleated at 550°C for 32 h islower than that of the ‘blank glass'. Thisis due to higher temperature of
nucleation, which seems to stabilize a certain number of nuclei. Since the time of nucleation for this
sampleishigher at 32 h, itsredissolution rate is also lower than that nucleated even at ahigher tempera-
tureat 577°C for shorter time of 19 h. Hence, it appearsthat the‘ effect of time' ismoreimportant for the
‘stabilization’ of the nano nuclei - which meansalower redissolution rate - than the * temperature effect’
in the lower temperature region of nucleation, i.e. between 525 and 577°C.
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Figure 5.31 : The redissolution of nano particles against the time of growth at 710°C for

the samples nucleated at 634°C and 665°C respectively.

For the same nucleation conditions, but different growth temperates, the observations for the
redissolution of the nano nuclei are quiteinteresting. The ‘incubation period’ islonger for lower growth
temperature due to alower rate of atomic diffusion. During this *incubation period’, the redissolution
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rateisalmost constant at 680°C, then it increases considerably at a higher growth temperature of 710°C,
and then it decreases again at still higher growth temperature of 740°C.

The above data can be explained in the following manner :

At 680°C, the mobility of the atomsismuch lower than that at higher temperaturesup to acertain
time, i.e. the ‘incubation period’, so that the redissol ution rate is quite negligible, and the processisaso
quitelong. At 710°C, therate of redissolution increases considerably due to the increase of bulk atomic
diffusion with temperature. However, at 740°C, thisrate seemsto be very much reduced, because many
of the nano nuclei had already been redissolved during the increase of temperature, thereby making the
attainment of the ‘ stable nano nuclei’ much easier. The higher temperature represented the particlesfor
which the Gibbsfree energy would decrease with increasing size, favouring immediate growth oncethe
temperatureisraised in order to give enough ‘thermal energy’ for bulk atomic diffusion.

It should be noted after the ‘incubation period’, the redissolution rate decreased from 680 to
740°C, indicating this to be a ‘thermally activated’ process. Below this ‘incubation period’, there is
some sort of ‘blocking' in the rearrangement of the diffusing atoms, which not only kept the rate of
redissolution constant, but also caused the *incubation period’ to be quitelong, say at atemperature of
680°C. Therefore, the dynamic study of growth on different nucleated samples shows the ‘ advantages
in revealing some details, which otherwise would have been lost in the conventional technique of study-
ing growth in two-stage heat-treatments [48].

For higher temperaturesof nucleation, the number of ‘ redissolved’ nano nuclel against timeof growth
(seeFigure5.31) showsavery similar behaviour. Thereisarapid decrease of the ‘ redissolved’ number
density up to around 50 min, and then it reaches a saturation level. This saturation level is lower for
higher temperatures of nucleation. At the highest nucleation temperature of 665°C for 8 h, the redissolution
rate is almost negligible. This is obviously due to the higher temperature of nucleation. Therefore, in
this temperature range of nucleation, i.e. 610 - 665°C, the temperature is an important facor.

By analyzing these curves, if the number density at t — 0 istaken as the maximum number of
‘redissolved’ nano nuclel, then it is noted that this number [Np 5] decreases with nucleation time at
any of these nucleation temperatures. While this ‘decrease’ is very little for 610°C, it is quite rapid at
634 and 665°C respectively, indicating the beneficial effect of nucleation at or just about T, [45]. All
the above data on redissolution clearly show its effect on the nucleation and crystallization beaviour of
the nano particles of magnetite, which were ‘innovatively created’” within a basalt glass matrix by a
simple procedure of heat-treatments at different temperatures for different time.

In summary, the dynamic ‘on-line’ study of growth of nano particles of magnetite shows a pro-
nounced inter-particle interference effect in the SANS spectra. There is a decrease of the number den-
sity with the time of growth and thereafter, a saturation occurs due to the growth of the stable nano
nuclei. Thissaturation level ishigher for thelower temperatures of nucleation. Thisisinterpreted asdue
to redissolution of the smaller nano nuclel, as the larger and stable nano nuclei continue to grow. The
crystallization behaviour tendsto follow an Ostwald ripening mechanism at higher time of growth. For
lower nucleation temperature, the time of nucleation is an important factor, whereas for the higher
nucleation temperature near T, the temperature seemsto be animportant parameter. Therapid decrease
of the number density of the redissolved nano nuclei in the initial time is noted for al the nucleation
conditions. At longer time of growth, the redissoluition terminates progressively for lower nucleation
temperatures. But for higher nucleation temperatures, there is a saturation effect before the termination
of the redissol ution process. These dataon ‘ nano particles withinsucha‘narrow range of sizes' isquite
revealing and definitely merit further attention for our future endeavour in the search of ‘ newer nano
materials .
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Chapter 6

Electrical Properties

6.1. SWITCHING GLASSES WITH NANO PARTICLES
PREAMBLE

Inthechapter 5on*“Magnetic Properties’ of glass-ceramics, wetalked about asimpletechnique
of creating nano-crystalline particles of magnetite within a glassy matrix in terms of heat-treatment at
different temperatures to precipitate small nano crystals by a mechanism of nucleation and crystalliza-
tion. Here, in this chapter on electrical and el ectronic properties of nano crystals within aglassy matrix,
the process is not so simple, but it is a quite interesting system to study nano materials [1]. Without
going too far on switching behaviour of semiconding glasses, i. e. the Voltage (V) Current (1) character-
istics, which passes a high current through the system with a slight change of voltage, we can say that
the glasses are interesting systems to study such ‘ switching’ properties[1, 2].

6.1.1. Introduction

Thesurfacelayersof certain silicate glasses containing Bi,O; have been reported to show “ memory
switching” after they were subjected to sodium < silver ion-exchange, which wasfollowed by areduc-
tion treatment in hydrogen [2]. Such glasses before ion-exchange and reduction stages have a micro-
structure consisting of metallic bismuth particles with diameters in the nano range : 5 nm to 25 nm
dispersed in an amorphous matrix. After ion-exchange and reduction treatments, the nano particles of
silver of maximum diameter 100 nm are also precipitated. The measurements carried out on ‘thick
films' of these glasses, which have not been subjected to any ion-exchange and reduction treatments,
show that the switching action isthe characteristic feature of the base glassitself. Here, therole of nano
silver particlesbeing only to lower the switching voltage [3]. Thisis some sort of an achievement, since
we want aflow of current always at alower voltage to make the * switching device’ efficient.

The off-state resistance of these glass films was tentatively explained as arising due to electron
hopping between the metallic islands of nano particles of bismuth. Therefore, amore detailed study of
both DC and AC electrical propertieswas necessary to be undertaken and the results had to be analysed.
Sincethe electrical properties of glasses containing certain nano-metallic particles are quite interesting,
the efforts were also made to study the electrical behaviour of some borosilicate glasses containing
nano-crystalline selenium particles, because their properties are also found to be similar to those ob-
tained for bismuth-containing glass systems.

6.1.2. Preparation of Glasseswith Nano Particles

For bismuth-containing glasses, most of the work was done on a composition : 10 Na,O, 18
B,0;, 64 SiO,, 8 Bi,O5 (mole%). These glasses were identified as showing ‘ memory switching’ [1, 3].
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Some work was also carried out on samples of composition : 25 Na,O, 10 CaO, 55 SiO,, 10 Bi,O4
(mole%) to show that the el ectrical behaviour due to nano metallic bismuth isindependent of the chemi-
cal composition of the glass matrix. Finally, in order to show the effect of nano-bismuth particles more
clearly, somework was a so doneon the*baseglass compositions: 10 Na,O, 26 B,0;, 64 SO, and 25
Na,O, 20 Ca0, 55 SiO, (moleY%) respectively. The compositions of different glasses, which were used
to study the effect of nano-bismuth particles on their electrical properties are summarized in Table 6.1,
and which are numbered as 1 to 4. The compositions of the glasses, which were used to elucidate the
effect of the dispersion of nano-crystalline selenium particles on the resulting composite matrix, are
summarized in Table 6.2, and which are numbered as 5 to 8.

Table6.1: Compositions of Glasses containing Bismuth.

GlassNo. | Mole% SO, Mole% B,O5 Mole% CaO Mole% Na,O Mole% Bi,O,
1 64 18 - 10 8
2 64 26 - 10 -
8 55 -- 10 25 10
4 55 -- 20 25 --
Table 6.2 : Compositions of Glasses containing Selenium.
Glass No. Mole% SO, Mole% B,O, Mole% Na,O W% Se
5 51818 32.0 14.7 0.0
6 585 26.6 19.7 0.2
7 53.8 21.1 24.8 0.3
8 48.0 19.2 28.8 4.0

The glasses were prepared by melting reagent-grade chemicalsin aluminacruciblesin an el ectri-
cally heated furnace at temperatures ranging from 1200 to 1400°C under normal atmospheric condi-
tions. The selenium purity was 99.9%, which wasintroduced as powder in the mixture. The glasseswere
guenched by pouring the melts onto the aluminium moulds. These were then annealed at 500°C for an
hour and then cooled slowly to room temperature within the furnace after being switched off.

A substantial amount of selenium waslost during melting, because of the low melting tempera-
ture of these selenium containing glasses (i.e. nos. 5to 8) [4]. Therefore, the final compositions of these
samples were determined after estimating their selenium contents by standard chemical methods [5].
For preparing glass 8, which contained the largest amount of selenium, the oxide glass was first made
with adequate molar percentages of different components. This glass was then powdered and mixed
with the appropriate amount of selenium powder in order to get the required composition. The mixture
wastaken in aquartz tube, which was evacuated and then sealed. The seal ed quartz ampoul e was heated
to atemperature to 1000°C for 24 hours with gentle rocking for homogenization purposes. The quartz
ampoule was taken out and allowed to cool at room temperature. The optical absorption spectra of the
glasses 5 to 8 confirmed that selenium was present in its elemental form and not as an oxide [4].
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The micro-structure of the glasses was studied with a Philips EM-301 Transmission Electron
Microscope (TEM) as per the procedure described in chapter 2. The TEM micrographs show darker
regions, which are ascribed to the presence of metalic bismuth grains, which are of non-spherical geom-
etry and of different nano-sizes varying between 5 nm and 100 nm. In the TEM micrographs of the
selenium contai ning glasses al so, there are darker regions, which are ascribed to the presence of metallic
nano particles of metallic selenium with size varying from 5 nm to 200 nm. The electron diffraction
pattern of these glasses show that the metallic granules of selenium are crystalline[1, 2].

For electrical measurements, circular metallic electrodes (both aluminium or gold giving the
same results) of diameters varying between 1 and 2 cm were evaporated onto two faces of the samples,
which were ground and polished to athiknessin therange 1 to 2 mm. Fo glasses5to 8, silver paint was
used as electrodes. The DC resistivity was measured by plotting their voltage-current characteristics
over adecade of voltage by using an * Electrometer’ (Type 1230A, General Radio, U. K.). Thelinearity
of the I-V curves was obtained for all the samplesin the temperature range — 160°C to +200°C.

For AC resistivity measurements, a guard-ring was also deposited on one of the sample faces,
and three-terminal measurements were carried out over a frequency range 100 Hz — 100 KHz with a
‘Capacitor Bridge' (Type 716C General Radio, U.K.). For measurements at higher frequency, i.e.
between 100 KHz and 30 MHz , a‘Boonton Q-Meter’ (Type 260A) was used.

The possibilities of switching phenomenain selenium containing glasses were explored by sub-
jectingthemto a Na" < Ag" ion exchange, which was followed by areduction treatment in hydrogen.
The el ectrical measurements on these samples were carried out by the method described elsewhere [2].
The I-V characteristics of these samples were carried out by a‘ Transistor Curve Tracer’ (Type 575,
Tektronix, USA). For all the electrical measurements on selenium containing glasses, the sampleswere
kept in adark chamber so that * photo-conductive’ effects could be avoided.

6.1.3. Electrical Data of Nano Particles of Bismuth and Selenium
6.1.3.1. Electrical Conduction in Bismuth Glasses

Theplot of logp vs. YT isshowninFigure6.1for theglasses1to 4. It isseen that for glasses 1
and 3 containing nano partcles of bismuth, there are two linear curves, whereas for the glasses 2 and 4
containing no bismuth, there are simple linear plots over the entire temperature range. These results
indicate that for the glasses 1 and 3, there are two conduction mechanisms operative in two different
temperature ranges. By assuming an Arrheniustype of variation of resistivity asafunction of tempera-
ture, which iswritten as:

P = po eXp(E/KT) (6.1)
the activation energies of these glasses are estimated in the two different temperation ranges, i.e. be-
tween 20° - 200°C and 200° - 500°C, which are showsin Table - 6.3. It is evident from the
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Figure6.1: Logp against 1/T for glasses 1-4 at f = 1 kHz.

table that the resistivity of the glasses 1 and 3 in the higher temperature range arises due to the move-
ment of Na* ions through the glass matrix, which obviously requires a higher activation energy due to
the 'diffusional’ jump of Na" ionsin the glass matrix [6].

Table6.3: Activation energies of conduction in glasses 1 to 4.

Glass No. Activation Energy (eV) : Activation Energy (eV) :
20°C - 200°C 200°C - 500°C
1 0.03+0.00 110+ 0.01
2 1.42+0.01 1.42+0.01
3 0.03+0.00 0.90+ 0.01
4 1.10+0.02 110+ 0.01

In oxide glasses, it is known that if the ratio of the network former (i.e. SiO,, B,O,, €tc.) to
network modifier (i.e. Na,O, CaO, Bi,Os, €tc.) is reduced, the concentration of non-bonding oxygen
ionsisincreased. Thisloosens the structure that makes it congenial for Nat+ ion jump, which involves
lower activation energy. The dlightly lower activation energies of the glasses 1 and 3 compared to those
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of glasses 2 and 4 can be attributed to the fact that the ‘ coherence of silica network’ in the former is
reduced owing to the presence of Bi,O; in these glasses, which act as network modifier [7]. Thereare
various cases possible for the ‘electrical conduction’ due to Na" ionsin the higher temperature range,
which can be discussed asfollows:

1. Between Glasses 1 and 2

Both the contents of silica and soda are constant, but borax is increasing from 18 to 26 mole%,
which stiffens the network structure (total network former =64 + 18 = 82% in glass 1 and 90% in glass
2) making the Na" ion jump difficult and thereby the activation energy increases from 1.10 to 1.42 ev
(see Table 6.3)

2. Between Glasses 1 and 3

The total network former is reduced from 82% to 55%, and thereby the activation energy de-
creases from 1.10 ev to 0.90 ev due to less structural cohesion. Moreover, the bisbuth content is higher
in glass 3 than that of glass 1, which explains the effect of bismuth in loosening the structure from the
point of view of energy.

3. Between Glasses 1 and 4

They have the same activation energy, even if the ratio of network former/modifier ishigher in
the former, where the presence of bismuth weakensthe structure more. So, the effect of bismuthismore
prominently seen in this case.

4. Between Glasses2 and 3

In this case, the difference of activation energy isthe highest (from 1.42 ev to 0.90 ev), since the
network former is substantially reduced as well asthere is bismuth present in glass 3, which makesthe
‘weakening’ of the structure maximum and hence the lowest activation energy.

5. Between Glasses 2 and 4

Here, thereduction in activation energy isfrom 1.42 ev to 1.10 ev due to the substantial reduction
of network former from glass 2 to 4, but the absence of bismuth in glass 4 does not allow areduction of
activation energy further. So, the effect is clear.

Therefore, it is seen that the above glasses 1 to 4 containing bismuth are quite interesting for a
detailed analysis for activation energy. In the lower temperature region, the conduction in glasses 1 and
3isvia‘electron hopping’ between isolated islands of nano-metallic bismuth particles, and hence the
activation energy isextremely low at 0.03 ev.

Both the DC and AC resistivity data obtained at different frequencies for glass 1 are shown in
Figure 6.2. A changein slope for the DC resistivity curve is aso observed at atemperature of 120°C.
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Figure6.2: Log p against /T for glass 1 at different frequencies:
Higher Curve = DC, Other Curves = AC.

6.1.3.2. Electrical Conduction in Selenium Glasses

The DC resistivity data for the glasses 5 to 8 containing nano-crystalline selenium grains are
shown in Figure 6.3, which shows a sharp decrease of the resistivity as afunction of selenium concen-
tration at low temperature. For these selenium containing glasses, it is seen that the slope of the resistiv-
ity curve changes in the temperature range — 60°C to 120°C, depending on the composition. The tem-
perature at which, thisbreak of slope occursincreases with the increasing selenium content. The activa-
tion energiesfor conduction is calculated for these glasses from the slopes of the curves and are shown
in Table 6.4.
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Figure6.3: Log p against 1/T for glasses 5 - 8 : Triangle = glass 5, Square = glass 6,
Circle=glass 7, Inverted triangle = glass 8.

Theresistivity inthe higher temperature region is contributed by the diffusional movement of the
sodium ions through the glass matrix [6]. The decrease in the activation energy for the glasses 6, 7 and
8 as compared to that glass 5 is attributed to the higher concenration of sodium ions in the former [8].
Moreover, the ‘ network coherence’ is reduced due to the progressive inclusion of a higher amount of
selenium in the glass matrix.

Here, the situationislittle bit different than bismuth contai ning glasses. While the network modi-
fier (soda) is progressivly increasing from glass 5 to 8, the network former (silica) remains almost the
same, and thereby the ratio decreases substantially from 5.80 to 2.33. This could be the reason for a
reduction in the activation energy from 1.30 ev to 0.50 ev from glass 5t0 8. Since the selenium content
goes up from 0 to 4% from glass 5 to 8, the effect of selenium in weakening the structure cannot be
completely ruled out. The reduction of activation energy is relatively more pronounced in case of sele-
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nium glasses. The activation energy in the high temperature region must be due to electron hopping
mechanism between isolated islands of nano-metallic selenium grains, which requiresavery low activa-
tion energy of 0.01 ev.

Table 6.4 : Activation energies of conduction in glasses 5 to 8.

Glass No. Activation Energy (eV) Activation Energy (eV)
20°C - 200°C 200°C - 500°C
5 130+ 0.1 --
6 0.80+0.1 --
7 0.90+0.1 0.01+0.00
8 050+ 0.1 0.01+0.00

The variation of AC resistivity data as afunction of frequency for (bismuth) glasses 1 and 3 are
shown in Figure 6.4, and that for the (selenium) glass 8 are shown in Figure 6.5. It is evident that the
AC conductivity in both the systems obey arelation as:

o(f) o< f1 (6.2)

where, n has a value around 0.90 in the region of 10% Hz, which is attributed to a Maxwell-Garnet
mechanism in an inhomogeneous conductor [9].
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Figure6.4: Logp against log f for glasses 1 and 3 at 200C : Filled circle = glass 1,
n=0.90, Circle=glass 3, n =0.92.
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Figure6.5: Log p against 1/logf for glass 8 at 25°C, n = 0.96

6.1.3.3. Tunneling Conduction in Nano Particles

The present materialsarevery similar to ‘ granular metals’, which represent aphysical systemfor
studying ‘ percolation conductivity’ [9]. The microstructural features of these “glass-conducting nano
ganules’ system clearly show that the electrical transport due to tunneling mechanism between the
isolated conduting particleswill influence their DC conductivity behaviour [10]. For low electricfields,
Abeles et al [9] have shown that the resistivity of granular metals, when the particles are isolated from
each other, isgiven by :

p = po exp[2(C/KT)¥ (6.3)
In this equation, p, is aconstant and the value of the other constant is given by :
C=ySEQ (6.4)
where, the parameter ¢ is expressed as:
% = (2mp/h?) Y2 (6.5)

where, m denotes the electron mass, ¢ the effective barrier height and h isthe Planck’s constant, Sisthe
separation between the grains, and E is the energy required to generate a pair of fully dissociated
positively and negatively charged grains. Thisenergy isgiven by :

EL = 2¢?/Kd (6.6)
where, K isexpressed as:

K =g[1+ (d/29)] (6.7)
where, ¢ isthe dielectric constant of the insulating medium, and d is the size of the nano particles.
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Figure 6.6 : DC resistivity data of glass 1 plotted as log p against 1/TY2
TheDC resistivity dataof bismuth and selenium containing glasses are plotted aslog p against
UTY?inFigures6.6 and6.7. Thelinearity of the curvesfor temperatures below 120°C give usinforma-
tion on the ‘tunneling’ mechanism between conducting metallic islands.

The value of C belonging to different glasses are calculated from the slope of these curves. By
taking y = 10/nm [10] and S=5nm, the valuesof E are estimated from equation (6.4) for different
compositions. The results are tabulated in Table 6.5. The values of E. are also calculated from equa-
tion (6.7) by taking € = 4 [6] being the dielectric constant of the base glass and taking suitabl e val ues of
d asfound from the TEM micrographs. All these values are also given in Table 6.5. The calculated
values of the energy are in reasonable agreement with those deduced from log p against T2 plots,
except for glass 8. This discrepancy isthought to be dueto an ‘uncertainty’ in the value of S, whichis
taken approximately as5 nm for the calculation. The inter-particle separation in this glass composition
isexpected to belessthan5 nm, which wasthe ‘resolution limit’ of the electron microscope usedin this
work [1, 2].



ELECTRICAL PROPERTIES

239

14.0—

14.0

13.0

Lg (pin Qcm)

5.0

6.0

7.0 8.0

10'm”

-1/2

(K™)

Figure 6.7 : DC resisvity data of selenium glasses plotted aslog p against /T2,

Table6.5: Valuesof C and E ° for different glasses.

Glass No. C(eV) EZL (eV) d (nm) EL (eV)
Calculated
1 1.90 4,00 x 1072 5 9.00 x 1072
7 2.00 x 1072 320x 107 100 6.50 x 107
8 1.00 x 1072 2.00x 107 50 2.40x% 107

Both the real and imaginary parts of the dielectric permittivity of glass 1 are plotted against
frequency in Figure 6.8 in the temperature range, where the ‘ tunneling’ mechanism has been shown to
be operative. In Figure 6.9, these data are represented by the Cole-Cole diagrams [11]. It is evident
from these plots that a ‘ distribution’ of relaxation mechanism is present in this glass 1 containing bis-
muth. The activation energy for dielectric relaxation is obtained by plotting log of the frequencies at
which the *loss maximum’ occurs as afunction of 1/T. Theresults are shown in Figure 6.10. From the
slope of the linear plots, an activation energy value of 0.14 ev is calculated. Thisis also in reasonable
agreement with the values of ECO, as shown in Table 6.5. Therefore, the observed diel ectric relaxation
is attributed to the ‘tunneling’ of charge carriers between the ‘islands of nano particles of bismuth
within the glass matrix.
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The current-voltage (1-V) trace on a Tektronix Oscilloscope for an 'ion-exchanged' glass 8 is
shown in Figure 6.11. The width of the electrodes on the specimen surface and their separation are as
shown in the figure. A thresold switch is observed at around 1.1 V from alow-resistance state (i.e. =
12.5Q) to high-resistance state (i.e. = 100 Q). Thisswitching isfound to occur reversibly over severa
hundred cycles. Such effects are believed to be due to the presence of nano-crystalline selenium parti-
cles between the silver droplets precipitated in the glass matrix, after an ion-exchange and reduction
treatments. The switching to alower conductance-state by the application of avoltage seemsto arise due
to the formation of ahigh-resistance amorphouslayer normal to the current path between the electrodes
dueto the ‘localised’ melting of crystalline selenium.
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Figure 6.8 : Real and imaginary parts of dielectric permittivity for glass 1 at different
temperatures against frequency : Circle= 16°C, Triangle = 59°C, Square = 118°C.
Such type of behaviour istermed as ‘reversible switching’, which has also been reported in the

bulk crystalline selenium near the melting point [12]. The very low switching field of = 1.1 V/cm
observed in this study is ascribed to the presence of silver particles[2] in the system.

It has been shown that ‘nano granular’ metals represent an interesting system for studying the
‘percolation’ conductivity [9]. Such type of work was restricted either to computer simulation experi-
ments[13, 14] or to simplified systems such as conducting paperswith punched holes[15]. It isthought
that the materials of the type described above could also be used for the same purpose [1].



ELECTRICAL PROPERTIES

241

05— (a)
0.0 ‘
8.0
0.5 (b)
O o o
o
0.0 ‘
6.0 8.0 9.0
C,
05— ()
O
0.0 \ \
5.0 7.0 8.0

Figure 6.9 : Cole-Cole plots for dielectric permittivity datafor glass 1 at different
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Figure6.11: V-l characteristics of the surface layer of an ion-exchanged and reduced
sample of glass 8 : electrode width = 3 mm, electrode separation = 1 mm.

6.2. ELECTRONIC CONDUCTION WITH NANO PARTICLES

Preamble

The DC conductivity measurements have been made in awide range of temperature on a basalt
glass, which has been heat-treated at different temperaturesin order to form nano particles of magnetite
(seethe details of formation of magnetitein chapter 5). A small polaron hopping mechanismis opera-
tivein the as-annealed glass (called ablank glass) between Fe?* and Fe** ion sitesin the isolated state.
Thesitesareeither similar or dissimilar in termsof symmetry, which isreflected on the activation energy
for conduction. Thismechanism is operativein the heat-treated basalt glass-ceramics between theseion
sitesin the nano particles of magnetite. The DC conductivity at 473°K and the activation energy show
significant change at around 700°C of heat-treatment, when the nano particles of magnetite formsin the
basalt glass, which has been correlated with the magnetic data on these samples, as deailed in the
chapter 5. The TSPC and TSDC data are interesting, but the data analysis is complicated by the possi-

ble occurrence of the Verwey transition in the small particles of magnetite. The preliminary AC conduc-
tivity data support the small polaron hopping mechanism.

6.2.1. Introduction

The electronic conductivity of semiconducting oxide glasses containing transition metal (TM)
ionsisvery interesting [16, 17]. These types of glasses show polaron hopping conduction mechanism
between two different valence states of TM ions [18-20]. Hence, the redox equilibrium of different
redox states of the TM ionsisalso interesting [21]. However, very little work has been reported on such
glasses, which have been crystallized to form nano particles of magnetite dispersed in the glassy matrix

[22, 23]. Asdescribed in the chapter 5, the magnetic property of these materials are al'so very interest-
ing in terms different sensitive magnetic and crystallization measurements.
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In abasalt glass containing about 13 wt% iron oxide, the iron ionsin different redox states are
dispersed in the glass matrix, and the charge transfer can take place between Fe?* and Fe** ion sitesin
the small polaron states [18-20]. On heat-treatment, with the formation of nano-crystalline particles of
magnetite, the charge transfer can still take place between these two different redox states within the
nano crystals of magnetite. In such a situation, the activation energy is expected to show some changes
with the progress of formation of nano crystals of magnetite, since the potential energy situation which
hasto be overcomeisdifferent in aglass (disordered state) and in anano crystal (ordered state), even if
the size of the nano particles are small and the distribution is quite narrow (see the section 5.4)

Therefore, the study of the electronic conduction behaviour of such a mixed system containing
nano particles of magnetite assumes special significance, as aso found out by Chakravorty on asystem
containing other TM ions[24], as shown later. The different sensitive magnetic studies like magnetiza-
tion, Mosshauer and ESR spectra measurements at different temperatures and at different magnetic
fieldsin case of MOssbauer, and the crystallization studies by SANS, basically compliment the study of
€lectronic conduction behaviour of such asystem with nano particles of magnetite within abasalt glass.

6.2.2. Preparation of Nano Particlesand Conductivity M easurements

The creation of nano particles within a glass matrix is made in a much easier manner than that
described in the previous section 6.1 for switching glasses, wherein there are two different processes
involved, viz. ion-exchange and reduction treatments. Here, in this case, the creation of nano particlesis
simply done within abasalt glass matrix by a heat-treatment process with the progress of nucleation and
crystallization of the magnetite phase. The details are given in the section 5.3. Hence, only some details
on the electrical measurement will be given here.

Thethree-terminal electrical measurementswere made on disc-shaped samplesof 1 cmindiam-
eter and 2 to 3 mm in thickness, with gold electrodes evaporated on to the flat surfaces, which was made
by polishing through anormal procedure. The DC conductivity measurements were made between 373
and 1000°K, by using astandard ‘ Electrometer’. The AC conductivity measurementswere made only at
room temperature as a function of frequency between 10 KHz and 200 MHz in aQ-meter with variable
frequency range.

The conductivity measurementswere also made down to liquid nitrogen temperature of 77°K for
the samples heat-treated at 700°C and 800°C respectively. The DC conductivity measurement was started
fromthelow temperatureend at 77°K, by first cooling the samplewith an applied electric field, and then
taking the readings as the temperature was rai sed at a constant rates of 0.35°K/min and 1°K/min respec-
tively for 700°C sample. For the 800°C sample, the rates of heating were 1°K/min and 2°K/min respec-
tively. Thisexperiment isknown as‘ Thermally Stimulated Polarization Current’ (TSPC). Inthe‘ Ther-
mally Stimulated Depolarization Current’ (TSDC) measurements, after cooling the sample and doing
the TSPC measurements, the sampleis again cooled without any applied electric field and the readings
are taken on reheating at therate 1°K. These TSDC data were only recorded for 800°C sample.
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Figure6.12 : The DC conductivity against 1/T : conductivity increases with heat-
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6.2.3. DC Conduction Data of Nano Particles

Although log 6T against /T plots are normally shown to elucidate the 'small polaron' hopping
conduction [20], log ¢ against 1/T plots are presented here, as has been done by various other workers
[17]. Such plots are shown in Figure 6.12 in the temperature range 373 and 1000°K. There is some
scatter in the experimental results, but they generally give straight lines. No appreciabl e time-dependent
effects were observed during the conductivity measurements, thereby establishing the fat that the con-
duction is mainly electronic. The activation energy (E,), calculated from the slopes of these straight
lines, varies from 0.88 ev for the as-annealed glassto 0.60 ev for the basalt glass heat-treated at 900°C
with a particle size of 7.0 nm. For a 2Ba0O-3B,0; glass contining about 10% Fe,O,, the activation
energy wasfound to be 0.93 ev [18, 19]. Therefore, these data could be considered to be consistent with

the ‘small polaron’ hopping between isolated Fe?* and Fe** ions within the basalt glass for the as-
annealed glass.




ELECTRICAL PROPERTIES 245

An abrupt change in both the conductivity and activation energy is observed as a function of
heat-treatment at higher temperature. The results are shown in Figure 6.13, in which log ¢ at 473°K
(i.e. 200°C) and E, are plotted against heat-treatment temperature. It is noted that the abrupt changes
take place around 700°C, which could be ascribed to the formation of nano particlesof magnetiteat this
temperature. These data could be related to those described in the sections 5.4 and 5.5.

6.2.3.1. Correlation between Electronic Conduction and Magnetic Data

The value of saturation magnetization (Mg) at 270°K, and the quadrupole splitting and the iso-
mer shift, showed similar changes around the heat-treatment around 700°C. These data have been inter-
preted asthe change of symmetry of the Feions. The remarkable * superparamagnetic’ behaviour of this
700°C sample due to smaller size of the nano particles (5.5 nm) of magneite is quite noteworthy. The
increase of M g between 600 and 700°C could be associated with the increase of the * symmetry’ of the
Feions. Thishasbeen revealed by the decrease of the ‘ quadrupole splitting’ and the increase of ‘isomer
shift’ in this range of heat-treatment temperature, i.e. within this nano range of magnetite particles, as
also shown in the section 5.5 (see Figure 5.12).
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Figure6.13: The DC conductivity at 473°K (filled circle) and activation energy (filled
square) against heat-treatment temperature.

This effect is not so pronounced between 700 and 900°C, as explained by the cation redistribu-
tion process of Neel [25], as the nano particles of magnetite grow in size from 5.5 nm to 7.0 nm.
Moreover, the sharp decrease of activation energy after 700°C towards higher heat-treatment tempera-
ture might indicate that it is easier for the small polaron hopping to take place between two siteswithin
the ‘nano crystal’ than within a disordered system like glass.

A structural definition can be given to the DC conductivity datain correlation with the magnetic
data as follows : Below 700°C, the Fe** and Fe*" ions are mai nly in ‘isolated octahedral sites in the
glass matrix, and the conduction is via electron or small polaron hopping between these ion sites. The
initial nucleation of magnetite in the region of 600 and 650°C removes some of the Fe** ions from the
glassy phase, and they are incorporated instead into the nano-crystalline particles of magnetite, where
they are mainly in ‘tetrahedral coordination’. Thus, some of the Fe** ions are in different structural
coordination, and there are fewer number of “equivalent” Fe?* and Fe** sitesavailablefor small polaron
hopping conduction.
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However, as the crystallization proceeds with increasing heat-treatment temperature, more and
more of the Fe?* and Fe** sites are created within the nano particles of magnetite, wheretheratio of Fe?*
and Fe** ionsin similar ‘octahedral’ coordination is optimized, and hencethe conductivity will increase.
Theimplication isthat the ‘ easy conduction path’ isvianano crystals of magnetite. Therefore, it should
be noted that the maximum amount of magnetite availablefor precipitation from the basalt glassis about
2 mole%. However, the magnetite is a good n-type semiconductor with avery low activation energy
(= 0.0015 ev) and even arelatively small volume fraction of nano crystalline magnetiteisjust sufficient
to cause asubstantial change in the conductivity. Furthermore, theincreasein conductivity isnot simply
due to a decrease in the activation energy. The ‘intercept’ of the straight lines of Figure 6.12 aso
changes, which is particularly noticeable in the sample heat-treated at 900°C. This is an additional
evidence of achange of the ‘conduction path’.

6.2.4. AC Conduction Data of Nano Particles

Thetypical results of the dielectric measurements are illustrated in Figures 6.14 and 6.15. The
AC conductivity (log 6,.), the dielectric constant (¢”) and the dielectric loss (log €”) are plotted as a
function of awide range of frequency at only room temperature for the basalt glass heat-treated at 800°C
for 8 hours. It is seen that while the AC conductivity increases with increasing frequency as expected,
the dielectric constant showsatypical ‘ dispersion’ with increasing frequency inthe entirerange. But the
dielectric lossisan important parameter in any dielectric material, sinceit gives usaclue on the details
of the conduction process.
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Figure6.14 : The AC conductivity (filled triangle), dielectric constant (filled circle) and
dielectric loss (filled square) against log (frequency) for the 800 sample.
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It isinteresting to note that there is a clear indication of a‘broad’ relaxation peak maximum in
the loge” plot that istypical of a‘hopping conduction’ mechanism between two ion sitesforming small
polarons. This broad relaxation peak seems to be centred at about 50 KHz. But more complete data,
particularly asafunction of temperaure, are necessary for adetailed interpretation since this relaxation
of different small polaron sites participating in the hopping conduction process shows a strong tempera-
ture dependence giving rise to an activation energy. Unless this activated process matches with that of
DC conductivity data, it is difficult to make any definitive conclusion on the mode of conduction proc-
ess from the AC conductivity data.
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Figure6.15 : The dielectric constant at 10° Hz against heat-treatment temperature.

The dielectric constant (¢”) measured at room temperature at a fixed frequency of 100 KHz is
plotted against the heat-treatment temperature in Figure 6.15. It is seen that between the as-annealed
glassand 600°C, thereis no change of dielectric constant, as no significant nucleation of the small nano
particles of magnetite hastaken place yet. However, after thistemperature, thereis quite astrong linear
variation upto 800°C, which suggests that the volume fraction of crystallization of nano particles of
magnetite isaso alinear function of the heat-treatment over this temperature range 600 - 800°C. After
800°C, the volume fraction does not appear to change as per the indication of the dielectric constant,
which are normally related to each other [24]. It is quite plausible to mention that the SANS data,
presented in the section 5.7, show that * Ostwald Ripening’ process setsin only in the higher tempera-
ture of crystallization of the nano particles of magnetite in the basalt glass. Various sensitive magnetic
data measured at different conditions also supplement this observation on the dielectric constant as a
function of the heat-treatment temperature (see the sections 5.4 and 5.5).
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6.2.5. Verwey Transition of Nano Particles

The DC conductivity dataaslog ¢ vs. 1/T plotsin the TSPC mode from 77°K to room tempera-
ture is shown in Figure 6.16 for the 700°C sample for two different heating rates of 0.35 K/min and
1°K/min respectively, and those for the 800°C sample are shownin Figure 6.17 for two different heat-
ing rates of 1°K and 2°K respectively. It is seen from Figures 6.16 and 6.17 that there is a broad
maximum around and below room temperature for the basalt glass heat-treated at 700°C and 800°C
respectively.
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Figure6.16 : TSPC curvesfor the 700 samplee at the cooling rate of 0.35°K/min (filled
triangle) and 1°K/min (filled circle)
The TSPC and TSDC dataare similar to those reported in other glasses and dielectrics[26, 27],

and they are normally related to the * trapping and release’ of charge carriers (i.e. ionsor electrons). The
trapping parameters may be derived from the TSPC and TSDC curves. However, in the present case, the

situation may be quite complicated by the possible occurrence of Verwey transition in the nano-crystal-
line magnetite phase within the glassy matrix.

It is worth mentioning that Mg a = 300°K increases by about 70% in the case of pure bulk
magnetite in the particle size range of 20 nm-75 nm [28], whereas in the present case it increases by
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about 50% between 650 - 900°C, i.e. within the nano particles size range of 4.5 nm - 7.0 nm. This
shows the ‘remarkable’ behaviour of ultra-fine nano particles of magnetite embedded within a glassy
matrix. In the bulk crystalline magnetite phase, the Verwey transition temperature (T,) is 119°K [29],
i.e. well below the observed peaks shown in Figures 6.16 and 6.17 respectively.
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Figure6.17 : TSPC curves for 800 sample at the cooling rate of 1°K/min (filled inverted
triangle) and 2°K/min (inclined square), and TSDC curve at 1°K/min.

However, according to Krupyanski and Suzdalev [28], it should be noted that the Verwey transi-
tion temperature is afunction of crystallite size of the nano particles of magnetite, and T, is reported
by these workers to be in the range 300°K to 350°K for nano crystals of magnetite of size 10 nm.
Rogwiller and Kundig has also shown that the Verwey transition temperature is spread over arange of
temperature from 100°K and 300°K in the nano crystals of magnetite with a mean size of about 14 nm
[30]. The Verwey transition temperature in the present case (i.e. with amean particle sizes between 5.5
nm and 6.4 nm) appears to be quite similar to the data of Krupyanski and Suzdalev [28] with a mean
particle size of 10 nm. However, further experimentl work is needed to separate the possible contribu-
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tionsfrom the ‘ non-steady-state’ thermally stimulated effects, and the Verwey transition temperaturein
the nano particles of magnetite. The tremendous effect of ‘ superparamagnetism’ in this narrow range of
sizes of nano particlesin the basalt glass matrix may have some effect, which needs to be studied.

In summary, it can be said that the DC conductivity data indicates small polaron hopping be-
tween the isolated Fe** and Fe** ions in the as-annealed glass. With the increase of heat-treatment
temperature, associated with the formation of nano particles of magnetite, the hopping can take place
between these sitesin similar coordination within the small nano crystals of magnetite in a basalt glass
matrix. The abrupt changein both the conductivity and the activation energy can be correlated with the
magnetic datain termsof formation of the nano particles of magnetite and the possible structural change
with increasing heat-treatment temperature. Preliminary AC conductivity datasupport the small polaron
hopping transport mechanism. The TSPC and TSDC data cannot be used to derive the * trapping param-
eters’ due to the possible effect of Verwey transition. However, the Verwey transition temperatures
appear to be almost close to that found for nano particles of magnetite with a mean size of 10 nm.

6.2.6. Electrical Conductivity of Other Nano Particles

In the recent years, the nano materials have been extensively studied due to the expectation that
the new physicswould enlighten us on the extra-ordinary properties exhibited by such systems of mate-
rials [31-34]. One of the important aspects of these nano-crystalline materialsis their high surface-to-
volumeratio and hencethey contain larger volume fraction of grain-boundaries. The thin-filmsbased on
these nano materials have been exploited for the study of the structure and dynamics of the thin-filmsin
confined geometries [35]. Recently, there has been a surge of activity in the domain of molecular dy-
namics simulations, and such type of work on silicon grain boundaries show that there is an existence of
an ‘amorphous equilibrium structure’, asfound out by an extensive work by the Phillpot group [ 36, 37].
Daset al [24] were able to create ametal core-metal oxide ‘ shell structure’ with nano-scale dimensions
within asilicagel matrix. The percolative configuration of the composite nano particle generatesalarge
‘interface’ in the disordered matrix [38]. A drastic change in electrical conductivity of the resultant
structure as compared to that of the parent gel indicated that thereisamarked influence of the ‘intefaces
on the tranbsport properties of such nano systems [24].

Thetarget gel composition ischosen such that the copper phase on reduction formed apercolative
chain of nano-sized copper particles. The gel composition in mole% was 60CuO - 40SiO,, with
CuCl,.2H,0 and Si(OC,Hs), used as precursors. The composites of nanometer-sized copper core-cop-
per oxide shell with sizesin the range of 6.1 nm to 7.3 nm, which are dispersed in this silicagel, were
synyhthesized by atechnique consisting of reduction followed by oxidation of asuitably chosen precur-
sor gel. The hot-pressed gel powders mixed with nano particles of copper dispersed in a silica gel
showed electrical resistivity several orders of magnitude lower than that of the precursor gel. The elec-
trical resistivity of different composites was measured over the temperature range of 30 to 300°C[24].

The activation energiesfor the core-shell nano-structured compositeswere found to be afraction
of that of the precursor gel. Such dramatic changes are attributed to the presence of an ‘interfacial’
amorphous phase. For these composites, the variation of resistivity as a function of temperature was
analysed on the basis of Mott’s small polaron hopping conduction model, as also donein case of basalt
glass containing smaller nano particles of magnetite, as described in the previous section [23]. The
effective dielectric constant of theinterfacial phase as extracted from the analysis of the datawas found
to be much higher than that of the precursor gel. This has been explained by these workers as arising
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from the generation of avery high pressure at the interface due to the oxidation step to which the nano
particles of copper are subjected [24].

In arelated investigation, the conducting films consisting of silver particles of diametersranging
from 4 nm to 12 nm have been grown in glass-ceramic by subjecting the latter toaLi* to or from Ag*
ion-exchange, which was followed by a suitable reduction treatment. The DC electrical resistance of
these films has been measured over the temperature range 80-300°K. The resistivity data have been
analysed in terms of the Ziman theory of electron-phonon scattering. The effective Debye temperature
(6p) hasbeen estimated by fitting the experimental datato Ziman's equation. The8pisseento vary from
98 to 192°K for silver particle sizes ranging from 4.3 nm to 11.0 nm. The silver particle aggregatesin
this system have a fractal microstructure with fractal dimensions of around 1.6 and 1.9 respectively
[39].

6.2.7. Impurity Statesin Electronic Conduction

Finally, in novel materiaslike*quantum dots', theimpurity states have to betheoretically mapped
before embarking on their fabrication or their incorporation in the newer devices. The dopants are
invariably added as a‘crucial element’ in all the semiconductor devices for their proper functioning.
The bound states are introduced in the forbidden gap due to the presence of such dopantsin a semicon-
ductor material. Hence, it influences both its optical and el ectronic transport properties (see the section
- 1.7.6 onoptical transition in semiconductors). Therefore, we haveto properly understand the * impurity
states' in the semiconductors nano-structures, which has attracted the attention of many workersin this
new field, since the impurity states are strongly dependent on the following :

1. Nature of the impurity states,

2. Strength of the impurity states, and

3. Width of the confining potential,

The spatial position of theimpurity within the nano-structuresis also important [40-44]. In order
to optimise the performance of the devices based on such structures, al the above parameters obviously
provide additional control. Although a large number of studies have been made during the past on
impurity statesin semiconductor nano-structures, thereisstill a‘gap’ specialy inthefield of ‘quantum
dots', sinceit isan emerging field.

By using the variational technique, Bose [45] estimated the * donor binding energy’ for the low-
est donor statein a‘ spherical quantum dot’ with ‘finite potential barrier’. The impurity binding energy,
expressed in terms of Rydberg’s constant, was computed as afunction of the composition (x) for GaAs-
Ga,_Al,As quantum dots. But the effective masses of electron have been taken asthe samefor both the
well and the barrier material by variousworkers[43-46]. However, fromthe practical point of view, with
varying compositions, both the barrier height as well as the effective mass of the carrier in the ‘barrier
material’ getsaffected. Such variation of effective masseswasincorporated in the analysisby Bosg[45].

Thelowest electronic level and the associated binding energy isfound to be more sensitiveto Al
concentration in the GaAs-Ga,_,Al,As quantum dot for low values of x, whereas both the potential
barrier height and the carrier effective mass showed linear dependence on x. Moreover, the simplifica-
tion usually made through the assumption of ‘equal carrier effective masses' in both the dot and sur-
rounding material isfound to rai se the binding energy. The consideration of the actual dependence of the
electron effective massin barrier material on the composition (x) lowersthe ground electronic state and
the associated impurity level, with respect to those where the effective massis taken constant [45].
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Chapter 7

Optical Properties

PREAMBLE

Thestory of interaction of the el ectromagnetic waves, i.e. light, with matter dates back to Maxwell's
time (seefor detailsin the section 1.7). Thisinteraction is very interesting for practical applicationsin
glasses and a host of materials[1].

Theoptical propertiesof glassesare based onthis” Interaction” of the medium with the energy of
the electromagnetic waves. Theinterest in optical glassesislinked to their certain characteristics, which
can be particularly written as :

(a) Their Isotropy,

(b) High Level of Homogeneity,

(c) Large and Continuous Variation of Properties with Composition,

(d) To Obtain Samples without any Limitation on their Dimensions (contrary to the crystals).

Inthemagjority of cases, the* short range order” only influencesthe optical phenomena, although
the interesting optical properties of the crystals are observed without this inconvenience.

The optical glasses are used as prisms, filters, mirrors etc. for general purpose. For special pur-
poses, they are also used as “Laser Glass’” and recently as “Optical Fibres’ for Communication of im-
ages and information (photonic guide).

Although no effort is made here to deal with the details of the optical properties of glasses or
crystals, some preliminary definitions and explanations of some important optical properties are pre-
sented here to get some aquaintence with certain terminology that are definitely necessary. This has
precisely been attempted in the following introduction. Moreover, this also has some relevance to the
understanding of the optical properties of the nano materials.

7.1. INTRODUCTION

It is but natural that whenever we talk about ‘optical properties of materials, we immediately
think of the ‘glasses'. From the ancient times, the glasses are known as important and useful optical
materials. The glasses show all types of usual optical properties, with which we are generally concerned
inour daily life, e.g. refraction, reflection, transmission and absorption. However, there are many crys-
talline material swith and without centro-symmetric properties, which also show erxcellent optical prop-
erties due to their dielectric properties, i.e. the existence of the ‘electric charges and their spatial
“displacements’. Whilethis so-called displacement givesriseto polarization, which in turn affects many
important properties, that which will be discussed subsequently, like electro-optic and acousto-optic
properties.

254
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In this chapter, we are not discussing nano-optics, which is the hottest subject of the day, and
which by no means surpasses all technological activitiesin the world to-day. This important topic like
nano-opticswill bedealt within detailsin thesection 8.2.1. Here, in this chapter, after abrief account of
the so-called usual optical properties like refraction, reflection, absorption, etc., a description is given
on coloured glasses and aso about different ways, the colours can be developed in the materials, par-
ticularly with nano particles of gold, silver and copper. The description given hereis not that vivid, but
anyway it gives a sort of impression about the general behaviour of nano particles inside glasses and
crystals, with many recent examples to acquaint the readers on the overall subject.

7.2. OPTICAL PROPERTIES
7.2.1. Some Definitions

The propagation of an electromagnetic wave in amaterial produces a displacement of electrical
charge. For asinusoidal wave, the change of speed and intensity are continuous in the complex refrac-
tiveindex (n*), which isrelated to the complex permittivity :

e =¢ +ig”
Itisgiven by therelation as:
n*2 = g*
By writing, n* =n + ik, where n isthe refractive index and k the absorption index , we get :
n2—k2=¢
and, 2nk =¢”

the quantity (¢"—1) =y isthe electrical susceptibility.

7.2.2. TheRefractive Index and Dispersion

Therefractive index is equal to theratio of the speed of incident light in the vacuum (v;), with
respect to that in the material (v,), n =V, /v, It depends on the wavelength and normally, it decreases
asthe wavelength A increases. Thisvariation carriesthe name of ‘ Dispersion’ and can be defined by the
relation :

D = dn/dA.

The variation of n and k are related to each other. The refractive index actually changesin an
inverse sense compared to the dispersion in the region of strong absorption, whichiscalled “ Dispersive
Anomaly”.

7.2.3. TheNon-Linear Refractive Index

The dependence of the refractive index on the intensity of light is governed by the electrical
susceptibility of the third order. The refractive index is related to the average electric field of <E?> as
follows:

n=ny+n, <>
wherengistheusual linear index and n, isthe coefficient of non-linear refractiveindex. Theimportance
of non-linear index in the technology of making “High Power Lasers’ hasdriven the scientiststo search
for glasses possessing asmaller value of n,. It has been possible to show that the glasses with asmaller
index and with aweakest dispersion behaviour likethe 'fluoroberyllates possessthe smallest value of n,
. An excellent review existsin reference[2].
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7.2.4. The Absorption Coefficient

From the absorption index (k) which isafunction of the wavelength, A, we can define the absorp-
tion coefficient, oo = 4nk/A. For a homogenous material, the fraction of the intensity of light absorbed
depends on o and on the thickness (dx) of the distance traversed :

di/l =—odx
The attenuation of the light traversing a material of thickness x isthus given by the formula:
I =lyexp(-aX)

where | istheintensity of transmitted light, |, theintensity of the incident light, and o the absorption
coefficient. In place of the transmission : (I/15) x 100, we normally consider the “Optical Density”,
defined by therelation as:
O.D. = log, Iy
For example, a 1% transmission correspondsto an O. D. = 2.
The technology of ‘optical conductor’ has popularized the concept of “Decibels’ as an unit,
whichisrelated to the optical density asfollows:
1dB = 1/10 (O.D))
Thelossesin thefibre optics are indicated in dB/Km. It hasto be noted that if we utilize the unit
of O.D. or dB, thethicknesstraversed hasto be specified as:
o=In(Iy/) /x=2.303 (O. D.)/x = 23.03 dB/x
When the absorption is due to aparticular ion (i.e. the chromophore), the absorption coefficient
isthen proportional to the concentration “c” of theion. In this situation, we can writeit as:

oa=¢.C
where g is called the “ Extinction Coefficient”. We can then writeit as:
I =lyexp(—ecx)

whichisthe “Beer-Lambert” Law.

7.2.5. The Reflection

Thefraction R reflected under normal incidenceis given by the formulaof ‘Fresnel’ as:
R = (n-D?+K)/(n+1)°+K)
which in the optical region of the spectra (k ~ 0), isreduced to :
R = (n-1)%(n+ 1)

Some Useful Units

Theindices and the optical absorption are given as afunction of the wavelength or the energy of
the incident photon. The wavelength is generally expressed in microns (i), milli microns (my), ang-
stroms (A) or nano meters (nm) asfollows:

1nm = 1mu =10A=103p
Between the energy (E) and the wavelength (A) we havearelation :
E (eV) = 1239.8/A
and the frequency iswritten as:
v (em™) = /A (cm)
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7.3. SPECIAL PROPERTIES
7.3.1. Accidental Anisotropy-Birefringence-Elasto-Optic Effect

In certain specific conditions, the glass can become anisotropic. The most frequent reason isthe
application of a mechanical stress, which induces a birefringence. The speed of propagation, i.e. the
refractive index, thus depends on the orientation of the plane of polarization. Under the action of an
axial stress (o), the glass behaveslike auniaxial medium. It is diagrammatically shownin Figure7.1.
The speed of propagation of light parallel to ¢, isidentical whatever be the orientation of the plane of
polarization., whereas for aray of light perpendicular to ¢, the speed varies depending on whether the
plane of polarization isperpendicular toc, (Ordinary Ray = OR) or parallel too, (Extraordinary Ray =
ER).

Oz

OR

e
O'z/ .

Figure7.1: Elasto - Optical Effect.

Theglasswill thus have two corresponding indices of refraction (n, and n.) and the birefringence
is then defined by therelation :

An=ng,—n,
which can be either positive or negative.
The“Lag”, o, for athickness ‘€’ of aglass is written as:
d=e(ng—ny)
Usually, it isevaluated by theratio d/ein nm/cm. Therelative ‘lag’ isgiven by :
r=(ng—ng)/n
wherenistheindex for the glass, which has not been subjected under any stress. It constitutesameasure
of the “deformation”. The relation between r and ¢ isasfollows:
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r=An/n=Bo
which defines the elasto-optical constant (B).

If An/n (adimensionless quantity) ismeasured in mm/cm and G in dynes/cm?, B is measured
in Brewsters. In this situation, An/n = 107 Bs. For acommon glass, B = 2.6 Brewster.

It should be noted that there are also other causes of birefringence, which could happen like an
elastic deformation, or due to a specific micro-structure inside the glass like phase separation, or the
presence of oriented particlesinside the glass.

7.3.2. Electro-Optic and Acousto-Optic Effects

There are systems, which are based on Laser technology that will need a set of extratechnical
items to the Lasers and wave guides. We can cite examples of devices that modulate, deflect, switch,
trandate in frequency, and also modify ‘optical signals in a manner, which can be controlled and pre-
dicted. The requirementsin this field have resulted in the devel opment of materials that are capabl e of
‘optical communicaton’ with a very low loss in transmission. These types of optical properties of a
material can be ‘changed’ by various fields interacting with the ‘optical signa’, e.g. by electric field
(called electro-optic) or by magnetic field (called magneto-optic), or even by an externally applied stress,
i.e. elasto-optic, which is already discussed above, i.e. birefringence.

7.3.2.1. TheElectro-Optic Effect

When an electric field, which may be‘static’, ‘ microwave’ or even an ‘optical electro-magnetic’
field, interactswith the‘ optical signal’ to producea‘ change’ inthe* Optical Dielectric Properties’, then
an “electro-optic” effect occursin the materials. In certain crystalline materials, the electro-optic phe-
nomenon arises dueto ‘electronic’ effect and in some other materials, it ismainly dueto the ‘ phonons’,
i.e. the vibrational modes of the atomic system. This kind of effect in certain cases may be due to a
variation in linear fashion or in a quadratic manner with the electric field.

In atypical description of the refractive index in terms of a single electron-oscillator, the action
of the low frequency electric field (E) isto produce a‘ shift’ of the characteristic frequency from n; to
n,, which can be expressed as:

n,—n, =[2ev (e + 2)E]/3mv,?
where, e and m are the el ectronic charge and mass, v is the anharmonic force constant, and € is the low-
frequency dielectric constant (since the field is of low-frequency). It is already known that the ‘refrac-
tiveindex’ n variesas 1/(v,? —v,?), and hence the above equation directly expressesthe linear variation
of thisrefractive index with the electric field.

In the above description of a dipolar material, it was tacitly assumed that the dipole strength
(w) was alinear function of the externally applied electric field (E), which is expressed as :

u=akE

For adipolar material with N number of dipoles, the polarization (P) isgiven as:
P=Nu=NaE

So, the above description isfor alinear case. However, for acrystal system lacking a‘ centre of

symmetry’, e.g. aferroelectric crystal likelithium niobate and lithium tantal ate, the electric field can be
also expressed in non-linear termshby involving the ‘ polartizability’ of the atomic system[3, 4], sincein
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this case, the polarization isnot alinear function of the applied electric field (see a so thesection 7.2.3).
Hence, it is expressed up to the third order as

P =, <E>+ o, <E>> + 015 <E>>
where, o; = Na, and o, and o5 are the coefficients with the non-linear terms, which are basically
material constants.

Oneway to expressthe‘ principal electro-optic’ effect istoinvokethe‘field-distance’ product at
hal-wavelength (A/2),i.e.<E.L>,,,, whereL isthe‘optical path length’. Thisparticular ‘field-distance’
product signifies the ‘voltage’ needed in order to produce half-wave retardation effect in a specific
geometry of thesample or material,i.e. L/d = 1, wheredisthethickness of the crystal through which the
signal passes. The optical phase retardation (¢) can be expressed in radians as:

¢ = (2nL/Ag)[ny(E) —ny(E)]
where, A, isthe wavelength of thelight in vacuum, and n;(E) and n,(E) are the electric field-dependent
refractive indices. The form of their difference depends on the following :

(a) Crystal Symmetry,

(b) Direction of the Applied Electric Field, and also on

(c) Propagation and Polarization Direction of the Optical Beam.

As mentioned earlier, there are various important electro-optical materials like lithium niobate,
lithium tantalate, potassium tantalate-niobate, calcium niobate, strontium-barium niobate, barium-so-
dium niobate, etc. In many of these crystals, Nb or Taion is octahedrally coordinated with six oxygen
ions, which form the basic structural unit. The main property of the ‘change' in refractive index with an
applied electricfield isexploited in the el ectro-optic materialsin terms of avariety of applications such
as:

(a) Optical Oscillators,

(b) Frequency Doublers,

(c) Voltage-Controlled Switchesin Laser Cavities, and of course

(d) Modulatorsfor Optical Communication Systems.

Many of these devices or device accessories have been improved in recent yearswith novel nano
materials. Thereisaconstant search for newer nano-materials.

7.3.2.2. The Acousto-Optic Effect

In the above example of electro-optic materials, the refractive index changes with an applied
electric field. Instead of electric field, if acrystal is strained, then also the refractive index can effect a
change. This change of refractive index by strain is known as ‘ acousto-optic’ effect. The crystal lattice
has a potential, which can be changed by the action of strain that changes the shape and size of the
molecular orbitals of the weakly-bound electrons. This causes achange in the polarizability and refrac-
tiveindex aswell.

Inapolarizablecrystal, the strains have different values at different spatial directions, which are
ultimately expressed as a strain tensor. Hence, the effect of the strain on the indices of refraction of a
crystalline lattice depends on the direction of these * strain axes' and also on the direction of the ‘ optical
polarization’. These spatia dependence eventually guide the acousto-optic propertiesof thenano crys-
talline materials.
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If aplane elastic wave is excited with agiven crystal system, aperiodic strain effect occurs with
aspatial extent that is equal to the acoustic wavelength. Then, due to this strain effect, an acousto-optic
variation of the refractive index occurs in the crystalline lattice, which is equivalent to a ‘volumetric
diffraction grating’. Based on this principle of partial diffraction of light incident on an aousto-optic
grating at a proper angle, the acousto-optic devices are made. In an acousto-optic device, the use of a
particular crystal depends on many factors, such as:

(a) The *piezoelectric’ coupling (produced by the strain in the crystal),

(b) The *ultrasonic’ attenuation, and also on

(c) The ‘acousto-optical’ coefficients.

The important acousto-optic crystals are lithium tantalate, lithium niobate and some other |ead-
based compounds. The refractive index of these material is about 2.2, and they are also transparent in
the visible spectrum, i.e. 400 nm to 700 nm of wavelength. There are single domain and multi-domain
materials, which have been superbly crafted by means of ‘ domain engineering’ in the nano scale, which
makes an ‘integrated optical device' very efficient with precise control. On the application front, there
are avariety of uses as components in the laser system, waveguides, couplers, modulators, diffractors
and in optical detection (see the section 8.2.1 on nano-optics) [2, 5].

7.4. THE COLOURED GLASSES

If aglass “selectively absorbs or scatters light” in a part of the visible spectra (VIBGY OR), it
results in an irregular transmission of light and the glass appears to be coloured to the human eyes,
which is sensitive only in the wavelength range of 400 nm to 700 nm. The impression of colour is
actually a subjective “sensation” depending on the * spectral sensitivity’ of the human eye on the one
hand and on the nature of theincident light on the other hand. By contrast, a spectral transmission curve
isperfectly defined and is physically measurable. It can serve asaquantitativeindication on the colouration
of the glasses.

7.4.1. Absorptionin Glasses

In the common glasses, the absorption inthe visibleis primarily dueto thetransition metal (TM)
ions, which are characterized by their incomplete 3d shells, particularly, V, Cr, Mn, Fe, Co, Ni, Cu, etc.
and to alesser degree due to the presence of rare earth (RE) ions with incomplete 4f shells, and in some
cases dueto colour centres. Thisisguided by the‘Ligand Field Theory’ inwhichit is postul ated that the
degeneracy of the ‘electronic levels' will be lifted by the electrical field of the anions (i.e. oxygen
ligandsin the oxide glasses) surrounding the transition metal cations|[6 - 7].

The colours produced depends on the oxidation state or redox state, and on the coordination
number of the concerned ions. For example, Co?* in asilicate glassisin atetrahedral coordination with
oxygen ions and produces a deep blue colour, whereas in a metaphosphate or borosilicate glass with
coordination number of 6, it givesriseto rose colour.

TherareearthionslikeY, La, Gd, Yb and Lu giveriseto colours due to the separation of levels
in their 4f shells. These ions do not have any band in the visible region of the spectra. By contrast, Nd
givesastrong red-violet colouration. The glasses doped with Nd** ionsarethebasis of “ Laser Glasses’.
In the same way, the Pr ion givesrise to agreen colour and the Er ion gives rise to arose colour.

The aboveis an example where the *ligand field” around a TM ion or RE ion will have asignifi-
cant effect on its absorption characteristics and hence on the colour produced. Sometimes, a particular
colour obtained, e.g. in organic dyestuffs, can be identified with a certain ‘*combination of absorbing
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ions' or ‘chromophore'. In case of glassy materials, the 'chromophore' made up of the pairs Cd—Sgives
yellow colour. Theions Cd?* and S*~ by themselves are colourless, since these ions have no absorption
in the visible spectrum. However, when they are together associated, they producelively yellow colour.
An increase of temperature modifies the absorption and at a few hundred degree celcius, the glass
becomes orange-red. The chromophores responsible for such beautiful coloursis of 'nano-dimension’,
and it isof great scientific interest.

7.4.2. TheColour Centres: Photochromy

In the previous section, abrief description has been given about the basics of opticsalong with a
general concept on how different colours is developed in different materials, like glasses, due to the
absorption bandsof TM ionsor RE ions. Here, another brief description isnecessary for * photochromism’
in coloured glasses, since in many of these materials, there is afine distribution of ‘nano particles of
‘colour-active’ centres giving a particular colouration to the glass.

A prolonged exposure of aglassto the UV radiation of the Sun produces acolouration dueto the
change of valence of certainionsor combination of ions. Thisiscalled the phenomenon of “ solarisation”.
If the glass contains Mn and Fe asimpurities, we can write:

Mn?* + hy = Mn®* + &

where hv isthe photon energy of UV and e isthe g ected electron, which is arrested somewhere in the
glass structure, for example, on asite relative to Fe* as:

Fe* +e — Fe'
The* solarised colour centre” thus becomes stabilized and the glasstakes ataint of violet colour,

dueto the presence of Mn®'. This has been observed in the ancient glasses, which have been subjected
to a prolonged exposure of light.

The highly reduced silicate glasses containing Eu?* and Ti** under the action of photon energy
develop the colour centres, which progressively disappear asthe source of light is cut off. These glasses
are called “ photochromic” glasses. In this case, thereaction isasfollows::

Ev? + Ti*" o Ti®" + EU®*

and the colour centres responsible for giving colour is due to Ti®* ions. The other example of
‘photochromism’ refersto the presence of nano-crystalline particles forming awell dispersed phase in
the glass, which is ultimately responsible for colouration.

The colour can also result from the absorption of light by the interaction with the electrons,
which are not associated with any specific ions, but arrested by the ‘ structural networking defect’. A
typical exampleis*colour centre’ in many crystals. For glasses, the variety of sitesto arrest theminside
the glass makes the transition generally enough uniform across the spectra, which produces an uniform
darkening (grey tinge) rather than awell defined colour.

The bombardment of a glass by the energetic particles or by irradiation by the X-raysor y-rays
produce a modification of the transmission, which can be suppressed by athermal treatment of anneal-
ing, which is normally called thermal whitening or leaching. The atomic mobility thus becomes suffi-
cient for the restoration of an ‘unperturbed structure’.

This progressive modification of the transmission under irradiation can be troublesome for cer-
tain technical applications, i.e. nuclear reactors, space technology, etc., and we look for avoiding such
consequences. In other cases by contrast, one looks for deliberately producing it, for example, in the
case of variable transmission for lenses for spectacles and the glass for radiation dosimeter.
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7.4.3. The Colour duetothe Dispersed Particles

The glass consists of amedium whereit is possible to produce a variable precipitation reaction
under the influence of heat treatment or action of light, i.e. the photo-sensitive reaction. The ions of
certain metalslike Cu, Au, Ag, Pt dissolving in the glass can be reduced to ametallic state by incorpo-
rating reducing agents like tin oxide or antimony oxide in the composition.

7.4.3.1. TheGold Ruby Glass

Thefamous* Gold Ruby” glassis made by dissolving asmall quantity of gold (0.01 to 0.02 wt%)
in the glass. The glass containing Au®* ions is then heated at a temperature higher than the annealing
point and the gold ions are reduced as :

AU + 3¢ — AW

and the necessary electrons are supplied by thereactions as :
S — Sn** + 2¢

or, St — St + 2

In course of thisheat treatment, first of al, it produces an agglomeration of Au atomsintheform
of a*“colloidal mass’ and then in the form of small crystals, which are in the nano range. The glass,
initially colourless, then takesatinge of lively “ruby” during thefinal stage of this heat treatment, which
iscalled the " striking” treatment.

The same phenomenon occursfrom the interaction of light with the metallic particles: It doesnot
refer to a phenomenon of “scattering”, but an absorption by the gold sol. The corresponding theory is
given by Mie[8] by using the Maxwell equation. Doremus [9] has shown that it refers to an effect of
resonance of plasma, the electrons collectively oscillate at a characteristic frequency in the particles,
whose dimensions are of the order of 20 nm.

Very small gold* nano-particles’” were studied by absorption spectroscopy by Lindforset al [10].
Such particles are an interesting model system to study the transition from individual atoms to the
optical propertiesof bulk matter. The nano-particles also haveimportant applicationsin ‘ chemical sens-
ing’ and as‘labels' in biology. These workers used supercontinuum light produced in aphotonic crystal
fibre to detect less than 10 nm gold particles [10] by a detailed analysis of the ‘confocal microscope
images' . The cross section showed that the super-continuum light can be focused to almost a“ diffraction
limited spot’. The scattering spectrum displays a clear resonance that can be used to distinguish ‘gold
nano-particles from other ‘ scatterers' in a biological medium, which has a strong implication in the
detection of some defectsin the biological systems of many technical applications.

7.4.3.2. TheSilver and Copper Rubies

Similar absorption is produced in the glass containing silver in solid solution. The dissolving
Ag" ions that was originally colourless can be reduced to a metallic state Ag®, the atoms are then
fluoroscent. The agglomeration of the Ag atomsto acolloidal state makes the fluorescence disappear,
but it provokesayellow colourationinits place, which can again be explained by thetheory of Mie. The
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corresponding absorption around 396 nm has been used in the study of diffusion of hydrogen in the
glasses doped with silver, which serves as the “tracer”.

The reduction of theionslike Cu*, Ag*, Au®* can be effected by the photo-sensitive reaction by
adding asmall quantity (0.05%) of photo-reducing agentslike CeO, inthe glass. Under the action of
UV irradiation at room temperature, thereis an emission of an electron as:

Ce* +hv - Ce* +e
which servesto reduce the Cu® ionsas:
Cu'+e — Cu
Theatomsof Cu serveasthe nucleation centres and aheat treatment permits the devel opment of
the colour in the irradiated part. Such glasses, called *photo sensitive” glasses, containing Cu, Ag or
Au are usually produced for commercial applications. It allows the execution of real photography by

using the sensitivity exposureto the UV light, which isfollowed by a development of heat treatment at
atemperature of 500 - 600°C.

It is possibleto precipitate small ‘silver halide’ crystalsin asuitable glass and to obtain atrans-
parent glass enjoying the property of ‘ photochromism’. The typical glasses are boro-alumino-silicates
containing AgCl, AgBr or Agl in the form of small crystals of 8 nm to 15 nm, which is precipitated by
aheat treatment between 400 and 800°C. The space between the particlesis of the order of 100 nm. The
sensitivity and the kinetics of the darkening process of such glasses and their return to normalcy are
influenced by the following :

(a) The Glass Composition,

(b) The Nature of the Halogen lons,

() The Particle Size (preferably in the nano range), and

(d) The Heat Treatment Schedule.

It is known that the addition of Cu increases the sensitivity to the light.

The system function as areversible“photographic plate” : the absorption of aphoton provokes a
dissociation to Ag® and halogen. The metallic Ag® absorbs the light and colours the glassin grey. Con-
trary to the usual photo-sensitive layer in photography, the pair can recombine as the light is removed,
which produces a*“whitening” or “ Colour Leaching”.

Such systems are perfectly reversible and do not show thesign of “fatigue” up to about 300,000
cyclesof ‘darkening-whitening’ cycles, whichiscontrary to the organic photochromic substances, which
are found to be progressively degraded (i.e. ageing). These glasses find important applications in the
glass lenses for spectacles.

7.4.4. The Luminescent Glasses

The colour of glassesjust studied show the phenomenon of absorption in the visible spectra. The
colours due to the “fluoroscence” is shown by the electronic transition with an emission of aphotonin
thevisible. One atom brought to an excited state by the absorption of a photon returnsto itsfundamental
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level with the emission of light — either immediately, i.e. fluoroscence, or after asignificant delay, i.e.
phosphoroscence.

The centres of fluoroscence in the glasses can be either the metallic atoms in the “nano range”
(e.g. Agatom), or the crystalline phases (CdS), or certain ions— the most important of which arerare
earth ions, which intervene in the amplification of coherent (stimulated) light, i.e. “The Lasers’.

The synthesisof novel * metal nano-particles’ and their application to nano-optical materialswere
explored by Shiraishi et al [11-13]. The metal nano particles stabilized by organic molecules are now
creating anew class of materialsthat are different from both conventional bulk materials and the atoms,
giving one of the smallest building blocks of matter. The stabilizers play important roles in not only
protecting the metal nano-particles, but also controlling the propertiesfor optical functions.

The'*stimuli-responsive’ colour change of colloidal dispersionsof Au nano particles asan appli-
cation as sensors : The gold nano particles protected by 3-mercaptopropionic acid were prepared by
reducing tetrachloroauric acid in the presence of 3-mercaptopropionic acid. The colour of the disper-
sions changed from red to purple by adding hydrochloric acid, and changed back from purpleto red with
the addition of an agueous sodium hydroxide solution. The change responsive to pH isreversible even
after 5 repetitions. On the other hand, the colour of colloidal dispersion of Au nano particles stabilized
by poly(beta-cyclodextrin) (PCyD) changed from red to purple with the addition of mercaptocarboxylic
acid, suggesting the inclusion complex formation of the PCyD protecting Au nano particles with
mercaptocarboxylic acid.

The electro-optic properties of ‘liquid crystalline display’ (LCD) system with the nano particles
of palladium (Pd), which are protected by 'liquid crystalline molecules, was also explored by Shiraishi
etal [13] :

Thisstudy isaimed at synthesizing liquid-crystalline (L C) molecul e-protected metal nano parti-
cles and developing novel liquid crystal display (LCD) materials. 4-Cyano-4’-pentylbiphenyl-covered
palladium (5CB-Pd) nano-particles were prepared by UV irradiation of a tetrahydrofuran solution of
palladium(ll) acetate in the presence of 5CB. The nano particles of 5CB-Pd have higher solubility than
fullereneintheliquid-crystalline medium. Thetwisted nematic L CD cell with Pd nano particles showed
afrequency modulation (FM) response even under low voltages. The response of this FM-LCD is 10
times faster than that of the conventional device. This approach can be extended to other modes of
LCDs.

7.4.4.1. ThelLaser Glasses

A solid Laser isa‘luminescent material’ wherein the light emitted by the fluoroscence from one
of the “centres’” stimulates the other ‘centres’ on its own in order to provoke the emission of light in
phase with that of thefirst “centre” and in the same direction.

In order to obtain such astimulated emission, it is necessary to provoke an “inversion of popula-
tion”, i.e. to create a situation wherein the species in the excited state are more in numbers than that in
the fundamental or lowest energy state, so that the ‘ population inversion’ can take place. By limiting to
the case of only excitation by photon, whichis called optical pumping, it can be shown that it is neces-
sary that the “excitable” ions dispose at least “three” energy levels, as shown in Figure 7.2.
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(A) (B)
Figure7.2: Simplified Diagram of the Energy Levelsfor alLaser System (3 and 4 Levels).

This excitation, i.e. the optical pumping, elevates the atoms to the level 3 (or 3"), wherein they
have a chance to return either to the fundamental level with emission of a photon, or to moveto an
intermediate level 2, by anon-radiativetransition. Thislevel 2 of fluoroscenceis of fundamental impor-
tance to understand the mechanism of Laser.

Astheatomsreturnfrom thelevel 2 to the base level 1, it emitsalight of the same wavelength as
the *atom’ which has originally stimulated this transition, and this ‘atom’ in turn stimulates another
transition and so forth. Hence, the process continues. In the absence of the level 2 one could only have
an equalisation of population density between the levels 3 and 1.

Some systems have four levels. The effect of Laser is produced between the levels 2 and alevel
1 above the fundamental level 0. The excitation is generally produced by an ‘external lamp’, which
emitsalight, whichis absorbed by the ‘excitable’ ions.

In actual situation, the active solid is placed between two ‘mirrors with thereflectivitiesas: R;
=100% and R, < 100%. Thelight emitted between the mirrors provokes the ‘ stimulated emission’ by
the'avalenche' effect. If N, and N, arethe ‘populations’ in the higher and lower states respectively for
an unit volume, for an inversion of population with N =N, —N; >0 and a coefficient of gain/ion (),
it can be shown that the *amplification’ of light will be produced if the following conditionismet as:

RiR,.exp (BN —a)/2L) > 1
where, o is the normal absorption coefficient and L the length of the sample bar. The value of 3
depends on the indices of refraction n, which depends on the following :
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(a) Thewavelength (A),
(b) Thevariation of wavelength (AL) of the fluoroscent rays, and also on
(c) The Einstein Coefficient (A).
The dependence of the Einstein coefficient (A) is expressed asfollows:
B = (1/8rc) . (\Yn?) . (AIAN)
Originally, the solid Lasers were essentially the ‘rubies’ (i.e. aluminadoped with Cr3* ions), or

the YAG (Yttrium AluminaGarnet) containing Nd®* ions. The ‘ruby’ Laser emits around 690 nm and
the YAG around 1060 nm.

7.4.4.2. Some Examples of Nano Particles

1. Nano Particles of Tin Dioxide

Animportant work needs to be mentioned here. The emission intensity of the peak at 612 nm of
the Eu* ionsdueto°D, — ’F, transition, activated by SnO, nano-crystalswerefound to be sensitive to
the nano environment for both doped and coated samples by Saha Chowdhury and Patra [14]. The
luminescent efficiencies of nano-crystals of SnO, — ‘doped’ by Eu,O were compared with those of
SnO, - *coated’ by Eu,0O, and theintensities were found to be significantly higher for coated materials.
It was also found from the measured luminescent intensity that Eu®* ions occupy ‘low symmetry’ sitesin
the nano-crystals of SnO, — coated by Eu,O, with radiative relaxation rate much higher in the coated
sample than in doped sample due to the asymmetry of Eu®* ions. In this work, it is not made clear
whether this sort of *asymmetry’ originated from the nature of the nano-particles[14].

2. Nano Particles of Cuprous Oxide

The cuprous oxide (Cu,O) particles coated with poly-acrylamide having diametersin the range
from 4.8 nm to 8.6 nm were prepared by a chemical method. The optical absorption of these particles
was found to be characterized by excitons with corresponding energies varying from 2.6 to0 2.25 eV in
the above particle sizerange. A second optical -absorption maximum signifying surface stateswithinthe
band gap is exhibited by the specimens with relevant energies varying from 2.6 to 1.77 eV in this
particle size range [15].

3. Nanoribbons of Zinc Sulphide

One-dimensional nano-structured materials set the pace of the recent trend in nano-materials
research due to their wide range of potential applicationsin many nano-scale devices. It is known that
ZnSisan important semiconductor used as ‘ phosphor materials . Hence, some efforts have been made
by Kar et a [16] into controlling the size, morphology and crystallinity of the ZnS crystalsin order to
fine-tunetheir physical properties.

The ZnS nano-ribbons were synthesized on a Si substrate by vapor liquid solid (VLS) process at
1100°C using gold as the catalyst, and the synthesized products were characterized by XRD, EDAX,
SEM, TEM and photo-luminescence (PL) measurements. The ZnS nano-ribbons were found to be crys-
tallized with the hexagonal wurtzite phase. The nano-ribbonswere ultralong with width varying within
300-500 nm. The nano-ribbonswere a so found to have good ‘emissive property’ with the blue emission
centered at ~ 399 nm [16].
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4. Nano Particlesof CdS

The optical and microstructural properties of nano-composite thin films based on the systems
CdS-ZnO and CdS-Al,O; werestudied by Ray et al [17]. These nano materialswere synthesized by sol-
gel technique. The molar ratio of CdS with ZnO and Al,O; were varied within the range of 20:80 to
50:50. The nanoparticles of CdS that are highly confined with radius 1.8 nm to 4.7 nm, which were
estimated from the blue shift of the absorption edge, were obtained by using ZnO matrix, whereas for
Al,O5 matrix the size varied from 2.8 nm to 7.0 nm. The microstructural characterization by high-
resolution TEM (i.e. HRTEM) revealed well-resolved crystalline nano-particles in both cases.

The XRD studies showed reflections from the planes of CdSin the cubic phasefor Al,O; matrix,
but for the case of ZnO matrix, the wurtzite phase of CdS was present. The band-gap of CdS-Al,O4
nano-compositeswas found to vary from 3.69 eV to 2.61 eV, whereas for CdS-ZnO nano-composites, it
varied from 3.16 eV to 2.52 eV. The photo-luminescence (PL) studies indicated three ‘ surface-related’
peaksat 2.33 eV, 2.19eV and 1.89 eV for al the CdS-ZnO nano-composites. Only one prominent broad
peak at 1.81 eV dueto the ' surface defects’ was observed in the PL spectraof CdS-Al,O5; nano-compos-
ite. Thisstudy revealed that the most effective capping of the CdS nano-particles was obtained by using
Al,O5 matrix [17].
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Chapter 8

Other Methods and Other Nano

Materials

PREAMBLE

In the description of different methods, which are used to prepare nano particles of aluminafor
various nano-composite materials, it is mentioned in chapter 3 that there are some other methods,
particularly the‘ sol-gel’ method, for preparing nano materials. Some of these methodswill be described
in this chapter. It has been mentioned that in high energy attrition milling, there is enough quantity of
nano materialsthat can be produced for different purposes, since there are varioustypes of attrition mill
availablein the market, as described in thesection 2.3.1.1. The main drawback of other methodsisthat
apart from some ‘quality’ problems, there is severe restriction on the ‘quantity’ of nano materials that
can be produced. However, as claimed by various workers, aswill be shown later, that there may not be
any serious problem. In terms of ‘purity’, some of these methods are excellent and definitely deserve
some mention in a book on nano materials. In this chapter, some attempts will be made towards this
objective.

It should be clearly mentioned here that ceramic and glassy materials are not the only novel
materialsthat can be prepared in the nano domain for someimportant applicationsin variousfields. But,
there are also a gamut of newer materials — specially called nano-optics, nano-magnetics, nano-elec-
tronics, etc. Moreover, there isarecent trend in acompletely new domain of nano materials like quan-
tum dots, nanowires, nanotubes for a variety of applications. By considering the technological impor-
tance and novel applications that are ever expanding, all these newer materials deserve some mention
and definitely merit some space in this book. At the cost of doing injustice towards a proper discussion
on these topics, some preliminary descriptionisstill attempted here for the sake of interested readers by
encompassing most of these emerging areas, by keeping the well-known *dictum’ in mind that “it is
always better to say something than nothing at all”.

8.1. PROCESS OF SYNTHESIS OF NANO POWDERS

There are various processes for the synthesis of ‘nano powders’ of different characteristics and
purity for various purposes. Some of the most important processes are :

1. Sol-Gel Process

2. Electro-Deposition

3. Plasma Enhanced Vapour Decomposition

4. Gas Phase Condensation

5. Sputtering Technique
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6. High Energy Attrition Milling Process.
(already explained in the section 2.3.1)

Assaid inthe ‘preface’ of thisbook that there are many novel techniques for the preparation of
nano powders, and their numbers are growing with the evolution of this subject of nano-materials. It is
not possibleto discussall the processes within the scope of thisbook. Here, another point needs mention
again that many of these processes are neiher ‘ cost effective’ nor the ‘yield’ of the“actual” materialsis
quite high enough for different purposes, as emphasiged in the section 3.1. Moreover, many such proc-
esses were exclusively developed for a particular research programme for a given set of materials to
yield certain desirable properties and many other plausible resons, thereby limiting their applicability to
some extent. Nevertheless, the novelty of these processes cannot be denied by any means, and some
description is obviously necessary to highlight their *principles in order to get the readers acquainted
with the latest trend in this fast emerging as well as fascinating fields of research. In this context, since
*Sol-Gel’ method isthe most talked-about in our common parlance, it will be mainly targeted for some-
what detailed description herein arelative sense.

8.1.1. General Principlesof Sol-Gel Processing

The sol-gel process refers broadly to room temperature 'solution routes for preparing mainly
oxide materials. The processinvolvesthe hydrolysisand polymerization of metal alkoxide precursors of
silica, titania, zirconiaas well as other oxides. The solutions of precursors are reacted to form irrevers-
ible gelsthat dry shrink to rigid oxide forms[1]. Theinter-disciplinary approachisfollowed in the sol-
gel process (see the extensive work done by Klein on sol-gel inref. [2]).

There are ' new materias’, which are built up from the molecular level like[3] :
Use: (Environmentally Acceptable Precursors)

\2

Assembleto Size Approximating Device : (Chemical and Physical Transformations)
\2

Model Cooperative Properties

The concept of sol-gel processing isactually akin to the processing of the * nano-structure’. First
of all, this process starts with ananometer-sized molecular unit, and it goesthrough the reactions, which
are also on the nanometer scale. Sincethese‘ molecular’ sizesare susceptible to be scattered by light, the
scale of the sol-gel process or rather the progression can be probed by the ‘light scattering’ (L S) tech-
nique. Obviously, some more sensitive techniqueslike small angle neutron scattering technique can also
be employed for this purpose, as described for the nano particles of magnetite in the section 5.7.

The concept behind the sol-gel process is that a ‘combination of chemical reactions' turns a
“homogeneous solution of reactants’ into an — ‘infinite molecular weight oxide polymer’. This poly-
meric unit is a 3-dimensional structural skeleton, which is surrounded by the *inter-connected pores'.
Fromanideal point of view, thispolymeric unit isisotropic, homogeneous, and obviously uniforminthe
nano-domain. Moreover, it can exactly replicate its mould and the miniaturization of all the featuresis
possible without distortion. The gels contain ‘pores’, and the nano-phase porosity and the nano-
structure of the gels are both scientifically and technologically important.

8.1.1.1. Precursor Alkoxides

Initialy, the sol-gel processinvolvesa‘homogeneous solution’ as precursors. The alkoxides are
the organo-metallic precursors for silica, alumina, zirconia, titania, etc. One of the most common sys-
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tems consists of “ Tetraethyl Orthosilicate” (TEOS), achol and water. This solution can react to an
extent, where the molecular structure can no longer bereversed. This particular point can be considered
asa'critical point’, which isknown as* Sol-Gel Transition Point”. In the whole structural constitution,
the “Gel” isan elastic solid filling the same volume as the solution.

It isimportant to know about the “Common Alkoxides’ for ‘ Sol-Gel Processing’, which are:
1. TEOS

2. Trimethyl Borate

3. Aluminium Sec-Butoxide

4. Titanium |so-Propoxide

5. Zirconium Iso-Propoxide

The last one is discussed in some details in the section 3.7.2. Now, the ‘chemical reactions
should be described, which are the most fundamental in the entitre process for the preparation of nano
materials through ‘ Sol-Gel Route’.

8.1.1.2. Chemical Reactionsin Solution

1. Non-Aqueous Process

Therate of chemical reaction depends on the following : (a) pH, (b) Concentration, and (c) Solu-
tion . In case of preparation of the ‘aluminapowder’ from aluminium sec-butoxide, the following reac-
tions occur :

AI(OC4Hg)3 + H,0 — Al(OC,Hg),(OH) + C,H,OH 1)
2A1(OC,H,),(OH) — 2AIO0(OH) + yC,H,OH @)
2A1(OC,H,),(OH) + 2H,0 — Al(OH), + 2C,H,OH @)
AIOOH or AI(OH); — Al,O, + zH,0 ()

Normally, acatalyst isused to start the reactions and control the pH of the solution. The series of
reactions that occur are asfollows:

1. Thefirst reaction isthe ‘hydrolysis' to make the solution active,
2. The process (1) isfollowed by ‘ condensation-polymerization’,
3. These reactions go along with further hydrolysis.

The ‘molecular weight’ of the oxide polymer is increased by these reactions, which result in
either the mono-hydroxide AIOOH (boehmite) or the tri-hydroxide Al(OH)4 (bayerite-4). When one
desires to make the ‘transparent activated aluminagels' from ASB, thereis one well-studied composi-
tion for achieving the desired property, which involves an addition of little excess of water in the initial
solution, e.g. 100 ml water/ASB. Thereisaneed of the hydrolysis processto take place at slightly above
800°C in order to preferentially promote the formation of boehmite, rather than bayerite. The majority
of the transition metal (TM) oxides have been prepared by non-agueous sol-gel methods. Since these
TM oxides can be fruitfully applied in certain optical devices, this technique assumes a specia impor-
tance, and they also have avariety of applications.

2. Aqueous Process

The sol-gel processing route also involvesthe use of * Aqueous Colloidal Sols'. This sol contains
nanometer-sized particles, and hence it is quite natural to include such ‘sols’ as precursor materials,
which admit that the mechanism for attaining the ‘ sol-gel transition’ isquite different. The aggregation
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or agglomeration of the ‘ sol particles' is normally caused by changing the pH or the concentration in
sols, like the well-known Ludox.

Then, thereisa‘gelation’ process. The sols can be gelled in such away that the ‘ oxide skeleton
structure’ isa continuous linkages of the sol particles. But, there are some discrete features that make
up this ‘skeleton structure’, which corresponds to the sol dimensions. The other features are obviously
the “pores’ within the * secondary particles . Thereis a difference between the chemical and structural
aspects, i.e. between the non-agueous alkoxide precursors and the agueous sol precursors, which are
usually blurred at alater stages of the sol-gel process.

8.1.1.3. TheProcess Details

1. Mixing

The'mixing’ isafirst step for the single alkoxide, multiple alkoxide, and colloidal sol processes.
Since the building blocks are nanometer in size, the particle size is smaller than the wavelength of the
visiblelight.

2. Gelling

The‘gelling’ is determined approximately as the time when the solution shows no flow. Thisis
known as the ‘gelation time', i.e. the ‘time to gel’. Here, the viscosity plays an important role for the
transition from aviscous liquid to arigid structure.

3. Shape Forming

The sol-gel process can be used to make the ‘bulk materials', which are done by casting and
moulding . This process can aso be used to make a micro porous ‘ preform’, which is near ‘ net shape'.
This preformis caled *Monalithic’, which has its obvious reference to its continuity. The ‘monolithic
gels' can be formed from an alkoxide solution or from a colloidal sol. However, there is a difference
between two types of monoalithic gels, i.e. between the colloidal gels and the alkoxide gels. The main
difference between them lies in their structures of the ‘pores’. The colloidal gels have larger pores
between the particles, whereas the alkoxide gels have smaller pores, which are lessthan 10 nm in size.
Obviously, by considering all the above points, the making of the ‘monolithic gels' is quite a challeng-
ing problem in the sol-gel process. There are other areas of importance. These are “thin-films’, “high
aspect ratio fibre”, etc. for optical transmission, and many more.

4. Drying

After having selected a particular geometry or shape and accordingly, designing the right chemi-
cal formulations, we have to take several operational steps further, which are generally common to the
monolithic gels, the thin-films and the fibres. All these gels must be or have to be ‘dried’. So, the
‘drying’ isanimportant step in the whole operation. Thethin-filmsand thefibers can bedried quickly in
air dueto their smaller dimensions, sinceit has been found that all the observed ‘ shrinkages are taken
up aong the thin dimension in the case of thin-films, and not in the ‘ plane of the substrate' if the thick-
nessisbelow 1 micron.

However, for monolithic gels due to their thicker dimensions, the drying is more difficult. We
would like to obtain a gel with a nano-structur and at the same time, it has also to be ‘ crack-free’ gel.
Accordingly, thereare mainly two treatments of drying, which arein use. Thefirst possibility consists of
forming an *aerogel’, which is dried in an *autoclave’ by hypercritical technique. Then, the solvent is
removed above its critical points. The result in aerogel is about 10% dense and shows no appreciable
shrinkage. The second option is more simpler and it consists of a‘xerogel’, which are dried by natural
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evaporation. The xerogelsare 60% dense and undergoes a reduction of volume by about 35-65% during
the drying process.

By going through the process of chemical reactions, gelation, and drying, the processed gel
materialshave several characteristics of the corresponding ceramic oxide, but they are more porousthan
the corresponding ceramic material, which are obtained by other processing routes. It isaready known
that both the water and the solvent escape through the “inter-connected” pores that remain open at the
surface until the gel isfired at around 600°C or higher depending on the chemical composition.

5. Densification

The objective of any ceramic material isto obtain a dense or pore-free material by the various
routes of sintering. The gel is obviously no exception in this regard. The ultimate aim of the *sol-gel
process’ isto obtain adense, i.e. pore-free, oxide material, and hencethefinal stage of processingisthe
‘sintering’. The smaller particles sizesin the nao range giving riseto a‘high surface area’ of the gel is
considered to be an advantage in terms of a‘higher driving force' for the sintering process. Therefore,
the sintering process is expected to occur at lower temperatures than that required in the conventional
powder compacts. Thisis the final step of the whole operation, which is independent of the fact that
whether the compact was prepared by an agueous or non-agueous route. The main point liesina“driv-
ing force', i.e. the rate of diffusion of different atomic species, which makes the particles grow to a
certain extent and which eventually removes the porosity in the final product, or a material is formed
that is similar to conventionally processed material, which did not go through the sol-gel processing
route [2] (See section 2.2.3 for sintering of ceramics).

The presence of lower number of pores added with the high-purity uniform nano-structure be-
comethe‘hallmark’ of the sol-gel process. However, there are still some challengesin each of the above
mentioned processes. Apart from being cost-effective, very often the yield of the ‘actual’ material for
further processing to different shapesis not too high. Moreover, in sol-gel route in particular, there are
problems of segregation, contamination and unusual pore formation [3]. Still, the challenge of the sol-
gel processisto exploit the “ nano-structure” aspects of the process to derive the “real benefits’ [1 - 3].

It should be pointed out here that even after proper drying and densification, the sintered gel still
contains OH ions, which are considered impurities for optical fibre communication in terms of increas-
ing the losses in dB/Km. Even for the preparation of nano-structured alumina, zirconia or any other
material by the sol-gel route for some hi-tech applications, the presence of these OH ionsisdetrimental.
In order to assess the OH content in the gel materials, it is better to do a study of the vibrational spectra
of ‘metal cation-OH’ vibrationsinthe IR spectra[1]. But the analysisiscomplicated for determining the
concentration of OH ions, since in the majority of cases, the deconvolution of the IR spectra were not
done. Inthe gel glassesin the boro-silicate system, a detailed deconvolution of the IR spectrawas done
by computer in order to estimate even the concentrations of B-OH and Si-OH from the respective vibra-
tional bands, which are distinctly different for each case of vibrations [4]. So, that sums up this sub-
section on sol-gel process.

Doestheinherent ‘nano-structure’ give usany new material, which can make wondersin the
newer fields of electronics and communication ?

8.1.1.4. Behaviour of Some Gels

The literature on gels and their behaviour is so extensive that it is simply impossible to cover
even the most important ones. So, only afew examples of the behaviour of some gelswill be given here.
Some of these gelsare not really ordinary, since they have some extra-ordinary applications and a set of
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excellent properties. Some of these ‘gels’ will be described here to highlight the issue of the superiority
of producing nano-materials through the sol-gel route.

1. Gallium based Nano-M aterials

Some unique Ga-based nano-materials have been prepared by Sinhaet a.[5]. Thefilmsweredip
coated on the quartz substrates. The annealing of the filmswas carried out between 300°C to 1100°Cin
air atmospherefor one hour using atubular furnace. Thefilmswere characterized by XRD, SEM, AFM,
UV-VISand PL techniques. The XRD spectrarevealed that thefilmsstarted to crystallize aso-GaO(OH)
with orthorhombic structure, when annealed at 300°C. On increasing the annealing temperature, this
structure collapsed and began to transform into a-Ga,O3. A pure o-Ga,Os film having rhombohedral
structure was obtained at 500°C [5].

A further increase of the annealing temperature indicated destruction of o-Ga,O4 crystal lattice,
and the appearance of 3-Ga,O; structure. At 700°C and onwards, a pure 3-phase with monoclinic struc-
ture was observed. It was claimed that the phase pure o-GaO(OH) and o-Ga,05 thin films have been
prepared for the first time to evaluate their optical properties. The SEM and AFM studies revealed that
all the films were ‘crack free' and very ‘smooth’. The films with different structures showed both al-
lowed and direct semiconducting transitions. The highest semiconducting band gap (5.27eV) wasfound
for a-GaO(OH) among all the phases examined in this study whereas that for a-Ga,05 wasintermediate
between o-GaO(OH) and B-Ga,05 phases. Both strong green and blue emissions with low FWHM
were observed in phototo-luminescence study, and these gel-based materials have agreat future [5].

2. Dye-Doped Gel Glasses

Many applications of the sol-gel processwere focused on the optical properties. For example, the
optical behavior of organically dye-doped gel-glassesthat were incorporated into the porosity of sol-gel
glasses without deterioration of their photo-physical properties. For example, the spectral behavior and
chemical stability of dye-doped gel-glasses are quite interesting. The chosen molecular structure of
these dyes, i.e. specific Dye Lasersasmolecular probes, were used for the study of the surface properties
of the porous cage where these mol ecul eswere entrapped, in terms of homogeneity, polarity and viscos-
ity and dye stabilization. Thefeed-back from steady-state dynamics and polarization spectroscopy stud-
iesiscrucial to establish the preparation of the optimal conditions. In particular, * Organically Modified
Ceramics were successfully used for specific preparations [6-8].

3. Glass Dispersed Liquid Crystals

The*glassdispersed liquid crystal’ (GDLC) films, which are prepared by organic doping of Sol-
Gel matrices, may be used as el ectro-optical devices. The films scatter light according to the number of
droplets and the relative refractive indices of the LC and the silica matrix. The LCs are ‘birefringent’,
i.e. they show elasto-optic effect. Therefore, their refractiveindex depends on the L C orientation and the
optical angle of incidence. If the film is coated with transparent electrodes, and an electric field is
applied, areorientation of the LC director in the droplet occurs, producing avariation of the L C refrac-
tiveindex as‘seen’ by theincoming light. If therefractiveindex of the sol-gel substrate matchesthe new
LC index, the material changes from an ‘ opague scattering state’ to a ‘transparent state’. This feature
can be used for preparing devicesfor visual presentation, i.e., the ‘displays [9].

The unaltered GDL Cs switch from white opague to colorless transparent states. If these materi-
asareusedfor the'displays', the color needsto beincorporated for many applications. Thedirect-view,
backlighted passive displays, usually include color filterslocated between the backlight system and the
electro-optical material. In GDLCs, the color may be included in the sol-gel matrix or in the liquid
crystal itself, allowing the preparation of GDLC color displays[9].
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4. Synthesis of Glass-M etal Nano-Composite

The glass-metal nano-composites incorporating ultrafine particles of iron, nickel, cobalt and
manganese, respectively, in asilicaglass matrix have been prepared by heat treatment of a gel derived
from asol containing silicon tetra-ethoxide and a suitable metal organic compound. The metal particles
in all the nano-composites are isolated and spherical-shaped with diameters ranging from 3 nm to
10 nm. The films of these nano-composites with thickness of the order of afew micrometres have been
prepared on glass slides by asimple dip-and-pull technique. The optical absorption spectra of the nano-
composite films have been measured over the wavelength range 200 nm to 2000 nm. The ‘effective
medium’ theories, due to Maxwell-Garnett and Bruggeman, respectively, have been used to calculate
the optical absorption of these material stheoretically. The Maxwell-Garnett theory gives results, which
are in better agreement with experimental data than those obtained from Bruggeman formalism. The
filling factor ‘f’ as estimated from the least-squares fit of the experimental results with the Maxwell-
Garnett theory has avauein the range 1 to 4% [10].

5. Metal-Silica and M etal Oxide-Silica Nanocomposites

The nano-composites based on sol-gel processing of Me-SiO, and MeO-SiO, are quite interest-
ing. Some modifications of the sol-gel process were investigated with the aim of modifying the charac-
teristics of the nano-composites so that their properties might be modul ated continuously. In absence of
strong interactions among oxide nano particles and silica matrix, the number and therefore the size of
the nano particles should not depend on the presence of links between the metal precursor and the silica
matrix, which act as the nucleation sites. On the other hand, every cavity inside the matrix network
constitutes a nucleation site, which affects the maximum size of the forming nano particles[11].

In order to improve the preparation process, one has to play on the factors determining the char-
acteristics of the poresin the matrix. Therefore, attempts were mainly focused on varying those param-
eters, which affect the preliminary steps of the gelation process. The tests were performed in order to
find the best preparation conditions, which alow the tailoring of the particle size in the final nano-
composite.

In the case of Fe,05-SiO, system, efforts have been also put into finding the conditions, which
alow to obtain final nano-composites in which the iron oxide is in the form of pure maghemite The
influence of performing mechanical treatmentsof the gel's, of performing the drying step under supercritica
conditions, of the gelation temperature and time, and of varying the amount and type of the solvent
werer tested [11].

Thefirst attempt, i.e. mechanical treatment, dealt with the use of mechanical milling of the dried
gels[12]. The ball milling was adopted in order to promote the fragmentation of the silica network that,
in principle, should favour abetter control of the microstructure of the composite allowing aredistribu-
tion of nano-sized particles [13]. A nano-composite with 28% iron oxide was treated at 300°C. The
XRD spectra showed a sharpening of Fe,O; reflections, which increases with milling times. The TEM
observationsindicated that the nano particle size distribution is more homogeneous after milling. These
results suggested that the ball milling inducesthe crystallization of Fe,O5 nano particles by mechanical
activation. The fine crushing of the particles results in an increasing amount of the number of small
poresand in adecrease of particle size which isresponsible for the better stability of Fe,O5 towards the
transition.

8.1.2. Electro Deposition

First of al, it is better to highlight the advantages of electro-deposition for the synthesis of the
nano scale materias, which are asfollows::
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1. Low processing temperatures minimize the ‘inter-diffusion'.

2. Film thicknessis controlled by monitoring coulombs.

3. Composition and defect chemistry are controlled potentio-statically.

4. Films can be deposited as complex shapes.

5. Non-equilibrium phases can be deposited.

6. Driving forceis precisely controlled by the applied potential.

7. Technique is quite inexpensive.

8. Current time transient provides an in situ measure of the deposition process.

8.1.2.1. Electro-Deposition of Inorganic Materials

The chal cogenide materials have good semiconduction property. Hence, these materials assume
significancein many electronicsapplications, particularly inthefield of * switching'. So, these materials
need some mention here and we start this sub-section with the chal cogenides (see the excellent review
by Switzer inref. [2]).

1. Deposition of Metal Chalcognides

Itisquiteinteresting to mention about the deposition of the semiconductor materials of group 11-
VI compound semiconductors of metal chal cogenides, such as CdSe, CdS, CdTe. Both the anodic and
cathodic processes are used to deposit metal chalcogenides. These two processes are described as fol-
lows:

The Cathodic Process

Cd?* + 2e” — Cd (1)
HTeO," + 4e+ 3H" — Te+ 2H,0 2
Cd + Te— CdTe 3
The Anodic Process
Cd — Cd®* + 2e” (4)
Cd** + Te*” — CdTe (5)

In the ‘cathodic process’, the metal is electro-chemically oxidized in the presence of the
chalcogenide ions. But, it does not allow the deposition of the metal chal cogenide onto the substrate
other than metals. Thisisatrue deposition process by which the component of thefilmisdeposited from
solution precursor. At the electrode substrate, Cd?* and HTeO?* ions are electro-chemically reduced to
the elemental form, where they combine to form the metal chalcogenide. The reduction by the subse-
guent assimilation of Cd into the Te layer is a two-electron process. The Te electro-deposition is aso
very complex, which isthe six-eletron reductions product. H, Te may &l so participatein the precipitation
of CdTe as per equation (7), as shown below. The complication in the deposition process is that the
homogeneous chemical reactions between electro-generated spaces can lead to impuritiesin the film.

Cd?* + 2e”+ Te— CdTe (6)
Cd?* + H,Te — CdTe + 2H* (7)
2H,Te + HTeO?" — 3Te + 2H,0 + H+ (8)

It has been found that the epitaxy shows higher perfection, when covered with a thin-film
(20 nm-30 nm) of epitaxial CdS, which wasgrown by a‘chemical bath deposition’. The electro-depos-
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ited material s have been shown to be very successfull with vapour-deposited materialsfor several appli-
cations, such as:

(a) Opto-electronic applications,

(b) Photovoltaic solar cells,

(c) Infrared detectors, and

(d) Smart goggles.

For the photovoltaic solar cells, the photovoltaic conversion efficiency is usually found to bein
the 8-10% range [2].

8.1.2.2. Nano-Phase Deposition M ethodology

1. The Growth in Nano Beaker

In this approach, our knowledge on ‘electro-chemistry’ is applied to produce materials in the
nanometer range. This approach consists in growing nano-scale materials by the use of nano-beakers,
which involves using the poresin nano-porous membrane as ‘ templates’ in order to produce nano-sized
particles of the desired material. The membranes, i.e. the anodized aluminium or track-etch polymers,
have cylindrical poresof uniform diameter.

When apolymer, metal, semiconductor, or carbon is synthesized by the el ectro-chemical means,
within one of these pores, a nano-cylinder of the desired material is obtained, which ultimately de-
pends on the type of material and the chemistry of poreswall that decide whether this cylinder may be
hollow, i.e. tubular, or solid, i.e. fibril. The metal nano-tube membrane can also serve asion-selective
membrane. The nano-tube diameter can beas small as 0.8 nm, and the length of the nano-tube can
span the complete thickness of the membrane. A metal nano-tube can act as* cation or anion selective”,
which actually depends on the applied potential.

2. The Scanning Probe Nano L ithography

For asurface with nanometer scale defects, STM isused to modify so asto induce the nucleation
of the deposited material at these sites of the defects. The silver pillars10 nm-30 nm in diameter and 4
nm-10 nm high on a STM-modified highly ordered pyrolytic graphite surface have already been re-
ported inthe USA, and thus ananometer scale galvanic cell composed of copper and silver nano-pillars
can also be fabricated.

3. The Epitaxial Growth of Quantum Dots

A short discussion on ‘ quantum dots' will be given later. Here, the epitaxial growth is mentioned.
At Weizmann Institute, the Scientists have produced epitaxially oriented CdSe ‘ quantum dots with
diameters of about 5 nmwith acontrollable spatial distribution and narrow size distribution by electro-
deposition of the nano-crystals on the evaporated gold substrates. An interesting feature of thiswork is
that the size of these ‘quantum dots' is believed to be controlled by the strain that isinduced by the
mismatch between the CdSe and the Au lattice.

4. In-Situ Studies of Epitaxial Growth

When one of the precursorsisin low concentration in the solution and the layer is grown at high
over potential, the composition is graded throughout the layer with a (time)¥? dependence. The
superlattices grown at lower potential in which both the reactants are deposited under activation con-
trol have sguare profiles, e.g. for three Pb-Ti-O superlattices that were grown by pulsing between 70
MV and 150, 230, or 260 MV versus SCE.
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The composition of the 150 MV layer isrelatively constant at 64% Pb, whereasthe Pb content of
the 260 MV layer varies from 39 to 76% through the layer. The graded composition profile may be
desirable for applications, e.g. by grading the composition, the lattice may inhibit * misfit dislocation
formation’ in strained-layer superlattices. In semiconductor devices for optical or electronic applica
tions, it is desirable to have square composition profiles. The electro-chemical method isideal for both
measuring and tailoring the interface symmetry, and the composition profile isin real time on a nano
meter scale [2].

8.1.2.3. Electro-Deposition of Nano Composites

As explained in the section 3.6, the nano-phase materials are also of considerable interest be-
cause of their enhanced mechanical properties and abrasion-resistance relative to those of the bulk
materials. One reason for the different properties of these materialsisthat an increasing fraction of the
atoms occupy sites at interfaces, and hence the atomic packing at theinterfacial positionsis much better
to resist any external mechanical force. It has been estimated that only about 3% of the atomsin a
material are at the boundaries when the grain size is 100 nm, but this increases to 25-50% when the
grain size approaches 5 nm. Thisis aso evident in the small nano-sized magnetite grains, where some
spins are disorganized, as the particle sizeis smaller (see the section 5.5.2 for spin canting in the nano
particles of magnetite).

In metals, there is typically an increase in the yield strength with decreased grain size as de-
scribed by the well-known Hall-Petch relation, which describes the yield strength as alinear function
of theinverse square root of the grain size, as explained in the section 4.4.1, for the fracture toughness
of sintered nano-particles of SiC. Thisbehaviour is dueto the influence of the grain boundaries on the
‘dislocation motion’. Asthe grain size approaches the nano scale, thereis alarge increasesin strength
to be obtained. In the nano regime, the crystallite size becomes smaller than the characteristic length
scal es associated with the generation of the dislocations and glide, which are the typical processes that
determine mechanical behaviour in metals.

The deviations from the Hall-Petch relationship have been observed in nano-crystalline materi-
als, even softening at the smallest grain sizes. This softening has been observed in nano-crystalline
electro-deposits of Ni with grain sizes below approximately 12 nm. The thick-films of metals with
nano-crystalline or amorphous structures for mechanical applications can be produced by co-depositng
a‘metalloid element’, such as phosphorous boron with nickel and other iron group elements. Another
approach is to take advantage of the high super-saturation that is achievable during the very high peak
current densities possible in pulse plating. This is the electro-chemical version of ‘splat cooling’ of
molten metal to make metallic glass for various magnetic applications.

The electro-chemical deposition isavery attractive processing route for the synthesis of com-
posite materials. Thelow processing temperatures minimizethe problem of chemical interaction and
thermally induced stresses that are often serious problemsin the conventional sintering, vapour-phase,
or liquid metal processes, which are used to fabricate various composite materials. A simpleapproachis
to suspend particulate material in the plating electrolyte and co-deposit this with the metallic matrix.
This can be accomplished both by electrode-less deposition and by electro-plating. The commercial
applications of this approach include co-deposition of alumina, silicon carbide , or diamond with a
metal suchasnickel. Thechallengeinthiswork isto prevent the‘agglomeration’ of the particles prior
to co-deposition.
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The electro-chemical scheme for growing composites is electro-chemical infiltration. This ap-
proach of electro-chemical infiltration has been used to fill the 5 nm pores of a silica‘xerogel’ film
with nickel. In this manner at room temperature, 3-dimensional nanoscale networks of metal and ce-
ramic were synthesized. There will be certainly an increased emphasis on the electro-deposition of
nano-phase materials for magnetic applications, as well as for optical and electrical applications. An-
other big area of application should be the co-deposition of very dissimilar materials. The low process-
ing temperatures of electro-deposition allow the co-deposition of materials that would tolerate each
other at high temperatures used for the traditional thermal processing.

8.1.3. Plasma-Enhanced Chemical Vapour Deposition

The Plasma-Enhanced Chemical Vapor Deposition (PECVD) is widely used to produce thin
films. The volume of literature on the subject is quite large, since this technique is used to produce a
variety of materialsfor diverse applications. Here, abrief descriptionisgiven.

The PECVD is the family of deposition processes, which are broadly defined as ‘ chemical
vapour deposition’ (CVD). In conventional CVD, the ‘precursor gases are thermally decomposed by
the temperature of 500-1000°C. However, in the PECVD processes, they proceed at temperatures that
are much lower because the energetic electron gas of a plasmais capable of highly dissociating the feed
gas. Even when the feed gas and the substrate are near room temperature, the PECVD is useful for
deposition on sensitive substrates that are damaged by high temperature or, in the case of semiconductor
production, where dopant redistribution isan important concern. So, therise of temperatureisnot desir-
ablefor such aprocess. The concurrent ‘ion bombardment’ of the PECVD film by the plasmamay aso
modify the properties of thefilm during the deposition process (see the excellent review by Hopwood in
ref. [2]).

There are two classes of PECV D process, which are commonly practiced :

(a) Direct method, and

(b) Remote method.

In the ‘direct’” method PCVED, the precursor gases, inert gas dilutants, and the substrates are
directly in the region. The formation of reactive species and deposition precursors occurs in the active
plasmaregion by many possible ' reaction pathways' . These pathwaysinclude electron impact dissocia-
tion, dissociative collisions with electronically excited atoms, and the reactions involving the products
of recombination, aswell as the by-products of the film formation.

In the ‘remote’ PECVD techniques, which generate a plasma separately from the region of the
deposition. Theinert or non-depositing gases are introduced into the plasmaregion. The excited species
and radicals diffuse ‘downstream’ to the substrate area, where additional reactants are supplied. The
long-lived metastable excited states of He supply the energy required for the dissociation of SiH, and
subsequent deposition of amorphous silicon. The number of reaction path is greatly reduced compared
with direct PECVD, making control of the deposition asimpler task. However, the deposition rates for
the remote PECVD are generally lower than that of the direct method.

One of the greatest successes of PECVD is the deposition of polycrystalline films of diamond
and cubic boron nitride. Many methods have been used for the decomposition of hydrocarbon precur-
sors, including dc hot filament, oxygen-acetylene flame, and the microwave direct and remote diamond
deposition. Typically, highly diluted mixtures of methane (~ 1%) in hydrogen are used to create PECV D
diamond films. The substrate temperatures for the production of PECVD diamond fall in the range of
400-900°C, with the lower temperature of depositions requiring the addition of oxygen.
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At lower temperature (< 400°C), the PECV D of methane and other hydrocarbons produces amor-
phousfilmsof hydrogenated carbon (C:H). Thefilm exhibitsahigh degree of four-fold bonding, similar
tothat of diamond. Typica hydrogen concentrations are 20-40%. Many of the properties of thefilmsare
similar to those of the ‘ actual diamond’, and therefore the material isreferred to as diamond like carbon
(DLC). The hardnesses are normally in the range of 20-50 GPa, compared to greater than 100 GPafor
crystalline diamond. Although plasma decomposition of methane resultsin the deposition of thinfilms,
DL C hardnesses are quite low (~ 5 GPa) without energetic (> 50 ev) ‘ion bombardment’ by substrate
biasing. However, the excessively energetic ion bombardment of the film degrades the diamond like
properties. It is also observed that ‘ion bombardment' reduces the atomic hydrogen concentrationin the
film.

Thesilicon dioxide and silicon nitride films have long been mainstay insulatorsin the electronics
industry. The PECVD of SiO, at 300°C was accomplished by introducing oxygen radicalsfrom aweak,
inductively coupled, plasma source in a tube furnace. SiH, dilute in N, was introduced down stream
from the discharge at the inlet of the furnace. An advantage of aremote PECVD processin the deposi-
tion of thin-filmsis a reduction in the damage caused by the energetic electrons and ions found in the
plasma.

The electron cyclotron resonance (ECR) plasma sources are frequently used in the deposition of
silicon oxide. ECR plasma produce highly dissociated radical fluxes at very low pressure (~ 10 torr),
thus proving usable deposition rate (20 nm-40nm/min) at sufficiently low pressure in order to reduce
gas-phase nucleation of particles. Since SIO, is used as an inter-metal dielectric insulating layer in the
fabrication of integrated circuits, the planarisation of the film that is deposited over thin pattern “wires’
or an inter-connection is needed. The application of abiasto the substrate during the deposition of SiO,
resultsin the re-sputtering and planarisation of the film.

However, there are a so disadvantages of the PECV D processes, such as incorporation of impu-

rities, i.e. the particles of silicon are found to contain large amounts of hydrogen from the silane precur-
sor. These impurities can be detrimental for many applications[2].

8.1.4. GasPhase Condensation of Nano Particles

8.1.4.1. Gas-Phase Condensation Methods

The particles smaller than 10 nm can be produced by condensation of evaporated metals[2]. The
metal is introduced into alow pressure (0.5-4 torr) inert gas environment by evaporation from a tem-
perature controlled alumina crucible. The metal vapour cools rapidly through collisions with the inert
gas, and then it becomes a super-saturated vapour, and undergoes homogeneous nucleation. The parti-
cles are expected to both nucleate and grow in anarrow region immediately adjacent to the evaporation
source [14].

The particle size is increased by : (a) Higher pressure of the inert gas, and (b) Higher atomic
weight. These factorsincrease the confinement of the metal to the growth region. The critical diameter
for the spontaneous formation of ‘particles’ is in the order of 0.2 nm-1 nm for evaporated alumina.
Experimental evidence indicates that the solid phase growth of a particle after nucleation is by the
coal escence of the small-nucleated particles rather than by impinging adatoms.

The particles formed by gas-phase condensation may be collected on liquid nitrogen filled cold
finger. By using a Teflon scraper, the particles are periodically removed from the cold finger and com-
pacted by pressures 1-2 GPainto pellets of synthesized nano materials[2, 14].
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8.1.5. Sputtering of Nano Crystalline Powders

The ‘sputtering’ at high pressure is an effective method of producing nano particles [2]. Nor-
mally, the system uses a standard dc/rf magnetron to sputter target metal into a high-pressure inert gas
(0.23 < P< 1.5torr). The gas-phase nucleation of the particles occurs at these pressures, when thereis
the formation of the ‘film’ for conventional magnetron sputtering [15].

The particles are collected on an LN, ‘cold finger’ positioned 10 cm from the magnetron. The
thermal gradient provides‘ convective circulation’ of gas between the target and the collection finger. A
scraper is used to transfer particles from the cold finger to compaction device. The production rateis ~
0.05 mg/susing a 75 mm target and 1.2 kW of power. The advantages of the sputter method over the
evaporation methods are :

1. No chemical reaction with evaporator crucibles (giving improved purity),

2. Improved control of the process,

3. Production of stoichiometric alloys and inter-metallic compounds, and

4. Production of oxide and ceramics.

The nano-composite in which the particles are incorporated into a matrix produced by ‘low
pressure’ conventional sputtering have also been produced. Thus, the particles of Mo at 0.2 to 0.6 torr
was produced, while alternately sputtering aluminium films at 0.002 torr.

The formation of Mo particles by sputtering has demonstrated three pressure regimes:

1. P <150 mtorr

No particle formation occurs,
2.200 < P <400 mtorr
Particle formation is observed, with smaller particles forming at higher pressure,
3. P> 600 mtorr
Agglomeration attributed to decreased target sputtering rate, hence lower densities of Mo.
The decreasein rate is due to the decreased ion bombardment of the target caused by the
collisionsin the plasma sheath. For thistype of experiment, the target-substrate distance can
be 10 cm [2].

Inatypical sputtering experiment, it is possible to vary the target-to-substrate distance, e. g. the
nucleation distance of Mo particlesarefound to be 8 cm at 150 mtorr. The nucleation distance decreases
to 4.5 cm, when the background pressure is doubled to 300 mtorr. The reduction of the mean free path at
higher-pressureresult in anincreased density of vaporized Mo availablefor the particle nucleation. The
sputtered ‘ particle size distributions' are found to follow alog-normal distribution. This provides evi-
dencethat the particles grow by the coal escence of the * particle nuclei’ in the sputtering process|[2, 15].

Finally, it should be mentioned that for the preparation of the ‘ preforms’ for optical fibres, many
similar processes are utilized, such as MCVD, PMCVD, PCVD, OVD and AVD. Although the fibre
opticstechnology isthelatest in thefield of research on communication, and these processes are on the
constant evolutionary path, this particular aspect has not much relevance for nano material's, except that
some of these techniques are quite popular for making different nano materials for a specific purpose.
Hence, due to the shortage of space, they are not discussed here .



282 NANO MATERIALS

8.2. IMPORTANT NANO MATERIALS

Assaid earlier, abook on nano materials cannot be concluded withou any mention on the newer
materials, or rather on newer ‘frontiers' of technology of materials being opened up ‘ by theday’, or shall
we belittle bit conservative and say ‘ by the month’ — well, amost so ! Here, in this section, some newer
materials will be described neither in terms of any specific importance or order nor in terms of any
superiority of their applications. Since there is literally an explosion in terms of the amount of “nano
technology” work being donein the areas of bio-science, this subject istotally excluded here, in order to
avoid doing injustice to this new and emerging subject. Instead, some aspects of nano-optics, nano-
magnetics and nano-electronics will be described within the [imted spacein thislast chapter. The read-
ersarereferred to anumber of good books on the subject being published regularly, mainly inthe USA,
which contain the latest technological development [16].

It should be clearly mentioned that thereisavery active research branch in almost every Univer-
sity in the USA and some of them even have a specia Institute for dedicated research on nano science
and technology, which are simply excellent in their noble activities. There are some small to medium
sized hi-tech minded companies, who are also actively involved in the evolution of different techniques
for the preparation of newer nano materials. It issimply not possible to mention them by name. Sinceit
isashort section of the last chapter, this unintentional omission might be excused.

8.2.1. Nano-Optics

Preamble
How to make an “Integrated Optical Circuits’

In order to create high performance optical materials ‘integrated optical circuits with hi-tech
properties for alarge number of innovative applications, we strongly need a new kind of technology.
The*“Nano-Optics’ isinvariably anovel class of technology that takes full advantage of the following :

(a) Unigque interaction of electromagnetic radiation or light with sub-wavelength,
(b) Nano-scale patterned materials, and
(c) Nanotechnol ogy-enabled fabrication methodsto create :
1. A broadly applicable ‘optical device', and
2. A "manufacturing platform’ to achieve this goal .
It iswell-known that the * optical circuits are used in different areas as:
A. Consumer Electronics,
B. Communications,
C. Industrial and Lab Electronics Instruments,
D. Medical Diagnostic Electronics, and
E. Defense and Security (both military and non-military) Applications.

These applications are meant for harsh environments and several demanding requirements or
specifications for really high performance and obviously high reliability. The nano-optic devices offer
significant benefitsas:

() Smaller in size and lighter in weight,
(b) Ease of integration, and finally
(c) Lower overall costs.
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Inan electro-optic circuit or interface, thereis* optical portion’ where we haveto face the biggest
challenge for optimum design for high performance, efficiency, robustness, and cost. The reason isthat
the ‘photons’ carry information in a different way than ‘electrons’ do, and both these ways are not
manipulated or guided in the same manner.

Thus, it is through the above qualities, the nano-optical materials deliver ‘ challenging alterna-
tives' to conventional bulk ‘optical solutions’, and obviously, it also offers the necessary *‘ functionality
and form factors' that conventional optics cannot really match or deliver.

Materially speaking, a nano-optic device first of al consists of a “nano-patterened layer” be-
tween two thin-film layers on a passive substrate. It isby going to the ‘roots’ of the materials problems,
we can better understand the difference between nano-optics and conventional optics, sincea‘ change of
thematerial’ changesthe function, often resulting in unwanted compromise between material properties
and optical functionality. So, a short description is given on the structure and function of nano-optical
materials.

8.2.1.1. Structure and Function

A properly patterned material on the nano-scale with structures, whose critical dimensions are
several times less than the wavelength of light at which they operate, gives rise to the unique optical
properties of nano-optic devices, thereby creating ‘optical materials' with highly ‘useful’ as well as
‘modified’ optical functions.

The nano-optic devices can perform many passive optical functionsas: A. Polarizationfiltering,
B. Phase retardation, C. Spectral filtering, and D. Management of propagation, e.g., lenses and beam
splitters. These functions are achievable with a proper combination of materials and structures in the
field of nano-optics. For both free-space and waveguide-based applications, we can design variousfunc-
tions.

Theideaisto design nano-optic devicesfor an operation over any wavelength range. The funda-
mental technique is applicable to UV, Visible, and IR wavelengths, but there are proper materials and
their structural dimensions, forming the core of an ‘optical system’. In practice, the applications of
nano-optics need a complete ‘ optical system’, which consists of the nano-patterned material and other
related materials that include the optical substrate and thin-film coatings. A dramatic reductions in
overall sizeand weight can be achieved by such nano-structured layers made on abroad range of substrates
so that we can customize the optics to the application, or make it on the surface of another optical
component in an optical circuit. The nano-optic structures are defined as a combination of material and
physical attributes, which are divided into different types asfollows:

1. Structural

A. Pattern, i.e. Linear, Mesh, and Circular,

B. Dimensions, i.e. Period, Thickness, and Duty Cycle, and most importantly
C. Spatia Variations, i.e. Chirping, Arrays, and Multiple Layers.

2. Material

A. Nano-Structured Material, i.e. Dielectrics, Metals, and Polymers,

B. Inter-Structure Filling M aterial,

C. Adjacent Thin Film Materials, and

D. Substrate Material, i.e. Glass, Plastics, Dielectrics, and Crystalline Material.
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3. System

A. Relationship of the Nano-Optic Structures with the Optical-Beam Path, and

B. Actuator Materials and Structures, i.e. Liquid Crystal, Solid-State Materials, Electro-Optic
Polymers, and MEMS.

4. Functions

A. Switching,

B. Spectral Filtering,

C. Polarizayion Filtering, and finally

D. Phase Modification.

Thefundamental aspect of nano-optics material isanano-structure of sub-wavelength size, which
has both optical and physical advantages and whose elements have microstructures one or more orders
of magnitude smaller than the wavelengths of the incident light (see later in the section 8.2.1.6). In this
dimensional situation, they can interact with light both according to the principles of classical optics of
Maxwell and also in the quantum level, giving rise to ‘ quantum optics . Therefore, many nano-optical
devices show unique optical attributes as:

A. High polarization discrimination in a micron-thin space,
B. Achromatic phase retardation, and
C. Single layer combinations of optical functions, e.g. polarization and spectral filtering.

Moreover, the abovetypical behaviorsgiveriseto devicesin order to achievetheir optical effects
over relatively short distances. It is known that the nano-optic devices are usualy very thin, i.e. one
micron or lessin thickness, and similar to thin films, often the nano-optic structures can be applied asa
coating layer during acomplex processing. As said earlier, this smaller dimension has a strong positive
effect for integrated optics. Also, the quantum optical behaviour make the ‘ optical performance’ to be
readily customized.

In addition, the modification of the material properties by adding nano-structures givesriseto a
continuous spectrum of optical functionality. In practice, the optical wavelengths can be incrementally
and accurately varied to meet ‘ specific application requirements’ through a combination creating ‘ hy-
brid optical’ materials.

8.2.1.2. Preparation of Nano-Optics

There are avariety of preparation methods for nano-optic structures. In order these nano-struc-
tures to be commercially useful, it is necessary to produce them in large volumes. Otherwise, it is not
practically optimum optical device, since there is a multiple ‘application specific’ variations, which
should bereadily integrated with other relevant technologies. There are various criteriato be satisfied as :

A. Achieve ‘economies of scale’,

B. Ensure ‘target market opportunity’ to be broad and interesting enough; and finally

C. Facilitate ‘ easy integration’ of nano-optical elementsinto more complex systems.

In order to achieve the above objectives to some extent, there is a ‘ self-assembly’ process for
forming regular nano-scal e structures with properly controlled conditions, which hasalack of flexibility
asamajor difficulty in termsof useful structures and materialsthat limit itsfunctioning. Hence, it is not
avery popular technique.
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The other available *fabrication approache’ at present is‘ nano-lithography’, which is similar to
standard preparation technique of ‘wafer-based process for semi-conductors, giving alot of benefits
for commercial production. It consists of creating an ‘imageinapolymer resist layer’; then this‘image’
is used as an etching mask to transfer the nano-scale pattern into the target material. There are various
stepsinvolved in making the optimum methods for certain set of nano-structure patterns, materials, and
volume requirements. The process steps are asfollows :

1. Interference Lithography

By using the UV light sources, it readily creates ‘interference patterns’ with useful dimensions.
The benefit of thismethod isits‘simplicity’. However, there isadrawback in creating complex shapes
and arrays.

2. Electron-Beam L ithography

By using afocused beam of electrons, it writesarbitrary and complex patterns. The benefit of this
method isthat almost any pattern can be created. But, thereisadifficulty for commercial productionin
that the individual ‘wafer processing times' can be somewhat longer.

3. Nano-Patterned Replication

By using the above two methods, it is possible to create a‘ master plate’ capturing the inverse of
the desired pattern. A printing-like transfer method then patterns the polymer resist. The benefit of this
method is high-fidelity reproduction alowing the following :

(a) Extremely small feature size,

(b) Complex patterns,

(c) Effective material independence (during repetitive production), and
(d) Different structuresin the same production line.

Thedifficulty with thismethod isthat it is not applicable when only a‘fixed interference pattern’
isrequired, or for ‘limited runs'.

8.2.1.3. Integration Modes

Inamixtureof individual optical component technol ogies, which are often used and which gives
rise to aminimum integration, so the component capabilities seriously hamper the circuit designs. Hence,
there is a need of proper integration. The above methods of nano-lithography have been successfully
developed in some companies in the USA that support a range of ‘integration modes' for making the
optical circuitsasfollows:

1. By exploiting the advantage of the ‘unique optical behavior of nano-optics’, as mentioned
above, an optimization process can be used, as in the case of traditional ‘multi-element’,
‘multi-technology’ optical circuit architectures.

2. By using the ‘layering technique’ of applying onelayer on the top of the other layer to create
‘aggregate optical effects’, we can make ‘ monolithic’ self-integration.

3. By organizing various ‘optical functions' into an ‘array structure’ via nano-pattern replica:
tion, ‘spatial integration’ is established.

4. By adding a nano-optic layer or layers to functional optical materials, the ‘hybrid integra-
tion’ is possible to be achieved.

5. By electronically controlled optical devices, an integration of nano-optics is feasible with
optically active layers, such asMEMS Structures or Liquid Crystals.



286 NANO MATERIALS

It should be pointed out that when combined with other nano-optics or other materials to make
“monolithic integrated optics', the benefits of the *alignment in assembly’ eliminates the complication
and cost of multi-device lamination, thereby improving thereliability of the system. Moreover, in order
toavoid anindividually aligned discrete optical system, an ‘arrayed’ nano-optical device can beusedin
“multi-path’ or ‘multi-beam’ optical circuits.

8.2.1.4. Applicationsof Nano-Optics

There are many applications of nano-optic devices, but here we will briefly talk about only three
of these applications, which are very important. Some more applicationslike SOEswill be described in
the sections 8.2.1.5 and 8.2.1.6.

1. Optical Disk Drives, Communications, and Projection Displays

A nano-optic polarization beam splitter/combiner (PBS/C) provides 180 degrees of effective
separation. It meansthat one polarization is transmitted and the other is reflected via a submicron-thick
nano-structured layer. This device's beam separation and thin form alow adjacent components to be
closely coupled compared with conventional optics, reducing existing optical path lengths by up to one-
half. In turn, shorter optical path lengths reduce beam divergence, improving coupling efficiency and
reducing power loss. Many optical circuit designs also incorporate awave plate adjacent to the PBS/C.

2. Digital Imaging, Communications, and Sensors

Physically, a nano-optic enabled variable optical attenuator (VOA) consists of a crossed pair of
polarizing nano-structures sandwiching aliquid crystal cell. Thisisdone by applying an electrical field
acrosstheliquid crystal that will rotate the liquid crystal molecules and control the fraction of light that
is passed through the structure, i.e. tuning. This ‘tunable optic’ addresses the frequent need to control
and block the output power of polarized light sources, such as optical transceivers, in order to dynami-
cally optimizetheir signals and to facilitate maintenance. Since the nano-optic polarizer isdirectly inte-
grated into the liquid crystal cell construction, this allows the entire component to be less than 1 mm
thick.

3. Near Field Optical Microscopy

The future applications opened by the photonic local probe based methods overpass the smple
concept of near-field optical (NFO) microscopy for the detection of local signals emitted by individual
molecules, i.e. single molecular detection (SMD). The NFO is entering anew erain which the concept
of imaging a sample with a single molecule has become a reality. This is a new class of nano-optics
experiment in which it isintended to use the ‘optical tunnel effect’ to control the ‘ optical energy trans-
fer’ between several delocalized detection or injection, i.e. optical addressing of individual molecules.

8.2.1.5. Photonic Band Gap

In the computer industry, thereisastrong demand for avery fast processor intherange of ~1000
GHz. In order to address this problem of such an incredibly faster processors, the researchers have
thought about a different route of processing information, i.e. the optical route, by means of different
“optical components’ made from so called ‘ Photonic Crystals', which are also known as ‘ quasi-crys-
tals'.

By comparing the movement of the * electrons and holes’ in atypical semiconductor, we have an
easier way to understand the behavior of ‘light’ in a photonic crystal. For example, in asilicon crystal,
the atoms are arranged in a diamond lattice structure, and the electrons moving through this lattice
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experience a periodic Bloch potential (asdescribed inthe section 1.5.1) asthey interact with the silicon
nuclei viathe Coulomb force. Thistype of interaction of the electron in aperiodic lattice givesriseto the
formation of ‘allowed and forbidden’ energy bands, as described in the section 1.5.2.

In the actual materias, the situation is little different. Here, the electrons can have an energy
withintheband gapif the* periodicity’ of thelatticeis*broken” by animpurity/defect or amissing atom.
If we consider ablock of ‘transparent dielectric material’ containing a number of ‘air holes' which are
al arranged in an ordered lattice pattern, then a moving ‘photon’ will pass through the dielectric me-
dium, which has ahigh refractiveindex, i.e. the ‘ photon” knowsitsroute. This contrast in the refractive
indicesexperienced by a‘photon’ can beused asan ‘analogy’ — tothe ' periodic potential’ experienced
by an electron that movesthrough acrystal lattice. Thisisakind of ‘ energy confinement’, or we can call
it the ‘broken symmetry’, which gives rise to a formation of the ‘alowed’ energy bands, which are
clearly separated by the ‘forbidden’ energy bands. Thisis something that is called as a ‘ Photonic Band
Gap’ (PBG).

In the recent years, there has been a considerable amount of activity in thefield of fabrication of
2D and 3D ‘periodic arrays, which consists of mono-dispersed magnetic nano-particles. There are
simple and easy methods to prepare a 3D magnetic nano-particle arrays. Firstly, thisis done by making
a 3D ‘opa matrix’ from uniform silica spheres, and secondly, by infiltrating it with various magnetic
materials such as Fe, Ni, Co. This second process is done by Electro-Deposition method, or Chemical
Vapor Deposition (CVD) techniques, as described in the section 8.1.2. For other non-magnetic materi-
as, theinfiltration under high pressure method can also be used.

Recently, someimportant work has been done in the fabrication of the silicaopals, with variable
sphere sizes by asedimentation process and then infiltrate them by the above magnetic materia sthrough
the use of the electro-deposition technique.[17]. The ‘optical characteristics' of these opals has aso
been done and such 'infiltrated opal systems' arefound to possessavariety of unique structural, optical,
electrical and magnetic properties[18-20].

When the nano-particles of a magnetic material infiltrates an ‘opal systen?’, it is important to
characterize the *spatial arrangement’ of these magnetic nano-particles and then correlate it with the
overall magnetic properties. For example, the ‘dipolar interaction’ between the neighboring particles
will play animportant rolein these materials, and an interesting magnetic domain pattern could develop
during the reversal process of the magnetization. These issues are addressed with the help of an height-
ened approach of ‘Small Angle Neutron Scattering’ (SANS), as has been done in a simpler case of
nucleation of nano particles of magnetite, as described in the section 5.7. The characterization of the
magnetic and non-magnetic infiltrated material s by the 'electronic transport' measurement has also been
done by these workers [20].

8.2.1.6. Optical Chips> Semiconductor to MEMS

There was atime when researchers wondered on the future of ‘optical chip technology’, which
gives us the ‘speed’ of communication. In the recent years, a dramatic change is taking place with a
focus shifted from * semiconductor technology’ to “MEMS’ and “Nano-Optics’ including “Photonic
Crystals’. Dueto the needs of network specialists and the advancement of the technologiy, such changes
can bewell appreciated. With the massive expansion of the telecommunication networks, there hasto be
atremendous progressin the ‘ optical networking equipment’ in order to meet the ever increasing chal-
lenges of ‘speed’, ‘ capacity’, and finally the ‘reliability’ . However, the integration of the ‘ circuits' is of
fundamental necessity at the heart of all * optical networking equipment’.
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It has to be understood that the ‘common semiconductors’ have dominated the communication
scenario as the mainstream ‘technology’ from the early days of optical networking almost till to-day.
However, the advancement of the cutting edge ‘integrated circuit solutions', which are particularly
engineered for ‘ photonic networks’, assumed significancein the recent years. Now, they are competing
hard in order to remove ‘ semiconductors from their dominant position, in terms of new ‘optical chip
enabling technology’.

At this stage, we have to understand and at the same time ask ourselves as regards the ‘time
frame’ aswell asto ‘what extent’ will MEM S and Nano-Optics supplant the so-called common semi-
conductors? However, we need to ask ourselves some more important questions as :

1. How are the ‘Optical Chip’ markets evolving ?

2. What roles are * Nano-Optics and ‘ Photonic Crystals' playing ?

3. How reliable will be MEM S and Nanotechnology 1Cs ?

4. What will bethe *Cost Implications’ of these new ‘ Technologies ?

Our future opportunity for the fabrication of the‘ optical chips', from Semiconductors— MEM S
— Nano-Optics (including ‘ photonic crystals’) will be known by answering some or all the above ques-
tions. For all of us, that's what is important to know in order to redefine the rules of the game for
‘optical processing’. [21]

8.2.1.7. Subwavelength Optical Elements (SOES)

Inthe earlier days, the ‘ optical elements’ were plagued with the following problems :

(a) Reducton of Size,

(b) Manufacturing Cost, and

(c) Reliability Problems.

These problems are tackled by a new generation of ‘circuit materials', like wafer-based nano-
fabrication technique, asbriefly mentioned above. Thisnew category of ‘ optical components’ are known
as ' sub-wavelength optical elements or SOEs, which have physical structure much smaller than optical
wavelength. New arrangements of ‘ optical-processing functions' have greater ‘density’, more ‘ robust
performance’ and greater ‘ degree of integration’, which have to be understood in the realm of 'physics
involved in the ‘interaction’ of these ‘fine-scale surface structures’ with ‘light’ that could possibly alter
approachesto ‘optical system design’.

However, there are technology limitstoo, which have to be also understood in terms of increas-
ing the number of components and module density. Also, the ‘flexibility’ in the design of the optical
componentsisrather limited, the ‘ transferability’ from design to designisreduced, and the properties of
many discrete optical elementsarerelatively ‘fixed' . However, the realization of the SOEs are based on
nano-technology in terms of optical elements with the following advantages:

(a) Excellent optical properties,

(b) Easy to integrate with other optical materialsin abroad range of configurations,

(c) Self-integration by allowing a combination of ‘optical functions’,

(d) Increasereliability, and an increased flexibility in optical component design, and finally

(e) A broad range of optical effects can be achieved by the manipulation of nano-structures.

In conventional optics, we describe the behavior of * optical elements’ by the principles of reflec-
tion, refraction, diffraction and interference effects. However, since SOEs ae very small in the nano
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level, the mathematical description of traditional optical behavior isnot quite sufficient, sincethe‘ quan-
tum-mechanical’ effects are operative at this stage. L et us consider the ‘refraction’, which is an impor-
tant property used in many optical components. Our conventional wisdom tells usthat different materi-
alsshould be used to get different refractiveindices. However, with the same SOE material, it ispossible
to get different refractive indices by simply adjusting its physical structure.

The ‘birefringence’ or ‘elasto-optic’ effect has been described in the section 7.3.1. Here, let us
take an example of a SOE structures, which can be used to create an * artificial birefringence’ effect. For
a SOE, the grating design isvery important in terms of dimensions. If disthegrating width and A isthe
grating period, then the refractiveindex of the TE waveiswriiten asny, i.e. the electric vector parallel
to the grating grooves, and that of the TM wave as ny,, i.e. the electric vector normal to the grating
groove. Theserefractive indices are expressed as :

N2 =Fn2+ (1-F) ny?

New” = N2 LA[F ny? + (1-F) 7]
where, n, and n, are the dielectric constants of the ‘grating material’ and that of the *fill material’
respectively, and Fisthe *filling factor’ of the grating and is defined as F = d/A. By choosing the SOE
material and adjusting the grating ‘filling factor’, a ‘birefringence effect’ can be achieved, which is
much larger that those achieved with standard components (see the extensive and excellent work done
by Park & Kustal [22]).

There are many SOEs, which have periodic patterns, and hence they could be viewed as* optical
gratings . When incident light is perpendicular to a grating surface, the conventional grating equation
can be expressed as :

A sinQ,=mA\
where, Q,, is the diffraction angle, m the grating order and A is the wavelength. Depending on the
‘operating wavelength, when the ‘ grating period’ islessthan A, asin the case of SOEs, theincident light
isstill subject to * grating diffraction’. However, all the diffracted optical energy of theincident light will
enter zero order, with no high-order light existing in physical space. Therefore, the SOEs haverelatively
uniform performance across a broad range of wavelengths and wide acceptance angles.

Despite al the good things about SOEs, it has entered the ‘market’ little late simply due to the
fabrication capability in order to serve the telecommunication industry in terms of cost-effectiveness
and the requirements of high energy facilities for making sub-wavelength grating structures. These are
made by ‘ electron-beam lithography’. Although there are difficultiesin the creation of nano-structures,
recently in order to broad-base the pattern design, atechnique called “ nano-print lithography” has been
successfully developed. This process consists of four steps as follows[22] :

(a) Making amould inscribed with the complement of the desired nano-structure,

(b) Impressing this mould into a resist-coated wafer,

(c) Separating the mould, and

(d) Selectively removing the resist with reactive ion etching to transfer the nano-pattern to the

target material [22].

The physicsof the SOE depends on rigorous application of the boundary conditions of Maxwell’s
equations to describe the interaction of light with the structures. At the wavelengths of light used in
telecommunications, i.e. 980 nm through 1,800 nm, the structures required to achieve those effects

have some dimensions on the order of tensto afew hundred nanometers. At the lower end of the scale,
obviously single-electron or quantum effects may also be observed.
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Finally, dueto the diameter of the incident light beam is often much larger than the structures of
the grating, the effect on the transmitted light is really the statistical sum of numerous ‘local interac-
tions' between thelight and the grating. For example, if alight beam measuring 300 micronsin diameter
isincident on atwo-dimensional grating with asize of the structure as roughly 100 x 100 nm, morethan
amillion nano-structureswill beilluminated. Therefore, varying the grating dimensions spatially across
theincident beam front allows additional control over optical-processing effects. This can be considered
areal achievement [22].

8.2.1.8. Novel Properties of Nano Vanadium Dioxide

The ultrafast insulator-to-metal transition in nanoparticles of VO,, is obtained by ion implanta-
tion and self-assembly in silica. The non-magnetic and strongly correlated compound VO, undergoes a
reversible phase transition, which can be photo-induced on an ultrafast time scale. The transition of
vanadium dioxide nano particles takes place from a transparent to a reflective, mirror-like state, at an
‘ultrafast’ speed less than 100 femtoseconds (atenth of atrillionth of asecond). According to thiswork,
mainly carried out at the Vanderbilt University (USA), this effect has a size limit in the sense that ‘it
does not occur in particles that are smaller than about 20 atoms across or 10 nm’[23]. This opens the
door that are transparent at low temperatures and block out sunlight when the temperature rises. How-
ever, other applications are possible, such as * nano-sensors’, which could measure the temperature at
different locationswithin human cells, or as’ ultrafast optical switches', which could be used in commu-
nications and optical computing.

How vanadium dioxide or VO, can turn from a transparent insulator into a reflective metal so
rapidly has wondered many physicists. The change from insulator to metal is called a phase transition,
i.e. atypeof ‘Mott Transition’. The phase transitionsin solids generally occur at the speed of sound in
the material, but vanadium dioxide makes the switch 10 times faster. Hence, a definite explanation is
needed for such arapid change.

In the nano particles, a prompt formation of the metallic state results in the appearance of * sur-
face-plasmon resonance’. Thisis aform of ‘electron wave' that only occurs on the surfaces of metals
and is responsible for the glowing colors of ‘stained glass' . The detection of this effect confirmed that
vanadium dioxide can switch all the way from transparent to reflective in less than 100 femtoseconds (a
tenth of atrillionth of a second).

As said earlier, this switch effect had some size limits, which shows that the ‘nano particles
undergo the same phase transition as ‘thin films'. It does not occur in particles that are smaller than
about 10 nm. The researchers have established that it is possible to raise and lower the temperature at
which the ‘insulator «» metal’ transition takes place by as much as 35°C by adding small amounts of
impurities, and this temperature effect |eads to newer applications.

Itisrelatively easy to change the material’stransition temperature to body temperature,i.e. 37°C
by adding precise amounts of impurities. Such doped nano particles would be small enough to measure
thetemperature at different locationswithin an individual cell, and when injected into the body, it could
pinpoint ‘hot spots’ by turning into microscopic mirrors.

Obviously, therewill be other applicationsfor such afast ‘ phasetransition’ effect. For example,
the creation of an ‘ultrafast’ optical switch is being explored by putting a layer of nano particles of
vanadium dioxide on the end of an optical fiber. A large ultrafast enhancement of optical absorptionin
the near-infrared spectral region that encompasses the wavelength range for optical-fiber communica-
tions has been observed. It is possible to further tailor the response of the nano particles by controlling
their shape. Such a switch could be useful in communications and optical computing in future [23].
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8.2.2. Nano-Magnetics

Theresearch in the field of nano-magneticsis directed towards arange of ‘topics' related to the
devel opment and applications of novel magnetic materials and devices at nano-scale dimensions. These
include nano-magnetic materials and devices directly related to the current and future magnetic storage
technologies such as disk drive storage and probe storage based on MEM S, magnetic random access
memory (MRAM), and magnetic quantum cellular automata(MQCA). Obviously, there are moreto add
to thislist of newer materials for advanced applications.

Themainissuesinvolvethe physicsof devices and the fabrication techniques of ‘ magnetic probe
heads at nano-scale dimensions, i.e. the ‘recording heads with dimensions down to a few tens of
nanometers. These materials have been fabricated by using ‘ focused ion-beam’ (FIB) nano-fabrication
techniques with the following list of goals:

1. Development and Characterization of Nano-Crystalline Materials (Application : Advanced
Recording Media),

2. Micro-Magnetic behavior of Soft Magnetic Materials,
3. Recording Properties of Nano-Crystalline Alloy and Superlattice-based Media Materials,
4. Recording Processes at Nano-scale Dimensions, etc.

Theresearchers achieved ‘record track densities’ in excess of 400 ktpi (~ 60 nm track width) by
using above-mentioned nano-probe recording heads and specially prepared media. The micro-magnetic
behavior of magnetic ‘ nanotubes' has also been studied.

Theresearchersare a so focusing their attention on the applications of nano-crystalline materials
and nano-scale devices for achieving extremely ‘high density recording’, i.e. above 1 Terabit/in. At
present, the ability of the nano-materials could give adensity of 1/10 - 1/5" of that number, as recorded
into a magnetic recording medium. The individual magnetic grains are of ~ 9 nm in diameter, which
form the recording medium. At these dimensions, the conventional recording schemes employed to-day
are rapidly approaching the fundamental “super-paramagnetic” limit in areal bit density, above which
the recording data become unstable. It is widely believed that ‘longitudinal recording’ will amost be-
come obsolete at approximately 200 Gb/in.

The perpendicular magnetic recording will enable us to sustain the current great stridesin tech-
nological advancesfor the next several generations of mass storage solutions. The technology istechni-
cally the ‘closest alternative' to ‘ conventional longitudinal recording’, whileit is capable of extending
the ‘ super-paramagnetic density’ limit beyond what is achievable with ‘longitudinal recording’. The
recording densities above 1 Terabit/in? are conceivable utilizing perpendicular recording. In order to
support such a nano-scale technology, the major innovations in both magnetic recording heads and
media are necessary.

8.2.2.1. Magnetic Semiconductors

In the sections 5.4 and 5.5, the details of magnetization and Mdssbauer experimental data are
given for very small nano particles of magnetite within a glass matrix, which show severa interesting
magnetic phenomena even within this small nano range. These interesting aspects include most impor-
tantly *anisotropy’, ‘magnons’ and ‘ spin canting’, whose theoretical developments are neatly presented
in the section 1.6.1. These properties may be very important also for the study of newer brand of nano-
magnetic materials for information storage and processing. Thus, it opens up the door for the future
possibilitiesin the field of nano-technology, which is presently directed towards the understanding of
‘hetero-structures’ of silicon, germanium and carbon. These are not new materials, but their ‘ hetero-
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structures' are new to theworld of nano-magnetics[24, 25], which are proving to be the key materialsin
today's field of information technology. One of the important category of such materialsis|II-V com-
pounds.

The new class of materials such as * Magnetic Semiconductors' are definitely fascinating, since
they couple the complementary functionalities of the *spin properties’ of ferromagnets and the ‘elec-
tronic properties’ of semiconducting materials. Thisbrings usto anew category of materials, which are
based on GaAs. The ferromagnetism in these materials is evident due to the presence of randomly
substituted magnetic Mn ions.

The recent efforts have been on GaMnAs based materias such as GaMn,_,As alloys, which
are grown by ‘Molecular Beam Epitaxy’ or MBE. In these materials, the Mn ions provides the charge
carriers, i.e. the holes and carries spin (S = 5/2) making both the electrical and magnetic properties
tunable. But, another important aspect is the ferromagnetic transition temperature, i.e. Curie Tempera-
tureor T,> 100K in (Ga,Mn)Asmaterials. It also showsthe ‘long spin coherencetimes’ [26-28], which
isanecessary ingredient in the rapid development of information storage technology based on magneto
transport effects.

But in the above important investigations, the solubility of manganese ions in the GaAs matrix
playsacrucial role. The equilibrium solubility of Mnin GaAslimitsthe T. It should be mentioned that
in many magnetic materials, T is either below or near room temperature. This severely limits their
technological applicability in devices at or above room temperature, and hence we require high T,
materials. Therefore, both these limitations are to be tackled together.

One clever way is to choose a ‘ferromagnetic semiconductor system’ with a type of ‘digital
superlattice structure’. By creating a thinner non-magnetic ‘ spacer layer’ in the superlattice structure,
the effective Mn concentration isincreased and thus overcoming the solubility limit on Mn. At the same
time, it is possible to have a higher Tc material [26-28]. In thistype of system, the ferromagnetic order-
ing of Mn layers and their magnetic coupling is unknown. Moreover, very little is known about the
magnetic anisotropy of these systems, and the type of the interlayer coupling and its strength. Various
newer type of experiments areto be performed on such materials, like it has been done on nano particles
of magnetite, as described in the sections 5.4 and 5.5.

8.2.2.2. Spin Electronics (Spintronics)

This subsection is a continuation of the previous subsection on magnetic semiconductors. Dur-
ing thelast decade or so, one of the new and highly potential inter-disciplinary fieldsthat hasemerged in
the horizon of nano scienceisthe’ Spin Electronics', whichis popularly known as* Spintronics’. Apart
from various electronic effects in materials in the quantum or nano level, the spin dynamics assumes a
great importance, aswritten above. The main purpose of ‘ spintronics' isto understand this spin depend-
ent property and its implications in the domain of newer potential applications, e.g. in ‘high density
information storage media and the non-volatile ‘memory devices', which is now known as“Magnetic
Random Access Memories’ or in short as MRAM, which would combine the advantages of magnetic
memories and those of DRAM. It should be pointed out here that in the field of *ferroelectricity’, there
isalso anew class of materialslike lithium niobate and lithium tantalate, which show high non-volatile
memory called FRAM, and thereis a possibility of 'infinite memory' in such materials[29].

Thisexciting new field of * Electronicsand Magnetics', namely ‘ Spintronics’, has attracted great
attention recently. Thisisbased on the very basic fact that el ectrons have spin aswell as charge. Within
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the context of spin-electronics, the electron spin, aswell as charge, is manipulated for the operation of
information processing circuits. The advantages of ‘ spintronics devices over traditional ‘ semiconduc-
tor devices' include the following :

(a) Much faster switching times,

(b) Reduced power consumption,

(c) Non-volatile memory, and

(d) Increasing levels of miniaturisation.

The research into ‘ spintronics devices' has mainly focused on methods of switching the mag-
netic configuration and thereisagrowing interest in the use of spin-polarised current to switch magnetic
devices. There are several advantages associated with the use of spin-polarised current rather than exter-
nal magnetic fields, i.e. the most important being no more (or much reduced) cross-talk and low power
consumption. The mechanism involved in the current-induced (i.e. spin-polarised current) switching of
magnetisation is not clear yet, and some new insights of the switching process need to be given in this
area

Itisimportant to make devices, but the characterization of some properties need to be also done,
particularly by novel techniques. With magnetic recording data rates approaching GHz range and the
datadensity exceeding 150 Mbit/mm? (100Ghit/in?), the* dynamic magnetization mapping’ at ‘ nanometer-
length’ scale and ‘ sub-nanosecond’ temporal resolutionsis demanded for material analysis and device
characterization. Thisisbeyond thelimits of traditional imaging techniques. The 'Time-Resolved Mag-
neto-Optical Scanning Kerr Effect Microscopy’, i.e. in short called TR-SKEM, has recently emerged
and demonstrated its power in imaging fast dynamics of the sample magnetization directly, but it does
not image the strain field around it. Thisis done at femtosecond and picosecond temporal resolution.

With the advent of TR-SKEM, the study of ‘spin dynamics in nano-scale contact ‘ spintronic
devices', by polarisation current-induced switching at picosecond temporal resolution, the activity in
thisfieldisnow taking shape. In TR-SKEM, the transient spin-polarized current pulses are generated by
a ' photo-conductive switch’, which istriggered by * picosecond laser pulses'. The magnetization of the
devices can be manipulated directly by feeding the * spin-polarized current’ into the devicesthemselves.
The device materials for * spintronics' are prepared by different methods of nano-fabrication, involving :
(a) Optical Lithography, (b) Electron-Beam Lithography, and finally by (c) Focussed lon-Beam (FIB)
Lithography.

In the domain of ‘spintronics’, in the ‘advanced magnetic recording materials’, the study of
‘spin dynamics’ at ‘ submicron spatial resolution’ and ‘ picosecond temporal resolution’ is also done by
using a high-field TR-SKEM. The magnetization is pumped by sub-nanosecond magnetic field pulses
with high amplitude, which are generated by feeding high voltage pulses with picosecond risetimeto a
microstrip line structure. The * magnetic recording materials' that are normally studied include the fol-
lowing :

(a) Thin film with perpendicular anisotropy,

(b) Patterned thin films with in-plane or perpendicular anisotropy,

(c) Nano-scaled single crystals of Fe, Co and Ni elements.

The ‘spintronics’ is quite anew area. With the emergence of newer materials and devicesin the
horizon of *spintronics' along with some powerful techniques of chatracterization of the devicesthrough
the study of ‘spin dynamics', there is definitely a great future for ‘ nano-magnetics'.
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8.2.3. Nano-Electronics

Preamble

A brief overview of quantum mechanicsisgiveninthesection 1.2 and adetailed analysis of the
band structure is given in the section 1.5. Here at the cost of some repetitions, something needs to be
said about quantum mechanics before embarking on the nano electronics front It is often told to us
about quantum mechanicsthat the particles aso behave like waves. In fact, the waves and the particles
are just two complementary ways of describing a quantum system. The wave or particle are basically
‘terms’ that are descriptive for objects. Actually, the wave function is what the object is al about.
Something that lookslike a particle can be described as a* superposition of waves', and something that
looks like awave that can be described as a‘ superposition of localized particles . Usually, we are used
to the simplest description. A superposition of waves meansthat it is sometype of combination of two or
more waves. The quantum computers are potentially so powerful due to the principle of superpositions.
At the end of the day, the uncertainty principle is one of the consequences of quantum theory in that
thereis aways some kind of uncertainty in the computing world.

There are objects which are described by quantum mechanical principles, but they are not freely
moving They are either ‘attracted to’ or ‘repelled by’ other objects, which is called “ quantum confine-
ment”. Such quantum confinement makes things behave in asignificantly different way.

The way quantum objects behaviour is defined by their wave function, which is a solution of
‘Schrodingers’ wave equation. The way different objects interact can be described using “matrix me-
chanics’, which is devised by Heisenberg and Born. However, these interactions can equally well be
described using the wave equation.

The quantum mechanics has been generalised into quantum field theory, which includes the
effectsof special relativity. The quantum field theory explainswhy fermions have half-integral quantum
spin, and also predicts the existence of anti-particle counterparts to normal particles. Finally, by taking
care of the non-linearity of agiven system, the quantum systems can be chaotic, which isasituation that
is described by the ‘ quantum chaos'.

8.2.3.1. The Semiconductors

The semiconductors are materialsthat nearly conduct el ectricity, and lie between conductors and
insulators. The semiconductors are useful because by changing their structure or composition, we can
make them either conduct electricity, or not conduct electricity. In addition, they interact significantly
with light, which strongly depends on their band structure that in turn depends on the composition, as
explained inthesection 1.7.6. Dueto thiscontrol on composition/structure, we can design semiconduc-
tor devicesthat have avariety of useful properties — amplifying or detecting electrical current (i.e. the
electrons), aswell as detecting, amplifying, or emitting light (i.e. the photons).

The semiconductors are materials where the highest occupied band is completely full of elec-
trons, but where the next band up is close by. Although there is no space for the electrons to move
around on the band, it isnot too hard for an electron to gain the extra energy required to leap up into the
nearby higher band, whereit can movefreely carrying an electric current. Thisleavesagap, or ‘hole’ in
the lower band, which can also move. Since we can easily supply the extra energy from outside, or by
intuitive design, we can control the way the semiconductor conducts electric current.

The electric current is carried by both ‘electrons’ and ‘holes' in semiconductors. These electric
charge carriers move differently through semiconductors with different compositions, so we can make
different sortsof semicopnductor-structure. Sincethe electrons and holes have opposite el ectric charges,
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they can attract each other and form ‘ excitons'. These carriers do not move freely through the semicon-
ductor. The crystal lattice of atoms does affect their motion by making them more likely to travel at
certain speeds, but a perfect crystal will not cause them to be deflected. However, their motion is af-
fected by imperfectionsin the lattice, aswell as by the phonons.

8.2.3.2. The Semiconductor Structures

If we put two different semiconductor materials side by side, it is found that the electrons and
holes will have preference of one material over the other. If we visualize the el ectrons to be residing on
a‘cage’, then we will find that electrons from one cage in one material can easily fall into an adjacent
partiadly filled cage on alower band from another material, so that we can say that the electrons* prefer”
some materials over others. It isakind of ‘friendship’ of the electronsin a cage of agiven material with
the cage of a second material. The holes also can do this, but since they are voids or gaps, they simply
fall upwards.

By putting a piece of preferred semiconductor next to another, we can make a device where the
electronswill only want to travel in the direction of the preferred material thereby creating a‘diode’. By
surrounding some preferred semiconductor by a different semiconductor, the 'traps’ can be created for
the electrons and holes that lead usto a‘ quantum well’ , a“‘quantum wire', or a‘ quantum dot’.

8.2.3.3. TheQuantum Wells

A ‘quantum well’ is a potential well that is obviously very small. This ‘well’ islike a cage in
which the carrier particles (i.e. the excitons) can be trapped, in much the same way that light can be
trapped between the mirrors. By creating ‘layers of different semiconductors, it is possible to make
particular ‘layers to act as ‘traps for excitons. These ‘trapped particles can be considered to be in
‘quantum confinement’.

Due to this particle trapping, the ‘ quantum confinement effects’ naturally restrict the motion of
the carriers in some way, i.e. restrictions on what the particles want to do. In a ‘quantum well’, the
excitons can move freely sideways in the plane of a ‘thin layer’, but they might like to move in the
forward and/or backward directions aswell. These particles are constrained or confined in the forward-
backward directions, i.e. a 2D-confinement. For any particular sideways motion, there could now be
variousways in which the carrier is confined in the layer — giving rise to quantum wells. These ‘ quan-
tum wells' have many useful properties, since it is possible to exactly engineer the forward-backward
confinements, and since they arerelatively easy to make. Asaresult they are now widely used to make
‘ Semiconductor Lasers' and other useful devices. This*quantum confinement effect’” can be taken fur-
ther and make semiconductor structures — that brings us to the  quantum wires’ and * quantum dots'.

8.2.3.4. The Quantum Wires

From ‘quantum well’, we can go ahead one step further in the semiconductor structure, i.e. by
making not a layer but only athin ‘wire’ of the preferred semiconductors (i.e. a chain like structure).
These trapped excitons can now be considered to be in 1D ‘quantum confinement’. In this case, an
exciton isonly free to choose its trgjectory along the wire. However, for each motion of its movement,
the exciton could have various ways of being confined. Thisisalittle bit tediousfor the exciton aswell
asfor usto explain, which creates a great technological challenge to make a defect-free good ‘ quantum
wire'. Thishasnaturally triggered aflameboyant activity into thisexciting field of research. That takes
us to the another interesting arealike ‘ quantum dots'.
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8.2.3.5. The Quantum Dots

In the above descriptions, for the charge carrierslike excitons, from a‘ semiconductor structure’
that constrainsthem in athin layer 2D-quantum confinement, we get a‘ quantumwell’, and by going one
step ahead, i.e. by not making a layer, we can create only a thin 1D-quantum wire. Now, we can go
another step ahead, i.e. the final step, and put the excitons in zero dimension-quantum confinement in
just atiny dot of agiven semiconductor material. Hence, in thissituation, the exciton only has* confined
states',i.e. thereare no freely moving excitons. Thisimpliesthat it behavesin avery different and newer
ways. Although this quantum dot consists of many thousands of atoms, this would have a number of
allowed statesthat can be counted. Each state would be separated from the others. Thisindicatesthat the
‘quantum dot’ ismorelikea'single atom’, rather than ‘ many atoms'. Dueto thispeculiarity, a‘ quantum
dot system’ may maketheideal ‘Laser Materia’, which isvery much focused. Moreover, it may be an
ideal *building block’ with which to make a quantum computer.

8.2.3.6. Quantum Computers

Quantum-computers offer the possibility of vastly increased computing power. Conventional
computers operate using classical logic, even though much of the electronics they are made with relies
on quantum mechanics. In aconventional computer, each logic-gate and memory-cell operate by using
"bits" that can be in one of two states, 0 and 1. In aquantum-computer we can have superpositions— so
aquantum-logic-gate can beintwo states at once. |n order to store aquantum-bit (or Q-bit) we could use
the spin of an electron, or, more practicaly, the particular quantum states of an atom, or perhaps a
guantum dot made from semiconductor materials.

The superpositions in a Q-bit means a quantum-computer can run many calculationsin parallel
using the same hardware. At the moment, however, quantum-computing is in its infancy, and while
theoretical work continues at an incredible speed, so far only small collections of quantum-logic gates
have been experimentally tested. The making of quantum-computersis hard because the quantum-logic
elements need to be super-isolated from the rest of the universe. A single atom floating in an atomic trap
can be used to make Q-bits, and there is potential for using quantum dots to make Q-bits that are
embedded in asolid, and therefore easier to integrate into a quantum-computer.

8.3. OTHER IMPORTANT NANO MATERIALS

8.3.1. Microelectronicsfor High Density Integrated Circuits

Dueto size limitation even with scaling down, MOSFET technology cannot continue forever. It
will hardly go beyond a few nanometer, even if adequate lithographical technology is available. Asa
result, the search for the new principles of operation of the small-size devices is becoming more and
more important. They possess radically different properties from those of bulk semiconductors. This
change in the effective dimensionality offers fascinating changes in electric, magnetic, optical and vi-
brational properties. The electron mobility is high in those devices. The researches on the nano devices
or guantum devices continue to be both challenging and exciting as novel structures with different
materials having different properties are developed. They are useful for millimeter and submillimerer
wave applications. They have potential advantages that make them attractive for nonlinear functions. It
is possible to realize high frequency, low power consumption and low dimensional devices[30].

The application of soft computing tools on nano device modeling can help in the optimization of
system parameter of the quantum (nano) devicesto get the desired characteristics. The on-line optimiza-
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tion during fabrication is also possible with the application of softcomputing tools like * Genetic Algo-
rithm’ (GA) [31] or *Artificia Neural Networks' (ANN) [32].

However, the quantum devices haveinherent limitationslike material and processrelated limita-
tions, power limitation, wiring limitation, quantum mechanical limitation and system architecture limi-
tation. The most likely candidate for future ultra-dense digital circuitsis‘single electronics’, which has
links with the motion of a single electron. Single electron device provides a complete and concise
representation for most digital functions encountered in logic-design applications.

The generality and robustness of the effect and the relative simplicity of the device structures
make the single-electronics the most likely candidate for future ultra dense digital circuits. Asasingle
electron is sufficient to store an information which is not in the case of ‘ Transistor or CMOS' circuits,
the circuit has advantages of reducing the power consumption. In single electron devicesin which one
bit of information is represented by afew electrons, the power consumption is drastically reduced. The
single electron devices that allow manipulation of individual electron are ultimate forms of the electron
devices. Their potential integration level isobviously extremely high dueto itssmall size. An extremely
low ‘ operation power’ solves some of the instability and reliability problems. The * speed-power’ prod-
uct is predicted to lie close to the quantum limit set by the Heisenberg's uncertainty principle. The
processing speed of such device will be nearly equal to electronic speed. The exquisite sensitivity is
about five orders of magnitude better than conventional solid-state MOSFET transistors. The integra-
tion density is much higher than that availablein the existing VLSI / ULSI circuits.

Thereis, at the current time, agrowing interest in the possibilities of designing electronic circuits
using evolutionary techniques. During the decade since their discovery, single-electronic tunneling de-
vices have received agreat deal of attention, both in terms of the physics of the coulomb blockade and
for potential devices applications. The single-electron tunneling (SET) devices exploit effectsthat arise
due to the quantized nature of charge. These effects have been observed in systems of small metal
structures, in semiconductor structures, and in structures made from conducting polymers. Since these
effects are ubiquitous in small structures, they are likely to have an impact on any future nano-scale
electronic circuits. These devices can be useful in low power circuits since only a few electrons are
needed to be transported. The dense memories where bits are represented by the presence or absence of
only afew electrons can aso be realized with the use of single electron devices.

Biswaset al [32] investigated the properties and applicability of circuitsbased on single electron
devices. An approach to such new devices was built on the basis of the concept of binary decision
diagrams. The unit function of this device was a simple two way switching. A binary decision diagram
represented a digital function as a‘directed cyclic graph’ with each node labeled by avariable. It pro-
vided a complete and concise representation for most digital functions encountered in logic-design
applications in order to realize some simple and also complicated digital circuits. All logical circuits
starting from NOT gate to CPU of adigital computer can be realized with the help of single electron
circuits. The‘timing analysis' together with * propagation delay’ in case of single electron device based
digital circuits can also be estimated.

Thesingle electron circuit based multiplication scheme was presented as an efficient application
of single electron devices. A comparison-based table was generated to establish that the use of single
electron devices can not only increases the density of integration, but also make the execution much
faster. Hence, it is seen that the time taken by normal conventional circuit is approximately three times
of the ‘single electron’ circuit based multiplication circuit. Hence, the efficiency of ‘single electron’
circuits based multiplication scheme is better than that of conventional multiplication circuit [32].
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8.3.2. SiI/SiGe Heterostructures for Nano-Electronic Devices

The semiconductor nano-structures are attractive candidates due to their potential in making
substantial improvements in optical and electrical properties over those of conventional two-dimen-
sional structures. The modern epitaxial techniques have made the growth of the ‘ atomic scale features
possibleinthe*vertical direction’. The advent of nano-lithography has made the fabrication of * sub-100
nm’ feasibleinthe‘lateral dimensions'. With suitable combinations of such characteristic ‘ length-scales
in the ‘vertical’ and ‘lateral’ directions, the ‘quantum-mechanical confinement’ in one, two or three
dimensionsbecomespossibleinawidearray of structures so that the conduction el ectrons have quantized
energy levels. A lot of interesting results have been reported on the growth, properties and device fabri-
cation using semiconductor nano-structures over the last decade [33-37].

The epitaxial growth of SiGe/Si films can be used for the self-assembled growth of a three-
dimensional islands. The synthesis of Si and Ge nano crystals embedded in a high bandgap insulator
silicamatrix could be utilized to achieve nanometer range structures without sophisticated nano-lithog-
raphy techniques. Both the nano crystals of silicon and germanium are promising candidates for ‘light
emission’ in the visible wavelength range due to * quantum confinement’ of carriers, and for flash elec-
trically erasable and programmabl e read-only memory devices, which is dueto the'Coulomb Blockade
phenomena.

The growth of self-assembled Ge nano-structures, the light emission in the visible range due to
‘gquantum confinement’ and the ‘ charge storage’ characteristics of Ge nano crystals embedded in SiO,
matrix have been studied by Ray [38]. The * multi-quantum well’ semiconductor heterostructures based
on SiGe/Si are attractive for their applications in TeraHz devices due to the compatibility with planar
integration technology and the absence of the reststrahlen absorption band that ispresentin11-V and 11-
VI compound semiconductors. The details of the characteristics of the TeraHz emitter devices fabri-
cated using molecular beam epitaxially (MBE) grown Si-Ge quantum well structures have also been
reviewed by Ray [38].

In particular, Si based nano-structures received alot of attention for their possible use in opto-
electronic applications. The ‘silicon microphotonics’, a technology that merges photonics and silicon
microel ectronic components, israpidly evolving.

8.3.3. Piezoresistance of Nano-Crystalline Porous Silicon

Since the pioneering work of Smith, the * piezo-resistance’ of silicon has been used as a sensing
principlefor mechanical sensorssuch as*diaphragm’ type pressure sensors, accel erometers, gyroscopes,
etc. [39]. Asthe ' miniaturization’ advances towards the molecular level with the ultimate goal to mimic
‘biological systems', “ nano-electro-mechanical systems’ or NEM S have gained tremendousimportance
[40]. However, as the dimensions of the systems are shrunk, the bulk properties get modified like the
mobility, concentration, effective mass and so on. Hence, thereisashift from MEM Sto NEM S through
the replacement of silicon by nano-crystalline silicon, and the piezo-resistive coefficient that deter-
mines the ‘sensitivity’ of the sensor also changes.

It has been observed that the piezoresistive coefficient of nano-crystalline silicon is 1.5 times
greater than that of mono-crystallinesilicon [41]. Thisenhanced sensitivity of the nanometric piezoresistors
has found applicationsin high resolution measurements like AFM cantilevers, data storage cantilevers
[42]. But thefabrication of such ‘ nanowire piezoresistors iscomplex and requires‘ e-beam lithography’
and ‘reactive ion etching’ techniques, which are also expensive. The porous silicon, being a natural
nano-crystalline silicon material, has been used as an active pressure sensing medium [43].
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It has been shown by Pramanik and Saha [44] that the piezo-resistivitive coefficient of nano-
crystalline silicon is 55% more than that of mono-crystalline silicon. The porous silicon being anatural
nano-material with silicon nano-crystallites confined between silicon dioxide and voids has the poten-
tial for highly sensitive piezo-resistive pressure sensors. It can be easily fabricated by ‘anodic etching’
of silicon and it has been observed experimentally that an optimized porous silicon membraneyields 3
times higher sensitivity than that of conventional bulk silicon membrane. The enhancement behaviour
in the piezoresistive coefficient has been explained on the basis of hole energy consideration and finite
element stress analysis[44].

8.3.4. QMPS Layer with Nano Voids

In thin silicon solar cell technology, the trapping of light by texturisation of the silicon surface
and multiple reflections are usually involved. The ‘nano voids' in thin silicon layer aids the scattering
process significantly. It is known that silicon as amaterial haslow absorption coefficient at visible and
infrared wavelength of light. This problem can be overcome by incorporating nano-sized voids in the
silicon body. The light scattering by nano-voids and related enhancement of light path lengths due to
diffraction phenomena by the nano-crystallites between the voids open up the phenomena of signifi-
cantly increased light absorption by the thin silicon layer [45]. The ‘Quasi Monocrystalline Porous
Silicon’ or QMPS layer is basically amono-crystalline silicon layer containing voidsin its body, which
isformed by annealing of poroussilicon of low porosity at high temperature [46]. Thus, it is prudent to
calculate the light absorption in such layers, by considering the scattering and diffraction effects occur-
ring in such thin structures. The theory will not only be limited to QM PS layers, with uncontrolled void
distribution, but it will be valid for every ‘thin silicon layer’ containing uniform void distribution in its
body. Recently, Brendel et a. [47] has studied the absorption in QMPS layer experimentally and has
advanced amodel for explaining their experimental results. However, their model involves complicated
calculations.

Banerjee et al [48] modeled the absorption in QM PS layer by considering the diffraction of light
by the nano-crystallites between the voids aswell asthe scattering of light by thevoids. The QM PS layer
was formed by high temperature annealing of a double layer porous silicon, which was modeled as a
mono-crystalline silicon layer containing nano voids of radii in the range of 5 nm - 50 nm in its body.
This structure helps in light trapping due to scattering of light by nano-voids that enhances the light
absorption almost ten timesin the whole solar spectrum due to enhancement of optical pathin thelayer.
Thus, the material become cost-effective by reducing the active layer thickness ten times. A model was
devel oped where absorption, transmission and scattering, including multiple scattering, have been con-
sidered to explain the enhanced absorption due to nano-voids in the layer. Thistheory is applicable to
lower radii (a <A/10) aswell asto higher radii (a > A/10) particle. For higher radii particles, instead of
Mie, diffraction theory of light is used in this case to account for scattering, which is much simpler to
manipulate. In thiswork, the simulated values of total absorptionina QMPS layer has also been com-
pared with Brendel’s experimental findings and excellent matching has been observed [48].

8.3.5. MEM S based Gas Sensor

The semiconducting metal oxides like SnO,, ZnO, TiO, have long been used for detecting poi-
sonous (CO) and inflammable gases (CH,) by their change in conductivity. For sensing gases, the tem-
perature of the sensing oxide layer should be raised to a particular value requiring a large amount of
power. In order to reduce the operating temperature, three approaches aretaken. Firstly scaling down the
sensing layer materialsto nano-dimension, secondly by micro-machining the silicon substrate to reduce
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thermal mass, and finally by the combination of the above two, i.e. nano-structured metal oxide MEM S
approach.

There are various parameters that characterize the performance of the gas sensors, but the three
most important parameters are :

(a) Sensitivity,

(b) Response Time, and finally

(c) Selectivity.

Amongst these parameters, the selectivity tuning of chemical gas sensors posesareal challenge.
The selectivity and also better sensitivity can be achieved by judicious choice of operating temperature,
modification of material structure, and by the use of dopants and catalysts[49-51]. Out of these various
optionsavailable, the modifications of the material architecture present amore acceptableidea. A number
of material properties are modified as the crystallite size is lowered to the nano dimension and it can
easily be concluded that the gas sensing properties of the gas detecting materials like MOX will also be
affected by reduction in the crystallite size down to afew nanometers. An important property of nano
materialsistheir enormously increased surface to volume ratio compared to their bulk counterpart [52],
providing ample opportunities to lower the operating or sensing temperature of the metal oxide semi-
conductor (MOS) gas sensors.

The rapid development of integrated-circuit (1C) technology during the past decades has stimu-
lated many initiativesto fabricate chemical sensorson complementary metal oxide semiconductor (CMOS)
substrates [53, 54]. A variety of micro-mechanical structures, including cantilever beams, suspended
membrane and free-standing bridges have been produced using micro-machining or micro-electrome-
chanical system (MEMS) technology, combination of special etchants, etch stops and sacrificial layers
[55-58]. The CMOS or CMOS-MEMSS technology provides excellent means to meet some of the key
criteriaof chemical sensorsas:

(a) Miniaturization of the devices,

(b) Low power consumption,

(c) Faster sensor response,

(d) Batch fabrication at industrial standards,

(e) Low cost factor, and

(f) Greater sensitivity [55-58].

There is an impact of nano-structures on the physical principles of the semiconductor gas sen-
sors. Out of the several challengesthat MOX gas sensor research isfacing, two most important onesare
selectivity of the sensors and their operating temperature. Now it is widely recognized that the surface
plays a key role in metal oxide based gas sensors [59]. This domination of surface atoms provides
adequate ‘ dangling bonds' that increase ‘ adsorption sites’ for chemisorptions of ambient reducing gas.
Thus, the answer to the problems of selectivity or lower operating temperature possibly liesinthe arena
of nanoscience and nanotechnology, as pointed out by Bhattacharyaet al [60].

The optimum sensitivity is obtained for small grain size, large Debye length, and relative low
carrier concentration. In addition, the values of carrier concentration and mobility are strongly depend-
ent on grain size as well as the electronic structure of the gas-oxide and oxide-oxide interfaces.
Nanostructured materials do not necessarily confine themselves to nanocrystals or nanopowders. The
material architecture has been manipulated to the range of nanopins, nanorods, nanobelts, nanotubes,
nanopores and so many novel architectures. SnO, nanobelts have been studied as stable and highly
sensitive gas sensors for CO and NO, detection [60].
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Finally, therole of MEM Sin gas sensing needs little elaboration. Before the discovery of micro-
electromechanical structure or MEMS, the gas sensors were mainly ceramic based materials, which
have very high power consumption of the order of 200mwW-1W due to their excessive thermal mass.
Moreover, the response time was also very high. However, with MEMS and proper thermal isolation
between the sensor element and the substrate, this power consumption has been scaled down to about
only 30-150 mW and the response is also faster in case of MEM S based gas sensors.

In summary, it has been found that there are a variety of possibilities to fabricate micro-ma-
chined substrates compatible with thin as well thick film metal oxide layers[60]. The advantages com-
pared with the well-established ceramic sensorsare : areduction of power consumption, afaster thermal
time constants, which allow faster temperature modulations, the possibility to integrate the sensitive
layer with control and signal evaluation electronic on one chip and easy integration of sensor arrays.

Moreover, with theincorporation of the nano-structured metal oxides, the operating temperature
get reduced substantially with respect to microstructured materials. So, it was concluded that MEM S
with nano-materials (oxide) on them as sensing media might therefore play an important role to fulfill
the demands of the market for low power, cheap and high performance devices.

REFERENCES

1. M. Prassas, J. Phalippou, L. L. Hench and J. Zarzycki, J. Non-Cryst. Solids, 48 (1982) 79.

. A. N. Goldstein (Ed.), ‘Handbook of Nanophase Materials', Marcel Dekker Inc., New Yor,
USA, (1997), (excellent coverage on nano materials).

3. D. W. Hoffman, R. Roy and S. Komarneni, Ceram. Bull., 62 (1983) 375.

4. A. K. Bandyopadhyay, R. Jabra and J. Phalippou, ‘ Association of OH Groups with Boron
and Silicon Atomsin SiO,—B,04 Glasses by Infra-red Spectroscopy’, J. Mater. Sci., 8 (1989)
1464.

5. G.Sinha, K.Adhikary and S.Chaudhuri, ‘ Variation of optical propertieswith structurein gal-
lium based nano-crystalline oxide thin films', Proc. Natl. Conf. on Nano-Science and Tech-
nology, J. U., Kolkata (India), January, (2005).

. M. L. Ferrer, F. del Monteand D. Levy., J. Phys. Chem., B 105 (2000) 11076.
. F. del Monte, M. L. Ferrer and D. Levy, Langmuir, 17 (2001) 4812.
. F. del Monte, M. L. Ferrer and D. Levy, J. Mater. Chem., 11 (2001) 1745.

. D. Levy, ‘ The Encyclopedia of Materials: Science and Technology’, Vol. 7, The Optical and
Dielectric Propertiesof Materias: * Optical materialsbased on sol-gel technology’, Pergamon,
Elsevier Science, (2001) pp. 6449.

10. S. Roy, D. Chakravorty and D. L. Agrawal, J. Appl. Phys., 74 (1993) 4746.

11. C. Cannas, D. Gatteschi, A. Musinu, G. Piccalugaand C. Sangregorio, J. Phys. Chem., B 102
(1998) 7721.

12. C. Cannas, A. Musinu and G. Piccaluga, ‘ Synthesis and M ethodol ogiesin Inorganic Chemis-
try’, Eds. S. Daolio, E. Tondello and PVigato, (1997) pp. 7.

13. S. Takehuci, T. Isobe and M. Senna, J. Non Cryst. Solids, 194 (1996) 58.
14. H. Gleiter, Prog. Mater. Sci., 33 (1989) 223
15. K. Baba, N. Shohataand M. Yonezawa, Appl. Phys. Lett., 54 (1989) 2309.

N

© 00 N O



302

NANO MATERIALS

16

17.
18.

19.
20.
21.
22.

23.

24.
25.
26.
27.
28.
29.
30.
31.
32.

33.

34.
35.

36.
37.

38.

39.

40.

41

. H. Nalwa (Ed.), ‘Handbook of Nanostructured Materials and Nanotechnology’, Academic
Press, San Diego, USA, (2000), (the most exhaustive book on nano materials).

Xu Lianbin, Chem. Commun., 43 (2000) 997.

E. V. Charnaya, J. Phys. Cond. Matt., 10 (1998) 7273, and A.G. Sergey, J. Apple., 12 (1994)
6671.

G. Byron, Adv. Mater., 12 (2001) 1605.
V. Kozhevnikov, ETOPIM-6 (2002) Conference Proceedings.
A.K. Bandyopadhyay, P.C. Ray and V. Gopalan, J. Phys. — Cond. Matter, 18 (2006) 4093.

Y. K. Park and H. Kustal, Military and Aerospace Electronics, July (2005), and Comms
Design.com in the Internet.

R. Lopez, ‘ Photoinduced phase transition in VO, nano crystals: Ultrafast control of surface-
plasmon resonance’, Optics Letters, 30 (2005) 558.

H. Ohno, Science, 281 (1998) 951.

F. Matsukara, H. Ohno, A. Shen and Y. Sugawara, Phys. Rev. B, 57 (1998) R2037.
J. M. Kikkawa and D. D. Awashlom, Nature, 397 (1999) 139.

D. D. Awashlom and N. Samarth, J. Magn. Magn. Mater., 200 (1999) 130.

I. Maagjovich, J. J. Berry, N. Samarth and D. D. Awashlom, Nature, 411 (2001) 770.
A. K. Bandyopadhyay and P. C. Ray, J. Appl. Phys., 95 (2004) 226.

W. W. Keller et al, Appl. Phys. Lett., 60 (1996) 1808.

Makoto Seen et al, | EI C E Trans. Electron, E 81 - C (1998) 1.

A. K. Biswas, A. A. Sheikh, S. K. Sarkar, M. K. Naskar, S. K. Sarkar and S. S. Chowdhury,
‘Nano and gigachallengesin microel ectronicsfor high density integrated circuits, Proc. Natl.
Conf. on Nano-Science and Technology, J. U., Kolkata (India), January, (2005).

K. Das, S. Maikap , Je-Hun Lee, M. NandaGoswami, R. Mahapatra, G. S. Kar, A. Dhar,
H.N. Acharyaand S. K. Ray, Appl. Phys. Lettr., 84 (2004) 1386.

K. Das, S. Maikap, A. Dhar, B. K. Mathur and S. K. Ray, Electronics Lettr., (2003) 1865.

S. K. Ray, T. N. Adam, R. T. Troeger, J. Kolodzey, G. Looney and A. Rosen, J. Appl. Phys.,
95 (2004) 5301.

S. K. Ray et d., Proc. EMRS 2004 Spring Meeting, Strasbourg (France), May (2004).
T. N. Adam, R. T. Troeger, S. K. Ray, P. C. Live and J. Kolodzey, Appl. Phys. Lettr., 83
(2003) 1713.

S. K. Ray, ‘Si/SiGe heterostructures for nanoelectronic devices', Proc. Natl. Conf. on
Nano-Science and Technology, J. U., Kolkata (India), January, (2005).

S. E. Lyshevski, ‘Micro and nano-Electromechanical systems. Fundamentals of Micro and
nano-engineering’, CRC Press, Boca Raton, FI, (2000).

S. A. Campbell, * The Science and Engineering of Microelectronic Fabrication’, Oxford Uni-
versity Press, New York, (2001).

. T. Toriyama, Y. Tanomoto and S.Sugiyama, ‘ Single crystal silicon nanowires piezoresistors
for mechanical sensors', | E E E Journal of MEMSS, 11 (2002) 605.



	Preface
	Acknowledgements
	Contents
	Chapter 1. General Introduction
	Preamble
	1.1 Introduction
	1.1.1. What is Nano Technology ?
	1.1.2. Why Nano Technology ?
	1.1.3. Scope of Applications

	1.2. Basics of Quantum Mechanics
	1.2.1. Differential Equations of Wave Mechanics
	1.2.2. Background of Quantum Mechanics
	1.2.3. Origin of the Problem : Quantization of Energy
	1.2.4. Development of New Quantum Theory
	1.2.5. Quantum Mechanical Way : The Wave Equations
	1.2.6. The Wave Function

	1.3. The Harmonic Oscillator
	1.3.1. The Vibrating Object
	1.3.2. Quantum Mechanical Oscillator

	1.4. Magnetic Phenomena
	Preamble
	1.4.1. Fundamentals of Magnetism
	1.4.2. Antisymmetrization
	1.4.3. Concept of Singlet and Triplet States
	1.4.4. Diamagnetism and Paramagnetism

	1.5 Band Structure in Solids

	1.5.1. The Bloch Function
	1.5.2. The Bloch Theorem
	1.5.3. Band Structure in 3-Dimensions

	1.6. Mossbauer and ESR Spectroscopy 
	1.6.1. Mossbauer Spectroscopy
	Preamble
	1.6.1.1. The Isomer Shift
	1.6.1.2. The Quadrupole Splitting
	1.6.1.3. The Hyperfine Splitting
	1.6.1.4. A Interpretation of the Mossbauer Data
	1.6.1.5. Collective Magnetic Excitation
	1.6.1.6. Spin Canting

	1.6.2. ESR Spectroscopy
	Preamble
	1.6.2.1. The Theory of ESR
	1.6.2.2. ESR Spectra of Iron containing Materials


	1.7. Optical Phenomena
	17.1. Electrodynamics and Light
	17.2. Transition Dipole Bracket
	17.3. Transition Probabilities for Absorption
	17.4. The Stimulated Emission
	17.5. The Spontaneous Emission
	17.6. The Optical Transition

	1.8. Bonding in Solids
	Preamble
	1.8.1. Quantum Mechanical Covalency

	1.9. Anisotropy
	Preamble
	1.9.1. Anisotropy in Single Crystal
	References


	Chapter 2. Silicon Carbide
	Preamble
	2.1. Applications of Silicon Carbides
	2.1.1. Important Properties
	2.1.2. Ceramic Engine
	2.1.3. Other Engineering Applications

	2.2. Introduction
	2.2.1. Ultrafine Particles of Silicon Carbide
	2.2.2. Problem of Preparing Nano Particles
	2.2.3. Sintering of Ceramics

	2.3. Nano Material Preparation
	2.3.1. Attrition Milling
	2.3.1.1. How Batch Attritors Work
	2.3.1.2. Preparation of Nano Particles
	2.3.1.3. Nano Particles of SiC

	2.3.2. Optimization of the Attrition Milling
	2.3.3. Purification of Nano Particles

	2.4. Sintering of SiC
	2.4.1. Role of Dopants
	2.4.2. Role of Carbon
	2.4.3. Role of Sintering Atmosphere

	2.5. X-ray Diffraction Data
	2.5.1. X-ray Data Analysis
	2.5.2. The Dislocation Mechanism
	2.5.2.1. Dislocation Behaviour

	2.6. Electron Microscopy
	2.6.1. Scanning Electron Microscope
	2.6.2. Sample Preparation for Microstructural Study
	2.6.3. Transmission Electron Microscope
	2.6.4. Sample Preparation for TEM Study

	2.7. Sintering of Nano Particles
	2.7.1. Preparation of Materials
	2.7.2. Sintering of Nano Particles of SiC
	2.7.3. Analysis of the Sintering Data
	2.7.3.1. Role of Aluminum Nitride
	2.7.3.2. Role of Boron Carbide
	2.7.3.3. Effect of Carbon
	2.7.3.4. Effect of Atmosphere
	References



	Chapter 3. Nano Particles of Alumina and Zirconia
	Preamble
	3.1. Introduction
	3.2. Other Methods for Nano Materials
	3.2.1. Novel Techniques for Synthesis of Nano Particles

	3.3. Nano Material Preparation
	3.3.1. Attrition Milling
	3.3.2. Nano Particles of Alumina

	3.4. Microwave Sintering of Nano Particles
	3.4.1. Microwave Sintering Route
	3.4.2. Sample Preparation from Nano Particles
	3.4.3. Sintering Procedures of Nano Particles
	3.4.4. Sintering Data of Nano Particles of Alumina

	3.5. Characterization
	3.5.1. Electron Microscopy
	3.5.2. Sample Preparation for TEM and SEM Study

	3.6. Wear Materials and Nano Composites
	3.6.1. Nano-Composite Ceramic Materials
	3.6.2. Nano Composite Alumina Ceramics

	3.7. Nano Particles of Zirconia
	3.7.1. Applications of Zirconia
	3.7.2. Synthesis of Nano Particles of Zirconia
	3.7.2.1. Sol-Emulsion-Gel Technique
	3.7.2.2. The Sol-Gel Technique

	3.7.3. Phase Trasnsformation in Nano Particles of Zirconia
	3.7.4. Characteristics of Nano Particles of Zirconia
	3.7.5. Sintering of Nano Particles of Zirconia
	References


	Chapter 4. Mechanical Properties
	Preamble
	4.1. Theoretical Aspects
	4.1.1. Data Analysis of Theoretical Strength

	4.2. Strength of Nano Crystalline SiC
	Preamble
	4.2.2. Wiebull Theory
	4.2.3. Stress Intensity Factor
	4.2.1. The Basic Concepts

	4.3. Preparation for Strength Measurements
	4.3.1. Nano Powder Preparation and Characteristics
	4.3.2. Strength Measurement
	4.3.2.1. Flexural Strength
	4.3.2.2. Fracture Toughness


	4.4. Mechanical Properties
	4.4.1. Comparison of Mechanical Data of &#945;- and &#946;-SiC
	4.4.2. Flexural Strength of &#945;-SiC
	4.4.3. Microstructure
	References


	Chapter 5. Magnetic Properties
	Preamble
	5.1. Introduction
	5.1.1. Diamagnetics
	5.1.2. Paramagnetics
	5.1.3. Ferromagnetics, Ferrimagnetics and Antiferromagnetics
	5.1.4. The Spinels
	5.1.5. Losses due to Eddy Currents in Magnetic Materials
	5.1.6. Structural Ordering of Ferrites
	5.1.7. The Mechanism of Spontaneous Magnetization of Ferrites
	5.1.8. Magnetization of Ferrites and Hysteresis

	5.2. Super-Paramagnetism
	5.3. Material Preparation
	5.3.1. Nano Particles and X-ray Data

	5.4 Magnetization Data of Nano Particles of Magnetite

	5.4.1. Variation of Temperature and Magnetic Field
	5.4.2. Magnetic Characteristics of Blank Glass
	5.4.3. Magnetic Characteristics of the 700 and 900 Samples
	5.4.4. Lattice Expansion in Ferrites with Nano Particles

	5.5. Mossbauer Data of Nano Particles of Magnetite
	5.5.1. Hyperfine Field in Nano Particles
	5.5.2. Spin Canting in Nano Particles of Magnetite

	5.6. ESR Spectroscopy
	5.7. Small Angle Neutron Scattering
	Preamble
	5.7.1. Theoretical Considerations
	5.7.2. Nucleation and Crystallization Behaviour
	5.7.3. Small Angle Neutron Scattering
	5.7.4. Interpretation of the SANS Data
	5.7.5. Preparations for the SANS Study
	5.7.6. SANS Data for Nano Particles
	5.7.6.1. Validity of James’ Assumptions
	5.7.6.2. Nucleation Maximum and Guinier Radius of Nano Particles
	5.7.6.3. Ostwald Ripening for Nano Particles and the Growth

	5.7.7. Redissolution Process for Nano Particles
	References


	Chapter 6. Electrical Properties
	6.1. Switching Glasses with Nano Particles
	Preamble
	6.1.1. Introduction
	6.1.2. Preparation of Glasses with Nano Particles
	6.1.3. Electrical Data of Nano Particles of Bismuth and Selenium
	6.1.3.1. Electrical Conduction in Bismuth Glasses
	6.1.3.2. Electrical Conduction in Selenium Glasses
	6.1.3.3. Tunneling Conduction in Nano Particles


	6.2. Electronic Conduction with Nano Particles
	6.2.1. Introduction
	6.2.2. Preparation of Nano Particles and Conductivity Measurements
	6.2.3. DC Conduction Data of Nano Particles
	6.2.3.1. Correlation between Electronic Conduction and Magnetic Data

	6.2.4. AC Conduction Data of Nano Particles
	6.2.5. Verwey Transition of Nano Particles
	6.2.6. Electrical Conductivity of Other Nano Particles
	6.2.7. Impurity States in Electronic Conduction
	References


	Chapter 7. Optical Properties
	Preamble
	7.1. Introduction
	7.2. Optical Properties
	7.2.1. Some Definitions
	7.2.2. The Refractive Index and Dispersion
	7.2.3. The Non-Linear Refractive Index
	7.2.4. The Absorption Coefficient
	7.2.5. The Reflection

	7.3. Special Properties
	7.3.1. Accidental Anisotropy-Birefringence-Elasto-Optic Effect
	7.3.2. Electro-Optic and Acousto-Optic Effects
	7.3.2.1. The Electro-Optic Effect
	7.3.2.2. The Acousto-Optic Effect

	7.4. The Coloured Glasses
	7.4.1. Absorption in Glasses
	7.4.2. The Colour Centres : Photochromy
	7.4.3. The Colour due to the Dispersed Particles
	7.4.3.1. The Gold Ruby Glass
	7.4.3.2. The Silver and Copper Rubies

	7.4.4. The Luminescent Glasses
	7.4.4.1. The Laser Glasses
	7.4.4.2. Some Examples of Nano Particles

	References


	Chapter 8. Other Methods and Other NanoMaterials
	Preamble
	8.1. Process of Synthesis of Nano Powders
	8.1.1. General Principles of Sol-Gel Processing
	8.1.1.1. Precursor Alkoxides
	8.1.1.2. Chemical Reactions in Solution
	8.1.1.3. The Process Details
	8.1.1.4. Behaviour of Some Gels

	8.1.2. Electro Deposition
	8.1.2.1. Electro-Deposition of Inorganic Materials
	8.1.2.2. Nano-Phase Deposition Methodology
	8.1.2.3. Electro-Deposition of Nano Composites

	8.1.3. Plasma-Enhanced Chemical Vapour Deposition
	8.1.4. Gas Phase Condensation of Nano Particles
	8.1.4.1. Gas-Phase Condensation Methods

	8.1.5. Sputtering of Nano Crystalline Powders

	8.2. Important Nano Materials
	8.2.1. Nano-Optics
	Preamble
	8.2.1.1. Structure and Function
	8.2.1.2. Preparation of Nano-Optics
	8.2.1.3. Integration Modes
	8.2.1.4. Applications of Nano-Optics
	8.2.1.5. Photonic Band Gap
	8.2.1.6. Optical Chips > Semiconductor to MEMS
	8.2.1.7. Subwavelength Optical Elements (SOEs)
	8.2.1.8. Novel Properties of Nano Vanadium Dioxide

	8.2.2. Nano-Magnetics
	8.2.2.1. Magnetic Semiconductors
	8.2.2.2. Spin Electronics (Spintronics)

	8.2.3. Nano-Electronics
	Preamble
	8.2.3.1. The Semiconductors
	8.2.3.2. The Semiconductor Structures
	8.2.3.3. The Quantum Wells
	8.2.3.4. The Quantum Wires
	8.2.3.5. The Quantum Dots
	8.2.3.6. Quantum Computers


	8.3. Other Important Nano Materials
	8.3.1. Microelectronics for High Density Integrated Circuits
	8.3.2. Si/SiGe Heterostructures for Nano-Electronic Devices
	8.3.3. Piezoresistance of Nano-Crystalline Porous Silicon
	8.3.4. QMPS Layer with Nano Voids
	8.3.5. MEMS based Gas Sensor
	References





