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ABSTRACT 

Aerospace nondestructive testing (NDT) is performed to determine the structural integrity of 

aircraft structure. It is mandatory for safety of passenger and aircraft that periodic testing of 

aircraft structures must be carried out for damages such as corrosion and cracks. Currently 

aircrafts Non Destructive Testing (NDT) is performed at Pakistan according to OEM‟s 

instructions. NDT signal measurements are sent to aircraft manufacturers in writings, who then 

examine the results and suggest the subsequent corrective action. 

The purpose of this research is to perform multi frequency eddy current nondestructive 

evaluation (NDE) on aerospace structures to determine their structural integrity. During the 

conduct of this research, Eddy current testing data is acquire from NDT facilities of Pakistan 

International Airlines by scanning structures composed of electrically conductive materials at 

different scan frequencies. Modern signal processing algorithm is develop to improve signal to 

noise ratio of the NDT measurement data. Advanced adaptive thresholding algorithm is also 

applied to obtain potential region of interest from actual NDT data into. The regions of interest 

(ROI) detected after preprocessing scheme contains discriminatory features. The features 

extracted from ROIs in Eddy Testing data include amplitude and phase in single frequencies and 

multiple frequencies, phase trend (increase or decrease in phase of signal with respect to 

frequencies), flaw length etc. On the basis of extracted features, rules base algorithms develop 

which classify defected areas from non-defect regions. Once the flaw/damage is detected, 

statistical as well as deterministic algorithms is implemented to quantify this inverse problem. 

Modern data fusion technique is incorporated in profiling algorithm to improve the accuracy of 

the solution.  
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Reliable data fusion methods in the field of eddy current nondestructive evaluation are required 

to increase accuracy and reduce uncertainty. Therefore, a novel technique presented in this thesis 

reformulated the renowned spatial temporal correlation method as spatial frequency correlation 

method to handle multi frequency eddy current data fusion problem. The proposed method is 

applied on corrosion quantification problem of aging aerospace structures to investigate the 

efficacy of the method. The data set includes eddy current testing results from aircraft lap joint 

attained at four different frequencies. The final fused image through spatial frequency correlation 

method is further compared with corresponding true digital x-ray thickness map for hidden 

corrosion.  

The proposed classification algorithms reduce the number false calls and results in relatively 

small number of regions that need to be analyzed by the classification algorithm. The promising 

result of characterization and corrosion quantification presented in the thesis also indicates the 

efficacy of the proposed data fusion technique. 

The major conclusion of the project is improvement in aerospace NDT infrastructure in Pakistan. 

If a component failure is incorrectly diagnosed one or many times, that clearly represents an 

increased requirement for maintenance human resources as well as facilities. A related factor that 

often is not considered is the wear that occurs as a result of multiple repair attempts. Not only are 

components damaged as a result of un-necessarily replacement but additional wear and costs are 

incurred.  
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CHAPTER 1 

1 INTRODUCTION 

1.1 Non Destructive Testing  

New demands on machinery have stimulated the development and use of new materials whose 

operating characteristics are not completely known. These new materials when used in critical 

areas like aircraft parts could create potentially dangerous problems. Therefore, sufficient and 

proper NDT tests can save many lives. Non Destructive testing (NDT) methods are defined to 

test the material without harming its future usefulness [1]. It is used to inspect especially the 

material integrity or properties of the test object. Non Destructive testing methods has been 

classified into six major categories depending upon the material and type of defect detection [2]. 

The objective of each method is to provide information about discontinuities, structure thickness, 

mechanical properties and composition of the test object. Evaluation of conductive materials 

such as copper, aluminum or steel; eddy current testing is the obvious choice [3]. 

1.2 Aerospace Non Destructive Testing 

Aging aircraft structures are prone to corrosion, which weaken the damage tolerance capability 

and accelerate the growth of cracks within the structure [4]. Aerospace nondestructive testing 

(NDT) is performed to determine the structural integrity of aircraft structure. The major 

components of the aircraft structure inspected include fuselage, wings, stabilizers, appendages, 

lap joints, multi layered structures etc. Modern aircraft maintenance management organizations 

have been undertaking projects to improve diagnostics, prognostics and enhanced supply chain 

integration for a very long time. These initiatives have improved the safety of aircrafts as well as 
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made flight operations commercially viable. Modern algorithms are being implemented for 

damage diagnostics and prognostics in aerospace industry.  The existing solution approaches to 

diagnosis can be divided into two broad categories. Direct methods rely on the use of signal 

processing techniques to establish a relationship between specific characteristics of the signal 

and the geometry of the defect, ignoring the underlying physical process. These methods 

typically pose the inverse problem as determining a mapping from the measurement space to the 

material property space [3-4] where the set of unknown parameters that define the mapping are 

determined from measurements. Direct approaches ranging from calibration methods to more 

recent procedures based on neural networks [5-6] have all been proposed. The advantages of this 

approach are their simplicity and speed; however, the approaches are also very sensitive to the 

analytical models that are used as well as noise in the measurements. Phenomenological methods 

usually rely on a physical model to accurately simulate the underlying physical phenomenon and 

predict the probe response [7]. The model is used to estimate the measurement given the flaw 

profile, which is iteratively derived by minimizing the difference between the estimated and 

actual measurements. Minimization may be through conventional techniques such as conjugate 

gradient, though other techniques such as simulated annealing [8] or genetic algorithms [9] have 

also been proposed. Eddy current NDT are often used to test aerospace structures to detect 

damage incurred in service. 

1.3 Eddy Current Non Destructive Testing 

Electromagnetic testing (ET) since 1880 has evolved from relatively simple devices to metal 

characterization [10]. In 1868, a British engineering publication reported that discontinuities 

were being located in gun barrels by using a magnetic compass to register the flux [11]. Later 
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after World War II, these techniques of signal analysis on the complex plane became widely used 

in analysis of eddy current tests following their clear enunciation by Friedrich Foster [12]. 

Innumerable examples of Eddy Current tests have been reported in the literature and in patents. 

Many provided eddy current coils into which round bars or other test objects were placed 

producing simple changes in amplitudes of test signals or unbalanced simple bridge circuits [13, 

14, 15].  

The basic principle underlying eddy current inspection methods can be illustrated with a simple 

arrangement shown in Figure 1-1. When a coil carrying an alternating current is brought in close 

proximity to an electrically conducting material, an alternating magnetic field is established as 

per Amperes Law. This magnetic field causes currents to be induced in the conducting test 

specimen in accordance with Faraday‟s law of electromagnetic induction. The induced currents 

are called eddy currents since they follow closed circulatory patterns that are similar to eddies 

found in water bodies. The alternating eddy current, in turn, establishes a field whose direction is 

opposite to that of the original or primary field in accordance with the Lenz‟s Law. 

Consequently, the net flux linkages associated with the coil decreases. Since the inductance   of 

a coil is defined as the number of flux linkages   per ampere  , the effective inductance of the 

coil decreases relative to its value if it were suspended in air as given below: 

 

  
 

 
            ( 1 ) 

 

The presence of eddy currents in the test specimen also results in a resistive power loss. The 

effect of this power loss is manifested in the form of a small increase in the effective resistance 

of the coil. An exaggerated view of the changes in the terminal characteristics of the coil is 
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shown in Figure 1-2, where the variation in resistance and inductance is plotted in the impedance 

plane. When a flaw or in-homogeneity whose conductivity differs from that of the host specimen 

is present, the current distribution is altered. Consequently, the impedance of the coil changes 

relative to its value obtained with an unflawed specimen, as shown in Figure 1-2.  

 

Conductive
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Coil
Coil's 

magnetic field

Eddy 

currents
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magnetic field

 

Figure 1-1 Principle of Eddy Current generation in specimen 

 

 

Figure 1-2 Formation of Eddy Current Signal on Impedance Plane 
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1.3.1 Multifrequency Eddy Current Testing 

ET data acquired at different frequencies contain complementary information. ET data a low 

frequencies have longer penetration depths whereas ET data acquired at high frequencies offers 

better scan resolution. The set of frequencies would be determined based on skin depth 

calculation and nature of probable flaw. They can also be used to detect thickness loss due to of 

corrosion.  

1.4 Research Objective  

ET signal processing algorithm development for flaw diagnosis and profiling is a need of the 

hour. Therefore the objective of this research is to develop PC based software comprising of flaw 

diagnostics algorithms for detection and profiling of damage. Actual ET data can be injected in 

the software. Flaw detection and profiling report would be the output of the software. We have 

reports of air crashes every now and then; hopefully, this research will help to reduce such 

instances.  

1.5 Organization of Dissertation 

This thesis organizes as follows: 

Chapter 2: Presents the brief introduction of data acquisition and interfacing of Eddy Current 

equipment with PC used in Pakistan International Airline for Non Destructing Testing. This 

section contains the description of data format analysis of raw data and standards used for 

calibration procedure. 

Chapter 3: Present the proposed approach for flaw detection. The necessary equation along with 

the complete description of algorithms is presented.  Results of applying these algorithms are 

also presented in the corresponding sections 
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Chapter 4: Present the proposed approaches to solving inverse problems namely, calibration 

curve and neural network algorithm respectively.   

Chapter 5: Contains introduction of data fusion and the formulation of spatial frequency 

correlation method for solving corrosion quantification. 

Chapter 6: Summarizes the thesis and presents ideas for future work 

Figure 1-3 shows the complete multifrequency eddy current signal processing scheme.  
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Figure 1-3 Eddy current signal processing scheme 

 

  



17 

 

CHAPTER 2 

2 DATA ACQUISITION 

The first and foremost task in the flaw detection and profiling algorithms requires the interfacing 

of the equipment with a computer. The current scope of project involves the application of Eddy 

Current techniques, therefore the equipments dealing with these techniques is required to be 

interface with the computer for further processing. The subsequent sections describe the 

procedures for interfacing the eddy current with computer. 

2.1 Eddy Current Equipment 

Multiple NDT Eddy current testing equipments are manufactured by multiple vendors, the 

available ones in PIA NDT lab is listed as under and shown in Figure 2-1 

 NORTEC 2000S 

 NORTEC 2000D 

Since both the equipments have been manufactured by the same vendor, similar procedures are 

required for interfacing these equipments. 
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Figure 2-1 NORTEC 2000S Display 

 

Prior to interfacing, eddy current NDT scan data needs to be stored in the equipment. NORTEC 

2000S can store up to 20 programs with maximum 60 seconds reading. An RS232 serial 

interface is provided over NORTEC 2000S as shown in Figure 2-2 with 9600bps as its default 

baud rate. DB9 F/F straight through cable is used for connecting the equipment with the 

computer.  

 

 

Figure 2-2 NORTEC 2000S I/O Ports 
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PIA does not have interface cables so necessary cables were procured along with the SERIAL to 

USB Converter, as the DB9 serial port is obsolete. Eddy Master software is the vendor provided 

software for extracting data. The software is design to assist PC based data acquisition from 

NORTEC 2000S equipment and it doesn‟t provide support for newer operating systems 

(Windows Vista and advanced). The data acquired through is shown in Figure 2-3 

After completing the prerequisites along with connecting RS232 cable and making UART 

configurations, Eddy Master shows a pop up window that equipment has been connected. The 

default storage format is the .dat format in which Eddy current scan data gets stored. The next 

step is to analyze “.dat” format and calibration of instrument. 

 

 

Figure 2-3 NORTEC 2000S Interface with PC 

 

2.2 Data Format Analysis 

The data retrieved from NORTEC 2000S has .dat file extension. DAT file extension is an 

abbreviation for DATA file and generally consists of text or numeric data. There are multiple 
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text processing tools that can be used for processing the .dat files. MATLAB as shown in Figure 

2-4 has been the primary choice as it provides a large degree of freedom to the algorithm 

designers.  

The general attributes of the .dat file that have been acquired from the NORTEC 2000S Eddy 

Current Equipment is listed as under. 

 Header : 17 lines 

 Data : 8324 lines 

 

Figure 2-4 Data format Analysis in MATLAB 

 

The first step involves the filtering of header from the .dat files as the header won‟t contribute 

any significant information about the structural defects. After performing iterative processing 
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over the acquired data, it was found that the first 363 lines and last 321 lines of data don‟t 

contribute any useful information; therefore the data is filtered out. 

For data plotting in x-y plane, single column data was converted into double column format 

using alternate numeric values. 

2.3 Calibration Procedure 

The calibration of NORTEC 2000S and NORTEC 2000D equipment is carried out using  GE 

Inspection Technologies Standard Calibration block having serial number of “S/N 320004/07 “. 

This block contains three notches of 0.2mm, 0.5mm and 1mm depth as shown in Figure 2-5 . 

The block is used in calibration of surface crack detection. 

 

 

Figure 2-5 Calibration Block 

 

Whenever NORTEC 2000S restarts it sets parameters with default value. To take measurement 

on reference standard, some important parameters need to be changed as follows: 
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 Frequency = 500 kHz 

 Angle = 26
o
 

 Horizontal Gain = 68.0 dB 

 Vertical Gain = 77.0 dB 

After setting these values, sliding of probe over three notches give the results that matches with 

the results provided by the equipment manual and as shown in Figure 2-6. 

 

 

Figure 2-6 Display of Nortec 2000S from Calibration Block 

 

2.4 Choice of Calibration Standard 

Calibration standards are the reference blocks used extensively in the field of Non-destructive 

testing. These standards are provided by the aircraft manufacturer to the relevant Non-destructive 

testing section of the airline if they are performing NDT. These blocks are available for different 

parts of the aircraft, reference blocks are made of the same material as that of the aircraft 

components. These blocks are often embedded with artificial or self created well dimensional 
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cracks/flaws in order to estimate and detect the crack properly. Reference blocks are of different 

shapes and sizes developed by the manufacture as shown in Figure 2-7, there is a serial number 

mentioned against each block which helps in working with that block. This serial number is very 

helpful for record keeping of NDT. OEM provides the Non-destructive testing manual to inspect 

the concerned part, this manual comprises of the procedure and steps that NDT Team needs to 

perform for evaluation of the crack. In aircraft industry NDT manual is called an NTM used for 

Non-destructive inspection.  

 

 

Figure 2-7 Reference Standards for B737 and A310 aircrafts 

 

Choice of calibration standard is very important as different parameters have to be taken into 

consideration before performing NDT of the affected/diagnosed area. Few of them are 

mentioned below:  

1. Choice of calibration standard depends on the component or a part being inspected, a 

block of the same area/components has to be selected as the area which is being 

inspected e.g. Fuselage, landing gear and wings in case of this project  
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2. Techniques that can be used on a calibration block as in this case only the reference 

blocks on which eddy current testing techniques can be performed have to be considered 

3. Checking for the equipment as if either it is available or not, in most cases for ultrasonic 

testing USN 60 is being used at PIA and for eddy current testing NORTEC 2000S is 

being used, one of the reasons for the selection of this equipment for the project  

4. In eddy current testing looking for probes/eddy current coil which can be used on 

calibration block for testing and data acquisition as shown in Figure 2-8 

5. For ultrasonic testing on chosen calibration block one also needs to check for the 

available frequency transducers  

Selection of calibration block needs proper reading of the material and manual as this selection 

will help in properly diagnosing the affected area. Calibration blocks for different aircraft are 

different i.e. one can‟t calibrate for Boeing 737 on the reference block given by manufacturer for 

same part of Air Bus 310.         

Below tabulated are the few reference standards or calibration blocks details which have been 

finalized to be used in this project for eddy current testing: 
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Figure 2-8 Eddy Current Equipment Probes 

 

Table 2-1 Reference Blocks for Eddy Current Testing 

S.No 
Part of the 

Aircraft 

EDDY CURRENT TESTING 

Boeing 737 
Reference Block Serial 

No. 

1 Fuselage horizontal flange, strap, doubler and skin  A352 

2 Landing Gear upper and lower drag strut fuse bolt   380-X   

3 Wings  wing center section rear spar lower chord  MP-905-50B 
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CHAPTER 3 

3 FLAW DETECTION 

3.1 Signal Preprocessing 

For the implementation of effective algorithm schemes for flaw classification, efficient data 

processing procedures have to be applied. The designed data processing procedures are 

implemented as shown in Figure 3-1. 

 

RAW DATA

CALIBRATION

 VOLTAGE 
SCALING

 PHASE 
ROTATION

LANDMARK 
ELIMINATION

ADAPTIVE 
THRESHOLDING

 

Figure 3-1 Signal Preprocessing Scheme 
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3.1.1 Calibration of Data  

For accurate flaw detection, a standard has been taken of the same material as the aircraft part 

under inspection; this piece is then used to calibrate the instrument. The calibration of NORTEC 

2000S equipment is carried out using GE Inspection Technologies Standard Calibration block 

having serial number of “S/N 320004/07 “. This block contains three notches at depths of 

0.2mm, 0.5mm and 1mm as shown in Figure 2-5. The block is used in calibration of the 

instrument for surface crack detection. The raw data plot of “S/N 320004/07” acquired through 

NORTEC 2000S is shown in Figure 3-2.  

 

Figure 3-2 Impedance and Magnitude Plot of Eddy Current Data from Calibration Standard 

 

Due to variation in the depth of cracks, the phase angle for each notch is different. However, in 

the magnitude plot, three peaks representing magnitude of different cracks can be observed.  

The calibration procedure consists of two steps: voltage scaling and phase rotation. 

1mm notch
0.5mm notch 0.2mm notch

1mm crack width

Phase Angle



28 

 

3.1.1.1 Voltage Scaling 

In voltage scaling, the magnitude of the signal corresponding to a deepest notch is first scaled to 

a fixed value. The raw data is then scaled by this same factor. The scaling factors are obtained by 

normalizing the maximum magnitude of the data from a 100% defect to a fixed value (usually 10 

volts). The impedance in a circuit with resistance and inductive reactance can be calculated using 

the following equation. 

 

  √                 ( 2 ) 

 

Where: 

   Impedence 

   Resistance 

   Inductive reactance 

3.1.1.2 Phase Rotation  

Eddy current testing (ECT) relies strongly on the relationship between flaw depth and signal 

phase. Phase analysis permits the differentiation of flaw signals from signals obtained from other 

sources such as deposits and support plates. A small surface defect and large internal defect can 

have a similar effect on the magnitude of impedance in a test coil.  However, as the phase lag 

increases with depth, there will be a characteristic difference in the test coil impedance vector.  

The illustration in Figure 3-2 presents the impedance plane representation of a signal from 

notches at three different depths. The signal is calibrated in instrument beforehand but when the 

data is transferred to the PC, the signal is formed with a rotated phase. 
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In eddy current data representation, the standard procedure is to calibrate the maximum eddy 

current signal at a phase of 35 degrees. The phase rotation step first identifies the phase angle of 

a 100% notch in the calibration standard. This can be done the by finding the indices of a matrix 

where maximum signal value occurs. The phase at that index is calculated by using the following 

equation: 

 

         

 
            ( 3 ) 

 

Where: 

   Phase angle 

  = Inductive reactance 

   Resistance 

The difference between the phase angle corresponding to the 100% notch and the reference angle 

of 35
0
 is then calculated, which gives the angle of rotation that needs to be applied to rotate the 

signal. This process is carried out for each channel of data by multiplying the raw data with the 

rotation matrix. The rotation matrix can be calculated by using the following formula: 

 

    *
        

         
+           ( 4 ) 

 

Where: 

   Rotation matrix 

  = Difference between reference angle and phase angle of raw data 
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The data is then subtracted from the maximum value of   and minimum value   in order to 

center it at the origin. Figure 3 shown below illustrates the scaled and rotated signal after 

calibration. 

 

 

Figure 3-3 Calibrated Impedance and Magnitude Plot 

 

3.1.2 Land Mark Elimination 

The aircraft structures are riveted on one another. When eddy current testing is carried out, these 

rivets are also detected as cracks. These are basically the land marks because they occur at fixed 

positions. To demonstrate how to eliminate land marks from the data, a Fokker Aircraft plate 

with holes was inspected. The plate was divided into 9 rows and 11 columns as shown in Figure 

3-4, with each grid having 10mm side length and two cracks of different sizes at different 

locations.  

 

Phase Rotated to 35deg

Voltage Scaled to 10V
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Figure 3-4 Fokker Aircraft Plate for Eddy Current Inspection 

 

Eddy current testing of Fokker Aircraft plate was performed. The raw data plot of inspection 

plate is shown in Figure 3-5. 

 

Figure 3-5 Impedance Plot and Magnitude Plot of Eddy Current Data from Fokker Plate 

 

As it can be seen through Figure 3-5, there is a great amount of noise present in the signal due 

probe lift off, unevenly coated surface, high frequency noise and land marks in the plate. The 

first step in data processing is to calibrate the raw data from the values calculated through 
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Equation (3) and (5). Image processing techniques were then applied on calibrated raw data to 

eliminate noise and land marks.  

Image processing techniques are valuable for the accurate and consistent interpretation of signals 

in non destructive testing. It performs important functions in data analysis, ranging from simple 

noise filtering for enhancing the signal to noise ratio to automated signal classification.  

The image plot of data acquired from the inspection plate after its calibration is shown in Figure 

3-6. 

Flaw
Flaw 

Holes

Holes

 

Figure 3-6 Calibrated Image of Fokker Plate Raw Data 

 

The image function scales image data to the full range of the RGB color map and displays the 

image. The image formed in Figure 3-6 varies in colors with respect to cracks, holes and non-

defect areas. For land mark elimination, the areas where higher values of color exist are replaced 

by non defect area values, as we get the maximum signal from the areas where the holes exist. 

The image formed after the land mark elimination process in shown in Figure 3-7.  
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Figure 3-7 Image of NDT data from Fokker Plate after Land Mark Elimination 

 

3.1.3 Adaptive Thresholding 

 

In order to extract valuable information from the image shown in Figure 3-7, we first need to 

divide the image into distinctive components, which can then be further analyzed and cracks can 

be separated from landmarks. 

Thresholding is used to segment an image by setting all pixels whose intensity values are above a 

threshold to a foreground value and all the remaining pixels to a background value. In order to 

overcome the ill influence of noise, it becomes necessary to take it into consideration when 

selecting the threshold being used. On the other hand, this is an impossible mission in a global 

context, since no one threshold can fit the entire image. This leads to the conclusion, that a more 

local threshold must be used. The locality property can allow a few cautious assumptions, and 

according to these assumptions, produce a suitable threshold for the pixels in the environment. 
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Adaptive thresholding is used to remove this ill influence which typically takes a grayscale or 

color image as input and, in the simplest implementation, outputs a binary image representing the 

segmentation. For each pixel in the image, a threshold has to be calculated. 

Eddy current data collected from different locations in the inspection plate possess different 

signal characteristics and hence different thresholding schemes are utilized based on the quality 

of data in hand. The first thresholding scheme is very simple and it includes two procedures: one 

for magnitude and the other for phase. In magnitude thresholding, signals whose magnitude is 

less than the threshold level are treated as noise and set to zero. In phase thresholding or „phase 

gating‟, signals with phase angles below the flaw plane are eliminated with only those signals 

whose phase angle lies in the flaw plane being retained.  

Magnitude thresholding as proposed here is based on the use of an adaptive thresholding scheme 

that optimally varies the threshold value for different regions in the plate. This scheme computes 

the histogram of voltage values as shown in Figure 3-8 by assigning voltages at each pixel 

location to one of several bins. The threshold is then computed as:  

 

        ( 5 ) 

 

Where: 

 = Median of the voltage values in a local (segmented) region of the image 

VL = Set of voltage values that lie in three bins around the median value in the voltage histogram 

of the local (segmented) region of the image 

K = Constant, chosen based on the magnitude of the 20% defect in the corresponding calibration 

block. 

    LL VVKt minmax  

http://homepages.inf.ed.ac.uk/rbf/HIPR2/gryimage.htm
http://homepages.inf.ed.ac.uk/rbf/HIPR2/colimage.htm
http://homepages.inf.ed.ac.uk/rbf/HIPR2/binimage.htm
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t   = Threshold chosen for the local region 

 

 
Figure 3-8 Histogram of Eddy Current Measurements 

 

A single threshold computed using mean µ and standard deviation σ of the data collected from 

more than one region often yields sub-optimal performance during flaw detection. A variation of 

the adaptive thresholding algorithm that computes individual thresholds for data from different 

plate sections based on their local statistics may be used in such cases. This variation in the flaw 

detection scheme can be represented mathematically as follows and the result is shown in Figure 

3-9. 
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Where: 

 r

r Xpercentile.   is threshold for sample kx . 
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Figure 3-9 Image formed after Adaptive Thresholding Algorithm 

 

3.2 Region of Interest (ROI) Detection 

The image formed after applying adaptive thresholding scheme is in binary format. Binary 

images may contain numerous imperfections. In particular, the binary regions produced by 

thresholding are distorted by noise and texture. To find potential region of interest in Figure 3-9, 

a morphological operation has to be performed. Morphological image processing pursues the 

goals of removing these imperfections by accounting for the form and structure of the image.  

Morphological image processing is a collection of non-linear operations related to the shape or 

morphology of features in an image. Morphological operations rely only on the relative ordering 

of pixel values, not on their numerical values, and therefore are especially suited to the 

processing of binary images. Morphological techniques probe an image with a small shape or 

template called a structuring element. The structuring element is positioned at all possible 

locations in the image and it is compared with the corresponding neighbourhood of pixels. Some 
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operations test whether the element „fits‟ within the neighbourhood, while others test whether it 

„hits‟ or intersects the neighbourhood. When a structuring element is placed in a binary image, 

each of its pixels is associated with the corresponding pixel of the neighbourhood under the 

structuring element. The structuring element is said to fit the image if, for each of its pixels set to 

1, the corresponding image pixel is also 1. Similarly, a structuring element is said to hit, or 

intersect, an image if, at least for one of its pixels set to 1 the corresponding image pixel is also 

1.     

The ROI detection in Figure 3-10 is done by using two different functions of MATLAB namely: 

„majority‟ and „clean‟. 

„Majority‟ function sets a pixel to 1 if five or more pixels in its 3-by-3 neighborhood are 1s; 

otherwise, it sets the pixel to 0, however „clean‟ function removes the isolated pixels (individual 

1s that are surrounded by 0s) from the image. 

Potential ROI for Classification

 

Figure 3-10 Potential ROI detection using Morphological operation 
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3.3 Feature Extraction  

In feature extraction, characteristic features that contain discriminatory information are extracted 

and identified. These features serve as the compact signature of the signal. Features are the data 

attributes that capture the similarities in signals of the same class and dissimilarities in the signal 

from a different class. It can be physical or transform based.  

Once the preprocessing algorithms identify regions of interest (ROI) in each data file, a 

classification algorithm is applied to classify each ROI into one of several classes on the basis of 

its features. So for this purpose, numerous features of each ROI have been identified such as 

phase, magnitude, flaw length, phase trends and continuous wavelet transform coefficients. 

Figure 3-10 shows the thresholded image of the Fokker Aircraft plate in which three indications 

have been identified. Features are extracted for each of these regions of interest and processed 

individually by the classification routines. The objective is to distinguish flawed from non-

flawed areas. 

 

3.4 Classification 

 

Once the features are computed, the classification step is use to eliminate redundancy and 

evaluate the features on the basis of the discriminatory information. Therefore, a decision tree 

algorithm is employed to identify key features that contain the most amount of discriminatory 

information. These features then form the input to a rule base to classify the indication as a 

defect or a non-defect. Figure 3-11 shows the feature extraction and classification scheme. 
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Figure 3-11 Feature Extraction and Rule Base Classification Process  

 

The rule base is a set of heuristically obtained rules that are applied sequentially to eliminate 

false calls, and retain true defect indications. Most of the rules are based on the features that are 

available at the output of the decision tree stage. In addition, a small set of other features are also 

chosen heuristically (based on expert knowledge) to form additional rules. The rules are then 

constructed by a choosing a weighted combination of these features and a threshold, so that 

optimal classification performance is achieved.  A Boolean expression is also used in many cases 

to combine different rules.  
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3.5 Results 

After the classification of ROI‟s into defect and non defect regions, the report has been generated 

which gives adequate detail about the effected regions. The report generated after the inspection 

of Fokker Plate which contains 4 defected regions is shown in Table 3-1. 

 
 

Table 3-1 Report Generated after Inspection of Fokker Plate 

 
 

 
::Eddy Current Test Report:: 

 

 
Engineer: Moez-ul-Hassan 

Date: 15-Jan-2014 

 
Number of ROIs: 4 

ROI# 

 
1 

ROI 

 
2 

Locations Features 

 
MaxVert 

Value 

 
6.128101 

Decision 

 
NO DEFECT 

 3  MaxMag 6.893474  
 3345  Phs_200 62.000000  
 3358  Phs_100 85.000000  
 

2 
 

2  
 

MaxVert 
 

6.068026 
 

DEFECT 

 3  MaxMag 6.518175  
 3505  Phs_200 68.000000  
 3509  Phs_100 58.000000  
 

3 
 

6  
 

MaxVert 
 

6.113297 
 

DEFECT 

 7  MaxMag 6.998530  
 494  Phs_200 60.000000  
 824  Phs_100 61.000000  
 

4 
 

6  
 

MaxVert 
 

6.223149 
 

DEFECT 

 8  MaxMag 6.415339  
 3343  Phs_200 75.000000  
 3498  Phs_100 43.000000  

 

::End of Report:: 
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The second column in Table 3-1 represents the location of potential regions in terms of rows and 

columns. The features such as maximum reactance, maximum magnitude, phase at 200 kHz and 

phase at 100 kHz are extracted from defined location.  The values of the extracted features are 

placed in third column of Table 3-1. Classification of the ROI is done using heuristically defined 

rule and result is shown in the last column i.e. either the detected ROI contains “DEFECT” or 

“NO DEFECT”. 
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CHAPTER 4 

4 FLAW PROFILING  

4.1 Defect Characterization 

Once the flaw/damage is detected, the next step is to quantify the damage in order to understand 

the criticality of the damage. Flaw profiling from NDT data is a typical inverse problem. The 

inverse problem is ill-posed due to non-uniqueness, non existence and instability of the solution. 

In order to address the ill-posedness deterministic as well as statistical techniques could be used 

to solve the inverse problem. 

Flaw Profiling/characterization refers to the estimation of depth profile of defects from the 

corresponding measurement signal as shown in Figure 4-1. Several factors contribute to 

distortion of the measured eddy current signal. One example is the limitation of the inspection 

system relative to resolution of the flaw segments that make up the entire flaw length. The 

different characterization algorithms implemented for defect profiling are explained in this 

section. 

 

Figure 4-1 Estimation of Depth Profile from Measurement 
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4.2 Calibration Curves 

 One of the earliest and most widely used approaches is the calibration method. A calibration 

curve of defect depth versus magnitude and phase is constructed using known defects signals in a 

calibration standard of a particular aircraft part with machined defects of varying depths. Figure 

4-2 shows typical calibration standard curves constructed for defect profiling. This method is 

currently used in industry to generate estimates of the one-dimensional profile of a defect.  
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Figure 4-2 Calibration standard Curves of Magnitude and Phase 

 

For a given defect signal, the equivalent length, width and depth of the defect are predicted using 

the calibration curve along with „logfit‟ interpolation function. „Logfit‟ function applies the 

“least squares” method to fit the logarithmic equation to the data. The graph of the equation is a 

logarithmic curve moved horizontally by   and possibly mirrored across the y-axis. For instance, 

a calibration curve that relates the phase, amplitude or magnitude of the eddy current signal with 

the depth of the defect can be represented by a relationship of the form, 

 

                                     ( 7 ) 
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The formula is then rearrange in terms of slope and intercept form to calculate the unknown. 

This is non-linear fitting by trial-and-error. 

4.3 General Regression Neural Networks 

An alternate approach is to use a learning algorithm that implements function approximation 

using general regression neural network (GRNN). Mathematically, this approach yields a highly 

nonlinear mapping from an input vector space on to an output vector space. GRNN is a variation 

of the radial basis neural networks. A GRNN does not require an iterative training procedure as 

back propagation networks. It approximates any arbitrary function between input and output 

vectors, drawing the function estimate directly from the training data. In addition, it is consistent 

that as the training set size becomes large, the estimation error approaches zero, with only mild 

restrictions on the function. GRNN have demonstrated their usefulness in both linear and non 

linear processes involving many variables and even in the presence of noisy data. A typical 

architecture of GRNN is shown in Figure 4-3. 

 

 

Figure 4-3 Architecture of GRNN 
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The input-output transformation equation for the GRNN can be expressed as 

 

     

∑        
   

 

   
⁄   

   

∑   
   

   
 

   
⁄  

          ( 8 ) 

  
        

                 ( 9 ) 

 

where    is the input vector of dimension N and   is output vector of dimension M . The 

distance, Dj, is the Gaussian distance between the training sample and the point of prediction, 

and is used as a measure of how well the each training sample can represent the position of 

prediction, X. The spread i are computed during the training process using a training data set. 

The larger spread is, the smoother the function approximation will be. To fit data closely, smaller 

spread has been used than the typical distance between input vectors. 

The general regression neural network has been designed by using Matlab function „newgrnn‟. 

„newgrnn‟ creates a two-layer network. The first layer has „radbas‟ neurons, and calculates 

weighted inputs with „dist‟ and net input with „netprod‟. The second layer has „purelin‟ neurons, 

calculates weighted input with „normprod‟, and net inputs with „netsum‟. Only the first layer has 

biases. 

4.4 Results 

For the training of neural network for depth prediction, the sequence of algorithms shown in 

Figure 4-4 has been employed.  
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Figure 4-4 Schematic of the overall approach using GRNN 

 

The data is collected from NDT Standard as shown in Figure 2-5 using three different 

frequencies i.e 200 KHz, 300 KHz and 500 KHz respectively. The network is trained by given 

the phase and magnitude values at particular standard depths i.e. 0.2mm, 0.5mm and 1mm 

respectively. We have 18 inputs which correspond to 3 targeted values which are actually the 

depths. The values of Input Matrix „P‟ and Target Matrix „T‟ for the training of GRNN are 

shown below in Table 4-1 along with the simulation result of estimated depth. 

 

Table 4-1 Training Data and Flaw Estimation using sample data 

Features Frequency in KHz
Depth in mm

0.2 0.5 1

Magnitude

200 3 6.5 9.5

300 3.5 7 10

500 3.9 7.6 10.4

Phase

200 140.5 133.8 133.8

300 140 133.8 133.6

500 133.9 133.7 133.5

T= Target Matrix

P= Input Matrix

Input = [3 4 4.1 136 137 137]’ Output/ Estimated Depth = 0.3299mm
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The neural network performance is significantly better than that obtained using conventional 

calibrated method largely due to the fact that is utilizes all information available from multiple 

frequency inspections. 
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CHAPTER 5 

5 CORROSION QUANTIFICATION 

5.1 Spatial Frequency Correlation based Data Fusion 

Aging aircraft structures are prone to corrosion, which weaken the damage tolerance capability 

and accelerate the growth of cracks within the structures. To investigate structural integrity or to 

validate repairs, corrosion quantification techniques (or equivalently, thickness loss calculations) 

are considered important. Eddy current, useful NDT techniques capable of measuring corrosion 

in these structures 

To deal with corrosion quantification, data fusion techniques have also been investigated. Many 

researchers have employed data fusion techniques to solve the NDE inverse problem. Commonly 

proposed solutions include neural networks, Bayesian analysis based on Dempster-Shafer 

evidence theory, wavelet and other multi-resolution algorithms and image fusion in time and 

frequency domain. These methods have been applied to fuse NDE data from a range of sources, 

including multi-frequency eddy current measurements and other measurement types such as 

pulsed eddy current measurements [16, 17].  

Eddy Current data acquired at different excitation frequencies contains complementary 

information. Therefore, to obtain measures with sensitivity, a novel spatial frequency correlation 

based data fusion method has been developed for multi frequency eddy current measurements. In 

the proposed technique, the spatial information of multi frequency eddy current measurement 

coupled with frequency information to improve the characterization results. The technique 

presented in this paper is highly motivated by data fusion method based on spatial temporal 

correlation [18].   
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Spatial temporal correlation is a powerful technique as it produces different spatial temporal 

correlation fusion results in different applications. In recent years, spatial temporal correlation 

brings a significant application in the data fusion of most popular research directions i.e. wireless 

sensor network [19] and robust adaptive tracking [20]. Spatial Temporal based correlation also 

produced amazing results in multi neuron spike response [21] and imaging of brain activity in 

humans [22], as it directly fit to the physiological data. 

The formulation of proposed spatial frequency correlation based data fusion method for multi 

frequency eddy current data fusion is given in Section 5.2.  This is followed by an aerospace 

NDT case study, in which ET data of aircraft lap joint acquired at four different frequencies is 

fused using proposed formulation. The results are then presented in Section 5.3. Finally 

discussion on results along with concluding remarks is given. 

5.2 Problem Formulation 

In aerospace NDT, eddy current measurements from aerospace structures are acquired at 

multiple frequencies. In the proposed method, the data fusion of multi frequency eddy current 

signals has been performed by considering the correlation between space and frequency of the 

practical data.  The complete architecture of proposed technique for image fusion is as shown in 

Figure 5-1. The algorithm starts executing with the initialization of data matrix containing spatial 

and frequency information of multi frequency eddy current data. The spatial frequency 

correlation of applied data is then calculated at each position index. In the next step, weight of 

each sample is computed through consistency and stability measurement of spatial frequency 

correlation matrix. For final data fusion and damage detection, multiplication of normalized 

weights with actual data has been performed. 
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Figure 5-1 Architecture of Spatial Frequency Correlation based Data Fusion Technique  

 

Considering       is the measurement of      frequency data, where   is the running indices, from 

eddy current probe at     time interval. So the output matrix of multi frequency measurement 

system within the time instant  is as below:  

 

 

     [

                

                
 

     
 

     
 
 

 
     

]

   

       ( 10 ) 

 

From Equation (11), rows [                ] in matrix      contain the spatial 

information of eddy current data and columns[                ]
  contain the frequency 

information of multi frequency eddy current measurement system. Since       and       

represents the eddy current data at two different frequencies, therefore the spatial frequency 

correlation between       and       is as below: 

 

    
∑      

 
        

(∑   
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 ⁄

         ( 11 ) 

n = number of frequency 

m = spatial data points 
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    can be used to determine the spatial frequency correlation degree between      and     . 

The value of        depends upon how different frequencies measurement are correlated 

with each other. The value of       when measurements are exactly the same. According to 

Equation (12) the spatial frequency correlation matrix for   number for frequencies within time 

instant  is stated as below: 

  

  [

          

          

 
   

 
   

 
 

 
   

]

   

        ( 12 ) 

 

The horizontal vector [          ] in Equation (13) describes the correlation between the 

   frequency and other frequencies signal. Through matrix  the consistency      can be 

measured as below: 

 

      
 

 
∑    

 
             ( 13 ) 

 

The final real time weight       of the     frequency data at   time instant is the function of 

consistency measurement       and stability measurement       of multi frequency 

measurement system as described below: 

 

      (         )         ( 14 ) 

 

The calculation of stability vector       within the time instant  to induce       is as follows: 
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      ( 15 ) 

 

Considering the consistency measurement      [                ] and stability 

measurement      [                ] of multi frequency measurement system, 

the exponential model of       is defined as below: 

 

                             ( 16 ) 

 

Variable   is the coefficient       . For the final data fusion result, weight vector       

from equation (7) must satisfy the condition of  ∑       
     . The normalized weights from 

      are used to calculate the data fusion result. The data fusion result       at   time instant 

is the function of normalized weight from      i.e.   
    and actual data       . Therefore, 

at    time instant, the spatial frequency data fusion result of multi frequency measurement 

system is: 

 

      ∑        
        

           ( 17 ) 

 

5.3 Results 

There are several research and development technologies being explored in the field of corrosion 

quantification, special thrust of the research is focused on detecting hidden corrosion in aircrafts. 
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For the application of spatial frequency correlation based data fusion method, a case study has 

been performed in which the eddy current measurement data was taken from 30-year old service-

retired Boeing 727 aircraft aluminum lap joint cut [23] as shown in Figure 5-2. 

 

 

Figure 5-2 Aircraft Lap Joint Cut 

 

 The data was acquired at 30Khz, 17Khz, 8Khz and 5.5Khz frequencies as shown in Figure 5-3.  
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(a) ET at 30KHz (b) ET at 17KHz

(c) ET at 8KHz (d) ET at 5.5KHz  

Figure 5-3 Eddy Current Measurements (Impedance Magnitude) of Specimen 

 

In order to convert color image into binary format a threshold has to be calculated. However, it is 

impossible to fit the entire image with the single threshold due to of large histogram modes. 

Therefore to overcome this ill influence of noise and shading in the image Adaptive 

Thresholding has been applied to the eddy current measurement for improved results. In 

corrosion detection Adaptive Thresholding often yields sub-optimal performance. A single 

threshold has been computed using mean and standard deviation of the data collected from more 

than one region of eddy current measurement. 92% elimination has been applied on histogram, to 

attain the final binary image. The binary image formed after applying histogram based adaptive 
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thresholding scheme on aircraft specimen is shown in Figure 5-4, which may contain potential 

regions of interest. The rivets are removed from the adaptive thresholded image during the 

preprocessing scheme. 

 

(a) ET at 30KHz (b) ET at 17KHz

(c) ET at 8KHz (d) ET at 5.5KHz  

Figure 5-4 Adaptive Thresholding of Eddy Current Measurements 

 

To quantify the thickness loss due to of corrosion, data fusion is applied by using Equations (17) 

and (18). Setting m=3, the window of first 12 elements generated the first fusion result. After 

each result the window moves right till all the fusion results are calculated. The final spatial 

frequency data fusion of multi frequency measurement system was obtained through the 
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multiplication of normalized weights with actual spatial frequency matrix as shown in             

Figure 5-5. 

 

 

 

 

 

 

 

 

 

 

The adaptive thresholding scheme is also applied on fused image and results are then compared 

with actual x-ray thickness mapping to evaluate the proficiency of the proposed technique. In 

Figure 5-6 (a), the pixel levels in yellow represent the thickness loss area except the rivets. The 

adaptive thresholding is also applied on the fused eddy current data as shown in. Figure 5-6 (b). 

Figure 5-5 Data Fusion Result 
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Maximum Thickness Loss Area 

(a) Actual X-Ray Thickness Mapping (b) Adaptive Thresholding of Fused Image

Maximum Thickness Loss Area 

 

Figure 5-6 Corrosion Quantification Result 

 

5.4 Discussion 

The proposed data fusion technique for multi-frequency eddy current data will also be applied on 

other eddy current testing applications. The spatial frequency correlation based data fusion 

method paper offers accurate and precise detection of thickness results than the results achieved 

using single frequency measurement data. The entire red portion (without thickness loss) in the 

fused image is vanished and thickness loss areas are visible in adaptive thresholded image as 

shown in Figure 5-6 (b). As shown in Figure 5-4, the thickness loss areas are not accurately 

detected using single frequency measurement modes. 

The method fully integrates the relationship between spatial data points and frequency 

information of multi frequency ET measurements. The method also considers the consistency 

and stability at each frequency to make fusion result more reasonable 
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CHAPTER 6 

6 CONCLUSION 

A novel flaw classification and profiling algorithms was developed using data fusion of 

multifrequency eddy current measurements for defect identification and characterization in 

aircrafts structures. The results presented in this thesis indicate that these algorithms are capable 

of accurately solving flaw detection with a relatively low computational effort, even in the 

presence of noise.   

The results obtained with the GRNN approach for depth profiling also indicate that this approach 

can provide a measure of confidence in its prediction. This feature is especially useful when the 

inversion process must be performed in the presence of noise. 

In the last, novel spatial frequency correlation method for data fusion has been proposed to 

enhance the accuracy and stability of multi frequency eddy current measurement system. The 

method was applied to multi-frequency eddy current measurements of aging aircraft structure. 

The promising result indicates the efficacy of the technique.  
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CHAPTER 7 

7 FUTURE WORK 

Future work can include the designing a generic algorithm that would detect and classify all 

possible types of defect without any user intervention. 

Development of confidence measures for classification and flaw profiling. These measures will 

provide additional information for the analyst to determine the level of confidence of the 

algorithms in its decisions. 
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