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ABSTRACT 

 

This thesis is a comprehensive research work to design an estimator for the purpose of channel 
equalization in time varying channel characteristics. The purpose is to discover techniques which 
can help in improving bad channel reception for wireless channels. The study is initialized by the 
well-known least mean square (LMS) filter by studying its effectiveness and performance for the 
noise channel environments. Further on a recently developed tangent directed variable step LMS 
filter is implemented and its performance is compared to that of the LMS filter. The major step 
taken in this work is the implementation of a sinusoid tracking algorithm (STA) as a channel 
equalizer, it is a blind nonlinear adaptive algorithm having excellent tracking performance in high 
noise environments. The STA implementation variants are implemented and analyzed by their 
estimation performance for the same channel environments used for the earlier LMS and variable 
step LMS. Learning from the different implementation results a variable step LMS based 
preprocessing is implemented along with the STA core and STA frequency directed variants for the 
STA to add redundancy to the equalizer without compromising performance. This design 
outperforms the individual implementations and is more redundant to the non-stationary channel 
behavior. The Simulink based implementation results are shown and discussed in detail to conclude 
the performance and estimation effectiveness. Xilinx System generator based Implementation for 
the STA architecture is also designed and implemented successfully using XSG DSP block set. The 
architecture developed in XSG is also optimized in terms of area, speed and power utilization to 
create a XSG based sub block which can be used for FPGA based implementation of the sinusoid 
tracking algorithm in the development of real-time applications.  
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CHAPTER 1  OVERVIEW: 

Channel equalization is a vague term used to define the approximately true estimation for the 
received signal in the presence of different types of channel behavior [b.1]. It depends on our 
modulation scheme that what is the reception area of interest for our signal, i.e. amplitude, 
frequency, phase (what type of modulation for our message is used and needs to be estimated 
correctly). Equalization is preferred to be adaptive as the response of the channel of interest usually 
varies with time and the behavior can also be nonlinear in nature [a.1]. 

 

FIGURE 1-1 OVERVIEW OF CHANNEL EQUALIZATION 

 

1.1 EQUALIZER: 

An entity or a subsystem which is capable of matching some desired response to a specific range of 
inputs and generate a desired output. It can be linear FIR structure to simplify the computation and 
the architecture as well as it can also be adaptive in nature to cater time varying desired responses 
[a.2]. Generically an equalizer can also be termed as a filter as both have same structure and same 
behavior when implemented to cater random channel effects [a.4]. 

 

1.2 ADAPTIVE FILTER: 

A filter whose characteristics vary with time to reduce the error between output and desired output 
[a.1]. The error is used as a reference to the convergence to minimize the convergence time by 
implementing different error measurement schemes. Adaptive filter can be implemented on either 
FIR or IIR structures effectively [a.2]. Depending on the type of algorithm used for estimation of 
output they are broadly characterized into two classes’ e.g. linear and non-linear adaptive filters. 

 

1.3 CHANNEL: 

It is a broad term used to mention a medium which is in use of any quantitative value for the 
purpose of its movement. There are many types of channels in general and the term is used freely in 
fields ranging from Science, agriculture to linguistics etc. [c.2] As an electrical researcher the 
channels we are concerned with are the ones referred as the communication channel. 
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13.1 COMMUNICATION CHANNEL: 

Communication channels can be wired or wireless. Wired communication channels can be EM or 
optical in nature e.g. coaxial cables and optical fibers. Wireless communications are radio frequency 
channels, these can be line of sight or non-line of sight e.g. free space communication links like the 
deep space network or terrestrial communication links like the cellular networks [a.6]. 

1.3.2 CHANNEL EFFECTS: 

As mentioned above no matter what type of channel is being used as long as it is not ideal it will 
deploy some of its own characteristics in the signal, which can be either any one or a combination of 
few of the characteristics the channel possesses, which can lead in the received signal as inter 
symbol interference, fading, delay or shift [b.2]. 

1.3.3 COMMON CHANNELS: 

The most common model for a channel is the Gaussian model whose response follows the Gaussian 
probability density function. This behavior shows the inputs to the channel are distributed 
normally in frequency when they are received at the receiver. Another type of channel model is the 
multipath model modeled by the relay distribution function [a.7]. The distribution for relay pdf is 
non-symmetric and can significantly induce fading behaviors at the receiver. 

1.4 INTRODUCTION TO THESIS: 

This is a comprehensive comparative analysis and implementation of STA based algorithms for 
wireless channel equalization. Discrete models based on Simulink design environment are 
developed and successfully implemented to form a benchmark for the STA based implementations 
for signal processing applications. 

In chapter 2 the literature review, adaptive linear combiner and the basic minimum mean square 
filter derivation is discussed along with different implementation strategies. 

In chapter 3 the basic LMS algorithm is discussed, derived, implemented and evaluated. 

In chapter 4 the arc tangent variable step LMS algorithm is discussed, derived, implemented and 
evaluated. 

In chapter 5 the STA core algorithm is discussed, derived, implemented and evaluated. 

In chapter 6 the STA frequency directed algorithm is discussed, derived, implemented and 
evaluated. 

In chapter 7 the comparative analysis is performed between different filters implemented in 
previous chapters. 

In chapter 8 the redundant technique of post processing using STA cores for an arc tangent LMS 
equalizer is introduced and evaluated and its effectiveness is shown and discussed. 
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In chapter 9 the STA based preprocessor is implemented for an arc tangent LMS to conclude even 
better results than before and a fair comparison is evaluated and concluded. 

In chapter 10 the FPGA based efficient implementation for the sinusoid tracking algorithm using 
Xilinx system generator is performed and evaluated. 

 

1.5 OBJECTIVE OF THESIS: 

The work done in this thesis is to test the capability of the STA based algorithms for their advance 
implementation in the field of adaptive signal processing [a.4]. All the models that are developed for 
this thesis can easily be implemented on discrete hardware like the DSP or FPGA’s. Similarly the 
performance comparisons done can also aid in the future development of more versatile and 
redundant systems. 
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CHAPTER 2  LITERATURE REVIEW: 

2.1 ADAPTIVE SYSTEMS: 

Any system whose working methodology readjusts itself to cater change in the environment and 
maintain or improve its performance [a.2]. In our line of research the adaptive systems are 
developed and implemented for adaptive control and adaptive signal processing majorly. Adaptive 
systems have the following major merits [a.1].  

 Auto adaptation in non-stationary environments. 
 Adaptive filtering and decision directed tasks via programming or training. 
 They self-design themselves minimizing synthesis and design time. 
 They adapt themselves to cater new situations. 
 Some systems can adaptively reroute themselves to avoid damaged areas and remove 

defects. They are also can have limited auto repair. 
 Their mathematical models are usually nonlinear and non-stationary. 
 They are preferred for real-time applications. 
 They can sustainably improve system performance even when the input signals or data 

streams have unknown characteristics or behavior. 

2.1.1 AREAS OF APPLICATION: 

Adaptive systems have wide area of applications ranging from linear filtering applications to 
extremely complex nonlinear systems design and management [b.3]. Some major application 
groups which benefit from adaptive processing architectures are as follows [a.2]. 

 Noise redundant filtering applications. 
 Response identification systems. 
 Equalization response matching. 
 System response estimation. 
 Adaptive predictor applications. 

2.1.2 TYPES OF ADAPTIVE SYSTEMS: 

2.1.2.1 OPEN LOOP: 

Open loop adaptation is regarded when we have external related data which can be used to tune or 
adapt the subsystem. 

2.1.2.2 CLOSED LOOP: 

A feedback system is incorporated in closed loop adaptation for the purpose of minimizing the 
system deviation and is more suitable for quickly matching the response to our desired output [a.5]. 

Some general structure configurations for the closed loop system are pictorially illustrated below. 
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FIGURE 2-1 SYSTEM IDENTIFICATION 

 

 

 

FIGURE 2-2 SYSTEM INVERSE MODELING 
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FIGURE 2-3 SYSTEM PREDICTION 

 

 

 

FIGURE 2-4 INTERFERENCE CANCELING 
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2.2 ADAPTIVE LINEAR COMBINER: 

This type of structure is generic to adaptive signal processing. This general form is applied with 
little variation in many applications for the purpose of adaptive signal processing. It can be 
designed as a single input system or multiple inputs system [a.1]. 

 

FIGURE 2-5 ADAPTIVE LINEAR COMBINER ARCHITECTURE 

2.3 PERFORMANCE FUNCTION FOR MMSE: 

It defines the criteria for the adaptive algorithm to follow for minimizing the error and to achieve 
convergence effectively. The Minimum mean square error (MMSE) estimator based adaptive 
algorithm is the most basic form of adaptive filter and its performance function can be elaborated 
by this simplified version of derivation [a.1]. 

The criteria for development of wiener filter are governed by the error in the output to that of our 
desired output. 

         

As an adaptive linear combiner is being developed for the architectural implementation the output 
is the relation between the taps and the input vector. 

        
           

Squaring the above equation to get square of error 
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Taking the expected value for the above equation for input we develop        

    
    [  

 ]     [    
 ]    [    

 ]  

The input autocorrelation matrix R is 

        
   

The input and the desired output cross correlation vector P is 

          

Substituting the above values in eq. (1) 

           
       

             

The gradient can be found by differentiating for W, and evaluating for =0 

            

Rearranging and simplifying the above equation we can the optimum weight vector for gradient 
zero 

        

Substituting above equation in eq. (1) we calculate the MMSE as follows 

         
                

         
                        

      [  
 ]         

The finalized equation for the MMSE is developed to minimize the error using optimum weights 
calculated above. 

      [  
 ]       
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2.4 TEST SYSTEM DESIGN: 

Our test system for all the upcoming chapters is developed on the basis of [b.13] and is described by 
the following Block diagram. The specifics of each subsystem block are also described in detail for 
the further evaluation comparison of the thesis literature and experimentation in the future work. 

The input is a sampled sinusoid signal having about 167 samples per period creating a frequency of 
60 HZ 

 

The channel is modeled as a 3 tap fir filter with coefficients [0.3 0.9 0.3] to model the inter symbol 
interference (ISI) Error! Reference source not found.. ISI is a major challenge in wireless 
ransmissions due to multipath. 

 

 

FIGURE 2-6 SIMULINK BLOCK DIAGRAM OF CHANNEL 

 

The Gaussian noise generator is used to add a noise variance of 10 relevant to the input sinusoid of 
value 1Error! Reference source not found.. 
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The desired signal is created by introducing a delay in the input signal which is then fed to the 
equalizer. 

 

 

 

FIGURE 2-7 TEST SYSTEM MODEL 
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CHAPTER 3  LEAST MEAN SQUARE ADAPTIVE ALGORITHM: 

3.1 INTRODUCTION: 

LMS is a worldwide well known algorithm for its easy and successful use along with the redundancy 
which it provides to the overall system. It is simple and it has computational ease as it does not 
require offline gradient estimation or repetitions of data. If we have the desired output at each step 
of iteration the LMS implementation is the best choice for the adaptive signal processing 
applications [b.19]. LMS algorithm uses the special case of gradient that is valid for implementation 
when we use an adaptive linear combiner [a.1]. 

 

FIGURE 3-1 LMS TEST SYSTEM BLOCK DIAGRAM 

3.2 DERIVATION: 

If we assume an adaptive linear combiner of order   the LMS algorithm for it can be developed for 
the provided     and     [a.2],[c.2] . 

Stating that: 

  =filter order 

  = step size 

The single input to the adaptive linear combiner can be defined as a multiple value with 
incrementing delays to represent their arrival at the combiner taps e.g. one shift at every iteration 
of the algorithm. 

For n=0, 1, 2….. 
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The error      between output and desired values can be calculated as their difference 

 

           ̂          

 

 ̂       ̂                

    
 

    
 

Where      is the largest Eigen value for the autocorrelation matrix R=E{x(n)x(n)} 

    
 

     
 

Where                                          

If an unsuitable value for step size is chosen the algorithm tends to be unstable and diverge. 

The above described algorithm can also be perceived in the following for the output      of the 
filter and in terms of weight vector      for adjusting the taps in the adaptive linear combiner 
structure. 

                         

               

The weight vector estimated for each iteration can be represented as 
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3.3 IMPLEMENTATION: 

LMS filter was implemented in Simulink [d.1] to test for the channel model and noise variance 
effects. Simulink filter block for LMS filter was used with our created channel model and the 
Gaussian noise addition.  

 

FIGURE 3-2 SIMULINK BLOCK DIAGRAM 

3.4 EVALUATION: 

The filter implemented was evaluated as a channel equalizer trying to estimate the inverse model of 
the channel. The capability and effectiveness for the LMS filter was assessed by the convergence 
speed and convergence stability. The LMS filter implemented has length 7 and the step size used is 
0.06Error! Reference source not found.. 
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3.5 RESULTS: 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values. 

 
3.6 CONCLUSION: 

The results for the implemented and evaluated LMS filter show that the response of the adaptive 
filter is satisfactory but if we choose wrong step size value the filter output response diverges. We 
see the output is diverging momentarily at around 0.13 in the above graph. This is due to the 
behavior of the noise at that certain moment which makes it impossible for the LMS algorithm to 
track the output as the additive property of noise is too large to remove for the small step size used 
to create stability in the filtered output so the filter response diverges momentarily but is soon 
converged as more samples of input are processed and an equalized response is established. This 
concludes that the step size vale has to be carefully chosen to perform significant filtering for 
applications and to avoid instability in system. 

  

FIGURE 3-3 RESULTS FOR LMS 
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CHAPTER 4  VARIABLE STEP LEAST MEAN SQUARE ADAPTIVE 
ALGORITHM: 

4.1 INTRODUCTION: 

A lot of work has been done and referred to as to develop a variable step size LMS feedback 
mechanism to overcome certain LMS issues [b.9][b.12][b.18]. The algorithm that is used in this 
work is the arc-tan based variable step algorithm Error! Reference source not found.. It has been 
iscussed in the derivation portion and is simpler and effective for its complexity and structure. Such 
algorithms are a technique to add more redundancy and resistivity in the adaptive system. 

The principle of variable step LMS algorithm is to overcome the contradiction between convergence 
speed and the convergence accuracy present in the fixed step LMS algorithm. In the initial stages a 
large step-size vale is used as to have a faster convergence achievement whereas in the later phases 
the step size value is reduced to achieve the lesser steady state error Error! Reference source not 
ound.[b.12].  

 

FIGURE 4-1 BLOCK DIAGRAM FOR THE VARIABLE STEP LMS IMPLEMENTATION 

4.2 DERIVATION: 

The output for the variable step LMS algorithm is developed by the adaptive linear combiner where 
the weights to the filter taps and the inputs are processed.  

                         

Similarly the error to the variable step function is simple difference between the desired output and 
the estimated output. This can be described simply as the difference equation as follows 

               

Weights are updated by using the gradient descent function to converge the error to minimum 
value computationally possible.  
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By analysis of the convergence of an LMS algorithm we can easily deduce that the error has a direct 
relation with the step size. To achieve faster convergence we can increase the step size when error 
is greater and similarly vice versa we can have stability in algorithm when error is small by having a 
small step size. Therefore monotone as well as smooth curve characteristic for the function can be 
easily concluded. 

The arc-tangent based LMS step size algorithm Error! Reference source not found. has the same 
haracteristics by the nonlinear function of arc-tan. It is evaluated that the arctangent curve is 
consistent to that of the variation for our step factor. 

The atan-LMS algorithm is represented by the following equations.  

                 

We can have better control over the algorithm curve characteristics by introducing some control 
factors 

                    

These control factors give us better control for the rate of convergence of step function by 
introducing different curve characteristics and rates. 

4.3 IMPLEMENTATION: 

Variable step LMS is implemented using Simulink [d.1] block set of LMS filter with the step size 
parameter set to be configured externally by port instead of dialogue box.  The equation for Step 
size configuration is implemented using discrete function blocks from the Simulink math library for 
arctangent, multipliers and exponent functions. 

 

FIGURE 4-2 SIMULINK BASED ARCHITECTURE FOR VARIABLE STEP SIZE FUNCTION 

The development of this function block was done to ease and discretize the sample based 
implementation for this variable step technique algorithm [b.1][b.2]. The test system was applied 
and the variable step LMS based adaptive implementation was done using Simulink. 
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FIGURE 4-3 SIMULINK BASED BLOCK IMPLEMENTATION 

4.4 EVALUATION: 

Variable step LMS architecture including the variable step function created by the Simulink block 
set was evaluated for the design of the channel equalizer and relevant results were generated. The 
length for the LMS filter used is same as that for the previous fixed step implementation. The initial 
condition for the variable step function is taken as 0.06. The values for         are 4, 0.04 & 2 
respectively. 
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4.5 RESULTS: 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values. 

 
 

4.6 CONCLUSION: 

The results shown help us conclude the fact that the variable step reduces the overall tracking error 
to a very little extent due to the high Gaussian variance input but it has a significant impact in 
introducing stability in the output for an ordinary LMS filter as the step size available to the LMS 
algorithm is adaptively varying with respect to the nonlinear tan function available to the variable 
step size function. This eliminates the instability so that the overall filter has a convergent behavior. 

  

FIGURE 4-4 RESULTS FOR ATAN LMS 
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CHAPTER 5  SINUSOID TRACKING ADAPTIVE ALGORITHM: 

5.1 INTRODUCTION: 

The sine tracking algorithm proposed by Zirani [b.4][b.5] is unique in its performance for nonlinear 
applications like those applied in the field of Biomedical engineering [b.15][b.16][b.17][b.21], 
however the algorithm is relatively new and has since been applied to only on a few specific 
applications, but it’s simple structure is relatively easy to understand and comprehend which 
makes this algorithm the prime candidate for digital signal processing based applications. Figure 
[5-2] shows the unique architecture for STA. As easily observable in the figure the algorithm tries to 
minimize the error that is been fed into the algorithm and by the help of step sizes or tuning factors 
µ1,µ2 and µ3 the algorithms convergence rate  decreases  or increases affecting the immunity for 
the noise it can handle for certain system [b.5][b.11][b.10]. The algorithm tracks the amplitude, 
frequency and phase of the input signal. 

 

FIGURE 5-1 BLOCKS DIAGRAM FOR STA IMPLEMENTATION 

5.2 DERIVATION: 

General mathematical form of input 

     ∑            

 

   

  

To extract the desired sinusoidal component its amplitude, frequency and phase have to be tracked. 

            (∫  
 

 

          ) 

The amplitude is estimated and tracked by the following nonlinear differential equation. 

  ̂   

  
            ̂    

Similarly the frequency estimate is evaluated as follows 
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  ̂   

  
         ̂       ̂    

The phase of the input is tracked to be used for proper frequency and amplitude estimation. 

  ̂   

  
  ̂      

  ̂   

  
  

The error between the input and output is calculated by subtraction to be fed back in the filter for 
the next step error minimization. 

           ̂       ̂    

A discrete form of equations for the above discussed algorithm can be formed using the    as the 
step function value for evaluating the discrete system correctly. 

The equations [b.6] below are representing the discrete tracking of the algorithm for discrete input 
     and discrete output     . 

                              

                                  

                                           

                 

               

 

FIGURE 5-2 STA CORE ARCHITECTURE 
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5.3 IMPLEMENTATION: 

A discrete form of the algorithm can easily be implemented on digital systems for its DSP 
performance. The relatively simple discrete equations shown above make the discrete 
implementation easy. A Simulink based implementation is performed for the above mentioned STA. 
This implementation is eased by the development of the block architecture. 

 

FIGURE 5-3 SIMULINK BASED STA IMPLEMENTATION 

5.4 EVALUATION: 

The discrete algorithm implemented is evaluated by a sine wave given at the input is tracked and 
various results are shown outlining the tracking performances for the STA. These results show the 
convergence capability for the algorithm along with its frequency and phase tracking 
performance[b.5]. 

 

FIGURE 5-4 VARIOUS TRACKING RESULTS OF STA 
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A blind channel equalizer is implemented using the STA core structure and the error between input 
and output is calculated by the help of the reference signal d(n) and output is tracked along with 
the various results are shown. The desired frequency component that is to be tracked is the 60 Hz 
desired sinusoid. 

 

FIGURE 5-5 STA BASED EQUALIZER IMPLEMENTATION 

5.5 RESULTS: 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values.  

FIGURE 5-6 STA EQUALIZER RESULTS 
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5.6 CONCLUSION: 

The results help us conclude that the STA has the capability to track the sinusoid based component 
of the desired frequency and the performance is relevantly close to that of the LMS algorithm. The 
stability of the algorithm is good due to the convergent behavior and the tracking error has an 
oscillatory behavior. The error plot shows that the algorithm tracks the phase and frequency with 
stable behavior to have overlapping response for error. The tracking error varies between 0.01 and 
1. The output shows us the tracked sinusoid component which is visually distorted a little relevant 
to the received signal.  
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CHAPTER 6  FREQUENCY DIRECTED SINUSOID TRACKING 
ADAPTIVE ALGORITHM: 

 

6.1 INTRODUCTION: 

The STA discussed in the previous section can easily be modified to have directions form the 
desired frequency[b.7][b.8][b.9][b.21][b.22]. This is done to enhance the convergence of the STA as 
well as to decrease the computational complexity to that of the pure STA as it does not have to 
estimate and track the frequency of the signal, it is available as an input. The result is an algorithm 
that is less complex and fast convergent to the directed frequency and thus can be used freely in our 
designs. 

 

6.2 DERIVATION: 

Mathematically the algorithm can be easily developed by substituting the STA derivation equations 
bit the directed frequency in place of the tracked\estimated frequency [b.8]. This results in 
simplified equations as follows. 

The directed frequency amplitude is tracked and estimated as 

  ̂   

  
         (∫  

 

 

          ̂   ) 

The initial phase component for the directed frequency is evaluated as 

  ̂   

  
       ̂      (∫  

 

 

          ̂   ) 

The evaluated output is developed by using the estimated amplitude and phase for the input signal. 

      ̂      (∫  
 

 

          ̂   ) 

The error criterion is same as that of the pure STA 

               

The total phase component is  

 ̂    ∫  
 

 

          ̂     
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The discrete form of above equations is also easy to develop like the pure STA discrete 
development taking the step-size    

The estimate equations for the amplitude initial phase and the total phase for the given directed 
frequency      are stated as. 

                            

                                

                                       

                 

               

 

 

FIGURE 6-1 BLOCK DIAGRAM FOR THE STA FREQUENCY DIRECTED ARCHITECTURE 
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6.3 IMPLEMENTATION: 

The architecture which is implemented on Simulink design environment is developed form the 
discrete equations discussed above. The simplified architecture is easier to implement than STA 
and is consistent purely of discrete support Simulink blocks form Simulink block set library. 

 

FIGURE 6-2 STA FREQUENCY DIRECTED ALGORITHM IMPLEMENTATION WITH SIMULINK BLOCKS 

6.4 EVALUATION: 

The convergence capability for sinusoid input tracking is evaluated with the frequency directed 
case and frequency direction along with amplitude limiting is applied to form and evaluate the 
equalizer design for the post processed frequency directed STA. 

 

FIGURE 6-3 STA EQUALIZER POST PROCESSING WITH STA FD 
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6.5 RESULTS: 

 

FIGURE 6-4 RESULTS FOR STA+FD 

 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values. 

 

FIGURE 6-5 RESULTS FOR STA+FD+AMPLITUDE LIMITER 
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6.6 CONCLUSION: 

The results shown for the blind STA aided with the STA frequency directed for the cases of free 
running amplitude and the amplitude limiting mode show us the behavior of the algorithms and 
their equalizers. We observe that when we post processed the core STA output with a frequency 
directed STA core we are able to successfully eliminate the Gaussian interference but the amplitude 
stability has not been achieved with perfection. By observing the results it is concluded that the 
amplitude is above the required and needs to be limited. The case for the amplitude limiter based 
design makes the output same as the input but the phase tracking is not perfected which leaves 
some error in the results. The results for the STA+STA FD with amplitude limiter show that the 
error is lower than the ones achieved for the case of without amplitude limiter. 
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CHAPTER 7  COMPARATIVE ANALYSIS: 

 

7.1 LMS VS. VARIABLE STEP LMS: 

LMS and the arc tan directed variable step LMS is compared to verify [b.14] as well as to create a 
benchmark for the performance comparison for the later STA based comparisons to develop a level 
of performance improvement. As discussed earlier in their relevant sections both are performance 
capable to our equalizer design test, but the variable step size LMS has certain design constraints 
which enhance its performance for the design. 

 

FIGURE 7-1 BLOCK DIAGRAM FOR COMPARISON 

 

7.1.1 IMPLEMENTATION: 

Both algorithms were driven by the same reception signal at the receiver frontend and were 
implemented such that both perform in parallel design status to have a fair comparison between 
them. 
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FIGURE 7-2 SIMULINK MODEL 

7.1.2 RESULTS: 

 

FIGURE 7-3 COMPARISON RESULTS 
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The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values. 

7.1.3 CONCLUSION: 

By comparing both filters for the same test system the evaluated results as shown in the above 
show that the arc tan variable step LMS is more stable in its convergence period compared to the 
fixed step LMS. This increase in stability gives us a convergent system and the target output is more 
optimized. 

 

7.2 STA VS. STA WITH FREQUENCY DIRECTED STA: 

The equalizer designs based on both STA core and STA frequency directed were compared to show 
the related enhancement in tracking the input and to form a benchmark for the combined algorithm 
to introduce redundancy as well as to introduce advance features advantages. 

 

FIGURE 7-4 COMPARISON BLOCK MODEL 

7.2.1 IMPLEMENTATION: 

Both algorithms were driven by the same reception signal at the receiver frontend and were 
implemented such that both perform in parallel design status to have a fair comparison between 
them. 
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FIGURE 7-5 COMPARISON SIMULINK MODEL 

7.2.2 RESULTS: 

 

FIGURE 7-6 COMPARISON RESULTS 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values. 
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7.2.3 CONCLUSION: 

When the results for the STA core and the STA core with post processed frequency dictated STA are 
evaluated together the fact for the noise removal of the post processing technique is revealed and 
the outputs shown are a clear indication of this. The error plot shown on logarithmic scale also 
confirms the post processing advantage to that of using simple core of STA. The unwanted error is 
reduced more in this case. 

7.3 VARIABLE STEP LMS VS. STA FREQUENCY DIRECTED: 

The variable step LMS equalizer was compared to the STA based Equalizer and the performance 
effects are shown in the form of error plots and comparison graphs. The Variable step LMS is 
chosen for the comparison instead of fixed step LMS because in the above comparison it was 
concluded that the variable step algorithm is relatively stable. 

 

FIGURE 7-7 COMPARISON MODEL 

 

7.3.1 IMPLEMENTATION: 

Both algorithms were driven by the same reception signal at the receiver frontend and were 
implemented such that both perform in parallel design status to have a fair comparison between 
them. 
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FIGURE 7-8 SIMULINK MODEL 

7.3.2 RESULTS: 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values. 

  

FIGURE 7-9 COMPARISON RESULTS 
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7.3.3 CONCLUSION: 

As in the above implementations we have seen that the best performance was shown by the 
Variable step LMS and the Post processed STA with frequency dictation, so a comparison is 
conducted in this case between the best performers in both cases. The STA algorithm is also 
amplitude limited to see the best performance difference between the two. 

As shown in results a clear comparative behavior and large difference between the two is displayed 
and the STA technique with post processing gets all the marks for this comparative result. 

7.4 CONCLUSIONS: 

 

We have successfully implemented and evaluated the known techniques for their merits and 
demerits. However while this implementation a lot of problems were seen for both the techniques 
either from LMS or from STA group. 

The LMS is capable of eliminating the ISI but has poor noise performance whereas the noise 
performance for the STA is good but as it is implemented Blind so all the parameters have to be set 
according to the nature of the input being tracked for the multi distorted signal which improves the 
performance as compared to that of the LMS based implementation but it is not so generic and 
redundant as compared to the LMS. 

So what is required is a solution which satisfies both the characteristics and has a stable 
performance. 
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CHAPTER 8  VARIABLE STEP LMS AIDED SINUSOID TRACKING 
ADAPTIVE REDUNDANT ALGORITHM: 

 

8.1 INTRODUCTION: 

The comparison analysis portion deduced the results and the conclusions concluded the 
performance merits for different algorithms. This valuable data was used in this combined adaptive 
redundant algorithm to form a post processing for the variable step LMS filter to combine the 
merits of two algorithms [b.19][b.18]. 

 

 

FIGURE 8-1PROPOSED FILTERING BLOCK DIAGRAM 

 

8.2 IMPLEMENTATION: 

The basic design is based on the fact that LMS filter is prone to noise and it needs a post processor 
to estimate and eliminate interferences that is generated or passed by the variable step LMS filter. 
So the technique of post processing the output of the arc tan-LMS by STA with frequency directed 
postprocessor is implemented and evaluated. 
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FIGURE 8-2 SIMULINK MODEL 

8.3 EVALUATION: 

The equalizer model developed is used and evaluated for the test system designed earlier. The 
relevant advantages and disadvantages of this technique are discussed. 

8.4 RESULTS: 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. This 

value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis represents true 

values. 

 

FIGURE 8-3 RESULTS 
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8.5 CONCLUSION: 

The performance for the proposed algorithm is stable for the period of its convergence and has a 
stable behavior throughout. As shown in the results we can clearly see that it has the best behavior 
for the same test channel system which is used as the bench mark for this work. The instability or 
the poor noise filtering of LMS is overcome by the STA whereas the blindness of the phase and 
frequency of STA is directed by the LMS which gives us a redundant stable and immune to noise 
filter combination.  

The post processing has the disadvantage of reducing the gain which is shadowed as the error in 
results. 
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CHAPTER 9   STA AIDED VARIABLE STEP LMS ADAPTIVE 
REDUNDANT ALGORITHM: 

 

9.1 INTRODUCTION: 

In chapter 8 we concluded that the STA aided post processor has a demerit of reducing the gain 
which is induced as an error in the tracking result limiting the overall effective performance. 
Though the results of such a design are valid but the combined design approach which has been 
taken in this work has shown a horizon which can be explored further to improve the tracking 
performance even more than what is termed as a satisfactory to excellence.  

The main conclusion concluded until now is that the best results can be obtained if we combine the 
merits of the involved techniques and propose a redundant strategy which can far outweigh their 
demerits in terms of the performance. In this design the sinusoid tracking algorithm has been used 
as a preprocessor to remove noise component from the received signal [b.19] which gives the ease 
of equalizing the preprocessed less noisy input to the LMS or the variable step LMS  algorithm 
hence improving the performance[b.18]. The figure below elaborates the block flowchart diagram 
for the design. 

 

 

 

FIGURE 9-1 PROPOSED FILTERING BLOCK DIAGRAM 
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9.2 IMPLEMENTATION: 

The design is developed so that to maximize tracking capability by using the sinusoid tracking 
algorithm cores. As from the earlier results and the work done [b.22] it is known that STA is a very 
redundant and good noise eliminator which can have an improved performance aided by a STA 
frequency directed smoother. This smoothened output is then equalized with a LMS filter to reduce 
the estimation error.  

The STA core algorithm is applied to the raw channel signal received at the receiver end. It serves 
as the tracker of the desired relevant frequencies closer to the transmission bandwidth of the signal 
desired. As it is a nonlinear tracker and effectively tracks its noisy input and removes the noise 
from the desired sinusoidal component as well as it extracts the desired sinusoidal component as 
the output. The noise elimination using STA does not destroy any major properties of the desired 
information carrying component of the desired sinusoidal component. This is a major advantage of 
using such non stationary tracker. As a simple single core is used some jitter in the desired 
component phase is left and needs to be filter out. The second stage of processing occurs at the STA 
frequency directed sub core which is driven by the output of STA Core as input signal to be tracked 
and the tracked frequency generated by the STA core which is the direction frequency for the STA 
FD. This core acts as to smooth the desired component and further filter any unwanted 
components. The output is a pure sinusoid majorly free of any interference or jitter and is the noise 
free multipath reception. So the signal at this stage is free of channel noise which was added to it in 
the signal composition. A simple fixed step LMS filter with length 6 and step size 0.06 is used to 
remove multipath and act as inverse model to the channel as well as the preprocessor cores 
implemented which effectively equalizes the desired signal at the receiver to produce far better 
results from the typical LMS in the noisy environments. The LMS filter used is replaced by a 
variable step LMS filter with length 6 and the value for α=4 β=0.04 and γ=2 to further stabilize the 
response in non-stationary channels. 

The Simulink model developed shows the block structure where STA cores are followed by an arc-
tan variable step LMS filter. 

 

FIGURE 9-2 SIMULINK MODEL 

9.3 EVALUATION: 

The equalizer model developed is used and evaluated for the test system. The relevant advantages 
and disadvantages of this technique are discussed. 
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9.4 RESULTS: 

The x-axis of all graphs represent the number of samples having actual range between 0 – 2000. 
This value is scaled down by 10000, so the range on the axis is between 0 – 0.2. The y – axis 
represents true values. 

 
The simulation results shown in figure 9-3 are a fair comparison between the LMS equalizer, an arc-
tan variable step LMS equalizer and an STA aided variable step LMS equalizer. Section 3.6 explains 
the large spike induced in LMS tracked output at around 0.13. The performance improvement 
shown by the STA aided equalizer is significant and can easily be seen by the graph axis. The 
convergence error achieved by the variable step LMS is around -10 dB and that of STA aided design 
is -20 to -30dB. This means the STA aided equalizer has performance enhancement of about 10 to 
20 dB when compared to the variable step LMS design. That is a significant improvement for a non-
stationary channel in extreme noisy environments. These estimation performances are controlled 
by the multiple tune able factors of the STA, STA FD and the curve characteristics of the variable 
step LMS filter and can be varied to suit different applications. 

9.5 CONCLUSION: 

The implementation and evaluation of the STA as a preprocessor for noise removal aiding the 
variable step LMS equalizer is successful and the results shown help us conclude this to be an 
effective strategy to decrease estimation error for simple filters like the LMS and the variable step 
LMS. This is a great advantage for the current mobile communication systems which are designed 
from simple and discrete hardware to effectively improve their reception using simple architecture 
of the STA which will increase their capacity in the current channel bandwidth. This effective design 
strategy can be exploited for other simple algorithms which are affected by the noise induction as 
well as to increase performance for current applications.  

FIGURE 9-3 RESULTS 
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CHAPTER NO 10: 

FPGA BASED 
EFFICIENT 

IMPLEMENTATION 
OF SINUSOID 

TRACKING ADAPTIVE 
FILTER USING XILINX 
SYSTEM GENERATOR  
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CHAPTER 10  FPGA BASED ACHITECTURE DESIGN FOR STA:  

10.1 ABSTRACT: 

An equaling discrete time model is created to the proposed algorithm of A.K. Ziarani and A. Konrad. 
It is then evaluated and implemented on Matlab [d.1] using Simulink [d.2].  Its simulation results 
are verified for a Simulink step size of discrete value ‘1’. This discrete model architecture is 
developed to aid the system generator based design. Xilinx block set is used to find the alternatives 
to the discrete blocks of Simulink of whom some blocks are used in unique combinations to 
generate those functions which are not directly available. The step by step implementation is 
achieved on system generator based architecture by carefully adjusting the path delays between 
parallel paths as Xilinx blocks have different latency settings. A brief description is presented below 
about all the blocks and their settings and the unique challenges faced during this architecture 
development. 
 

10.2 INTRODUCTION: 

Field programmable gate arrays [a.9] present us with the facility of developing custom 
architectures efficiently and with greater ease and accuracy than any other hardware based 
solution. This is an indication of the bright future FPGA based efficient architectures have in future 
[a.9]. The STA algorithm proposed by A.K Ziarani is an efficient adaptive filter which is most likely 
to be a part of many applications due to its exceptional performance for the nonlinear 
environments. The best of the Digital signal processing applications are being implemented on 
reconfigurable hardware like the FPGA. Doing a Verilog code [a.9] to implement this architecture is 
a hefty task, so a high level design and analysis approach for implementation using Xilinx system 
generator is taken for this task.  

10.3 IMPLEMENTATION: 

10.3.1 IMPLEMENTING CONTINUOUS TIME MODEL: 

A continuous time model for the proposed architecture is created using Simulink to verify the 
results presented in paper as well as to understand the working of the algorithms. The notable fact 
in this diagram is the use of real continuous time integrator, all the blocks have inheritance step 
size setting of ‘-1’, whereas the input is a continuous time sine signal of frequency ~60 Hz about 
377 radians. The initial condition for integrator 1 is set to be 50 as it is close to our desired 60 Hz so 
the filter is to converge quickly. The Simulink model shown below is implementation of the 
architecture and its results are consistent to the paper described by the author. 
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FIGURE 10-1 SIMULINK BASED CONTINUOUS IMPLEMENTATION 

 

10.3.2 IMPLEMENTING DISCRETE TIME MODEL: 

The discrete time algorithm was implemented on a discrete time with step size 1. The inbuilt 
discrete time integrator was not used as it is unavailable in the system generator so a structure was 
developed and implemented using discrete delay and sum components to act as the desired 
discrete time integrator. One notable fact is that the use of a ‘u’ gain to determine the precision of 
the integrator or its internal step size. The setting of this parameter determines the actual precision 
and the rate of convergence to be achieved for discrete filter. The settings for this parameter are in 
the range 0.001-0.0001 etc.  

 

 
FIGURE 10-2 DESIGN OF DISCRETE TIME INTEGRATOR  
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FIGURE 10-3 TOP LEVEL MODULE 

 
 

 
 
For this discrete time model the input is a 
sampled sine wave as shown in this figure it is 
discrete in nature and has about 16 samples in 
one of its periods. A significant amount of 
periods are generated to allow the filter to 
converge. 
 
 
As shown in scope 100 samples are generated 
as input to the above discrete time sine tracking 
algorithm. The sampling frequency can be 
increased to generate a smoother input which 
will result in more precise and accurate output 
values for the discrete filter. 
 

 
 

10.3.2.1 RESULTS: 

The results on next page depict the successful implementation and development of the algorithm in 
discrete domain, which is one of the fundamental requirements for Xilinx system generator based 
implementation. 
The absolute amplitude shows the tracked amplitude of the input signal which can be clearly seen 
as the signal approaches ‘1’ at around 80 samples of the input. 
The tracked frequency is at around ~62 Hz, which shows also minimum oscillatory behavior @ > 80 
samples. 

SIMULATION RESULT FOR INPUT SCOPE 
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OUTPUT RESULTS FOR TRACKED AMPLITUDE, OUTPUT, FREQUENCY AN ESTIMATION ERROR 

 

The results also show minimum error @ > 80 samples of the input. This behavior is satisfactory for 
all such inputs or the related ones. 

The above system was also tested for the step input response and it passed that with reasonable 
behavior and output was a successfully tracked step function.  

The output error 
is min ~=0 
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10.4 EXPLORING SYSTEM GENERATOR: 

 
A working SYSGEN model can only be developed dealing with in the domain of reconfigurable 
computing especially on high level synthesis tools. So the best help available is from Xilinx website 
[c.4] and the manual user guide for the Xilinx system generator [d.3]. Xilinx University program 
provides XSG labs for students which are relevant to understanding the basics of fixed point 
implementation and Xilinx implementation and analysis Block sets provided along the MATLAB. 
The XSG blocks which are of the most assistance in successfully implementing and evaluating the 
above architecture are the following. 
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10.5 CREATING THE SYSGEN MODEL: 

 

10.5.1 AN APPROACH TOWARDS SYSTEM EXPLORATION: 

 

Once you know about the working of the model and about all the blocks you are to use, that it is 
relatively simple just like Simulink coding drag and drop and then connect. You have a model but 
it’s not even the beginning yet for the implementation step procedure as much more concentration 
is needed for the successful implementation. 

The output we get is never the one we expect as the hardware plays its tricks introducing lags and 
leads and unforeseen delays to destroy the desired output so we need to come up with some tricks 
of our own to tackle these problems. 

After successful implementation of the Simulink based design for the sampling time of ‘1’ the 
system generator based design was implemented on equaling basis. Even when it comes to system 
generator based implementation for simple designs it is much trickier than implementation of the 
Simulink designs. So a block by block implementation and verification technique was implemented 
in order to avoid wasting time during debugging of potential problems by eliminating most of their 
causes at the design step. A mixed (15_15, 15_13, 20_5, 15_6, 15_7 & 14_13) bit fixed point 
architecture is developed to efficiently allocate resources. 

Each block of the Simulink based reference model is designed separately for the system generator 
based model by studying the block behavior for the outputs generated when the specific inputs are 
applied. The full system implementation can be performed separately by many designers at the 
same time while cutting short the product development time. This technique also helps to eliminate 
any design compatibility bugs at the implementation stage. The technique works by the procedure 
of one problem at a time and it can be successfully implemented in most of the designs which 
possess feedback behavior as the case with this design. Figure 10-4 shows the flowchart for the 
technique used. Verification is preformed to check the outputs match those desired by our system. 
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FIGURE 10-4 FLOWCHART FOR THE DESIGN 

What is needed is some kind of visualization about what’s going on in there. For this sole purpose 
the Xilinx block set includes the Wave scope. It is a compact tool; just include it in the model and 
add all your desired wires to its watch list you want to see. This scope is the developers Eyes and 
ears about all that is happening during execution at each of the blocks input and output.  

Another useful tool is the Xilinx single step simulation as it allows going through the design step by 
step and identifying the problem which is the root cause to the faulty undesired output. 

10.5.2 MODEL DEVELOPED: 

The model developed is implemented in system generated and its block diagram is included below 
for viewing.  

 

TOP LEVEL MODULE IMPLEMENTED 
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The input is a sampled sine wave as shown in 
this figure it is discrete in nature and has about 
167 samples in one of its periods. A significant 
amount of periods are generated to allow the 
filter to converge. 
 
 
As shown in scope about 2000 samples are 
generated as input to the above system 
generator based sine tracking algorithm. The 
sampling frequency can be increased to generate 
a smoother input so that more precise and 
accurately tracked filter outputs can be 
processed. 

 

 
 
 
The output scope depicts the successful 
implementation and development of the 
algorithm on system generator model based 
implementation. 
 
 
On next page the System generator output for 
error, absolute amplitude, frequency and phase 
are displayed and it can be seen clearly that the 
system model developed is well in range with the 
outputs depicted earlier in Discrete time model 
using Simulink. 
 

 

 

 

 

 

SIMULATION RESULT FOR THE TRACKED OUTPUT 
SCOPE 

SIMULATION RESULT FOR THE INPUT SCOPE 
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    SCOPE OUTPUTS FOR TRACKED AMPLITUDE, ESTIMATION ERROR, PHASE AND FREQUENCY FOR THE DISCRETE 
TIME MODEL SIMULATED USING THE XILINX SYSTEM GENERATOR  
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ZOOMED IN VIEW FOR DIFFERENT BLOCKS IMPLEMENTED IN XSG TO FORM THE TOP LEVEL MODULE 
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FIGURE 10-5 GENERAL INTEGRATOR DESIGN 

 

Seen in the above figure is a standard integrator design used in the model to integrate the discrete 
time signals. It is same in design to the one we developed earlier for the Simulink discrete time 
model. 

 

FIGURE 10-6 SPECIAL DESIGN FOR INTEGRATOR2 WITH START ENABLE 

 

The phase integrator shown above has to be started only after the DDS block has a ready signal 
otherwise a large phase error is generated in the start of the filter which tends it unstable and is not 
a good practice. 
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10.6 MAJOR HURDLES SUCCESSFULLY NAVIGATED THROUGH: 

 

HIGHLIGHTING MAJOR DESIGN ISSUES WHICH ARE RESOLVED TO IMPLEMENT THE DESIGN SUCESSFULLY 

 

As seen in the above model it has two major parallel paths terminating at Mult1 and Mult3, if these 
have different latency then we have a problematic output. So what we need to do is add custom 
delay units in both to estimate the correct output. The delay1 introduces a delay of 2 clock cycles to 
overcome the path lead problem.  

Another parallel path exists along the integrator1 block this is also adjusted by adding a delay after 
Cmult3.With this optimization all parallel paths in our model have same latency and are good to go. 

The phase integrator shown by the arrow has to be started only after the DDS block has a ready 
signal otherwise a large phase error is generated in the start of the filter which tends it unstable 
and is not a good practice. A solution to this is implemented by a custom ready to enable integrator 
for proper phase generation control and to optimize the output. 

Designing the NCO to generate the Sine and cosine was a major hurdle several methods were 
evaluated including cordic sin/cos generator block but the most relevant was found out to be DDS 
compiler. It was implemented to get the sine cosine output and two registers fed with enable were 
placed at the outputs to cater the unknown state X form propagating to the rest of the model. 

Major challenges like parallel path delay optimization and NCO control for bounded output along 
with implementing multipliers were resolved and then these were put together to form the 
successful system we just observed as above. 
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10.7 OPTIMIZATION: 

The DDS compiler output for sine and cosine was buffered to avoid the unknown state ‘X’ from 
propagating during the initializing phase. Figure 10-6 shows the enable controlled integrator2 to 
avoid phase jitter during initialization. The phase register is set at the initial value ‘-0.5’.After the 
design was successfully implemented in XSG the timing and power analysis for the architecture was 
performed. Post place and route timing report was generated for the XSG design which showed the 
max clock frequency supported by the design to be around 40.912 MHz which may not support 
certain timing critical applications so optimization was performed on the architecture to increase 
the overall clock speed for the design. The critical path was identified from the timing report 
studying the overall latency values for path delays and was partially pipelined which decreased the 
latency for the critical path to increase the operating frequency to 100.482 MHz which is much 
more compatible with time sensitive real-time systems. Figure 10-7 shows the partially pipelined 
optimized architecture for the algorithm [b.5] implemented using XSG. Figure 10-9 shows the 
histogram for path delay after its critical path was optimized. 

 

FIGURE 10-7 OPTIMIZED ARCHITECTURE 
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The wave scope tool gives us unprecedented view of all the activity going on and it was successfully 
used to overcome major hurdles and limitations. As seen in figure 10-8 it was successfully 
implemented to see the step by step output and in path results for the model debugging. 

 

 

FIGURE 10-8 WAVE SCOPE VIEW 

 

 

FIGURE 10-9 PATH DELAY HISTOGRAM 
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FIGURE 10-10 POWER ANALYSIS 

10.7.1 DESIGN ANALYSIS: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This section presents a comparison between the pre and post optimized architectures in terms of 
the resources usage, the maximum operable design frequency and the power usage.  

Device 

Spartan6-xc6slx16-csg324 

Optimization 

Before After 

Device Utilization Summary 

Slice Logic Utilization: 

Number of Slice Registers: 

Number of Slice LUTs: 

 

109 

1,160 

 

116 

358 

Slice Logic Distribution: 

Number of occupied Slices: 

Number of MUXCYs used: 

Number of LUT-FF pairs: 

 

327 

1,288 

1,163 

 

117 

328 

360 

IO Utilization: 

Number of bonded IOBs: 

 

31 

 

31 

Specific Feature Utilization: 

Number of RAMB 16: 

Number of RAMB 8: 

Number of BUFGs: 

Number of DSP48A1s: 

 

6 

1 

1 

4 

 

6 

1 

1 

4 

Maximum Operating Frequency 

 

MHz 

 

40.912 

 

100.482 

Power Utilization 

 

Watts 

 

0.098 

 

0.071 
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10.7.2 RESULTS: 

The optimized partially pipelined architecture was simulated and the results were verified which 
show the successful implementation of the model. Figure 10-8 show internal signal waveforms 
generated by wave scope for the architecture implemented. Section 10.7.1 shows maximum 

operating frequency and power utilization before and after optimization with partial pipeline in the 
critical path. Figure 10-10 shows power analysis. The designed architecture uses a total power of 
0.071(W). The junction temperature obtained is also close to room temperature at 27.0(C). These 
power and temperature ratings validate the design for usage in portable devices. The resource 
utilization is shown in section 10.7.1 depicting reasonable usage in Spartan 6 based devices for 
development of larger integrated architectures on available resources. Xilinx Spartan6-xc6slx16-csg324 
was targeted as the design chip to serve as reference for the results published here. The tracking 
validation for the developed hardware based architecture is obtained by tracking a noisy input 
sinusoid. Figure 10-11 shows the simulation results for the noisy input and tracked output 
generated by the filter implemented. Sampled based noisy input sinusoid is filtered to obtain the 
source signal. 

 

FIGURE 10-11 TRACKING RESULTS OF XSG MODEL 

10.8 CONCLUSION: 

The XSG based architecture for the novel adaptive filter has been designed and implemented 
successfully showing promising results. This filter block can be integrated within large systems 
[b.20] fulfilling the design requirements for different systems for their XSG based implementation 
and ultimately their hardware based development for use in real-time user based applications 
[b.22][b.21][b.15][b.16][b.17][b.8][b.3]. The developed design can serve as a reference model for 
further improvement in this design or future XSG based development of similar models.  
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RESEARCH RECOMMENDATIONS 

 

The work presented in this thesis can serve as a guideline for the upcoming research interests for 
those students who have a motivational approach towards the relevant subjects of adaptive signal 
processing in wireless non stationary channels along with its applications. Although the specifics 
are discussed in detail and the merit is met but such innovative and broad spectrum fields are a fair 
game for anyone with the right approach of understanding and implementation. Some research 
recommendations have been put together as follows for those who are willing to take the challenge. 

 Implementation and evaluation of the STA for other unexplored applications like beam 
forming echo cancellation and neural networks. 

 Developing a new STA aided back propagation neural network for complex behavior 
analysis and matching. 

 Aiding the STA equalizer design using other nonlinear advance algorithms like Recursive 
Least squares (RLS), State Space RLS (SSRLS), SSRLS with adaptive memory, Extended 
Kalman filter. 

 A performance comparison between STA and Particle filters. 
 Implement a variable discrete step size approach like arctangent for discrete 

implementation of STA algorithm for increasing convergence and steady-state stability. 
 Image processing applications aided by STA. 
 Removing flicker from video feeds using the STA flicker elimination technique. 
 Aiding the Discrete wavelet transform using the STA frequency component extraction 

property. 
 Audio compression techniques development using the STA interpolation feature. 
 Encrypting data in a single component (e.g. amplitude, frequency, and phase) or between 

different component properties for the development of a new encryption technique. 
 Design of a multidimensional STA architecture. 
 FPGA based implementation of the different equalizers developed in this work or other 

relevant applications using either Verilog HDL or Xilinx system generator. 

 

Researchers can benefit from the bibliography section for new innovative ideas as well as to 
understand and implement their research. 
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