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Abstract

Daily amount of news reporting in real-world events is growing exponen-

tially, at the same time, people need most important information about any

event or any topic in an organized or compact form to make decisions. Doc-

ument summarization addresses the problem of presenting the information

in a compact form to the readers. Different approaches to summarize doc-

uments have been proposed and evaluated in literature. Common research

problems in summarization are redundancy and extraction of sentences; that

are important and semantically linked with other sentences.

The proposed summarization approach is a combination of agglomerative hi-

erarchical clustering and Latent Semantic Analysis (LSA); which measures

the semantic similarity among different terms and reduces dimensions by

preserving only highly weighted vectors, we propose a novel multi document

summarization approach. To identify important terms in our summary, we

have used Latent Dirichlet Allocation Model (LDA). LDA is a generative

statistical model which allows a set of observations to be explained by a set

of small number of topics, where the presence of each word is attributable to

the topics of the documents.

We have used Recall Oriented Understudy for Gisting Evaluation (ROUGE)

metric for the evaluation of our system against other state-of-the art tech-

niques using Document Understanding Conference (DUC) dataset 2004. Ex-

perimental results show that there is substantial performance improvement

using our system and it makes a coherent summary as compared to the other

state-of-art techniques. Our summarization approach improves upon current

state-of-the-art summarization systems on mainstream evaluation datasets.
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Chapter 1

Introduction and Motivation

With the rapid growth in the web size, it has become need of the hour to
develop information retrieval system which provides an easy and effecient ac-
cess to the information for all the users. Summarization is one of many such
information retrieval systems that can address the problem of information
overload. Automatic summarization system generates a summary of related
textual documents providing an overall understanding of the topic, without
having to go through all of the documents [63].
This chapter further explains the need of such a summarization system, mo-
tivation behind this research in section 1.2. Section 1.3 contains problem
statement and Section 1.4 describes objectives of this research. Section 1.5
provides an overview of all the chapters with contents.

1.1 Introduction

Summarization is a process of creating a topic-focused or generic summary by

reducing the size of a document while keeping the main and central charac-

teristics of documents intact. Summarization helps the users in saving their

time and to give them much information in a reduced form. The estimated

size of the web is 4.48 billion pages till October 2018 [46]. This number

grows at a very fast pace in terms of articles, books and scientific pages ev-

ery day, such that it is unfeasible to sieve effective and useful information

which arouse the need to summarize documents into a compressed and pre-

cise form. Summarization helps a reader to decide whether a document is

related to his/her interest or not [60].

1
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The field of summarization has been investigated by Natural Language Pro-

cessing (NLP) community for nearly half a century and since 1958; it has

been producing essential information from a large collection of data sets [59].

Primarily research focused on a summarization of single documents, where

summary is created from a single document. A document revolves around

a central topic or theme. Summary arranges sentences in such a way that

irrelevant or redundant data is removed and the summary contains informa-

tion about a main topic from which a reader can get information about the

gist of the document, he doesn’t need to read the original document entirely.

His time is saved as he can get the primary information in lesser time span.

In single document summarization, the sentences are selected to form a sum-

mary based on any weighting scheme, i.e, term frequency (tfidf) defined in

the following equation.

IDF (t) = log e(Totalnumberofdocuments/Numberofdocumentswithtermtinit).

(1.1)

where similarity between two sentences is measured by a function of con-

tent overlap. Overlap can be seen as a number of similar tokens between the

lexical representations of sentences [7]. These summarization algorithms are

about measuring word frequencies or some other combinations of measuring

weights and generating summary by combining sentences which have higher

frequencies. These weighting mechanisms have limited choice in terms of

assigning weights to the sentences or terms [3].

Graph based approaches are also used in summarizing both single and mul-

tiple documents. In graph based approaches, sentences are represented as

nodes in a directed or an undirected graph. Two sentences are connected to-

gether with edges only if they share some similarity (cosine or such) behind

some predefined threshold [24]. Machine learning approaches are supervised

techniques in which classifier, i.e, Neural Networks, etc are trained on cer-

tain features. Sentences owing to have such features are extracted to form a

summary [24].

The web size is growing at a large pace, the size of the web in previous three
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years is shown in Table 1.1.

Table 1.1: Size of the web over 3 years

Time-frame Size
2018 4.45 billion pages
2017 3.39 billion pages
2016 2.69 billion pages

With this continuous growth in web data, it became a necessity to process

multiple documents. In multi-document summarization (MDS), summary is

created across multiple documents by reducing them in size while preserving

the central characteristics of original documents. The major challenge with

MDS is that a document may contain diverse information which may or may

not be related to the main topic [58]. Hence more effective summarization

methods are required to merge information stored in different documents

and store only information related to the main topic. Many supervised and

un-supervised techniques have been devised to extract salient information

only [58]. Clustering based approaches like k − means, hierarchical clus-

tering and topicbased clustering also contributed well in clustering similar

sentences together in a cluster, where a sentence selection algorithm is ap-

plied and important sentences are extracted to form a summary. The basic

purpose is to combine semantically similar or related sentences are put to-

gether in such an order that they share same topics [10].

The focus of all these techniques is to find a subset of the original documents

in such a way where that subset is contained with core essence of documents

from conceptual and semantic standpoints. In document summarization, a

large feature set is a challenge that should be dealt appropriately for bet-

ter quality and performance of summarization. This problem has started

an enthusiasm to use Latent Semantic Analysis (LSA) to tackle curse of

dimensionality. LSA is an unsupervised and most prominent tool in Infor-

mation Retrieval tasks. It reveals unseen structure of documents using Singu-

lar Value Decomposition (SVD). SVD produces word-word, word-document,

document-document measures that are correlated with human cognitive phe-

nomena involving semantic or association similarity [62].
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1.2 Motivation

Many automated summarization methods have been presented to deal with

this increasing number of information [13,19, 23,32]. The prime focus is the

coveying of the important ideas by reducing less crucial and redundant in-

formation. The multi document summarization is very important in dealing

with a massive collection of data set. A summary contains important infor-

mation from multiple documents which gives users an insight to understand

a large collection of information data set in a very less time due to its com-

pactness and coherency.

The multi document summarization can be categorised as either extractive or

abstractive summarization. Extractive summarization re-arranges sentences

and produces summary by highlighting important sentences, while abstrac-

tive summarization involves paraphrasing the corpus using novel sentences.

Summarization methods vary depending upon its type. From feature based

approaches to clustering; machine learning approaches and graph based ap-

proaches, LSA and LDA are important summarization methods [24]. Sum-

marization is very important in today’s era where information is growing

rapidly with a fast pace, and we need only useful and coherent information

from this large collection of data.

1.3 Problem Statement

The major problems to deal in multi document summarization is redundancy,

removal of irrelevant information and producing a coherent summary. These

problems were not successfully addressed in previous approaches. The resul-

tant summary still contains irrelevant and repeated information. In previous

approaches, topic detection is another research area which is is not combined

with summarization. To the best of our knowledge, no such summarization

approach exists which deals with the identification of the important topics

that are discussed in the summarization. Readers do not know what this

summary contains and which type of information it has. Furthermore, ol-
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lowing issues occur while summarizing the text documents.

1.3.1 Repetition of letters

Repeated letters, i.e, ’??!!!’ can be frequently observed in the text documents,

which should be addressed while summarizing the documents [49].

1.3.2 Increased feature space

As a result of the continuous growth of the world wide web [59], the feature

space is increasing which results in computational overhead. Size of the

feature space effects the quality of the summary as irrelevant sentences or

information is included in the resultant summary [64].

1.3.3 Summary about a central topic

Text documents include information about different topics, whereas, a co-

herent summary is usually about a central or main topic, i.e, providing in-

formation about a main idea. The sentences are semantically related and are

mostly about one topic, sharing information about it from different perspec-

tives [32].

1.3.4 Contributing topic terms

Document may have different kind of information in it, but one or two topic

terms might be interesting and could have been the focused point of the

summary. The knowledge of the most important topic terms in the summary

would be worthy enough to share with the users beforehand.

1.4 Research Objectives

The objectives of this research is:

To preprocess the text documents to remove noise and irrelevanat informa-
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tion, which increases effeciency of the further processing.

To remove redundancy from the summary, so that it contains unique un-

repeated information.

To provide a coherent summary sharing an event or topic of common in-

terest, where sentences share information about a central topic and sharing

semantic relation with each others.

To present a topic to the readers which gives them an insight about the

information shared in the summary.

1.5 Thesis Outline

The rest of the thesis is organized as follows: Chapter 2 provides an overview

of the related state-of-the art techniques. Chapter 3 provides a detailed

description of the data set and proposed framework. Following subsections

in the chapter also highlight the implementation details. Chapter 4 provides

comprehensive details about the evaluation measures and an experimental

setup to validate our proposed framework. Chapter 5 concludes the thesis

and gives insights about the future work.



Chapter 2

Literature Review

Summary contains important information from one or more documents. The

size of the resultant summary is almost the half of the original text [48].

Presently, there are number of studies in the field of extractive summariza-

tion. In this section we briefly review the related work in this field, including

single document summarization and multi-document summarization.

Different types of summarizers based on various factors are shown in Table

2.1.

Table 2.1: Different types of summarization systems

Summarizer types Factors
Single vs Multi document Size and topics of documents

Query vs Generic Depends upon user’s demand
Email based Summarizes emails

Based on webpages Summarizes webpages
Sentiment-based Summarizes opinions and sentiments

A summary can be generated from one or multiple documents, which can

either be generic or query-focused [40]. Emails, webpages and sentiments can

also be summarized as shown in Table 2.1. Different types of summarization

techniques are observed over time, we will discuss the approaches directly or

indirectly related to our approach.

7
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2.1 Single Document Summarization

Initial research in the field started with the summarization of a single doc-

ument.In 1958 Luhn [34], created the first single document summarization

system that uses each word frequency to measure its significance. Hence all

words with significant high frequency are extracted and thus a summary of

the given document is generated. However, the semantic relation between

sentences is not considered in this approach, therefore the summary did not

contain meaning and link with previous sentences is also not present.

Authors in [38] proposed techniques for automatic book summarization.

These techniques are difficult to apply because they are not effective in cases

other than book summarization.

In summarization, mainly two approaches are focused: summarization through

Supervised learning and Unsupervised learning. [38]

In [29] the authors have identified the difficulty to summarize short story

documents. Authors in [29] have proposed a system by combining machine

learning approaches with manual assistance and achieved 6% compression

ratio in summarizing short story documents. Authors have achieved good

results but it is still an unsolved problem to propose an improved summa-

rization system for short story documents that also shows improvements in

compression ratio.

2.2 Feature based approaches

Authors have proposed a feature based approach, where different features

like title, sentence position and its length are scored, the sentences having

highest scores are selected to generate a summary [24]. A generic model for

feature based approach is:

Score =
n∑
i=1

wi ∗ fi, (2.1)
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where wi = weight of feature i, fi = score of feature i

One problem with these approaches is that they only consider the feature

score of sentences not the semantic meanings between them.

2.3 Machine learning approaches

Supervised learning Machine learning approach can be applied if the train-

ing data is available. In machine learning approaches the model is trained to

determine whether the element belongs to class or not. In case of summariza-

tion, model distinguishes among the sentence based upon features whether

it should belong to ”reference summary” or not. [43].

In machine learning approaches, a classifier is trained on a set of features.

These features can be:

Table 2.2: Machine learning trainable features

Serial no Features
1 Sentence Length
2 Position of a sentence
3 Resemblance to the title
4 Similarity to keywords
5 Occurrence of proper names
6 Occurrence of anaphors

These features are briefly described in the following subsections.

Sentence Length

This feature is set to truncate sentences which are too short, since they are

not expected to belong to the summary. We use normalized length of sen-

tence, that is the ratio of the number of words occurring in the sentences

divided by the number of words occurring in the longest sentence of docu-
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Figure 2.1: Cosine Metric for computing similarity to title [9]

ment [43].

Sentence Position

Sentence position is a combination of several items, i.e, the position of sen-

tence in a document as a whole, with reference to a section or a particular

paragraph etc.

Similarity to Title

In this feature, the similarity is calculated between setences and title. If the

sentence contains title, it is important, similarity is calculated using cosine

metric shown in figure 2.1.

Similarity to Keywords

This feature is obtained analogously to the previous one, considering the

similarity between the set of keywords and sentences, according to the cosine

similarity.
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Occurrence of proper names

This feature is obtained by identifying the occurrence of proper names re-

ferring to people and places. This is considered as a binary feature with

Boolean values true or false, whether a sentence contains proper name or not

which is identified with the help of a part-of-speech tagger.

Occurrence of anaphors

The motivation for this feature is that the occurrence of anaphors in a sen-

tence makes it relevant for the summary.

The classifier is trained upon above mentioned features. Correct summary

sentences belonging to such categories are characterized as positive and added

into the summary. The sentences which do not possess such features are la-

belled as negative and are automatically removed. Different classifiers can be

used for training, i.e, Naive Bayes or decision tree, Support Vector Machines

etc, which we have discussed briefly in the next section.

Supervised or Machine Learning approaches basically have two phases; in

the first phase a classifier is trained while in the next stage testing is per-

formed [43]. The computational complexity of O(n) sets limitation to such

approaches and the un-availability of training data is another constraint.

Following table shows the machine learning/supervised approaches, due

to the space constraints, we have just mentioned these approaches.

Table 2.3: Machine learning approaches

Supervised Techniques Methodology
K-Nearest Neighbour (KNN) Distance-weighted function

Support Vector Machines Outlier detection-in hyperplane (Kernel trick)
Neural Networks Layered (input, output)approach
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2.4 Multi-document Summarization

Extraction of important information from multiple sources gained attention

when some web based clustering systems were inspired by research on news

like Google News , or News in Essence. [11]

This field was pioneered by authors from Columbia University in 1995 [36].

The focus in Multi document summarization is to generate summaries from

multiple documents and removal redundancy, later the summarization tech-

niques moved towards different clustering techniques using K-meand and

Hierarchical clustering [28]. In these clustering techniques, the aim is to

cluster similar documents together and then applying a sentence selection

algorithm that can either be term frequency or sentence extraction. Authors

in [65] proposed a topic basedd clustering approach for summarizing multiple

documents and controlling redundancy in documents in an effective manner.

However, due to topic distribution of the novel body, this approach has to

sacrifice the topic diversity to a certain context. Authors in [57] presented an

approach comprised upon joint graph based model for sumamrizing events

which occur at different time, and achieved good results, this simple event

series is not able to deal with the complex lines in the plot.

2.4.1 Clustering based Approaches

Clustering approacches are receiving much attention for the sumamrization

of multiple documents. Document clustering provides effecient browsing and

navigation of the corpus. Clustering can be mainly categorized into: flat

clustering or partitional and agglomerative clustering. Both approaches have

been investigated by researchers resulting in to K-means, DBscan cluster-

ing. [61]. Authors in [65] presented a probabilistic generative model where

the documents are clustered and sentences in clusters are scored, the highly

scored sentences are put together to form a summary. Hierarchical cluster-

ing uses bottom-up clustering to cluster data points resulting in a single big

cluster. The complexity of this clustering algorithm is: O(n2logn), where n

is no of data points. Computational overhead is a barried when it comes to
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deal with a large number of documents. Partitional clustering, on the other

hand, operates upon a pre-defining criteria of functions like in K-means the

clusters are defined at the beginning. [61]

2.4.2 Summarization using Latent Semantic Analysis

Latent semantic indexing(LSI) or Latent semantic analysis (LSA) is used to

find semantically similar terms and to reduce size of the feature space by

minimizing the number of dimensions [19]

LSA requires two steps for the document representation, in the first step, the

creation of a term by sentence matrix is done where columns represent the

term-frequency vector of a sentence. The second step is to apply Singular

Value Decomposition (SVD). to matrix A:

Ak = UkΣkV
t
k . (2.2)

SVD derives the latent structure of the document represented by the

matrix A: i.e, breaks the original matrix into linearly independent vectors,

which represent the main ’topics’ of the document. SVD captures interrela-

tions between terms, so terms and sentences which are arranged together will

be sharing semantic meaning rather than the words only [54]. As demon-

strated in [53], if a word combination is salient in a document, this pattern

will be represented by one of the singular vectors, where the magnitude of

the corresponding singular value shows the important degree of this pattern

within the documents. Any sentences having this word combination pattern

will be projected along the singular vector [14]. Authors in [21] presented an

approach where standard IR methods are usedd for ranking sentences and

then Latent semantic indexing is used to find semantic relation between sen-

tences in order to identify important sentences. Authors in [19] proposed a

technique which uses few features, adding other features like location, time

and linguistic features amy further improve the results.
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2.4.3 Graph based Approaches

The main idea behind this approach is to create connections between objects.

A graph is generally denotes as: G = (V,E), where V denotes a vertex and E

denotes an edge. In context of document summarization, vertex represents

sentences and edge denotes weight between two sentences, where similar-

ity between sentences is calculated through cosine measure. [67]. The well

known algorithms for graph based approaches are HITS [31] and GooglePage

rank [45], LexRank [45] and TextRank [39] are successful raking systems that

implement these algorithms. In these implementations, graph type is undi-

rected where sentences are shown as nodes and similarity is depicted as edges.

A recent graph based approach is proposed by Rafael Ferreira et al., where

sentences are represented as vertices and the connection between sentences is

computed using discourse, cosine and coreference resolution [51], which needs

much computation and it uses wordNet to find discourse relations between

words which is vocabulary limited [17]. Authors in [20] presented a graph

based model for summarizing documents to overcome this limitation adding

positional information to the nodes. This model produces coherent sumamry

naturally, but its much focus is on the surface order of the words, which re-

sults in grouping of sentences at a surface level. The deep level demantic

level grouping is not done, which van be done by overlaying parse trees.

2.4.4 Topic Modeling Summarization

The theory behind topic based summarization is to group documents as a

cluster of topic words [6]. A lot of research bas been done in the field of topic

modeling summarization [2, 4, 65] to summarize novel documents.

Such a topic modeling based summarization system is recently proposed by

Wu, Zongda et al. [60], where a latent dirichlet allocation model is used to

detect topic words and cluster the sentences using these topic terms. LDA

can be defined as follows:

Pr(w|D) = ΣPr(w|wt|D).Pr(wt|D), (2.3)
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where: i) Pr(w|D): The probability of occurrence of word w in document

D.

ii) Pr(w|wt): Which is probability that defines relevance of w with topic

corresponding to wt .

iii) Pr(wt|D): The frequency of occurrence of each topic wt with relevance to

document D.

The iteration in LDA algorithm starts with: 1) Obtaining a topic wt from

each document d. 2) Obtaining a word w from the word distribution of the

topic wt. 3) Repeating the process until each word w but each document D

as been traversed. Our algorithm has repeated this probability of occurrence

according to the size of document D.

The sentence selection algorithm is based upon a diversity function, which is

composed of positive diversity (number of topic terms) in a sentence, negative

diversity (number of topic terms missing from a sentence). The sentences

having highest diversity scores are chosen to form a summary. The limitation

comes in using LDA, which shows no evaluation of topics over time, moreover,

the redundancy issue has not been resolved properly in these approaches.

2.4.5 Critical Analysis

We have discussed Feature based approaches, based upon certain fea-

tures, a summary is generated, but one problem with these approaches is

that they only consider the feature score of sentences not the semantic mean-

ings between them. Hence the summary only contain sentences with highest

scores not the coherent sentences with logically sequenced.

The problem with Machine learning approaches is the computational

complexity and un-availability of training data. We do not have training

data available every time. The computational complexity is O(n), where n

is shows number of sentences.

Training time of a classifier like Neural Network takes too much time and

in case of Naive Bayes the condition of independent features is not full

filled every time in real world data.

In clustering based approaches, two main clustering approaches are con-
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sidered, K-mean and Hierarchical clustering. Former algorithm needs esti-

mated clusters at beginning while in the later algorithm in case of bottom-up

clustering, the computational overhead is a barrier when it comes to a large

number of documents [61].

The Graph based approaches produce a coherent summary but the focus

is the surface semantic level of the words instead of deep semantic level.

The Maximal marginal relevance is an approach for summarizing docu-

ments that matches use- less words in the query given by user and results in

a relevant summary. The MMR works best for query focused summarization.

However query focused documents do not give us an overview of the whole

document.

The SUMMARIST text summarizer from the university of Southern Califor-

nia strives to produce a summary according to the following equation:

Summarization = topicidentification+ interpretation+generation (2.4)

, The identification of the important sentences is done at the stages identifica-

tion and interpretation, which is followed by the clustering into encompassing

concepts respectively. Finally summary is generated at the generation step,

which is based upon portions of interpretation concepts. However this gen-

eration approach was not realized in the paper.

In order to deal with these limitations, we present a system that uses Latent

semantic indexing and Singular value decomposition for generating only in-

formative document matrix.

Our summarizer produces a coherent summary at deep semantic level by

eliminating un necessary data and clustering similar documents together with

least computational overhead. Table 2.4, shows the research gap in previous

approaches.
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Table 2.4: Comparision of previous research approaches

Approaches Preprocessing Semantic similarity Redundancy

Zongda Wu a 2017 [13] X × ×

Rafael Ferreira 2017 [19] X X ×

Xiaojun Wan 2014 [32] X × X

Gunes Erkan 2015 [22] X × X

Elena Baralis 2016 [67] X X ×

Yihong Gong 2013 [18] X X ×

Shengbo Guo 2013 [5] X X ×

Rasim M. Alguliyev, 2010 [20] X X X

Anil K. Jain 2009 [1] X × X

KHOSROW KAIKHAH 2008 [3] X × X

John M. Conroy 2007 [10] X X ×

Xin Liu 2005 [25] X × X

Dingding Wang 2004 [16] X × X

Yihong Gong 2002 [42] X × X

Conroy Zhu 2002 [9] X X ×



Chapter 3

The Proposed Framework

This chapter is organized as follows: Section 3.1 provides the description of

our data set. Section 3.2 gives an overview of our proposed framework with

the detailed description of each module in the subsequent sections. Section

3.9 presents the algorithm for our proposed framework.

3.1 Data Acquisition

To perform this study, the data set we have used is provided by the National

Institute of Standards and Technology (NIST). NIST is a physical sciences

laboratory, and a non-regulatory agency which aims to promote research and

innovation in information retrieval and industrial competitiveness.

3.1.1 Data Description

In the area of text summarization, NIST started an evaluation series, which

is tentatively called Document Understanding Conference (DUC). Different

DUC data sets, i.e, DUC 2001, 2002 and 2004 are available. The data set

which we have used is the DUC 2004, which is also used by other state-of-the

art techniques.

There are three tasks defined in each of the DUC data set, as elaborated in

the Table 3.1.

18
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Table 3.1: Specification of TASKS in DUC 2004 data set

Tasks no. of documents Length of words frequency of use
Task-1 77 100 11
Task-2 59 50 4
Task-3 68 200 2

Due to its specification, we have selected TASK 1 from DUC 2004 data

set which contains 77 documents on different subjects.

3.2 Proposed Framework

Our proposed framework consists upon six important modules. These mod-

ules are: data loading, pre-processing, dimensions reduction, clustering, sum-

mary generation and topic detection. The proposed framework for summary

generation is shown in figure. 3.1, which is composed of different modules,

in the following sections we will discuss each module step by step.

3.3 Data Loading

The first step in the proposed framework is data loading. We have given 77

documents from TASK 1 as an input to the system.

3.4 Data Pre-processing

In Natural language processing, Pre-processing is a salient step which en-

hances the quality of data by reducing the inconsistencies, incompleteness

and removing noisy data [27,66]. The aim of preprocessing is to enhance the

effectiveness and effeciency of the proposed approach as low quality data set

generates poor summary results.

Following steps constitute data preprocessing:
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Figure 3.1: Proposed System Model for summary generation

3.4.1 Tokenization

The process of converting text into small segments is called Tokenization,

these small segments are called tokens. The purpose of tokenization is to

examine words and feed these words as an input for further operations, i.e,

stop words and punctuation removal. Tokenization is not a simple step as it

may contain a sequence of alphabetic, non-alphabetic or alphanumeric char-

acters. Like alphabetic sequences, alphanumeric should also be treated as a

single token [12,55]. In order to perform tokenization, a scikit-library is used

in our proposed approach. The pseudo code for tokenization is shown below:

3.4.2 Stop Words Removal

Frequently repeated terms in documents are called stop words, which occur

without any particular meaning or relation to the topic, i.e, conjunctions,

prepositions etc. Stop words are ignored and removed from the sentences



CHAPTER 3. THE PROPOSED FRAMEWORK 21

Algorithm 1: Algorithm for tokenizing the sentences

Input : A set of documents, doc set
Output: A set of tokens

1 for i in doc set do
2 raw = i.lower()
3 tokens = tokenizer.tokenize(raw)

4 end
5 return tokens

because they, (1) do not carry useful and discriminative information, (ii) cre-

ate hurdles in further processing and understanding of the contents, (iii) give

weight to terms due to their frequent occurrences, which have no importance

or meaning [37]. Stop words are removed to improve text quality and reduc-

ing feature space [47].

In our proposed approach, we have used a Python library called Natural lan-

guage toolkit (NLTK) to get a list of stopwords [44].

The pseudo code to remove stop words is shown below in algorithm 2:

Algorithm 2: Algorithm for removing stopwords

Input : A set tokens, tokens
Output: Set of Clean tokens without stop words

1 en-stop = set(stopwords.words(’english’))
2 stopped-tokens = i for for i in tokens do
3 if not i in en-stop then
4 return clean tokens
5 end

6 end

3.4.3 Punctuation Removal

Our choice of including punctuation (. , : ; ? ! - etc) removal is depen-

dent upon both what the model does and how we intend to use the word

embeddings generated by the model. Especially for Doc2BOW model, which

learns embedding without considering order of the words, thus making it
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an essential preprocessing step. Punctuation provides grammatical context

which supports understanding of the content but not in case of the vector

space representation [26].

The pseudo code for punctuation removal is shown below.

Algorithm 3: Algorithm for removing punctuations

Input : A set of documents
Output: A set of data D without punctuations

1 for char in txt: do
2 if char not in punctuations: then
3 no punct = no punct + char
4 return D

5 end

6 end

After preprocessing, our data is free of noise and raw facts and figures.

The preprocessing does effect the feature space as shown in Table 3.2, as the

preprocessing steps include removal of frequent stop words, punctuations,

which results in a reduced feature space.

Table 3.2: Effects of preprocessing on Bag of Words feature space

Preprocessing parameters Size
Feature space without pre-processing 21,599

Feature space after Stop words removal 17,678
Feature space after Punctuation removal 14,578

Feature space after all preprocessing steps 10,3427

3.5 Dimensions reduction using Latent Se-

mantic Analysis (LSA)

Documents may contain terms which are semantically identical, hence result

in increased size of the feature space. LSA is a technique which compares
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text using a vector space representation which is learned from a corpus. The

primarily task performed by LSA is to compute the similarity between pair

of text [8]. The following subsection provides the steps performed in our

proposed framework to reduce the dimensions.

3.5.1 Vector Space Representation

The first step towards dimension reduction is the vector space representation

of the text documents.

Vector space representation is an algebraic model for representing text

documents as a set of vector identifiers, such as index terms [15]. We have

used bag of word (doc2BOW) model for vector space representation provided

by gensim. Gensim is a robust open-source vector space modeling toolkit

implemented in Python. Gensim includes implementation of word2vec, tfidf ,

latent semantic analysis and doc2bow models.

The doc2BOW model works as follows:

1. In the first step, a dictionary is created with unique terms

2. The next step is to create a document term matrix, which contains two

elements (1) term id (2) term frequency. The terms in the dictionary are

used to create a document term matrix. The code for creating term matrix

is shown in algorithm 4.

Algorithm 4: Algorithm for creating Document term matrix

Input : Document corpus
Output: Document term matrix, D

1 dictionary = corpora.Dictionary(texts)
2 corpus = dictionary.doc2bow(text)
3 for text in texts do
4 return D
5 end

The document term matrix provides us information about the occurrences

of the terms in corpus. This term matrix is given as an input to our next

step LSA.
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3.5.2 Singular Value Decomposition (SVD)

LSA extends the vector space representation using Singular Value Decom-

position (SVD) to reconfigure data. SVD is an algebraic technique which

re-orients and ranks the dimensions in a vector space [54]. SVD is viewed as

a best approximation of the original data set using fewer dimensions. Hence,

SVD can be identified as a tool for data or dimension reduction. The idea

that makes SVD particular for Natural language processing (NLP) applica-

tions is that we can simply ignore variation below a particular threshold,

while relation of interest between original data has been assured [30]. The

algorithm of this step is shown below:

Algorithm 5: Algorithm for reducing dimensions

Input : Document Term Matrix
Output: A reduced set of terms, RD

1 tfidf = models.TfidfModel(corp) corpus-tfidf = tfidf[corp]
2 for document in corpus− tfidf do
3 lsi = models.lsimodel.LsiModel(corpus-tfidf, id2word=dictionary,

num-topics=50) return RD
4 end

LSA needs term frequency Inverse document frequency of the the terms.

Tfidf calculates the frequency of the terms in the entire corpora. It is de-

fined in Section 1. This tfidf model works as an input to LSA for further

processing. Three parameters are specified while calling Lsa function. The

dictionary created in the previous step, the parameter to create num topics

and the tfidf matrix. LSA or LSI (latent semantic indexing) is provided in

gensim library and can be accessed using a single command as shown in al-

gorithm. At the end of this step we have a reduced set of dimensions.
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3.6 Hierarchical Agglomerative Clustering (HAC)

LSA provides us a reduced set of dimensions, to create a relationship among

these terms, this section provides the implementation of Hierarchical agglom-

erative clustering algorithm. We need a summary, where sentences share

semantic meanings and are related to a main topic. Instead of sharing differ-

ent information, a summary should be coherent to a main topic. For having

different topics, different number of summaries are generated. In order to

cluster terms together, we have applied HAC on our set of terms.

3.6.1 Bottom-up approach

In our proposed system we have used Bottom-up approach where each node

in a cluster contains a group of similar data clusters at one level join to other

clusters in next level up, using a similarity degree. This process continues

until all nodes form up a single cluster. In HAC the total number of clusters

is not predetermined. Popular options of linkage in HAC are:

Complete linkage: It is the similarity of the farthest pair. One drawback of

the complete linkage is that outliers can cause merging of close groups later

than is optimal.

Single Linkage: It is measure of similarity of closet pairs, this can cause pre-

mature merging of groups even if they are dissimilar to each other.

Group average: similarity between groups [41]. Cluster distance between

points c1, c2 is calculated as:

D(c1, c2) =
1

|c1|
1

|c2|
Σx1εc1Σx2εc2D(x1, x2),

where c1, c2 denote clusters, while x1, x2 show data points [41].

In our system, we have set following parameters:

i) Algorithm is Agglomerative; ii) linkage is average. We have cut our tree at

level two and level one for two different data sets which we will describe in

experimental section in detail. Average link calculates average of similarity

between all inter-cluster pairs. At the end of this step, we have clusters
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consist of related terms on which we can apply our selection algorithm to

select sentences for our summary. All related terms are now contained in one

cluster whose computational complexity is also decreased as we have already

semantically related terms with highest eigen values using LSA. Clustering

combines the similar terms together in a group. Then we apply our sentence

selection algorithm. The pesudo code of our clustering is shown below. HAC

needs different parameters, i.e, the linkage which in our case is average,

and the term matrix. We have cut the tree at level three, where maximum

similarity between clusters is shown, in our case we have got two clusters,

the terms within clusters are semantically related.

Algorithm 6: Algorithm for Hierarchical agglomerative clustering

Input : Document Term Matrix by LSA, doc feat
Output: Number of clusters having terms, clusters

1 model = AgglomerativeClustering(linkage =′

average′, connectivity = None)model.fit(doc feat.toarray())
2 Z = cluster.hierarchy.ward(X) clusters =

cluster.hierarchy.cut tree(3)
3 return clusters

3.7 Summary generation

In this section, we have discussed our next module which is summary gener-

ation.

3.7.1 Sentence selection based upon tfidf scores

Our sentence selecction algorithm is based upon tfidf . We have extracted

the sentences which have highest weighted terms defined by tfidf in them, to

form a summary.

At the end of this step, we have a coherent summary from multiple docu-

ments. The psuedo code is shown below:
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Algorithm 7: Algrothm for extracting sentences with tfidf

Input : Set of clustered terms, docu
Output: Sentences having high tfidf scores, S

1 vectorizer = TfidfVectorizer() X = vectorizer.fit transform(docu)
indices = np.argsort(vectorizer.idf )[::-1] features =
vectorizer.get feature names() top n = 15 top features =
[features[i] for i in indices[:top n] do

2 sentences in doc set
3 end
4 file = list.read().split() for word in arr: do
5 for linenum, line in enumerate(top n): do
6 if word in line.lower(): then
7 w = open(’summary.txt’, ’w’, encoding=”utf8”)

w.write(str(line))
8 end

9 end

10 end
11 return S

As the algorithm depicts, we have applied tfidf vectorizer upon the clus-

tered terms and selected the top feature sets which have higher tfidf weight,

then we have selected the sentences having these tfidf terms.

3.8 Topic Detection

In our proposed model, the topic related to summary is also provided to user

after summary is produced.

3.8.1 Latent dirichlet Allocation Model (LDA)

We are using Latent Dirichlet Allocation(LDA) for topic modeling. LDA is

a generic probabilistic model. It automatically discovers Topics that these

sentences contain. LDA decides Topics on the basis of poison distribution

which is popular for modeling the number of times an event occurs in interval

of time and space. We have used the Genism tool [50] to carry out LDA topic



CHAPTER 3. THE PROPOSED FRAMEWORK 28

modeling.

Algorithm 8: Algorithm for detecting most contributing topic
terms from sumamry

Input : Summary, S
Output: Most contributing topic terms, T n

1 corpus = [dictionary.doc2bow(text) for text in texts]
2 ldamodel = gensim.models.ldamodel.LdaModel(corpus,

num topics=10, id2word=dictionary, passes=20) T n =
ldamodel.print topics()

3 return T n

The summary is given as an input to the LDA model, which coverts the

text into vectors using doc2BOW model. The parameters LDA requires,

beside the text corpus are, the number of topics, the dictionary created by

doc2BOW and the total number of runs, i.e, LDA iterates this number of

passes to generate the most contributing topic terms.

3.9 Algorithm for Proposed framework

The algorithm for our proposed system model is depicted below which depicts

overview of each module discussed in the above sections.

Algorithm 4 depicts overview of the modules, while the detail of each step

is provided in the previous subsection of modules. The above algorithm starts

with browsing documents for summarization. In step 2 preprocessing, steps

6-9 contain Vector space modeling using doc2BOW to represent documents

as a set of vectors and dimensions reduction using LSA respectively, steps 10-

13, show clustering algorithm, steps 15-19 show tfidf steps to select sentences

and step 20 shows topic detection using LDA.
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Algorithm 9: Algorithm for the proposed framework

Input : Set of Documents N
Output: Summary S with Topic Terms Tm

1 Step 1. Browse documents N
2 Step 2. Preprocessing
3 Step 2.a1. Tokenization
4 Step 2.a2. Stop words removal
5 Step 2.a3. Punctuation removal
6 Step 3. Build Count Matrix M
7 corpus = [dictionary.doc2bow(text) for text in texts]
8 Step 4. Apply LSA Model

9 models.lsamodel.LsaModel(corpustfidf , id2word=dictionary,
numtopics=2)

10 Step 5. Apply Agglomerative Hierarchical Clustering
11 model = Agglomerative Clustering(linkage=’average’,
12 connectivity=None, nclusters = clusters)
13 D(c1,c2)=

1
|c1|

1
|c2|Σx1εc1 Σx2εc2D(x1,x2)

14

15 Step 6. Apply sentence selection algorithm
16 tfidf(t,d).idf(t,D)
17 while all sentences having MAXTERM do
18 add sentence into summary S
19 end
20 Step 7. Apply LDA to generate topic terms Tn on Summary S, ldamodel

= gensim.models.ldamodel.LdaModel(corpus, num topics=10
id2word=dictionary, passes=20) T n = ldamodel.print topics()
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Experiments and Evaluation

This chapter is devoted to describe the experiments conducted to evaluate

our proposed framework. A total of two data sets are used for the evaluation

purpose. In this chapter we have discussed about the evaluation metrics in

the first section. The next section is data specification, which describes the

data set, we have used in this evaluation measure. Two different experimen-

tal setups are performed for evaluation on two different data sets in section

three and four.

4.1 Evaluation Metrics

We have used Recall-Oriented Understudy for Gisting Evaluation (ROUGE)

[33] as our evaluation metric. ROUGE is a famous metric which is widely used

by DUC as a standard for evaluating automatic summaries. ROUGE mea-

sures the unit overlaps between candidate and a reference summary. ROUGE

provides several implementations, i.e, ROUGE-SU, ROUGE-W, ROUGE-L,

ROUGE-N. ROUGE-N which is n-gram recall measure, computed as:

ROUGE −N =

∑
S∈{RefSum}

∑
n−gram∈S

Countmatch(n− gram)∑
S∈{RefSum}

∑
n−gram∈S

Count(n− gram)
, (4.1)

Where ref is for reference summaries while n is for length of n-gram.

30
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Count match(gramn) is the count of maximum number of n-grams occurring

in both reference and candidate summaries. ROUGE-SU is a measure of

skip plus uni-gram. ROUGE-L matches the longest common subsequence

(LCS). ROUGE-W is weighted is weighted LCS [52]. Each of these ROUGE

methods provide Precision, Recall and f-measure scores, which are calculated

as follows:

Precision(D,M) =
1

|S|
∑
Sk∈S

|Sdk ∩ Smk |
|Sdk |

, (4.2)

Where: D is defined as our algorithm and M as a summary

Sdk , S
m
k denote the automatic summary generated by our algorithm, and man-

ual summary respectively. The quality is calculated by computing intersec-

tion.

The Recall and f-score is computed as follows:

Recall(D,M) =
1

|S|
∑
Sk∈S

|Sdk ∩ Smk |
|Smk |

. (4.3)

F1 =
2 · precision · recall
precision + recall

. (4.4)

4.2 Data Specification

We have used Document Understanding Conference (DUC) data set 2004

provided by National Institute of Standards and Technology (NIST), the

more details about this data set can be found in Section 3.1.1. We have con-

ducted two experiments, the first experiment is conducted on DUC 2004 data

set TASK-1. This data set contains 77 documents about different subjects.

The second experiment is conducted on a data set provided by the institute

research group.

The subsequent sections depict the results of our proposed framework on

these data sets.
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4.3 Experiment 1

The first data set provided by NIST is DUC data set 2004. We have used

TASK1 which contains 77 different documents. In the following steps, we

show the result of each module using our proposed framework, due to space

constraints and large number of data sset, we will show only smaple results

in experiment 1 while experiment 2 contains detailed results of each module.

In the first phase, we have loaded 77 documents in our system. The second

step contains preprocessing, results of each module are shown in the follow-

ing subsections. The sample of the documents is shown in the figure. REF

4.3.1 Sample of data set

Damascus 10-18 (AFP) - A decree issued by Syrian President Hafez

Al-Assad today, Sunday, announced that the legislative elections will be held

next November 30 to elect new members in the People’s Congress (the Par-

liament).

The decree explained that representatives from 15 Syrian governances must

be elected to occupy the congress seats numbered at 250, including 127 be-

longing to ”laborers and farmers” and 123 ”to other classes of people.”This

allocation is identical to the seat allocation in the Parliament, the term of

which had expired last September 9.

It should be noted that the congress term in Syria is four years.It should be

mentioned that during the last legislative elections in August 1994, the ruling

coalition in Syria, ”The Progressive National Front”, gained 167 seats out of

the 250 the congress is comprised of.All candidates of the coalition, which en-

compasses seven parties including the Baath Party, have been elected, while

the independent representatives gained 83 seats.

Tehran 10-30 (AFP) - The Iranian Islamic Republic’s spiritual guide, Aya-

tollah Ali Khameni, strongly denounced the Palestinian Authority President

Yasser Arafat today, Friday, for signing the Wye Plantation Accord with

Israel and called him ”a traitor and a follower of the Zionists.
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4.3.2 Preprocessing results

This module contains important steps for preprocessing the data, i.e, tok-

enization, stopwords removal and punctuation removal. The sample result

of each module is shown below.

4.3.3 Result sample for tokeniztaion

[’damascus’, ’10-18’, ’(afp)’, ’-’, ’decree’, ’issued’, ’syrian’, ’president’, ’hafez’,

’al-assad’, ’today,’, ’sunday,’, ’announced’, ’legislative’, ’elections’, ’held’,

’next’, ’november’, ’30’, ’elect’, ’new’, ’members’, ”people’s”, ’congress’,

’(the’, ’parliament).the’, ’decree’, ’explained’, ’representatives’, ’15’, ’syr-

ian’, ’governances’, ’must’, ’elected’, ’occupy’, ’congress’, ’seats’, ’numbered’,

’250,’, ’including’, ’127’, ’belonging’, ’”laborers’, ’farmers”’, ’123’, ’”to’,

’classes’, ’people.”this’, ’allocation’, ’identical’, ’seat’, ’allocation’, ’parlia-

ment,’, ’term’, ’expired’, ’last’, ’september’, ’9.’, ’noted’, ’congress’, ’term’,

’syria’, ’four’, ’years.it’, ’mentioned’, ’last’, ’legislative’, ’elections’, ’august’,

’1994,’, ’ruling’, ’coalition’, ’syria,’, ’”the’, ’progressive’, ’national’, ’front”,’,

’gained’, ’167’, ’seats’, ’250’, ’congress’, ’comprised’, ’of.all’, ’candidates’,

’coalition,’, ’encompasses’, ’seven’, ’parties’, ’including’, ’baath’, ’party,’,

’elected,’, ’independent’, ’representatives’, ’gained’, ’83’, ’seats.’] [’tehran’,

’10-30’, ’(afp)’, ’-’, ’iranian’, ’islamic’, ”republic’s”, ’spiritual’, ’guide,’, ’ay-

atollah’, ’ali’, ’khameni,’, ’strongly’, ’denounced’, ’palestinian’, ’authority’,

’president’, ’yasser’, ’arafat’, ’today,’, ’friday,’, ’signing’, ’wye’, ’plantation’,

’accord’, ’israel’, ’called’, ’”a’, ’traitor’, ’follower’, ’zionists.”’]....

Our first preprocessing step includes tokenization, whose result is depicted

in the above sample where it breaks the sentences into tokens.

The second and third preprocessing steps include stopwords and punctua-

tions removal. The following sample shows the result of these steps.



CHAPTER 4. EXPERIMENTS AND EVALUATION 34

4.3.4 Result sample for stopwords and punctuation re-

moval

damascus 1018 afp decree issued syrian president hafez alassad today sunday

announced legislative elections held next november 30 elect new members

peoples congress the parliamentthe decree explained representatives 15 syr-

ian governances must elected occupy congress seats numbered 250 including

127 belonging laborers farmers 123 to classes peoplethis allocation identical

seat allocation parliament term expired last september 9 noted congress term

syria four yearsit mentioned last legislative elections august 1994 ruling coali-

tion syria the progressive national front gained 167 seats 250 congress com-

prised ofall candidates coalition encompasses seven parties including baath

party elected independent representatives gained 83 seats

tehran 1030 afp iranian islamic republics spiritual guide ayatollah ali khameni

strongly denounced palestinian authority president yasser arafat today fri-

day signing wye plantation accord israel called a traitor follower zionists

algerian regimes strongman withdraws political arenaalgiers 1020 afp mo-

hammad bushtein algerian regimes strongman withdrew political arena re-

sult campaign press him denounced excesses committed time candidate come

forward presidential elections due held early 1999 president liamine zerouals

successionbushtein resigned post advisor algerian administration opting em-

barrass government coalition effort appoint candidate replace president zer-

oual latter decided give post early coming year end termthe press campaign

launched opposition beginning last summer season aimed affirming bushtein

took advantage position counseling minister president realize private gains

one hand eliminate ene mies otherpresident zeroual surprised everyone last

september 11 announced abbreviation presidential term supposedly due end

year two thousand planning early presidential elections candidate.....

Now we have applied doc2BOW model upon our data set to convert text

into vectors. The first element shows the term id and the second element

shows term frequency. Total number of documents are 77, which are repre-

sented by 77 vectors as shown in the result sample below.



CHAPTER 4. EXPERIMENTS AND EVALUATION 35

4.3.5 Result sample of Vector space modeling

Table 4.1: Document term matrix, result sample

[[(0, 1) (1, 1) (2, 1) (3, 1) (4, 1)

(5, 1) (6, 1) (7, 1) (8, 1) (9, 1)
(10, 1) (11, 1) (12, 1) (13, 1) (14, 1)
(15, 1) (16, 1) (17, 1) (18, 1) (19, 1)
(20, 1) (21, 1) (22, 1) (23, 1) (24, 1).....]]

4.3.6 Dimension Reduction Results

In this module, we have reduced our set of dimensions using LSA. LSA uses

SVD, which preserves the terms having highest variation and give us the

data from which all the information about the dataset can be retrieved. LSA

first applies tfidf on the given document term matrix that is produced in the

previous step. Here we have shown the result sample of this module.

4.3.7 Result sample of tfidf

The result sample shows the tfidf of all the terms, where the first element

shows the id of the term while the other term shows the tfidf weight of that

term. It gives us the frequency of the terms from all documents. Upon this

model, LSA model is applied which gives us the most contributing terms

using SVD.

H

Table 4.2: Document term matrix, result sample

[(0, 0.19733078912534788) (1, 0.19733078912534788) (2, 0.1973307891288)
(3, 0.19733078912534788) ( 4, 0.19733078912534788) (5, 0.0480558097035)

(5, 0.0480s55809730828035) (6, 0.19733078912534788) (7, 0.19733078988)
(8, 0.19733078912534788) (9, 0.19733078912534788) (10, 0.197330734788)....)]
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4.3.8 Result sample of LSA

[(1, tehran” + traitor” + ”follower” +”arafat” + ”islamic” + ”zionists”’),

( 2, ”congress” + ”seats” + ”presidential” + ”candidate” + ”algerian” +

”elections” + ”legislative” + ”representatives”’), (3, ”king” + ”altarawneh”

”chemotherapy” + ”medical” + *”treatment”’), (4,”congress” + ”allocation”

+ ”syrian” ....)]

LSA gives us the important terms from all 77 documents as we can see

in the above sample reuslt, where the irrelevant terms are removed and only

the important dimensions which are semantically related to each other are

preserved in this module, i.e, treatment and medical. The terms represented

by LSA are semantically related.

4.3.9 Results of clustering

LSA gives us the terms which are semantically related to one another as

we have seen in previous sample result. Document-1 terms are separated

from document-2 and so on. The relation between doc-1 and doc-2 terms,

is checked using HAC algorithm. HAC tells us the relation between all the

terms in all documents in the form of a cluster.

4.3.10 Result sample of HAC

[0.congress, seats, presidential, candidate, early, algerian, last, elections,

legislative, representatives.....]

[1. medical, altarawneh, chemotherapy, mayo, treatment....]

HAC generally provides us a single cluster as it is a bottom-up approach

and all the clusters are summed up into a single cluster at the end, but it

contains mostly all the terms. To find a point where maximum similarity

between terms is lied, we have cut the HAC dendogram tree at level 3. This
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cut is done by a hit and trial method, that is achieved where we get best

results. Cutting the HAC at level 3, it returns us two clusters. The clusters

contain similar terms, our number of summaries depend upon the number of

clusters. As two clusters show that two different topics are discussed in the

data set, which are distinguished using HAC.

4.3.11 Summary generation

HAC returns us a large number of terms, all of them are may be not im-

portant. To compute the most important terms, we have applied tfidf upon

these terms. The terms from both clusters, which have tfidf score greater

than 0.15 are considered as important and put together.

In sentence selection step, we have looped through all the documents and

selected the sentences containing tfidf terms. All the sentences are put to-

gether and a coherent summary is generated.
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4.3.12 Result sample of summary:1

Algerian Regime’s Strongman Withdraws from Political Arena. Algiers 10-20

(AFP) - Mohammad Bushtein, the Algerian regime’s strongman, withdrew

from the political arena as a result of a campaign by the press against him,

in which it denounced the ”excesses” he committed, at a time when no can-

didate has come forward for the presidential elections which are due to be

held in early 1999 for President Liamine Zeroual’s succession. Bushtein re-

signed his post as an advisor to the Algerian administration opting not to

embarrass the government coalition in its effort to appoint a candidate to

replace President Zeroual.

damascus 1018 afp decree issued syrian president hafez alassad today sunday

announced legislative elections held next november. 30 elect new members

peoples congress the parliamentthe decree explained representatives 15 syr-

ian governances must elected occupy congress seats numbered 250 including

127 belonging laborers farmers 123 to classes. peoplethis allocation identi-

cal seat allocation parliament term expired last september 9 noted congress

term syria four yearsit mentioned last legislative elections august 1994 ruling

coalition syria the progressive national front gained 167 seats 250 congress

comprised of all candidates coalition encompasses seven parties including

baath party elected independent representatives gained 83 seats.

The press campaign launched by the opposition in the beginning of last

summer season was aimed at affirming that Bushtein took advantage of his

position as a counseling minister to the president to realize private gains on

the one hand, and to eliminate his ene mies on the other. President Zeroual

had surprised everyone last September 11 when he announced the abbrevi-

ation of his presidential term, which was supposedly due to end in the year

two thousand, and the planning of early presidential elections in which he

will not be a candidate.

As we have two clusters containing two major topics based upon which

two different summaries are created. Summary result for sumamry-2 is shown

below.
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4.3.13 Result sample of summary:2

’king hussein begins fourth phase chemotherapy amman 106, jordans prime

minister fayez altarawneh’ said king hussein american mayo clinic hospi-

tal since mid july began fourth phase chemotherapy yesterday monday two

phases left, fight lymphatic node cancerin statements press upon arrival am-

man yesterday evening mayo clinic rochester state minnesota,

King hussein returned altarawneh said king hussein began yesterday fourth

phase treatment enjoying good health responding excellent manner intense

medical supervision continuous evaluation procedures state television showed

day yesterday scenes. King husseins meeting prime minister chief royal court

jawad alanani foreign minister abdul elah alkhatibthe jordanian monarch

expected return home first half next november eve sixtythird birthday falls

14 november altarawneh pointed the intense medical supervision one rea-

sons delayed fourth phase several days, however, consulting large number

specialists come prominent medical centers united states evaluation medi-

cal status unanimously agreed yesterday king continue phase way according

treatment schedule jordanian monarch confirmed september 20 completed

third six phases chemotherapy prescribed doctors mayo clinic treatment pe-

riod extends four days separated one another three weeks king hussein ad-

mitted american specialist hospital suffered sweating spells rise temperatures

doctors diagnosed condition lymphatic node cancer

4.3.14 Topic detection results

The last module is topic detection suing LDA. In this step, we apply LDA on

our two different summaries which give us the important topic terms from

both summaries. Topic detection lets the reader get an insight about the

summary topic.
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4.3.15 Result sample for topic detection; summary1

congress, seats, presidential, candidate,

algerian, elections, legislative, representatives

4.3.16 Result sample for topic detection; summary2

hussein, phase, fourth, medical,

altarawneh, chemotherapy, mayo, treatment

The results on topic detection module shows the important topic terms

discussed in these two summaries, i.e, legislative elections, and King Hussein

medical status. The readers, in prior, without reading entire collection of

documents or even summaries, can get information about the topics discussed

in the documents, he/she can choose according to the interest to read the

summary or not. This module is really useful in terms of both, effeciency

and effectivness.

4.3.17 Evaluation Results on Experiment-1

In this section, we have evaluated our summaries using ROUGE metric. We

have compared our results with the state-of-the art techniques, i.e, DUC peer

model; Random summarizer and TextRank. The specification of these sys-

tems is shown in the following table.

Table 4.3: Specification of the Benchmark techniques

Specifications Dataset Framework
DUC Peer code-1 DUC-2004 TASK1 Graph based

Random summarizer DUC-2004 TASK1 Clustering based
TextRank DUC-2004 TASK1 Graph based

The Textrank approach [35] and the DUC peer model are the graph based

approaches, where nodes and edges are created based upon the sentences sim-

ilarity. The sentence which shares most of the similarity with other sentence,
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is considered important and selected to form a summary [56]. The Random

sumamrizer [68] randomly selects the sentences to form a summary from the

clusters which are formed by fuzzy clustering [13].

4.3.18 Results on: ROUGE-1

Figure 4.1: Evaluation scores on Rouge-1: dataset(DUC’04)

Figure 4.1 shows the evaluation scores on ROUGE-1, DUC data set (2004).

These are the results from experiment-1. ROUGE scores result in precision,

recall and fscore, ROUGE checks the overlapping between original text and

the automated summaries, as discussed in section 4.1. The reslts show the

highest precision and recall scores by our system, hence our system out-

performed in two metrics on ROUGE-1. In the following figure, ROUGE-2

scores are shown.
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4.3.19 Results on: ROUGE-2

Figure 4.2: Evaluation scores on Rouge-2: dataset(DUC’04)

Figure 4.2 shows ROUGE-2 scores on DUC 2004 data set. Our System

on ROUGE-2 scored between 0.6-0.77 on all three ROUGE matrices, i.e,

Precision, Recall and Fscore. Our system has outperformed on two scales

precision and fscore.
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4.3.20 Results on: ROUGE-SU4

Figure 4.3: Evaluation scores on Rouge-SU4: dataset(DUC’04)

As we can see in Fig 4.3, ROUGE-SU4 score of our system lies between

0.6-0.7. The highest Recall score on ROUGESU4 is 0.72 on scale precision.

In comparison with other systems on DUC data set 2004, our system out-

performs in terms of precision, recall and Fscore. The evaluation scores on

TASK 1 against (A-Z) peer codes, (top four submissions) are depicted in the

following tables 4.5 and 4.6. In the light of all these experiment results, we

conclude that our summarizer generates optimal machine summary. Ensur-

ing high quality and effectiveness. Our system has outperformed existing

techniques by over 5% on ROUGE scoring scale. It can be observed that the

system based on LSA and clustering produces a coherent summary by group-

ing semantically related sentences and extracting highly weighted terms. Our

system shows efficient results as compared to other systems which used graph

based and feature based approaches. The summary is effective and human

readable.
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Table 4.4: Results on DUC Peer code (A-F)

Tasks Rouge-1 95% Confidence Interval

A 0.3933 0.3722,0.4143

E 0.4104 0.3882,0.4326

F 0.4125 0.3916,0.4333

H 0.4183 0.4019,0.4036

Our Summarizer 0.5100 0.4446,0..4029

Table 4.5: Results on DUC Peer code (W-Z)

Tasks Rouge-1 95% Confidence Interval

W 0.4119 0.3870,0.4368

X 0.4293 0.4068,0.4517

Y 0.4445 0.4230,0.4660

Z 0.4326 0.4088,0.4565

Our Summarizer 0.5100 0.4488,0..4203

4.4 Experiment 2

The second data set provided by the institute research group conatins five

documents. This experiment is conducted on these five documents. These

documents are shown below:

Table 4.6: Data set for experiment:2

Doc1: Hot Chocolate Cocoa Beans

Doc2: Beans Harvest Cocoa Butter

Doc3: Sweet Chocolate Butter Sugar

Doc4: Sugar Cane Ice cream Beat

Doc5: Sweet Sugar Beat Black
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4.4.1 Results on module 1: preprocessing

As the data is already pre processed (no stopwords and punctuation marks

appear in this data set). We apply tokenization to make tokens.

Table 4.7: Tokenization results for experiment:2

Doc-1: ’hot’, ’chocolate’, ’cocoa’, ’beans’

Doc-2: ’beans’, ’harvest’, ’cocoa’, ’butter’

Doc-3: ’sweet’, ’chocolate’, ’butter’, ’sugar’

Doc-4: ’Sugar’, ’Cane’, ’Ice’, ’cream’, ’Beat’

Doc-5: ’Sweet’, ’Sugar’, ’Beat’, ’Black’

4.4.2 Punctuation Results on Experiment:2

Table 4.8: Punctuation results for experiment:2

Doc-1: hot chocolate cocoa beans

Doc-2: beans harvest cocoa butter

Doc-3: sweet chocolate butter sugar

Doc-4: sugar cane icecream beat

Doc-5: sweet sugar beat black

4.4.3 Vector Space Representation results on Experi-

ment:2

The doc2BOW model is applied on the data set which creates a dictionary

and a vector representation of the documents. The dictionary, in this exper-

iment, is created with seven unique tokens:

Dictionary(7 unique tokens: [’cocoa’, ’sweet’, ’beans’, ’beat’, ’sugar’]...)

The five documents are represented by five vectors. BOW represents each

token as a combination of two elements. First is the ID of the token and

second is the occurrence of the terms.For example the first term which is
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’cocoa’ occurs once in first document, it is represented as (0,1) which shows

cocoa is first element with occurrence one.

Table 4.9: Document term matrix for experiment:2

Doc-1 (0, 1) (1, 1) (2, 1)

Doc-2 (0, 1) (1, 1) (3, 1)

Doc-3 (2, 1) (3, 1) (4, 1) (5, 1)

Doc-4 (4, 1) (6,

Doc-5 (4, 1) (5, 1) (6, 1)

4.4.4 Results on module: Dimension Reduction

The doc2bow model doesn’t give us an idea of occurrence of a term in all

documents. We need another mechanism which calculates the frequency of

occurrences in all documents. For this we have applied tfidf which calculates

term frequency and inverse document frequency, it can give us an idea of

occurrence of terms in all documents. This tfidf matrix is given as an input

to the LSA model.

The results of tfidf model is shown here:

Table 4.10: tfidf matrix for experiment:2

Doc-1: (0, 0.5773502691896257) (1, 0.5773502691896257) (2, 0.5773502691896257)

Doc-2: (0, 0.5773502691896257) (1, 0.5773502691896257) (3, 0.5773502691896257)

Doc-3: (2, 0.5495834326673141) (3, 0.5495834326673141) (4, 0.30638888950618853)

Doc-4: (4, 0.4869354917707381) (5, 0.8734379353188121),

Doc-5: (6, 0.5495834326673141)

4.4.5 Latent Semantic Analysis results on Experiment:2

LSA which uses SVD is applied on the tfidf model. SVD preserves the high-

est eigen values, which are shown below:
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Table 4.11: LSA for experiment:2

Doc-1: (0, ’0.494*”beat”) (0.428*”sweet”) (0.383*”sugar”)

Doc-2: (1, ’0.536*”sweet” ) (0.00*”beans”) ( -0.468*”cocoa”)

Doc-3: (2, ’0.536*”sweet”) (0.493*”beat”) ( 0.330*”butter”)

Doc-4: (0.780*”beat”) ( 0.547*”sugar”), (0.870*”sweet”)

Doc-5: (4, ’0.699*”sweet”) (0.083*”beat”)

The five vectors of five documents are shown, the weights of all the terms

are preserved. Here the weights with negative sign and zero are ignored, i.e,

cocoa and beans. Thus preserving only highly weighted eigen values. The

weights are removed from these terms and provided as an input to the next

module.

4.4.6 Clustering results on Experiment:2

We have applied agglomerative clustering in this step. Depending upon the

dataset, this time only one cluster is generated, depending upon the small

size of the data set, i.e, five documents.

Table 4.12: Cluster for experiment:2

beat sweet sugar butter chocolate

4.4.7 Summary generation on Experiment:2

Upon these terms, we have applied tfidf. The sentences with highest tfidf

are selected and are added to generate summary. The resultant summary is

shown below:
Sweet Chocolate Butter Sugar

Hot Chocolate Cocoa Beans
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4.4.8 Topic Detection on Experiment:2

The topic detection feature works with the help of LDA. Upon our summary,

we have applied LDA. The topics detected by LDA are:

Table 4.13: Summary topics for experiment:2

icecream hot harvest cocoa chocolate

These topics give a generic idea to the readers about the summary.

4.4.9 Evaluation Results on Experiment-2

In this section, we have evaluated our summaries using ROUGE metric. We

have compared our results with a recent topic based approach using LDA [60],

while the another system is a graph based approach which uses cosine and

discourse similarities to construct a graph [17]. The specification of these

systems is shown in the following table.

Table 4.14: Specification of the Benchmark techniques

Specifications Dataset Methodology

Model-1 Novel-Dataset Probabilistic LDA

Model-2 Novel-Dataset Statistical and linguistic Graph based approach

4.4.10 Evaluation results on Experiment:2

We call the dataset provided by the institute as Novel-data set, which we

have used on these models and our summarizer, then we have evaluated the

results using ROUGE metric, which we have shown the evaluations scores in

Table 4.15. In this table we have coded first Topic based approach as Model-

1, second graph based approach as Model-2 and our approach as Model-3.
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Table 4.15: ROUGE Scores

Models ROUGE-1 (Recall) Precision FScore ROUGE-2 (Recall) Precision FScore

Model-1 0.25 0.5 0.51 0.25 0.58 0.95

Model-2 0.50 0.7 0.63 0.71 0.65 0.75

Model-3 0.63 0.87 0.71 0.88 0.78 0.85

As we can see from the above results that our system shows highest

ROUGE scores. The first approach shows lowest ROUGE scores as it pro-

duces summary using only one sentence. The second approach shows much

higher ROUGE scores as it selects almost all sentences to form a summary

which is not feasible for readers as there is no need for any summary in this

case, as almost more than half of the original text is re-produced to form a

summary. The third model shows highest ROUGE scores which depicts our

system. Our system has selected two sentences out of five to form a sum-

mary, which is the best representative of the original data set.



Chapter 5

Conclusion and Future work

This chapter concludes the research has been carried out. A concise overview

of the proposed approach in discussion section and the contribution of the

approach is given. Moreover the future work is also given, which may be

useful for other researchers who might be interested in pursuing or extending

this work.

5.1 Conclusion

Finding out the important information that matches users interest is a prob-

lem with the growth of text-based resources, which arises the need of a

system to provide them effecient and coherent summary results. A lot of

research has been carried out to cater this need and variant approaches are

proposed over time, i.e, graph based approaches, statistical, clustering and

algebraic approaches. One of the algebraic approaches is Latent Semantic

Analysis (LSA), which is used, in the proposed approach, with the combi-

nation of other techniques to produce a system for automatically generating

summaries.

5.1.1 Contribution of the Research

This research solves the following problems:

50
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1. The first and foremost issue is to create a summary that shares a

common topic, to achieve this goal we have clustered semantically related

terms.

2. Real world data is a combination of raw facts and figures, to remove

noise, only pre-processing is not the solution. Curse of dimensionality; where

different terms refer to one entity is resolved using a statistical technique

called LSA. LSA uses SVD to preserve only highest eigen values, this way

feature space size is reduced.

3. To give an overall idea about a summary, we have added a topic detection

feature in our proposed model. This is achieved using LDA, that works on

conditional probability. It iterates over the resultant summary and calculates

the most contributing topic terms in the summary. This gives a user an

insight about the summary and he/she gets to know what is this summary

about and whether it is according to his/her interest or not.

The contribution of the research is depicted in the following table.

Table 5.1: Contribution of the proposed framework

Contribution Status Advantages
Preprocessing X Removal of noise and raw data

Dimension Reduction X Less feature size
Clustering X Similar terms together

Topic detection X Topic is known before reading the summary

5.1.2 Discussion

Using LSA we have reduced dimensions and to combine similar terms, we

have applied agglomerative clustering algorithm. Our sentence selection al-

gorithm is based on tfidf . We have integrated topic detection module to

depict the most contributing topic terms in the summary, achieved by LDA.

We have evaluated our system on DUC 2004 dataset on TASK 1, 2 and

4. Our results are among the best reported on this dataset for ROUGE-1,

ROUGE-2 and ROUGE-SU4 metrics. Benchmarking the proposed model

on DUC dataset showed that our model outperformed all competitors. We
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have seen distinctive results in all methodologies, previous approaches have

still unresolved issues to deal issues like redundancy and finding semantic

relations either between terms or sentences. We have solved these issues and

explained in detail how redundancy is resolved in our approach. Previous

state-of-the art techniques have poor mechanisms to deal with semantically

related sentences. We resolve these core issues in our proposed approach.

The semantic relations between terms is very important factor to create a

comprehensive and human readable summary. If such underlying semantic

relations or meanings are not identified, a summary can contain unrelated

sentences which will not give readers an understandability of the summary.

As one sentence contains different information while the other sentence con-

tains different information This problem is solved in our system using clus-

tering. Similar terms are clustered together, if more than one clusters are

formed then summary is created from these clusters. Number of summary

files depends upon number of clusters, as different clusters contain different

information, it is not logical to create one summary of documents which

share different topics. Terms in one cluster are semantically similar and are

different from another clusters.

Last but not the least, in our approach, have tried to somehow tell the readers

about the main contributing terms or topics in the summary, through which

readers get an idea what is this summary about, is it related to their interest

or not? By providing them with the topics of the summary beforehand, we

save their time which is an increment in efficiency.

5.1.3 Future Work

In future, it can be an interesting direction to a): combine these approaches

with other dimensions reduction measure like principal component analysis

and to observe the quality of summary. b): or to further improve this ap-

proach by narrative study. The proposed work can be tested upon other

data sets, e.g, 20Newsgroups. The researchers in future can work upon other

clustering algorithms and combine them in the proposed approach, other

clustering algorithms can be K-means or fuzzy clustering, DBscan etc.
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