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Abstract 

Improved supply chain management has gained immense significance in recent years 

because of the associated countless benefits. Supply Chain management is a challenging 

task in today's world due to the encountered uncertainties. In Pakistan forecasting in 

supply chain is more challenging due to smaller industry base, longer lead times, limited 

client tail, political instability, lack of warehousing facilities and the smaller market 

quantum. The aim of the proposed research is to overcome the problems associated with 

supply chain in Pakistan. A model will be developed to optimize the supply chain using 

Bayesian inference Markov chain Monte Carlo (MCMC) method. During the research, a 

well- established supply chain business was taken as a case study whose historical as 

well as current supply chain data was used in the research. MCMC methods are 

developed and validated for better forecasting. The Particle Filter (PF) technique is used 

to estimate posterior PDF (probability density function) from prior PDF. PF is a sequential 

Monte Carlo technique which represents probability densities in samples or particles 

along with their weights. So computed Posterior Estimates are then considered as 

predicted forecast. This prediction scheme evolves with passage of time as more data is 

available. A framework is developed which facilitates the application of PF technique 

iteratively. 

This project comprises of two parts. First part is to construct an enterprise system (ES). 

Second part is to produce correct forecasting models for an Enterprise and update it along 

time with current data set. The methodology follows the Plan, Do, Study and Action 

(PDSA) cycle. During the research, a well- established supply chain business will offer 
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the historical as well as current data where MCMC methods will be developed and 

validated for better forecasting.  

The research commences with the development of framework and data acquisition in 

‘Plan’ phase. The second step is the development of ES which will move towards ‘Do’ 

part. Afterwards, the research will proceed towards MCMC algorithm development. 

Furthermore, the model (output) will be verified and improved in the ‘Study’ phase. Finally, 

documentation and updation will be done under the ‘Action’ phase. 

The research outcome will be a model that can be used to increase the profit in a supply 

chain business through improved stock levels in the inventory management. 
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Chapter 1 Introduction 
1.1 Background and Motivation 
 

The Great Recession of 2007-2009 is known to be the greatest downturn of the last 

decade.  The impact was huge [1]. The financial reports published in 2011 suggested 

that the recession was avoidable [2].  

Due to the great recession, market heavily collapse around the world which leaves the 

large audience in debt. This recession motivates to have such a system which evolves 

with time and has the capacity to learn from the given parameters. These parameters 

help in directing the short-comings of any system with-in the supply chain. So that, such 

an uncertainty can be avoided.  

The major in-country challenges in optimization of supply chain includes, international 

market steel prices fluctuation, commodity prices fluctuation, US Dollar rate fluctuation, 

shipment costs, warehouse rents, law and order situation, fluctuating Government 

regulations, fluctuating custom clearance regulation/policies/ rates, customer of 

commodity shift related policies, taxation regimes. 

The aim of the thesis is to optimize the supply chain by ensuring following actions, 

including, meeting up the orders on time, minimize the overhead cost and correct 

inventory forecast. This will be ensured through Bayesian inference Markov chain 

Monte Carlo (MCMC) methods which has the ability to learn and evolve with time.  
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SUPPLY DOCKYARD WAREHOUSE CUSTOMERS

ORDER

SUPPLY CHAIN

  
 

Figure 1-1 MHCO Steel Supply Chain 

The uncertainty in capturing orders is modeled using stochastic techniques. Moreover, 

MCMC based self-corrective scheme is placed which learns as the time evolves. The 

scheme continuously optimizes the supply chain with respect to time. The scheme will be 

applied on available historical (last eighteen months) as well as current database of M/s 

MHCO [3]. M/s MHCO steel historical as well as current databases would be used as a 

case-study in this thesis. M/s MHCO steel was established in 1975 and is certified from 

Karachi Chamber Of Commerce and Industry (KCCI). The net revenue of the company is 

between USD 2,000,000 – 5,000,000 with around six to ten employees. This organization 

usually deals in prime steel and secondary steel of different flat products including cold 

rolled coils (CRC), hot rolled coils (HRC), galvanized iron (GI), pre-painted GI (PPGI) etc. 

These flat products are imported from China generally and sold in domestic market as 

per consumer demand. The improved predictions will also be validated. 
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1.2 Bayesian Inference Based MCMC Methods for Supply Chain 
Optimization 
 
Bayes’ system is relatively simple. Initial belief + new data= Improved belief, which can 

also be termed as prior + likelihood = posterior [4]. Markov Chain Monte Carlo (MCMC) 

methods are used for sampling from a probability distribution built on making a Markov 

chain. A discrete state space defined is for Markov chain which is a type of Markov 

process. Markov process fulfil the Markov property i.e. the future predictions can be 

made of the process founded exclusively on its current state. The chain state after 

numerous steps is used as a sample of the chosen distribution. The sample quality gets 

better as a function of the steps. 

1.3 Organization of Thesis 
 

This thesis organizes as follows: 

Chapter 2: Literature Review on Supply chain and MCMC Implementation 

Chapter 3: Describes the Research Methodology. In this section the complete theory of 

Particle Filter algorithms is explained with necessary equations. It also introduces the 

goodness of fit of degradation models which are used for prediction. It analyzes the 

behavior of degradation model under one market factor which sets the direction for 

different factors selection 

Chapter 4: Problem Statement and Case Study of uncertain demand data taken from 

MHCO Steel 

Chapter 5: This section explains the case study of MHCO Steel demand / supply data & 

this section implements the proposed methodology on acquired data and displays the 
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prediction fitness of distribution and present the results followed by discussion on 

results. 

Chapter 6: This section summarizes the thesis and presents ideas for future work 
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Chapter 2 Literature Review 
2.1 Supply Chain 
 

Supply chain is a concatenation of operations from customer orders to distribution of 

products. Supply chain management for every organization is moderately different 

depending upon their size and operations. It may include activities such as sourcing, 

procurement, transportation, ware-housing, Inventory control forecasting, scheduling, 

production planning, customer services and order processing [5]. The proposed 

research includes critical factors affecting supply chain [6]. In supply chain, warehouse 

and inventory plays an important role. Basic warehouse functions comprise of receiving, 

storage, order picking, and shipping [7] . Sometimes the order of a product that has 

least demand in future is produced in a greater quantity, resulting in increase of 

inventory and its cost. This is the bull-whip effect [8]. In shipping there are delays 

studied by Tamang [7] [9]. There is an ongoing significant research on supply chain 

optimization. Recently, Artificial Intelligence (AI) and Decision Support System (DSS) 

are being used for decision making in optimization of supply chain [10] [12]. 

2.2 MCMC Implementation 
 

The foremost step is data preparation. Second is the prior inspection and 

integration which includes consistency and credence test. Consistency check includes 

significance tests that helps in making statistical inference [13] [15]. Credibility of prior 

represents that the collected data belongs to same population. The total data values 

correspond to frequency distribution characterized by histogram [16]. Diagnosis of 

estimator bias is known as Bootstrap [17]. Monte Carlo theory of several iterations is 

also executed on the chosen sample [18].  
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Next, fusion of priors is a significant step. Fusion can either be parallel or serial [19]. 

The weighted average approach assigns weight to various priors. Rank based methods 

including Borda count which is defined as a voting system based on preferences [20]. 

Evidence based framework with uncertainty called Dampster-Shaffer theory [21], fuzzy 

Bayesian theory [22], probabilistic schemes and fusion through neural networks [23] are 

used for fusion of priors. Analytic Hierarchy Process (AHP) is another popular fusion 

method due to its ability of making decisions both on subjective and objective data with 

reduced bias [24].  

The third step is the selection of priors. There are mainly two types of prior namely 

informative prior and non-informative prior. Conjugate prior is most popular informative 

prior [25]. The distributions in latter includes Bayes hypothesis [26], Jeffery’s rule [27], 

reference prior, maximum entropy prior, probability matching prior, Monte Carlo method, 

relative likelihood approach, random weighting simulation method, inverse reference 

prior, cumulative distribution function, bootstrap method,  and use of marginal 

distributions [25]. However, conjugate prior is a common prime. Besides conjugate, log 

concave prior is known for its flexibility [28] [29].  

Model selection determines an accurate model (parametric or nonparametric), selecting 

from ‘n’ candidates for the studied system. One of the categories is parametric model 

which is the most commonly used statistical model. Bayesian exponential model is 

extensively being used. Bayesian extreme value model deals with the extreme deviations 

from the median of probability distributions. Bayesian Faulty tree analysis which starts 

with actual or potential failures and deducing what might have caused them. Bayesian 

Reliability growth model deals with the reliability changes over time. Bayesian accelerated 
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failure model provides an alternative to the proportional hazards’ models. Other models 

include Bayesian gamma model, Bayesian Weibull model and Bayesian log-normal [30].  

The second category is semi-parametric models which includes some parametric and 

non-parametric components. These models offer more all-purpose modeling plan with 

fewer conventions [31]. Frailty models are used in cases where the data-sets may come 

from associated topics of the similar group, a key expansion in modeling this type of data 

is to create frailty models in which the data-set are conditionally self-governing [32].  

Fourth step is posterior sampling which determines a sampling method to implement 

MCMC simulation. Particle filters [33] are sequential Monte Carlo methods centered on 

point mass (or “particle”) depictions of probability densities by a set of random samples 

along with-it weights. The concept is to represent the Probability Density Function (PDF) 

by a set of random particles with its associated weights. With large number of samples, 

the Monte Carlo depiction becomes an equal illustration of the posterior probability 

function. Thus, obtaining optimal Bayesian estimate. In particular, Particle filter with 

Weibull modeling technique will be used for prediction. Weibull is known best for 

predicting failures [34] or in this case uncertainty. 

For the Particle Filter, we present the Sequential Importance Sampling (SIS) procedure 

which includes a resampling step [35]. The SIS algorithm uses importance density, 

which is another proposal density representing another distribution that can’t be exactly 

computed, that is, the required posterior density. Therefore, samples from importance 

density is drawn instead of the actual density. 

Previously, several Monte Carlo (MC) based sampling methods have been established 

which includes Metropolis-Hastings sampling, MC importance sampling, Gibbs 
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sampling, and other hybrid algorithms [36]. The other methods include sample 

importance re-sampling [37] rejection distribution [38] and adaptive rejection sampling. 

The fundamental theory of MCMC ensures that the distribution of the output will 

converge to the posterior distribution as the number of samples increases to infinity. 

However, it doesn’t ensure that the chain will converge after N iterations. The 

convergence problems can be addressed by applying any of the MCMC convergence 

diagnostic tools [39-52]. 

There are two common uncertainties under MC error diagnostic namely; statistical 

uncertainty which can be mitigated using maximum likelihood estimation (MLE) [39]and 

MC uncertainty which can be mitigated using standard error (SE) method [40]. Other 

error estimation techniques include Mean Squared Error (MSE), Root Mean Square 

Error (RMSE), Mean Absolute Deviation (MAD) & Mean absolute percent error (MAPE). 

Model comparison is an important part of interpretation and its purpose is to select a 

better model after comparing with the other models. Comparison of model is divided into 

three wide categories. Distinct assessment including posterior predictive distribution, 

using methods that are Bayes’ factors (BF) and its approximate estimation-Bayesian 

information criterion (BIC) and deviance information criterion (DIC) [41]. Comparative 

estimation including different distance measures: entropy distance, L-measure, 

Kullback-Leibler divergence (KLD) and weighted L-measure. Simultaneous estimation 

including birth-and-death MCMC (BDMCMC), reversible Jump MCMC (RJMCMC) and 

fusion MCMC (FMCMC).  

The role of model improvement is to check the model against the prior knowledge and 

the other prior distributions. Posterior predictive checks are used to observe the 
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matching of model prediction with the data, and if the parameter estimates (e.g. the 

differences between two groups) are consistent with the available prior knowledge. Prior 

distributions can also be changed, or more robust models can be used. Data updating 

and inference is a continuous step which evolves with the time. 
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Chapter 3 Research Methodology 
 

STOCK 
STORAGE

INCOMING 
STOCK

ORDER

SUPPLY

 

Figure 3-1 Big Picture 
The main goal is to optimize the supply chain. It is possible by maintaining inventory up 

to a standard level to fulfill demands in order to produce a smooth supply to clients as 

displayed in Figure 3-1. 

Statistical Bayesian inference using MCMC model will be used to optimize the inventory 

to maximize profit. With BC technology, decentralized approach will be followed to 

organize database.  As mentioned above, the proposed project comprises of two parts:  

First part is to construct an Enterprise System (ES). 

Second part is to produce correct forecasting models for an Enterprise and update it 

along time with current data set. The whole flowchart is displayed in Figure 3-2. 

From historical database, structures will be created for suppliers, customers and 

organization. This data includes cost and type of product, lead time, revenue generated, 

profit earned, inventory level at warehouse, product demand etc. This historical database 

will help in developing ES. All the mentioned information is embedded in the data itself. 

We can model on previous as well as on current data. Currently, on the previous data 

modeling will take place and will be validated through the current data. 
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FRAMEWORK
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MODEL DEVELOPMENT & 
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MODEL VALIDATION 
&IMPROVEMENT

DETAILED 
REPORT,DOCUMENTATION 

DATA ACQUISITION

 

Figure 3-2 Proposed Research Flowchart 
 

3.1 Bayesian Framework 
 

Under Bayesian framework, shown in fig 7b optimization will be done in four steps, 

namely, plan, do, study and action (Figure 3-3).  

PLAN
• Identify 

(problems)

DO
• Model

STUDY
• Analyze

ACTION
• Implement

 

Figure 3-3 PDSA Cycle 
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‘Plan’ part formulates ES while preparing data. Afterwards, prior inspection and 

integration and prior selection occurs. ‘Do’ part includes MCMC modeling.  The ‘Study’ 
part incorporates MCMC convergence diagnostic & Monte Carlo error diagnostic. The last 

part of ‘Action’ includes inference making and data updating that evolves with time and 

the cycle continues as shown in Figure 3-4.  

PRIOR 
KNOWLEDGE

HISTORY 
INFORMATION

DATA 
PREPARATION

PRIOR 
INSPECTION & 
INTEGRATION

PRIOR 
SELECTION MODELING 

THE PRIOR 
DISTRIBUTION

MC 
CONVERGENCE 

DIAGNOSTIC

MC ERROR 
DIAGNOSTIC

INFERENCE MAKING

DATA UPDATING

POSTERIOR 
SAMPLING

PLAN

DO

STUDY

ACTION
POSTERIOR 

RESULTS

CURRENT 
DATA SET

 

Figure 3-4 Generation of Enterprise BC under Bayesian framework [42] 
 

3.1.1 Plan:  
 

The plan is to develop an ES. 

 

3.1.1.1 Enterprise System (ES):  

An enterprise system is an application software package that incorporates different 

business areas such as gathering and analyzing data, reporting and executing the 

business procedures in complex organizations. With the gathered data, ES will be 

created. At this stage, everything is stored in a centralized database as shown in 

Figure 3-5. 
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Figure 3-5 The Structure of a centralized Enterprise System 
 

3.1.1.1.1 Data Preparation: 

In data preparation, through prior formulation, ES will be constructed. For 

data preparation; organizational database & warehouse inventory database 

is required.  

The second step is to perform consistency and credence test on priors 

leading to formulation of prior distribution. 

 
3.1.1.1.1.1 Prior Formulation:  
For the purpose of generating ES, priors are to be gathered. Prior 

formulation includes market demand, orders acquired and revenue 

generated. The formulation is elaborated in Figure 3-6. 
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Figure 3-6 Details of Prior Formulation 
 

3.1.1.1.1.1.1 Data Acquisition: 

In this step, data would be acquired from different 
sources as tabulated in Table 3-1 

Table 3-1 Data Acquisition Sources 
TYPE OF DATA SOURCE OF DATA 
Orders, Revenue, Overhead costs, Profit, 

Potential customers, Payments 

Company Database 

Inventory, delivery records Warehouse Database 

Competitors revenue Competitors firm 

Government regulations and policies, 

exchange rates, International steel market 

prices, Opportunities 

Internet surfing 

 

3.1.1.1.1.1.2 History Information: 
Available historical data does not contain all the ES 

information, as mentioned in ES section. Therefore, the 
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historical database cannot be termed as ES. ES will only be 

formed in the current timeframe. 
 

3.1.1.2 Prior Inspection and Integration 

The next step is to inspect the priors. Inspection and fusion will finalize the prior. 

The tests for inspection and integration are discussed in literature review. The 

information gathered will be transferred to knowledge as shown in Figure 3-7 

extracted from information.   

 

Figure 3-7 Information transfer to prior knowledge [42] 
 

Gathering Prior 

The prior gathered is basically the supply/ demand data which itself contains the history. 

the following are the key aspects, 

• MATLAB, an efficient and reliable software was used for coding 

• The results are in graphical form, easy to grasp relevant information 
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• The Bayesian Inference MCMC technique was applied on the database 

o Market attribute was also incorporated by keeping 30% margin on upper 

and lower bounds leading to accurate results 

3.1.2 Do 
 

3.1.2.1 MCMC Model Development 

To apply the MCMC methods, the models can be divided into four categories 

namely parametric, semi-parametric, frailty and non-traditional Bayesian models 

discussed in detail in literature review.  

In the thesis, Parametric Modeling is used and fitted as it best replicates the real-

world behavior. As parametric models are built from the mathematical equations 

set, changing one variable update the other variables itself. Therefore, it leads to 

the easiness of use. 

Particle filter: 

Linear measurement models or the Gaussian noise does not restrict the Particle 

Filter (PF) algorithms. The posterior Probability Density Function (PDF) can be 

estimated by PF by extrapolating the prior PDF. However, PF uses Sequential 

Importance Sampling (SIS) to determine the next state.  

The uncertainty kx  is consider as state and kz  is the observation corresponding 

to the state where k  is the current state index and K  is the maximum index of 

available updates. Therefore, Kth order MCMC is used.  All the observations for 

the past states kz :1  must be known. 
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Via prior density  )|( 1xx kkp −  the update function )|( xz kkp , one can determine 

the posterior density )|( :1zx kkp  using the Bayes’ Theorem as in 3-1, 

)|(
)|().|(

)|(
1:1

1:1
:1 zz

zxxz
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Next step is to predict the future states using the predictive density )|( :1zx kFKp + . 

The predictive density can be determined as: 
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Where FKx +  represents the predicted state at ( FK + ) cycles. (‘ F ’ is the 

number of predicted states in future) The operation of PF executes in two steps 

i.e. Update and Propagate. The state transition model predicts the next state 

based on the information of the previous state. This predicted state is then 

updated using the available measurement. 

The weights are updated only when the measurements are available. The 

weights corresponding to particles can be updated using the weight update 

equation 3-3 as: 
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where )|( ,1 zxx kkkq −  is the importance density [43]. In PF framework, the prior 

density can be chosen as the importance density. Therefore, the samples can be 

drawn from the prior density. 

The Weibull distribution, named after mathematician Waloddi Weibull, is a 

continuous probability distribution. Weibull is generally used to evaluate 

reliability, model failure times, predict uncertainty and analyze life data. The 

three-parameter general Weibull distribution is [44]: 

 

                    𝒇𝒇(𝒙𝒙) = 𝜸𝜸
𝜶𝜶

(𝒙𝒙−𝝁𝝁)
𝜶𝜶

(𝜸𝜸−𝟏𝟏)
𝒆𝒆𝒙𝒙𝒆𝒆(−((𝒙𝒙−𝝁𝝁) 𝜶𝜶)𝜸𝜸⁄ )              𝒙𝒙 ≥ 𝝁𝝁 ;  𝜸𝜸 , 𝜶𝜶 > 𝟎𝟎,                3-4 

 

• γ is the shape parameter (Weibull slope or the threshold parameter).  

• α is the scale parameter, (characteristic life parameter).  

• μ is the location parameter, (waiting time parameter or the shift parameter) 

When μ = 0 and α = 1, the formula for the pdf reduces to: 

 

                              𝑓𝑓(𝑥𝑥) = 𝛾𝛾 𝑥𝑥(𝛾𝛾−1)𝑒𝑒𝑥𝑥𝑒𝑒(−(𝑥𝑥𝛾𝛾)                            𝑥𝑥 ≥ 0 ;  𝛾𝛾 > 0,                 3-5 

 

which is the standard Weibull distribution.  

The Weibull as a prior density 𝑒𝑒(𝑥𝑥𝑘𝑘|𝑥𝑥𝑘𝑘−1)  [45] which is centered at the previous 

state as shown in equation 3-6: 

                                     = γ (ᵡk-ᵡk-1) (γ-1) e (-(Xk-Xk-1)’ γ)                                            3-6              

https://www.statisticshowto.datasciencecentral.com/continuous-probability-distribution/
http://www.itl.nist.gov/div898/handbook/apr/apr.htm
http://www.itl.nist.gov/div898/handbook/apr/apr.htm
http://wildeanalysis.co.uk/reliability/applications/life-data-analysis
https://www.statisticshowto.datasciencecentral.com/shape-parameter/
https://www.statisticshowto.datasciencecentral.com/scale-parameter/
https://www.statisticshowto.datasciencecentral.com/location-parameter/
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Where γ, is a shape parameter that controls the slope of the predicted state. 

Weights are assigned and updated using equation 3-3.  

Observations using the actual observations & the measurement model are the 

inputs to the weight assignment block. The weight of a specific sample is small if 

the variance between the actual and the computed measurement is high or vice 

versa. 

A suitable measurement model is required which transform the states into 

measurements. A linear measurement model is used in this work which the 

transforms the states into measurements with some Gaussian noise. The 

measurements are obtained from the actual states as in [45] using equation    

3-7and 3-8. 

                                                  ),( kkk nxfz =                                              3-7 

  
Using the database of the available states and their measurements, a Dth order 

polynomial is used to represent the measurement model as: 

           ∑=
=

D

d

d
dK xcz

1
                                   3-8 

This measurement model is used to determine the measurements which are useful 

in updating the weights. The weights are updated till the measurements are 

available.  

Modeling will be carried out for forecasting. The forecasting for the last month will 

be recorded in database. ES will be updated with current data set. Testing of the 

model will be carried out for the upcoming months and recorded in ES. Thus, 
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maintaining the organization database. Hence, the cycle continues shown in 

Figure 3-8.  
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Figure 3-8 Modeling Prior 
 
3.1.2.2 Posterior Sampling 

Next step is posterior sampling in which a sampling method is determined to 

implement MCMC simulation through different techniques. 

In Monte Carlo Simulation, thousand samples were drawn from the data to obtain 

maximum objective function. Sampling from a distribution p(x) and again using 

another uniform distribution q(x) for easy-to-sample proposal distribution q(x) that 

satisfies Equation 3-9 

                            p(x) <= M q(x)                                             3-9 
 

using an accept/reject procedure.  
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3.1.3 Study 
 

The study part shown in Figure 3-15 is the improvement of model by performing 

MCMC convergence diagnostic, MC error diagnostic, model comparison and finally 

making decision on improved model for an organization.  

3.1.3.1 Error Reduction Scheme 
   

For MCMC learning scheme a learning-based error model is proposed. 

The error is the difference between the predicted state and the actual 

state. In this the error is approximated in regard to the number of future 

estimate steps.  

              3.1.3.1.1 F’ Step Prediction Error: 
     

First, second and third step error is predicted. It is defined by F step Prediction 

error. 

‘F’ step Prediction error, is the difference between predicted (1+F) th state and 

the actual (1+F) th state when first state is updated. When second state is 

updated, error is the difference between predicted (2+F) th state and the actual 

(2+F) th state. Similarly, the error as the third state is updated is the difference 

between predicted (3+F) th state and the actual (3+F) th state. On the similar 

manner, a series of ‘F’ step prediction error is generated till the update is 

available shown in equation 3-10. 

K

k

FkFkFk xxE
1

,
=

+

∧

+ 





 −=                                                   3-10 



24 
 

where x  is the actual state and 
∧

x  is the predicted state. (‘k’ is representing 

the number of updated states and ‘F’ is the number of future predicted state) 

The general expression for calculating the error series is given under equation 

3-11: 

K

k

F

i

ikikik xxE
11

,

==

+

∧

+ 





 −=

                     3-11 

Where,  

F, is the number of future predicted states and  

K, is the index at which the measurements are available for updating the 

weights. 

                3.1.3.1.2 Error Correction Factor: 
 

As mentioned earlier, that the error is the difference between the actual and 

the predicted state, all the predicted states error series are determined 

correspondingly. The first, second and third error series are shown in Figure 

3-9. 
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Figure 3-9 First, Second & Third Step Prediction Error 
 

It has been observed that the predicted errors depend on the previous 

predicted state errors. Further, these errors reduce with increasing number of 

updated states. The difference between consecutive errors determine the 

behavior of the error slope which remarkably helps in the prediction of the 

next error. 

The consecutive errors of each series are shown below in Figure 3-10, Figure 

3-11 and Figure 3-12. 
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Figure 3-10 Error Slope of First Step Error Series 

 

Figure 3-11 Error Slope of Second Step Error Series 

 

Figure 3-12 Error Slope of Third Step Error Series 
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By analyzing error slope figures, it is assumed that the error at every state is 

the mean of errors of all previous states. However, through keen observation 

one can say, that, the error mainly depends on the last two or three error 

readings. Therefore, for first step prediction, two error slopes are used. The 

next state error slope is calculated by taking the mean of the previous two 

error slopes as given in equation 3-12:  

2
)1()(

)1(
−

+

+
= jsjs

js

errerr
err                                             3-12 

Where,  

)1( +jserr  is the next state error slope, 

j  is the index of the current state 

The error correction factor can be calculated by adding the calculated error 

slope into the error at the current demand K: 

 
)1( ++= jsKi errEe                                                     3-13 

 

The prediction results can be improved using these error correction factors 

as: 

iiKiK exx += +

∧

+                         3-14 

Where, x  is the corrected state and i is the index of the predicted state. 
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As, the study part signifies the convergence. The above used method implies 

that the error converges with the provided data. It also shows that it will converge 

as time evolves. 

3.1.4 Action 

In last step, inference will be made and data will be updated in ES database with respect 

to time as shown in Figure 3-13.  
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Figure 3-13 Modeling the Posterior 
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Chapter 4 Case Study 
4.1 Problem Statement 
 

Improved supply chain management has gained immense significance in the recent 

years because of the associated countless benefits. Supply Chain management is a 

challenging task in today's world due to the encountered uncertainties. In Pakistan, 

forecasting in supply chain is more challenging due to smaller industry base, longer 

lead times, limited client tail, political instability, lack of warehousing facilities 

and the smaller market quantum. Truncated/censored/incomplete historical data, 

a situation widespread in Pakistani supply chains, is also a major impediment in 

accurate demand forecasting. 

The existing system of transactions record keeping, in public as well as private sectors’ 

supply chains, is prone to tempering as well as obliteration at different hierarchal levels. 

The traceability of financial as well as material transactions in the existing supply chains 

also requires improvement. 
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4.2 Historical Data 
 

The steel in Pakistan is mainly produced by mills, industry and importers. There are 

mainly two mills and few industries. In Karachi there are almost 675 importers that are 

dealing in steel as indicated in Figure 4-1. 

                

. 
Figure 4-1 Steel Consumption 

 

In Pakistan, the need of steel is either fulfilled by mills, industry or imports. The raw 

material is itself imported by China. The price rates are influenced by Chinese market. 

The production of flat steel products did not meet the capacity. About 77% of flat steel 

products are imported. The imports ratio is greater than that of production [46] as shown 

in Figure 4-2.  

 

STEEL

MILLS (2)

IMPORTERS 
(675)

INDUSTRY 
(10)
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Figure 4-2 Domestic Steel Production and Imports [46] 
 

In 2015, as report states, the yearly demand in Pakistan is approximately 8.4 million 

tons, while the present production is about 4.9 million tons per annum [47] as shown in 

Figure 4-3. 
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Figure 4-3 Steel Supply/ Demand [47] 
Moreover, the uncertainty can be seen in the production of steel in Figure 4-4. The 

supply/demand data of one of the importers, namely, MHCO Steel has been captured to 

learn and predict the uncertainty as they are old in the market. Their data set or prior will 

be an asset to predict the future demand.  
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Figure 4-4 Global Crude Steel Production [46] 
 

4.3 Types of Steel & Applications 
 

There are many types of steel. Some are listed below: 

• Hot Roll (HR): HR used in welding, Pipes, Tanks, Floating Structures, Wheel Rims, 

construction trade to make railroad I-beams & tracks. For no precise shapes and 

tolerances requirements HR is used in such situations. 

• Cold Roll (CR): Cold rolled sheets are used for the production of enamelled wares, 

bicycles, steel containers, machinery parts, steel fabrication, drums, jerry-cans, 

barrels, vehicle and bus bodies, steel furniture, sand appliances, oil and gas 

appliances, also used for the production of galvanized sheets, and tin plates 

and black plates. 

• Galvanized Iron (GI): widely utilized in rural and military buildings such as sheds 

and water tanks and for pneumatic roofing guns. 
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• Pre-Painted Galvanized Iron (PPGI): utilized in architectural adornment and 

outward beautification of piano, several domestic appliances and electrical 

appliances 

• Pattern PPGI: Wood grain pattern PPGI for furniture, Ship plate, boiler plate, 

container plate. 

As Government encourages industrialization. They place anti-dumping on selected 

products for imports. They have applied anti-dumping on Cold Roll (CR) and Hot Roll 

(HR) which are of most use. It is processed and use by industries to produce bars, 

billets and pipes.  

HR is the raw material which was only produced by Steel Mills which is now only 

imported. Currently, no raw steel production is done in country. The two mills, namely, 

Aisha Mills [48] and International Steel limited (ISL) [49] are producing specific sizes 

and specific amounts of other flat products. They do not even fulfill half of the capacity. 

There are many types of steel. In this research flat products are targeted. Moreover, 

data of only PPGI is taken. There is no anti-dumping on this product and less 

exploitation. Through this product we can accurately capture the market trends.  

The demand data along with respected months in which orders are placed. 
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Chapter 5 Results  
 

The discussed methodology is then applied. The first step was to select the prior from the 

data set. The data was taken from an import/export company. The supply/demand data 

which is considered same at this time is opted for busting uncertainty. There are thirty-

two data points altogether signifying 2.5 years data. Different assessments were made 

by varying training data and validation data. As more data entered the training data, more 

accurate results were obtained. Histogram was made by the data and three different 

distributions were made fit. From which Weibull duplicates the histogram well. 

Furthermore, goodness of fit also implies Weibull to be the best fit for this data-set.  

5.1 Fitting distribution using MLE (Maximum Likelihood Estimate) 
 

Different distributions named Weibull, Lognormal and Normal were fitted on the acquired 
data 

12/16/2018 Demand Forecasting 11

 

Figure 5-1 Distribution Fit 



36 
 

5.2 Goodness of Fit 
 

 

Figure 5-2 Goodness of Fit 
 

Best fitted distribution was Weibull, evident from Figure 5-1 and Figure 5-2.  Maximum 

likelihood estimate of A & B parameters with 95% confidence Intervals were, 

    A (Scale Parameter) =    2.20965e+07 [1.36995e+07, 3.56406e+07] 

    B (Shape Parameter) =    0.959145 [0.673832, 1.36526] 

The next step was to predict next state which was done through Rejection Sampling and 

Maximum Likelihood Estimation (MLE) from which Mean and Maximum A posterior 

probability (MAP) was estimated indicating the next state. 

 

  

 

5.3 Mean and Maximum Aposteriori probability (MAP) 
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The Mean & maximum Aposteriori probability (MAP) was taken of these samples 

and posterior was generated. This was helpful in taking accurate decision for predicting 

next demand. 

5.3.1 Assessment # 01 

Provide twenty months training data (20 data points) and predict next five months 

demand, as shown in Figure 5-3, 

 

                    Figure 5-3 Predicted vs Actual demand (20 training points) 

5.3.2 Assessment # 02  
 

Provide two years, 24 training data points and predict next five years demand, as shown 

in Figure 5-4, 
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Figure 5-4 Predicted vs Actual demand (24 training points) 
 

5.3.3 Assessment # 03  
 

Provide two and half years, 27 training data points and predict next five years demand, 

as shown in  

 

Figure 5-5 Predicted vs Actual Demand (27 training points) 
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5.4 Errors: 
 

By the passage of time, as there is increase in data more accurate results are acquired.  

Two types of errors are used in this research namely, 

• Mean Error (ME) 

• Root Mean Square Error (RMSE) 

It is justified through these errors countered in each assessment as shown in figures 

respectively. 

Figure 5-6 Error of Predicted vs Actual demand (20 training points) 
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Figure 5-7 Error of Predicted vs Actual demand (24 training points) 
 

 

Figure 5-8 Error of Predicted vs Actual Demand (27 training points) 
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5.5 Particle Filter Results 

Moving one step further, particle filter is an advanced technique which itself incorporates 

MLE. Using Particle filter on the demand data-set one can easily obtain predicted as well 

as corrected states. It makes easy for decision makers to take right decisions to meet the 

next demand. 

As enough data was available for plotting so there was no need to interpolate the data 

points. But if less data is available Cubic Spline interpolation can be used to fit curve as 

shown in Figure 5-9 

 

Figure 5-9 Curve Fitting 
 

Out of thirty-two points, twenty-eight were used for training. The rest points were used for 

validation. The predicted states are given as 
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Figure 5-10 Predicted States 
Different scenarios were created to find the best fitting. The parameters that were used 

includes: 

• Market alteration  

• Nth Order Polynomial 

• Random Sampling  

Market Alteration: 

The data that is selected, obviously contains market traits. It was observed that 

considering this factor of state tremendously effects the results. Different rates were 

experimented. After which it is kept constant at 30% upper and lower state as the best 

results were acquired. 

Nth Order Polynomial: 
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The second factor was of the Polyfit fitting. As PF states, functional model is the 

combination of data and noise. Therefore, noise was added to the data. Afterwards, the 

important step was to approximate function. Curve fitting is one of the very useful tools 

for creating such a function. 

Dt2 = f(Dt1)                                                          5-1  

Where, 

Dt2= Approximate Data 

Dt1=Original data 

Therefore, Curve fitting was used to approximate the functional model corresponding to 

time scale. 

As the data is non-linear as shown in Figure 5-9 this factor too plays an active role in 

order to achieve best fitting. This is altered on 3rd, 4th & 5th order. 

Random Sampling: 

While doing the rejection sampling, many samples or infinite samples have to be drawn. 

This is the key feature of Monte Carlo Sampling. The equation signifies that altering the 

parameter greatly affects the results. This was kept constant on 0.8 as in equation. 

Y=0.8 * R (1) * (1-xk)                                          5-2 
Where, R is the random number generator,  

xk is the state at time step k 

RESULTS: 

CASE 1:3rd Order Polynomial  
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Figure 5-11 Forecasting Demand at 3rd Order Polynomial 
 

CASE 2: 4th Order Polynomial 

 

Figure 5-12 Forecasting Demand at 4th Order Polynomial 

Training Validation 

Training Validation 
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CASE 3: 5th Order Polynomial 

 

Figure 5-13 Forecasting Demand at 5th Order Polynomial 

 
By keeping two factors constant and one variable we achieved the results shown in 

Figure 5-11 Forecasting Demand at 3rd Order Polynomial Figure 5-11, Figure 5-12 and 

Figure 5-13.  

The 3rd order polynomial reflects the best results so far. As 5th order and 3rd are almost 

same. Therefore, 3rd order is opted for this research. 

 
 
 
 
 
 

Training Validation 
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Chapter 6 Conclusions & Discussions 
 
This research produces very meaningful results in terms of forecasting & prediction. 

This is a very strong project producing very powerful results. The techniques used can 

be use on any data set. Especially, it can be use on any current supply chain business. 

It can be applied on any individual sector governed under umbrella of supply chain. This 

project will not only predict the near future but will also help businesses lead the future.  

There are many parameters involved in any business which includes international 

market steel prices fluctuation, commodity prices fluctuation, US Dollar rate fluctuation, 

shipment costs, warehouse rents, law and order situation, fluctuating Government 

regulations, fluctuating custom clearance regulation/policies/ rates, customer of 

commodity shift related policies, taxation regimes. 

Countering these parameters one can accurately forecast the future. In this research, 

such form of one parameter is taken into account which is the fluctuating market 

parameter. The scale is set taking account 30% ups and downs or fluctuating rate into 

account and then made predictions. Similarly, there are other important parameters 

involved which can be taken as the future work for this research. 

Furthermore, such a database is required which is temper-proof and uncensored. To 

achieve this objective this project can move towards encountering Blockchain feature 

into it. The Blockchain as considered new internet for the coming generation. The 

decentralization feature of BC can be well used in this project. The un-gagged, un-

censored and un-tempered database can be achieved producing more sounding 

results. As new data adds on with the previous data the database increases. To 
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manage database intelligently without any data tempering Blockchain feature will add 

accuracy in the results. It brings transparency with privacy which is much important in 

this era. Taking blockchain along with MCMC techniques it becomes a very influential 

tool for any kind of supply chain business.  
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