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Abstract 

The field of medical image segmentation is rapidly advancing over time. Segmentation of organs 

helps medical professionals to plan radiotherapies and track the prognosis of disease in general. 

Image segmentation of abdominal organs can facilitate clinical procedures for example 

transplantation surgeries and to determine the precise location of organ in aortic abdominal 

surgeries. The study focuses primarily on segmentation of liver from computed tomography (CT) 

dataset of healthy abdominal organs. The dataset taken for the study is from Combined (CT-MR) 

Healthy Abdominal Organ Segmentation (CHAOS) Challenge. The dataset used three-

dimensional data to enrich the level of analysis. The dataset used is in DICOM format. All the 

patient images were of healthy liver, aligned in the same position while they were given contrast 

injection for enhanced vascular structure. The automated model used for the segmentation of 

images was U-NET. Two convolutional layers were used and the size of each image was halved. 

The expansive and contractive parts of the layers were repeated thrice. PYtorch and FastAl 

libraries were used for training the data set. 15% of the images were used for validation. The 

learning rate was altered during training to avoid overfitting. The metrics used for calculating 

results was dice. The calculated dice with our algorithm is 0.968 while the state-of-the-art dice 

reported by CHAOS for the given challenge was 0.979. 
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Chapter 1: Introduction 

Image segmentation is an evolving and emerging topic in the field of computer vision and image 

processing. It  is a broad field that consists of image compression, video surveillance, robotic 

perception, augmented reality and medical image segmentation. This field started emerging in 

the last decade of the 20th century and a lot of work is being done in the development of image 

segmentation algorithms as well as increasing the application of the field. Substantial amount of 

work is also being done in the development of deep learning (DL) model due to their efficiency 

and better results. [1] 

Medical image segmentation is a subbranch of this field that is being explored by biomedical 

scientists in the recent past. This type of segmentation focuses on solving clinical problems to 

facilitate the medical professionals in multiple diagnostic and surgical procedures. Deep learning 

model are being widely used for medical image segmentation where the algorithm is capable of 

automatically learning the image features to segment them [2] 

Image Segmentation via Deep learning-An overview of Deep Neural 

Networks: 

From the earliest form of image segmentation models for instance thresholding and 

watershed, k-mean clustering and histogram-based bundling, the field of image 

segmentation has evolved onto models like active contours, conditional and Markov 

random fields and graph cuts. The modern algorithms generally provide better accuracy 

with less generalizability. These often achieve results close to benchmarks. There is two 

types of image classification problems, semantic and instance segmentation. The 
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semantic segmentation is a pixel level classification that labels image into different 

categories while instance segmentation delineates objects and classifies the image in a 

more precise manner. While evaluating an algorithm for efficiency different parameters 

like loss function, training strategies, training data type and the choice of network 

architecture is kept in consideration.  

Following are the major types of deep learning models that are being used currently for 

image segmentation.  

• R-CNN based models  

• Convolutional models with graphical models 

• Generative models and adversarial training 

• Convolutional models with active contour model 

• Recurrent neural network based models 

• Fully convolutional networks 

• Encoder-decoder based models 

• Dilated convolutional models and DeepLab family 

• Fully convolutional networks 

• Multi-scale and pyramid network based models 

 Training Deep Learning Models: 

Deep learning models are constantly evolving. Capsule networks, spatial transformer 

models and gated recurrent units are being proposed by the researchers to improve the 

performance of deep learning networks. Interestingly, deep neural networks can be 

trained on new datasets from scratch. This is done via transfer learning in which a 
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model that has been trained on one type of dataset is fed with a new type of dataset so 

that the model adapts to the new type of data and can help in the identification of new 

features in the dataset. A common method for transfer learning is training the dataset 

on ImageNet and then feeding new training set t the model. This helps in the 

recognition of features in dataset with less labeled samples.  

Image Segmentation models: 

Following are the major types of deep learning models that are most widely used in 

image segmentation. 

 R-CNN based Models: 

The regional convolutional network is used for instance segmentation. It has three 

major types i.e., Fast R-CNN, masked R-CNN and Faster R-CNN. These models 

are widely used for object detection. Some versions are used for object detection 

and semantic segmentation. R-CNN models are widely used for instance 

segmentation. He et al. [3] proposed a model that efficiently detects objects while 

generating image masks for each instance. This model as three output branches 

that compute bounding box coordinates, associated coordinates and create binary 

mass for the images, respectively. The loss function of the model combines the 

loss function of bounding box coordinates, the segmentation class and the 

predictions and then trains them jointly. Other efficient models include Path 

Aggregation network (PANet) (Liu et al. [4]), Multitask network for instance-
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aware segmentation (Dai et al. [5]), Masklab (Chen et al. [6]) and Tensormask 

(Chen et al. [7]). All of these models are widely used because of their efficiency. 

Fully convolutional networks 

Fully convolutional networks (FCN) are widely used, these models are used to 

produce segmentation map which size equivalent to the size of the image. It was 

first proposed by Long et al. [8] . Over years FCN has evolved as researchers 

modified networks like GoogLeNet and VGG16. The fully connected layers were 

replaced by fully convolutional layers. The model achieves state of the art results 

by up sampling and fusing the feature maps of earlier layers. The model is tested 

on n PASCAL VOC, NYUDv2, and SIFT Flow to validate the segmentation 

results achieved. FCNs are widely used for semantic segmentation.  

 

Figure 1: General working of fully convolutional networks 
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Despite its wide use and good result, FCN has a few drawbacks in comparison to 

other deep neural networks. First, conventional FCN does not take global context 

information into account, secondly it is comparatively slow in real time. A few 

researchers have worked on overcoming these shortcomings for instance ParseNet 

proposed by Liu et al. [9] using the concept of context vector and replaced 

convolutional layer. Fully convolutional networks are currently being widely used 

in brain tumor[10] and skin lesion [11] segmentation in the field of medical image 

segmentation.  

Convolutional models with graphical models 

Convolutional models which incorporate probabilistic graphical models like 

Conditional Random Fields and Markov Random Field are more efficient 

compared to FCNs. Convolutional neural networks (CNN) provide poor 

localization. Chen et al. [12] combined the final convolution layer with Conditional 

Random Fields that produced better localized results and resulted in less 

generalizability.  

 

Figure 2: Graphical model (CNN+ Conditional Random Fields) proposed by Chen et al. 
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Few other models have been proposed for semantic segmentation that include 

combination of CNN and Conditional Random Fields have produced promising 

results. Lin et al. [13] proposed with concept of deep Conditional Random Fields 

and patch background to improve semantic segmentation. This model used 

contextual information. Liu et al. proposed model Parsing Network which 

combines CNN and Markov Random Field [14] 

Encoder-decoder based models 

Encoder decoder model are of special importance in medical image segmentation 

due to their wide usage and applicability. U net and V-net are the most commonly 

used encoder decoder models, these two are primarily used in medical image 

segmentation but they also have application outside this field. V-net is a type of 

FCN initially proposed by y Milletari et al. [15] It  has  been widely used for 

Computed Tomography (CT) and Magnetic resonance imaging (MRI) images. 

The model is specially used for images where there is a large difference between 

background and foreground voxels. U-net would be discussed further in the 

literature review section. 
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Medical Image Segmentation: 

Medical image segmentation is a separate branch of image segmentation. Deep convolutional 

networks have witnessed immense progress and success in near past in this field. Medical image 

segmentation is done by traditional and deep learning image segmentation techniques. CT and 

MRI images are the most used types of images in radiological techniques. These are also most 

widely used in the medical segmentation. Initial techniques comprised of edge detection and 

mathematical models but the trend has shifted to mathematical models. Hand crafted features 

were the primary input of these systems but with the introduction of deep learning techniques 

since early 2000s, researchers have found deep learning to be more promising. Classification, 

registration and detection in medical image segmentation techniques hold primary importance.  

Network Structures used in Medical Image Segmentation:  

There are a number of networks that are widely used in image segmentation. Some of these 

networks are more successful and efficient compared to others. Given below (Figure 3) is a 

schematic diagram of these networks and their subtypes. These networks would be discussed one 

by one with reference to medical image segmentation below. 
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Figure 3:Types of Neutral Networks used in Medical Image Segmentation and their subtypes. 
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CNNs:  

Convolutional neural networks have been discussed above in length. It is the type of 

neural network where each layer has a specified function for example pooling , l oss 

calculation etc. The first layer is the input layer, after the first layer is the input layer, 

after entering this layer the input data goes through a number of layers where the data 

is convolved. ‘Kernels’ are the filters present in each layer, they can be of arbitrary 

sizes and are specified by researchers who develop the CNNs. The output produced 

by each layer is known as activation map, the activation map basically highlights the 

impact of each filter or the information that is sorted out after passing through the 

layer. Activation layer adds no linearity to the output, the next layer is generally the 

pooling layer. Pooling is done by either average pooling or max pooling depending 

upon the type of dataset and the choice of researcher. High level abstractions result 

from fully connected layers. Weights are optimized consistently for kernels and 

neural connections during the back propagation phase. (Commandeur et al.)[16]. There 

are three types of CNN depending upon the type of image being used to process. 2D 

CNN are  used to process 2D images and same is for 2.5 and 3D CNNs. [17] 
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Figure 4: General Structure Of CNN. 

 

Fully Convolutional Network:  

The general functioning and mechanism of FCNs have been discussed above. Here 

the focus would be on the types of FCN specially employed for medical image 

segmentation.  

Multi Organ Segmentation:  

These types of FCNs are used for segmenting multiple organs at once. These 

types of FCN can use 2D, 2.5D and 3D image types. Bigger organs are easier to 

segment via FCNs. (Gibson at el.) [18] 
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Cascaded FCN:  

This type of FCN uses a stacking technique, where FCNs are stacked. These 

models are useful for extracting contextual features using prediction maps. 

Cascaded FCNs provide better segmentation results.  

Focal FCN: 

This type of FCN apply focal loss to reduce the number of false positives in the 

results. In this type of segmentation, simple FCN is used for primary 

segmentation and then focal FCN is used to reduce the false positives. (Zhou et 

al.)[19] 

Multi-Stream FCN:  

Multi-stream FCN is applicable on 3D images. It uses multiple form of images of 

same organ for better segmentation results. This technique improves the 

robustness of the system due to the wide range of image availability. This type of 

system uses contextual information for better results. (Zen et al.) [20] 

 

Convolutional Residual Network 

Convolutional Residual Network (CRN) is a deeper network. This type of networks 

have better learning capability but as the depth of the network increase, it faces a few 

problems. First, the accuracy of network degrades due to the vanishing of gradient. 

This problem is solved by feeding the network with a feature map after every few 

layers. The residual maps don’t let the features to fade due to the depth of the network 
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and hence these networks provide better learning capability with good segmentation 

results. Figure below provides a general overview of the CRNs.  

 

Figure 5: Single Residual Block of CRN. 

 

Recurrent Neural Network  

Recurrent Neural Network (RNN) memorize the patterns of the previous inputs. In 

medical images like CT and MRI, the information is scattered over multiple slices. This 

type of networks extratct sequential information from adjacent layers. The basic RNN 

consist of a CNN depending upon the type of dataset for inter-slice extraction of 

information. The second part is RNN itself for intra-slice information extraction. 
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V-net  

V-Net is also widely used in medical image segmentation. It has been discussed 

above.  

U-Net:  

U-Net would be discussed in the literature review chapter in detail. 

Types of Training Techniques: 

Following are the major training techniques used in deep learning. 

 

Figure 6: Network Training Techniques. 
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 Challenges in Medical Image Segmentation via deep learning  

 

Figure 7: Challenges in Medical Image Segmentation Via Deep Learning. 
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 Challenges in training deep Learning models: 

 

Figure 8: Challenges in Training Deep Learning Models. 
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Chapter 2: Literature Review 

Medical image analysis uses six different image systems for classification and diagnosis. As 

mentioned above deep learning is a relatively new field in image analysis. Among different 

systems used in deep learning CNNs are most widely used. CNNs were not efficient because of 

large dataset sizes for a long time but they have gained efficiency in the past years. U-net is a 

type of U-net proposed in 2015 by Olaf Ronneberger et al. 

U-net was used as the neural network for segmentation. U-net is U-net is able to do image 

localisation by predicting the image pixel by pixel. The network is strong enough to do good 

prediction based on even few data sets by using excessive data augmentation techniques. Its 

specially useful in segmentation of sparse regions. It is also particularly useful with small 

datasets. 

Architecture of U-net:  

Basic U-net  

The basic U-net consists of two fragments: The first segment plays role as a constricting track 

constituting of a conventional convolutional neural network (CNN) architecture. The constricting 

track contains block which are composed of two continuous 3x3 convolutions, a max-pooling 

layer and a ReLU activation unit. This structure is replicated numerous times. The up 

convolutions (2x2) attribute in the constricting path helps in up sampling the feature map then 

feature map is cropped and attached as a string onto the upsampled feature map. In the next stage 

two consecutive convolutions (3x3) and ReLU activation occurs. An additional 1x1 convolution 

is used to cut the excessive pixel features from the edges of feature map to produce segmented 
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image. [1] Outcome is formation of a u-shaped network and propagation of contextual 

information across the network.  

 

Figure 9: Structural Design of basic U-net. Blue boxes are feature map and cropped feature 

maps are shown as grey boxes. 

The U-net’s energy formula is: 

 

pk symbolises pixel-wise SoftMax function  
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The activation of channel k is represented as ak (x)  

3Dimenssional U-net 

3-dimenssional segmentation of images can be attained when the 2D operations in the basic U-

net are replaced with equivalent 3Doperations. It facilitates 3D volumetric division of images. 

Extensive labelling of images can be avoided with 3D U-net segmentation because it is easier for 

the network to analyse a 3D image as it comprises replication of similar shapes and constructs. 

[2] In this study [3] they designed an image segmentation network that can interpret more details 

from the given image through multi-level divisions, useful in disease diagnosis. The most cited 

uses of 3D U-net in biomedical applications are diagnosis of cardiac structures, brain cancer, 

vertebral column, nasopharyngeal malignancy, lung nodules, head and neck analysis, white 

matter tract segmentation, and multi-organ dissection through CT and MR scanning applications.  

Attention U-net 

Attention U-net can focus on targeted important components and ignore the unwanted areas of 

the given image, this feature makes the network highly desirable for image processing jobs. The 

use of attention gates in this network is the key enabler of its performance goals which are 

improved segmentation and least computationally complex network assembly. [4] An attention 

gate is installed into each layer of expansive path which crops out the unneeded features before 

the concatenation of corresponding elements from the contracting path with the up-sampled 

elements in the expansive path.  
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Figure 10: Schematic of Additive Attention Gate. 

The attention unit offers focused classification information against generalized classification and 

can acclimatise to specific parts of an image. The most popular gate owing to its better precision 

is additive attention. The additive-attention-gate is identified with this equation:  

 

 

Features from the contracting path as xl. Gating signal as g. Sigmoid function as σ2(xi,c) 

 

The biomedical applications of attention U-net include diagnosis of lung cancer, melanoma, 

cervical cancer, brain tissue quantification, ophthalmic disease diagnosis, fetus development, and 

abdominal structure segmentation.  

Inception U-net 

This network utilizes various sizes of filters on the same layer in the network, then the outputs 

from various filters are compiled in a string and shifted onto the adjacent layer. Inculcation of 
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multiple different size filters enables the inception network to analyse images with numerous 

salient regions effectively. [5] The structural innovations like every 3x3 or larger filter and 

pooling layers to contain an added 1x1 convolution in front of it in parallel reduces the 

computational intricacy.  

 

Figure 11: The Novel Block of inception in Google Net. 



xxxiv 
 
 

 

Figure 12 : Addition of Factorizes filters to improvise inception block. 

Inception U-net applications include human embryo segmentation, cardiac segmentation, lung 

nodule detection, brain tissue mapping, ultrasound nerve segmentation and brain tumour 

detection.  

Residual convolutional U-Net 

The residual U-net variant is built on the Res-Net structural design to surmount the troubles 

during training deep-rooted neural networks. Experimental conclusions indicated that addition of 

more layers leads to overload, and degradation of performance. [6] ResNet minimizes this 

problem as it takes up the feature map from one layer using the skip connections and add it up 

into an alternative layer existing deep inside the net. The residual skip connection aids in 
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relieving the vanishing gradient problem, thus permitting formation of deeper neural U-net 

networks. Representation of each residual unit in this type of U-net:   

 

 

xl represents input, output of the residual unit expressed as xl+1, residual function  as F(∙),  

function of activation as f(∙), and h(∙) is the individuality function for mapping. 

 

Figure 13: 3 consecutive Res-Net blocks separated by skip networks(connections). 

The U-nets of deep residual category are perfect for the analysis of complex images. Deep 

residual U-nets have following applications in imaging such as retinal vessel segmentation, 

nuclei segmentation, brain tissue quantification, prostate cancer, brain structure mapping, breast 

cancer, endoscopy, bone structure analysis and osteosarcoma.  
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Network of Recurrent Convolutions 

This category of networks assesses text or audio data or other sequential data only. The RCNN 

(recurrent convolutional neural network) includes not the conventional feedforward loops rather 

it includes in its convolutional layer the recurring feedback loops. Upon completion of both 

convolution feedback is applied and the activation provides the map (feature-map) produced into 

the related layer by a filter. [7] The feedback trait provides better efficiency and precision by 

allowing the units to revise these maps depending on the context provided by the neighbouring 

elements.  

 

 

Figure 14: Recurrent neutral network. 
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The yield ‘y’ of the deep-recurrent U-net:  

 

 

Dense U-net 

This U-net employs Dense-Net blocks instead of the regular layers. Dense-Net is a well-

structured design constructed on top of ResNet with two alterations: (1) identity map is collected 

by each layer from all of its preceding layers (2) the identity maps are combined into tensors via 

network-wise chain formation. Thus, the identity mapping relies on all the prior layers to each 

layer in the block which allows protection of all identity maps from prior layers and substantial 

encouragement of gradient spread in a Dense-Net. Dense-Net allows more accuracy, deep 

learning, and less computational complexity. [8] The output for every layer should be like this: 

 

dense mapping function = Hl(∙) signifies the (batch normalization), function activation = ReLU, 

and channel-wise chain formation = []. 
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Figure 15: A 5 layered dense block is shown in the figure. 

The implementation of dense blocks permits segmentation of components in an image with 

better distinction. Analysis of cerebral blood vessel segmentation, brain tumors, retinal blood 

vessel segmentation, lung, and liver cancer using this U-net. 

U-net++ 

U-net++ can segment images more accurately by circulating more semantic information between 

the contracting and expansive path. It applies skip connections (in a dense form) as a transitional 

framework between the expansive and contracting paths. U-net++ comprises of several nodes of 

skip connection among each matching layer every skip connection obtains an up sampled map 

from its instant lower unit and feature map from all the previous units. This setup enables 

semantic information transmission among the 2 paths without any loss. [9]The skip connection 

operates as follows:  
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Figure 16: U-net++ schematic representation. 

 

Adversarial U-net 

In adversarial U-net a discriminator and a generator network compete against each other to 

enhance their performing. The discriminator network D plays role of an input data set classifier 
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and the G generates images that are intermittently supplied to the discriminator D and in this way 

error of producing fake as real data set images is minimized.  [10] 

 

Figure 17: GAN block diagram of adversarial U-net. 

 

Figure 18: Streamlined diagram of u-net based GAN. 

Cascaded arrangement 

In this arrangement cascade of 2 or more than 2 U-nets is established the first layer executes 

upper-level segmentation and then dissection of minor pieces is executed by successive U-net 

layers. In one study they devised a U-net model which has two cascades in which the 1st U-net 

isolates the liver from rest of the body organs and the 2nd U-net sections tumours inside liver. 
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The performance of cascade U-net has been reported to be better than a simple one-unit U-net. 

[11] 

Parallel design U-net 

U-nets arranged parallel to each other is another architecture of U-net network. The probable 

benefit of network with parallel decoders is attainment of diverse levels of separation. In this 

study organized 2 U-nets in parallel and accumulated outcomes for enhanced separation 

correctness. [12] 

 

 

 

 

 

 

 

 

 

 

 

 



xlii 
 
 

Chapter 3: Methodology 

The aim of the project was the segmentation of liver from healthy abdominal CT images. The 

dataset was obtained from Combined (CT-MR) Healthy Abdominal Organ Segmentation 

(CHAOS) Challenge held 2019.  

Dataset:  

The dataset consisted of CT images from 40 patients. The patients were living liver 

transplantation donors. The data was divided into two parts i.e. 20 patient datasets were used in 

training while 20 were used as test sets.  The dataset used was in the form of DICOM images for 

three-dimensional analysis and visualization.  A contrast injection in portal venous phase was 

given to the patients to enhance the portal vein in the images. This type of injection is generally 

used prior to surgery to create contrast between vein and the liver. The patient orientation for all 

images in the dataset was same. Each data set consists of 16 bit DICOM images with a resolution 

of 512x512, x-y spacing between 0.7-0.8 mm and having 3 to 3.2 mm inter-slice distance.  An 

average of 90 slices per data set ((i.e. minimum 77, maximum 105 slices). The dataset showed a 

varying anatomical size of organs among patients. Approximately 4.15% of the liver shape was 

atypical. The data showed varying Hounsfield ranges across different organs but the Hounsfield 

range was similar in adjacent organs.  

Pre- Processing: 

The 3d volumes were converted to 2d images. This allows us to use transfer learning with 2d 

segmentation models like U-net 
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Frameworks:  

Pytorch: 

PyTorch is an open-source machine learning library based on the Torch library, used for 

applications such as computer vision and natural language processing etc. Pytorch was used as It 

has faster training speeds, is more efficient, and uses lesser resources. Pytorch is more intuitive 

as well. 

FastAl 

FastAI is another library built on top of Pytorch that increases its potential even more. FastAI 

claims to train imagenet faster on GPU compared to tensorflow on TPU. It has a lot of built in 

models including U-net. Also its has helper functions for one-cycle-learning, finding optimal 

learning rate, etc 

Training the Model:  

15% of the images were used for validation. Transfer learning was used for contracting path of 

U-net. Resnet34 pretrained on Imagenet was used in contracting path. Initially the learning rate 

was set to 1e-3 for the first 85 epochs Later, the learning rate was changed. It was equally 

distributed in the range 1e-5 to 1e-4 for all layers in the network. This slicing helps achieve 

minima faster 

One-cycle policy was used to train where the learning rate first gradually rises linearly and then 

falls back linearly as well. The rising learning rate also helps as a regularizer avoiding overfitting 

Apart from this, the weights were decayed (L2 regularizer) by a factor of 1e-2 in order to 

regularize the model 
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Liver Segmentation 

Image segmentation is divided into two broad categories, Semantic segmentation and instance 

segmentation. Semantic segmentation classifies every pixel in the image into given classes. If 

there are multiple instances of the same class in the image, it does not differentiate between 

them. On the other hand, instance segmentation not only assigns a class to every pixel, but it also 

differentiates between different instances of the same class.  

 

 

In this research, the segmentation of liver in CT images is treated as a semantic segmentation 

task. This is done since there is only one liver in the image.   

While there are multiple segmentation architectures available, one stands out in particular; U-Net 

[unet]. U-Net has demonstrated its superiority in semantic segmentation of medical datasets, 

especially on smaller datasets. For the purpose of segmentation of liver, we chose U-Net.  

Figure 9: Semantic Segmentation (Left) vs, Instance Segmentation (Right) 
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U-Net Architecture 

U-Net is built upon the Fully Convolutional Network (FCN) architecture. It resembles an 

encoder-decoder network. A pictorial representation of U-Net is shared below, 

 

Figure 19: U-Net Architecture. 

The network consists of two parts, an encoder (contracting) path and a decoder (expanding) path. 

In a vanilla U-net, the contracting path consists of convolutional layers with filters of size 3x3. 

Each convolution is followed by ReLU and 2x2 max pooling. This, in effect, reduces the spatial 

dimension by a factor of 2. At every successive convolutional layer, the number of filters is 

doubled while the spatial size gets halved. In the case of this study, instead of this vanilla 

approach, a residual network was used in the contracting path. The last fully connected layers of 

the network are stripped off and only convolutional layers remain.  
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The expanding path of U-Net up-samples the feature maps of the contracting layer. Number of 

channels in each successive layer of the expanding path are reduced by half while the spatial size 

is doubled by using “up-convolutions”. This is done as opposite to the contracting path. In the 

final layer, the spatial size is equal to that of the input and the number of channels is equal to the 

number of classes.  

What makes a U-Net different from a simple encoder-decoder network are its skip connections. 

These connections concatenate the layers of contracting path to corresponding layers in the 

expanding path. This serves as a bridge between the two halves of the network and provides the 

expanding path with additional information that might have been lost in the encoding process.   

Training U-Net on Liver CT Dataset 

We divided the data into 80-20 ratio for training and validation sets respectively. We extracted 

axial slices to train U-Net. Transfer learning was employed in order to maximize the efficiency. 

The encoder we chose for our experiments was ResNet34. The network was trained using FastAI 

framework that is built upon PyTorch.  

Cyclic learning rate, or one cycle fitting was used to fit the network on the data. As stated in 

[cyclic lr reference], a network can minimize the loss more efficiently if the learning rate for one 

epoch increases for a certain number of iterations and then reaches its initial value again at the 

end. In our case, we increased the learning rate linearly for 80% of the iterations in an epoch and 

then decreased back linearly to its initial value in the next 20% of the iterations.  

Another novel technique that we used for training the data was the use of layer specific learning 

rate as described in (Howard et al.)[21]. It also helps increase the speed and efficiency of learning/ 
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training. The intuition behind the idea is that since the layers closer to the input have similar, raw 

features for different datasets (e.g. line detection, color identification, etc.) usually, so they do 

not need to learn at the same rate as the layers closer to the output end where dataset specific 

features are learned. FastAI provides a built-in feature for this discriminative learning rate. It 

divides the layer into three categories: closer to input, closer to output, middle. The learning rate 

is adjusted on the basis of these groups. First group i.e. closer to input gets the least learning rate, 

the group of layers close to the output gets the largest learning rate while the middle layers get 

mean of the two values as the learning rate.  

We chose ADAM as the optimizer and categorical cross entropy as our loss function. A 

summary of the hyper parameters we used is given in the table below. 

Hyper parameter Value 

Learning rate [1e-5 – 1e-3]* 

Total number of epochs 100 

Batch size 8 

Weight decay 0.01 

 

 

Table 1: Hyperparameters used in the study 
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Figure 20: CT Image (Left) , Mask (RIGHT). 

 

The experiments were performed using Amazon Web services (AWS) EC2 instances having 4 

nvidia V100 GPUs. After training the network on 2D slices, we created volumes of the original 

size for evaluation. 
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Chapter 5: Results 

For evaluation of the trained model, Grand Challenge provided a dataset which did not have 

annotations available for the public. Evaluation was also performed by them with their own 

scripts. The evaluation took in their own servers. The following metrics were used to evaluate 

the segmentation results.  

• Sørensen–Dice coefficient: Provides information about the overlapping parts of 

segmented and ground truth volumes. (1 for a perfect segmentation, 0 for the worst case). 

As F1 is to classification tasks, Dice coefficient is to segmentation.  

• Relative absolute volume difference (RAVD): Also provides information about 

the differences between volumes between segmented and reference organs but values the 

differences more than overlap. (0% for a perfect segmentation, 100% for the worst case). 

• Average symmetric surface distance (ASSD): Determines the average 

difference between the surface of the segmented object and the reference in 3D. After the 

border voxels of segmentation and reference are determined, those voxels that have at 

least one neighbor from a predefined neighborhood that does not belong to the object are 

collected. For each collected voxel, the closest voxel in the other set is determined and 

the average of all these distances gives ASSD (0 mm for a perfect segmentation, max 

distance of image for the worst case). 

• Maximum symmetric surface distance (MSSD): Similar to ASSD but 

particularly important for surgical operations (such as living donated liver surgery of 

database 1) as it determines the maximum margin of error by selecting the biggest of all 
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calculated distances (0 mm for a perfect segmentation, max distance of image for the 

worst case). 

 

Figure 21: CT Image (Left), Mask (Right). 

Our segmentation yielded the following results. 

Max 105.40573127739147 

Min 0.8251342581711172 

Standard deviation 23.132183306406866 

25th percentile 1.1084042834454817 

50th percentile 2.6647574425258775 

75th percentile 6.131154762678959 

Mean 9.595963397422938 

(Aggregate ASSD evaluation) 
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Max 0.9786450878383022 

Min 0.8489264725346445 

Standard deviation 0.029623613189434895 

25th percentile 0.9657063860810896 

50th percentile 0.9725385305523866 

75th percentile 0.9767595847052464 

Mean 0.9634216424954047 

(Aggregate Dice evaluation) 

Max 366.99484347331094 

Min 22.158965894469723 

Standard deviation 68.05828436150689 

25th percentile 107.18110342391869 

50th percentile 124.77399064352738 

75th percentile 150.2839863308445 

Mean 131.97704591814832 

(Aggregate MSSD evaluation) 
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Max 23.63246812785093 

Min 0.12859691564256306 

Standard deviation 5.2678102586431095 

25th percentile 1.0132968845537604 

50th percentile 1.3439194354473576 

75th percentile 2.200900807395904 

Mean 2.926605705805975 

  

(Aggregate RAVD evaluation) 
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 Chapter 06: Plagiarism Report  
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