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Abstract 

                                                      Abstract 

Leukemia is a malignancy of white blood cells (WBC’s) arises from hematopoietic stem 

cells. A common, essential, initial, and normal examination test which may indicate the 

presence of leukemia and its subtypes is Complete Blood Count (CBC). A CBC report 

provides useful information of different characteristics of blood cells that can be used for 

differential diagnosis. This study is designed to analysis different characteristics of CBC 

reports to develop predictive models for the screening of suspected patients of leukemia 

and its subtypes. In this study, primary data set of 302 CBC reports is collected from eight 

different hospitals of Rawalpindi and Islamabad regions. Out of these 302 CBC reports 67 

are normal (non-leukemic), 123 are Acute Myeloid Leukemia (AML), 79 are Chronic 

Myeloid Leukemia (CML) and 18 are Acute Lymphocytic Leukemia (ALL). A CBC report 

usually consists of 21 different characteristics/variables of blood picture of a person. Out 

of these 21 variables, 15 variables are selected for the analysis by dropping information of 

percentages of various variables to avoid duplication. Comparative analysis has been used 

to validate statistically significant differences between the numerical estimates of means 

with respect to four categories of all selected variables. The results show that Mean 

Corpuscular Haemoglobin (MCH) is the only variable having statistically insignificant 

difference between the means of normal, AML, CML and ALL. To check the existence of 

linear relationship between variables, correlation analysis is performed. This analysis also 

helps in the identification of multicollinearity problem for the development of logistic 

regression models. For the development of Multinomial Logistic Regression (MLR) 

model, five different combinations of methods for inclusion of relevant variables in the 

model or exclusion of irrelevant variables from the model. These are backward elimination 

method using Wald’s criteria, selection of variables using odds ratios (OR), selection of 

variables from combination of dropping insignificant variables simultaneously and Wald’s 

test, selection of variables from combination of dropping insignificant variables 

simultaneously and OR and selection of variables from combination of Wald test and OR. 

Final selection of any variable is done based on the criteria that it is successfully shortlisted 

in at least three methods of selection. 
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Abstract 

Therefore, four variables have been identified namely haemoglobin, neutrophil count, 

monocyte count and gender being appropriate variables for development of multinomial 

logistic regression model. The performance of the developed model is checked through 

different measures like accuracy, sensitivity, specificity, and precision. The results show 

that in case of Normal vs AML the accuracy is 86 %, sensitivity is 86%, specificity is 85% 

and precision is 91%. For Normal vs CML, accuracy is 88%, sensitivity is 91%, specificity 

is 85% and precision is 87%. For Normal vs ALL, accuracy is 88%, sensitivity is 100%, 

specificity is 85% and precision is 64%. These results show that the developed models can 

be used with confidence for the subjective screening of disease, i.e leukemia or its subtypes. 

A notable point is that the proposed model is not intended to be used as replacement of the 

formal diagnostic tests of leukemia like bone marrow biopsy, flow cytometry, etc. It 

facilitates basic technical support for screening of patients using data driven models. 

Therefore, a combination of subjective and objective assessment can improve the quality 

of diagnosis of leukemia or its subtypes at early stages.       
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INTRODUCTION 

1 INTRODUCTION 

Leukemia is a malignancy of white blood cells (WBC’s) arises from hematopoietic stem 

cells, where the normal cell divisions and proliferations are deregulated by the genetic 

mutations. The affected leukemic cells when damaged, do not go through normal cell 

apoptosis, thus accumulating and overcrowding the normal blood cells [1]. Due to wide 

range of WBC’s in the human body, leukemia is totally different from other cancers in the 

range of cases. Any person in any age can be affected to it. Leukemia is not considered 

“metastatic”, because it does not form tumours, however it forms dangerous accumulations 

in the brain, spleen and lymph nodes [2]. Few details of the classification of leukemia are: 

1.1 Subtypes of Leukemia: 

Classification of leukemia is usually based on clinical behaviour (acute leukemia or chronic 

leukemia) and the affected hematopoietic stem cells (myeloid leukemia or lymphoid 

leukemia). Figure 1.1 shows the details of subtypes of leukemia. The occurrence, medical 

appearance, and survival, etc. is different with respect to subtypes. The four primary 

diagnostic types and their brief descriptions are mentioned below [3], [4]: 

1. Acute lymphocytic leukemia (ALL) 

2. Acute myeloid leukemia (AML) 

3. Chronic lymphocytic leukemia (CLL) 

4. Chronic myeloid leukemia (CML) 
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INTRODUCTION 

 

                                           Figure 1.1: Details of Subtypes of Leukemia 

1.1.1 Acute Myeloid Leukemia:  

The rise in the number of myeloid cells in the bone marrow and  halt in their growth causes 

AML which normally results in the insufficiency of hematopoietic cells and leads toward 

anaemia, granulocytopenia or thrombocytopenia with or without leukocytosis [5]. AML is 

common in adults and the median age of identification is around 65 years or older [6] , [7], 

[8]. 

Clinical Symptoms of AML: 

The clinical symptoms of AML include bone and joint pain. Moreover, about 50% of 

patients are observed with large spleen [9]. 

Diagnostic Symptoms of AML: 

Standard adult body have 4,000 to 10,000 WBC’s per microliter but the patient suffering 

from AML has greater or lower number of WBC’s along with the abnormal increment in 

the myeloid cells (granulocytes and monocytes) [10], [11]. Studies also showed that in case 

of AML, WBC’s are increased from the normal range of 10,000 per microliter. 
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1.1.2 Chronic Myeloid Leukemia: 

Chronic myeloid leukemia accounts for 15% of leukemia cases and it is a rare cancer [12]. 

It is a malicious hematopoietic stem cells disorder that results not only in the increment of 

myeloid cells but also platelets and erythroid cells in the cellular components of blood and 

marked myeloid hyperplasia in the bone marrow [13]. CML is usually detected between 

the age of 35-45 years [9]. The male to female ratio is usually 1.2 to 1.7 [14]. 

CML development is divided into three phases: chronic phase (CP), accelerated phase (AP) 

and blast crisis (BC) [12]. The staging of disease depends on the ratio of immature blast 

cells in the blood and in bone marrow. Majority of the CML cases are detected in chronic 

phase (CP) [15]. 

In CML-CP phase patient have few or no symptoms of the disease and it can be controlled 

successfully with ordinary treatment because in this case less than 10% of blast is present 

in the blood [16]. Patients when move from CP to AP phase of CML have 10-19% of blasts, 

and there occurs a decline in platelets and red blood cells, variations in WBC’s, an 

increment in blast cells, and inflammation of the spleen [17]. World Health Organization 

(WHO) defines that CML-blast phase consists of patients having at-least 20% blasts, while 

the BC phase is different from the AP in that 30% or more blast cells originate in the blood 

cells or bone marrow. This causes swelling of the liver along with the symptoms of earlier 

phases [17]. The BC phase is usually lethal [18]. 

Clinical Symptoms of CML: 

Clinical symptoms of CML are fatigue, weight loss, liver , bleeding due to the dysfunction 

of platelets and spleen enlargement [9]. 

Diagnostic Symptoms of CML: 

In CML the amount of WBC’s surpasses 250,000 per microliter [19] and the amount of 

platelets are usually decreased, normal or increased  from 150,000-450,000 per microliter 
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[20]. This research also shows that most of the CML cases has platelet counts less than the 

normal range. 

1.1.3 Acute Lymphocytic Leukemia: 

ALL is known as childhood leukemia. It is consisting of 80% of overall cases [21]. The 

age statistics of ALL in research data also shows that it is a childhood leukemia. ALL is 

characterized by the uncontrollable and irregular production of lymphoid precursor cells 

known as lymphoblasts in the bone marrow with blocked development [22]. In Pakistan 

the median age of ALL diagnosis is 6 years [23], [24].  

Clinical Symptoms of ALL: 

The clinical symptoms of ALL are fatigue, fever, vomiting, pale skin and loss of appetite 

[9]. 

Diagnostic Symptoms of ALL: 

Patients with ALL have WBC’s  greater than 10,000 per microliter  to 50,000 per microliter 

with 30% lymphoblast in the bone marrow and platelets are less than 150,000 per microliter 

[25], [26].  

1.1.4 Chronic Lymphocytic Leukemia: 

Clonal proliferation and accumulation of B lymphocytes in the bone marrow and lymphoid 

tissues leads toward CLL. It is also linked with cellular and humoral immune response 

[27]. The usual incidence age of CLL is 60-80 years [28]. 

Clinical Symptoms of CLL: 

The symptoms of CLL are fatigue, shortness of breath, gums and nose bleeding [9]. 
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Diagnostic Symptoms of CLL: 

The normal range of lymphocytes is 1000-4800 per microliter but detection of CLL needs 

the existence of at-least 5000 per microliter B lymphocytes in the peripheral blood [29]. 

1.2 Risk Factors of Subtypes of Leukemia: 

Leukemia is highly associated with bulky doses of different chemicals such as benzene 

which is used in the manufacturing of paints and plastics. Its occupational and 

environmental exposure is a well-known aspect of leukemia in adults , especially AML 

[30], [31]. Exposure to radiation, contaminations with particular viruses (e.g., human 

lymphotropic virus, Epstein-Barr virus, etc), contact to electromagnetic fields and cigarette 

smoking are also the major causes of leukemia [32]. Exposure to household pesticides in 

utero before birth and in the initial three years of lifespan has been related with high chance 

of childhood ALL [31]. Later in life, hematopoietic stem cells malignancy is also a reason 

for development of different subtypes of leukemia [33]. 

1.3 Incidence of Leukemia Subtypes across the World: 

Leukemia contributes 30% of childhood cancers [34]. It accounts for some 300,000 new 

cases every year (2.8% of all new cancer cases) and 222,000 fatalities. The high death rate 

(74%) mirrors late or miss diagnosis of leukemia in many regions of the world, where the 

facilities of treatment are not accessible [35].  

In Western countries it has been estimated that the most frequent type of leukemia is CLL 

with almost 30% of all cases [36]. CML characterizes 20% of cases [37] while AML 

represents approximately 25% of the cases [38]. 

1.4 Incidence of Leukemia Subtypes in Pakistan: 

In Pakistan, the incidence of AML is around 12% under the age of 10 years, 28% between 

ages 10-15 years and  80-90% in adults while ALL is a childhood leukemia [39]. CLL is 
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the least common and accounts for about 5% of all leukemia cases. However, the chances 

of having CML are thrice relative to CLL [40], [4]. 

1.5 Subjective Screening of Leukemia: 

For a preventive measure against Leukemia, specialists carried out various screening tests 

to examine possible health condition or illness in someone who does not yet have signs or 

symptoms. Early detection helps to minimize the risk of infection and maximizes the 

chance of effective treatment. Screening tests are simple and cheap. These include physical 

examination, health history and Complete Blood Count (CBC) report of a person.   

1.5.1 Physical examination and health history: 

Health history of a person examined by the doctor indicates the signs, risk factors and all 

the medical conditions the person had experienced in the past. The specialist taking a health 

history, will ask questions about an individual’s history of: symptoms that recommend 

leukemia, high radiation contact, hereditary disorders, such as Down syndrome, Fanconi 

anaemia or Bloom syndrome, chemicals exposures, former chemotherapy of blood diseases 

and viral contaminations [41]. 

1.5.2 Complete blood count (CBC) Report: 

The essential, initial, and normal examination test which may indicate this disorder is 

complete blood count (CBC). A CBC calculates the quantity and condition of white blood 

cells (WBC), red blood cells (RBC), haemoglobin (Hb), haematocrit (HCT), mean 

corpuscular volume (MCV), mean corpuscular haemoglobin (MCH), mean corpuscular 

haemoglobin concentration (MCHC) and platelets (PLT) present in the blood. CBC test 

also gives information about different types of WBC’s which are neutrophils, lymphocytes, 

monocytes, eosinophils, and basophils. Leukemia and other infections may cause an 

excessive number of blood cells. Immature blood cells also known as blast or leukemic 

cells are usually not grasped in the blood, and specialists will presume leukemia if irregular 

blood cells occur. CBC deviations are essential laboratory findings in the diagnosis of 
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subtypes of leukemia, and it is difficult to detect leukemia patients without CBC 

aberrations [42], [43]. Table 1.1 shows the details of a usual CBC report in Pakistan with 

their reference ranges. 

In Table 1.1 units are abbreviated as: 

Litre = L 

Grams per decilitre = g/dL 

Femtolitre = f/L 

Picograms = Pg 

Microlitre = u/L 
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Table 1.1: Details of a usual CBC report [44]. 
 

Sr. 

No. 

Blood Components Reference 

Ranges 

Unit 

1 Age - - 

2 Gender - - 

3 White Blood Cells 4 -10 ×10^9/L 

4 Red Blood Cells 3.8 - 4.8 ×10^12/L 

5 Haemoglobin 12.5 - 14.5 g/dL 

6 Haematocrit  % 

7 Mean Corpuscular Volume 80 - 95 f/L 

8 Mean Corpuscular Haemoglobin 27 - 32 Pg 

9 Mean Corpuscular Haemoglobin 

Concentration 

31.5 - 34.5 g/dL 

10 Platelet Count 150 - 400 ×10^3/L 

11 Neutrophil Counts 2 - 7 ×10^3/L 

12 Lymphocyte Counts 1 -3 u/L 

13 Basophil Counts 0.02 - 0.1 u/L 

14 Eosinophil Counts 0.02 - 0.5 u/L 

15 Monocyte Counts 0.2 - 1 u/L 

16 Neutrophil Percentage 40% - 80% % 

17 Lymphocyte Percentage 20% - 40%  % 

18 Basophil Percentage 0.5% - 1% % 

19 Eosinophil Percentage 1% - 6% % 

20 Monocyte Percentage 2% - 10% % 

21 Reticulocyte Percentage 0.5% - 1.5% % 



 

Page | 9  

 

INTRODUCTION 

1.6 Diagnostic Tests for Leukemia: 

Multiple tests are carried out by the specialists for the diagnosis of Leukemia and its 

subtypes. These tests include but are not limited to blood chemistry tests, cytochemistry, 

immunophenotyping, flow cytometry, cytogenetic, molecular studies, lumbar punctures 

and bone marrow biopsies [4]. Few details of these tests are provided below. 

1.6.1 Blood Chemistry Test: 

Measurement of certain chemicals in the blood is done by blood chemistry test. This test 

helps the specialists to find the abnormalities occur in liver and kidney due the spread of 

leukemic infectious cells [45].  

1.6.2 Cytochemistry: 

Cytochemistry utilizes stains or dyes to detect components and structures of tissues in 

blood or bone marrow cells. Specific microscopic stains are attracted to specific substances 

present in some sorts of leukemia blasts. Microscope is used to see the staining results. 

Cytochemistry aids doctors to identify the type of cells that are present [46]. 

1.6.3 Immunophenotyping: 

Immunophenotyping proteins identification in tissues or cells is done by a very specific 

antigen-antibody reaction. Monoclonal antibodies are marked with specific fluorescent or 

enzyme label that binds only to specific antigens (proteins). This allows doctors to see the 

blast cells [47]. 

1.6.4 Flow Cytometry: 

Flow cytometry is used in sorting and classification of cells by the help of fluorescent labels 

their surface. It allows doctors to view many antibodies at the same time and collect data 

rapidly from thousands of cells in a single sample and helps to describe unique 

characteristics of blasts. These features can help specialists in treatment of leukemia using 

minimal residual disease (MRD) [48]. 
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1.6.5 Cytogenetics: 

Cytogenetics is the examination of chromosomal cells, including their number, size, shape 

and arrangement. Some main chromosomal aberrations of the cells can be observed under 

microscope. But to observe DNA changes a deeper analysis is done by fluorescence in situ 

hybridization (FISH) and polymerase chain reaction (PCR). FISH is used to find the 

genetic aberrations in the leukemic blast cells. PCR is used to make multiple copies of a 

specific gene segment and then tested in the laboratory. DNA mutations, inversions or 

deletions that are associated with different types of leukemia is find by PCR.  Different 

subtypes of leukemia are diagnosed by PCR [49], [50]. 

1.6.6 Bone Marrow Biopsy: 

In this process, cells are detached from the bone marrow and tested in laboratory. The 

report obtained from the lab will confirm the presence or absence of leukemic cells in the 

sample. A positive report can be helpful in identification of the subtype of leukemia [51]. 

1.6.7 Lumber Punctures: 

In lumber puncture process, a small amount of cerebrospinal fluid (CSF) from the space 

around the spine is removed and observed under a microscope. The process is done to see 

if malignancy has spread to the spinal fluid [52]. 

These diagnostic tests are painful, time consuming and highly expensive such as the sample 

collection procedure of bone marrow biopsy procedure takes 10-20 minutes and its report 

duration is two to three weeks [53]. This is a highly painful procedure as a person feels 

pain for about a week [53]. To overcome this pain doctor may recommend medicines such 

as ibuprofen [53]. After bone marrow biopsy a person may experience extreme bleeding 

and fever [54]. The cost of bone marrow biopsy is around 6000-8000 rupees [54]. In a 

developing country like Pakistan, people cannot afford the price of these tests and in such 

cases, this disease remains undiagnosed. As compared to these expensive diagnostic tests 

CBC test is the simplest and cheap test as its cost is about 650-700 rupees.  CBC test takes 

just a few minutes and it may take a few hours to a day for the results to be available. 
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The aim of a diagnostic test is to assess the presence (or absence) of the disease in 

symptomatic or screen-positive individuals as a basis for treatment decisions (confirmatory 

test). The factors of time, money and painful procedures are common causes of late or no 

diagnosis of Leukemia because of affordability, etc. Moreover, the subjectivity factor in 

the examination of CBC reports may produce false positive results. Therefore, this study 

is designed to provide data driven models for the detection of Leukemia and its subtypes 

using all or significant characteristics of a CBC report. 

1.7 Problem Statement: 

Screening of leukemia is usually practiced through subjective assessment of variations in 

different characteristics of a CBC report. Hence, assessment varies from practitioner to 

practitioner and there is a high chance of miss / no diagnosis. 

Proposed Solution: 

Development of the objective data driven models using Multinomial Logistic Regression 

to support subjective assessment of a physician. Hence, this support will help in improving 

accuracy and reliability in terms of prediction of leukemia and its subtypes. 

1.8 Objectives: 

The main objectives of this study are: 

• Analyses of general trends and tendencies of various characteristics of CBC by 

comparing Leukemic subtypes cases and non-Leukemic (normal) cases. 

• Development of a predictive model based on significant characteristics of CBC 

reports for the screening of Leukemic subtypes cases or non-Leukemic cases. 
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2 LITERATURE REVIEW 

2.1 Background of Study: 

Statistical analysis enables a researcher to draw meaningful conclusions from a study in 

which data are collected through observation, survey, or experimentation. The success of 

a medical study however depends to a great extent, on adequate statistical analysis of the 

data originating from such a study [55]. Prediction models using logistic regression can 

help healthcare professionals in making clinical decision to diagnose and predict the 

outcome [56].  

2.1.1  Image Based Analysis: 

Leukemia develops in the bone marrow and greatly affects the making of proper blood 

cells. Hence, its early diagnosis is very important for human living. Various studies have 

focused on the detection of leukemia and its subtypes from the microscopic images, as the 

analysis and segmentation of images are very important to find the abnormalities present 

in the blood cells. This section uses image analysis techniques for the development of 

machine learning models. 

The study of Abedy et al, 2019 used computational methods to detect ALL by analysing 

blood cells and its components automatically from microscopic images. This analysis 

involved classification of cells and blast counting. Publicly available ALL-IDB dataset was 

used to predict leukemia from microscopic images of human blood cells. To detect the 

exact shape of lymphocytes Canny edge detector and noise reduction operators were used. 

When the exact shapes were detected, Principal Component Analysis (PCA) was applied 

on them which reduces the dimensions of data without losing any important information 

and also reduced the computational cost. After dimension reduction, classification was 

done by logistic regression. The validation of results was done by using n-fold cross-

validation method. The accuracy of the obtained model was 96% [57]. 
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Bhattacharjee et al, 2012 designed an automatic method to detect the blast cells of ALL 

and AML from human microscopic blood cell images. 40 images of ALL and 40 images 

of AML were used in this study. The constructed method was consisting of four steps that 

is pre-processing, de-noising, enhancement section, threshold selection and segmentation 

of the cells through microscopic cells images. The noise reduction was done by Principle 

Component Analysis (PCA) which uses an orthogonal transformation for the complete de-

correlation of centralized matrix. Colour space conversion and morphological filtering 

based on pixel intensities was performed in contrast enhancement step. Segmentation of 

blast cells based on threshold value obtained from Edge sensitive Variational Thresholding 

technique. For counting the number of existing blast cells in the images Connected 

Component Analysis technique was used. The evaluation depend on comparison of number 

of blast cells perceived by manual count and those found by the selective thresholding 

based automated method [58]. 

Markiewicz et al, 2005 performed a study based on system that identify the AML blast 

cells. The recognition process was based on bone marrow aspirate image. The database 

used in this process was consist of 17 different classes of blood cells in which 16 classes 

belonged  to different abnormal types such as basophilic erythroblast, neutrophilic 

myelocyte, neutrophilic metamyelocyte, neutrophilic band, segmented neutrophils, 

polychromatic erythroblast, ortochromatic erythroblast, mesoblast, promyelocyte,  

proerythroblast, segmented eosinophils, prolymphocyte, lymphocyte, plasmocyte,  

promegaloblast and erythropoesis while the 17th class was consist of the cells deprived of 

nucleus etc., and was denoted as heterogenic class. Support Vector Machine (SVM) was 

used as the classifier to recognize the AML blast cells and exploits the features of the image 

of the blood cells linked to the texture, geometry, histograms and statistical features which 

were mean, variance, skewness and kurtosis of the image of the whole cell [59]. 

Shafique et al, 2018 designed a computer-aided diagnostic technique to detect ALL 

diagnosis. The diagnosis technique was based on four steps which were pre-processing, 

segmentation, feature extraction, and classification. In the pre-processing step the quality 

of image was enhanced by removing the noise for proper segmentation and classification, 



 

Page | 14  

 

LITERATURE REVIEW 

this process was done by linear contrast stretching technique. Segmentation of white blood 

cells was done through K-means clustering, which is a semi supervised learning technique 

that is used when the data is not labelled. Different feature selection techniques were used 

in this study such as PCA technique was used to reduce the features to avoid any 

redundancy. Genetic Algorithm was also used to select important features. PPCA 

(Probabilistic Principal Component Analysis) technique also gave better performance for 

features reduction. Classification was done by SVM which efficiently classify the normal 

and blast cells [60]. 

Several studies are available with reference to predictive modelling for the detection of 

Leukemia Subtypes by using microscopic images however they have not used numerical 

dataset based on CBC reports. 

2.1.2 Complete Blood Count (CBC) Based Analysis: 

CBC is the simplest and the primary blood test used to detect different blood diseases. 

There are few published studies using CBC test for a laboratory detection of leukemia and 

its subtypes.  

Fathi et al, 2020 performed a study to investigate the use of neuro-fizzy for the detection 

of acute leukemia in children based on complete blood count test. The data was collected 

from Tehran Children’s Medical Centre, Iran. The data was consisting of 346 samples in 

which 172 were ALL and 74 were AML. In the collected data 110 were normal while 243 

were patients. The important features included in the study were haemoglobin (Hb), red 

blood cells (RBC), white blood Cells (WBC), platelets (Plt), mean corpuscular volume 

(MCV) (the average volume of red cells), mean corpuscular haemoglobin (MCH), lactate 

dehydrogenase (LDH), erythrocyte sedimentation rate (ESR) and Uric acid. Their study 

used Principal Component Analysis (PCA), neuro-fizzy and Group method of data 

handling (GMDH) for the detection of children with Acute Myeloid Leukemia and Acute 

Lymphocytic Leukemia disease [61].   
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Syed-Abdul et al, 2020 performed a study in Keokuk University Medical Centre (KUMC), 

South Korea for screening haematological malignancies using Cell Population Data (CPD). 

The data of 882 was collected in which 457 with hematologic malignancy and 425 with 

hematologic non-malignancy were used for the assessment. The total data was collected 

from February 2019 to March 2019.  In their study seven machine learning models were 

used. These models were Stochastic Gradient Descent (SGD), Support Vector Machine 

(SVM), Random Forests (RF), Decision Tree (DT), Linear Regression model, Logistic 

Regression and Artificial Neural Networks (ANN). For the performance evaluation of 

machine learning models, the stratified 10-fold cross-validation was used. Their result 

showed that high ratio of malignancy was found in males with 277 cases as compared to 

females with 180 cases. Myeloid leukemia had the highest percentage (20.07%) with 177 

cases, in which 167 cases were belonged to Acute Myeloid leukemia. The diagnostic ability 

of ANN was best among all the machine learning algorithms. ANN classifier achieved the 

highest accuracy of 98.7% [62].  

Rathee et al, 2014 performed a study to find out the geographic pattern of leukemia 

subtypes all over Haryana state of India. The study was consisting of 650 blood samples 

of leukemia patients investigated during 2008-2015 in Haryana. Standard laboratory 

procedures were used to find blast cell percentage, indices of red blood cell and white blood 

cell, platelets count and the quantity of haemoglobin. Leishman stain was used to find out 

the morphology of blast cells in the blood sample of all blood cancer patients. 20% blast 

criteria were used to detect leukemia and then ‘Sudan Black B’ was used to differentiate 

AML and ALL. Analysis of Variance (ANOVA) was used to find the interaction of factors 

(such as age/gender/subtype) affecting leukemia patients. Data on leukemia patients was 

examined and then subjected to ANOVA. The major outcome of the study were 33.8% 

patients were affected with AML, 39% patients with CML, 17.2% patients with ALL and 

10% with CLL. There were 71.4% and 62.6% male patients affected with chronic and acute 

leukemia while 28.6% female patients were affected with acute leukemia and 37.4% 

female patients were affected with chronic leukemia. Among four major type of leukemia, 

58% male patients and 42% female patients were observed with ALL, 65% male patients 

and 35% female patients were detected with AML, 69% male patients and 31% female 
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patients were diagnosed with CML and CLL was observed in 80% male patients and 20% 

female patients. The male to female ratio in the study was 2:1 [63].  

Moussavi et al, 2014 performed a descriptive study in Shohada Tajrish Hospital, Iran. Their 

study included 97 cases included one-month old to fourteen-year-old children of Acute 

Lymphocytic Leukemia. CBC reports were used to detect ALL. CBC abnormal findings 

such as blast counts, neutropenia, leucocytosis, thrombocytopenia, and pancytopenia were 

gathered. The collected data was analysed by SPSS software. Their study showed that large 

number of WBC in patients was due to the increased number of lymphocytes in blood [64].  

Munir et al, 2019 performed a descriptive study in Khyber Teaching Hospital Peshawar, 

from January 2015 to July 2017 with the total cases of 117.  Their study included the cases 

of Chronic and Acute Leukemia’s by Nonprobability purposive sampling technique. 8 

Patients were those whose aspirates were insufficient, and they were excluded from the 

study. Remaining 109 cases were included in the study and complete blood counts on these 

cases were done by Sysmex analyser. CBC findings were recorded, and results were drawn. 

Mean and standard deviation were used for quantitative data which, while frequency and 

percentages were used for qualitative data. In their study 61 cases were males and 48 cases 

were females. Male to female ratio was 1.27 :1. Mean age of sample study was 49 ± 19 

years. Changes in blood counts were increased TLC (Total Leukocyte Count) in 52% cases 

of ALL, 66.6% cases of AML, 87.5% cases of CML, and 66.6% cases of CLL. The low 

haemoglobin level was observed in 82% cases of ALL, 97.4% cases of AML, 87.5% cases 

of CML, and 100% cases of CLL. The low platelets count was observed in 88% ALL, 

92.3% cases of AML, and 58% cases CLL, but high in CML as it was consisting 62.5% 

cases. The outcome of their study was that Anaemia, high white blood cell count and 

thrombocytopenia were observed in all leukemia’s, except chronic myeloid leukemia 

where platelet count was high than the normal range [6]. 

Naeem et al, 2017 conducted a study in Pathology Department of King Edward Medical 

University, Lahore. For this purpose, CBC was performed on 77 cases of Acute Myeloid 

Leukemia. CBC was done by automated blood cell counters. The CBC data was assembled 
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and analysed by SPSS software. The purpose of their study was to find the demographic 

and clinical features of various subtypes of acute leukemia. Descriptive statistics was done 

on the blood counts and the mean of Haemoglobin, Platelets and TLC were calculated. 

Their study also showed the male predominance with male to female ratio of 1.5:1 [65]. 

Khan et al, 2016 performed descriptive a study to calculate the frequency of subtypes of 

Leukemia. For this purpose, the CBC data of 200 patients were collected from Ayyub 

Teaching Hospital, Abbottabad. Mean and Standard deviation were used for quantitative 

variables while frequency and percentages were used to explain categorical variables. Their 

study showed that the occurrence of acute leukemia was higher than chronic leukemia. In 

their study 16% of patients had acute myeloid leukemia and 32% patients were with acute 

lymphocytic leukemia. On the other hand 11% patients had chronic myeloid leukemia and 

only 3% had chronic lymphocytic leukemia [66]. 

Farzana et al, 2016 performed a descriptive study to examine the haematological 

parameters in acute myeloid leukemia patients. The data of 107 patients were collected 

from National Institute of Bone Diseases, Karachi. The parameters examined from the 

CBC were Haemoglobin, Total Leucocyte Count, Platelet count and Blast count. Majority 

of the patients had less percentage of Haemoglobin and greater number of WBC’s. In their 

study male to female ratio was 1.4:1 [67].    

2.1.3 Data Mining Techniques: 

This section provides literature using CBC reports. As in medical science, data mining 

techniques have been used CBC tests to diagnose different blood diseases such as anaemia 

and thalassemia. 

Alshami et al, 2012 investigated the existence of thalassemia and its subtypes by the help 

of data mining classifiers. The dataset used in the study was consist of 46920 samples. The 

study was depending on CBC having feature such as age, gender, red blood cells, 

haemoglobin and platelets. Three data mining classifiers used in this investigation were 

Decision tree, Naïve Bayes and Artificial Neural Network (ANN). These classifiers were 
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used to differentiate between thalassemia traits patients- with its different levels-: the 

patient who suffer from other blood diseases, iron deficiency patients and normal persons. 

The results showed that  ANN classifier was the most significant classifier to differentiate 

between the subtypes of thalassemia and other blood diseases [68]. 

Abdullah et al, 2017 performed the study on anaemia which is one of the most common 

blood diseases. This study investigated the five most common types of anaemia. The 

dataset consists of the CBC test results of the patients. The undesirable variables were 

eliminated, and the filtered data was then implemented on different classification 

algorithms such as Naïve Bayes, Multilayer Perceptron, J48 and SMO using WEKA data-

mining tool. From Numerous experiments it was proved that J48 decision tree algorithm 

gave the best possible classification of anaemia subtypes. J48 decision tree algorithm gave 

the best results with accuracy, precision, recall, True Positive rate, False Positive rate and 

F-measure [69]. 

Hasani et al, 2017 illustrated the detection of three types of anaemia namely iron deficiency 

anaemia (IDA), β-thalassemia trait and α-thalassemia trait (cis and trans). The detection of 

these three types were difficult because of their nature and homogeneity in characteristics. 

The research was done to provide a model to correctly diagnose anaemia types. To this 

end, the simple CBC test was used to identify and differentiate between these forms of 

anaemia in Weka software instead of some other tests. For this purpose, five classification 

algorithms and a vote algorithm (hybrid algorithm) were used to obtain the highest 

accuracy and the minimum mean absolute error. The performance of those five algorithms 

were compared with the performance of vote algorithm. The results of this study indicated 

that vote algorithm increases the diagnosis accuracy and decreases error rate in comparison 

with the single classifiers [43]. 

2.1.4 Prevalence of Leukemia Subtypes: 

Pakistan is a developing country and there is no cancer registry programs to keep a track 

related to the prevalence and incidence of leukemia, for this purpose studies were designed 

in Khyber Pakhtunkhwa, Lahore, and its nearby regions. 
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Nasim et al, 2013 performed a survey analysis to investigate the prevalence of leukemia 

subtypes in Lahore and its nearby regions such as Kasur, Hasilpur and Dipalpur. The data 

were collected from Lahore General Hospital during the period of two years from June 

2010 to June 2012 and was consist of 45 patients who were diagnosed with leukemia. 

Sudan Black B was used to stain the peripheral blood smears. Blood counts and bone 

marrow biopsy were performed. The results showed that 80% of the patients were observed 

with acute leukemia in which 49% patients had ALL and 31% had AML while 20% 

patients were observed with chronic leukemia in which 16% had CML and 2% had CLL. 

They also performed age and gender-based distribution which showed that 57% males and 

43% females were diagnosed with AML, 59%  males and 41%  females were diagnosed 

with ALL, 43% males and 57% females patient were observed with CML and only one 

patient was observed with CLL [70].  

Ahmad et al, 2019 designed a study to find out the prevalence of leukemia subtypes in 

Khyber Pakhtunkhwa, Pakistan during the period of January 2015 to December 2016. The 

data of 400 admitted patients at Institute of Radiotherapy and Nuclear Medicine Peshawar 

were investigated. The result showed that acute leukemia was dominant than the chronic 

leukemia, as 80% patients were observed with acute leukemia and 20% were observed with 

chronic leukemia. 49.5% patients were diagnosed with ALL while 31.5% were diagnosed 

with AML. ALL was more prevalent than AML. 10% patients were detected with CML 

while 9.25% were detected with CLL. The prevalence of leukemia was dominant in males 

(64.5%) as compared to females (35.5%) and the male to female ratio was 1.8:1 [71]. 

2.1.5 Gaps in the Literature: 

Majority of the studies are focusing predictive modelling using microscopic images for the 

detection or diagnosis of Leukemia or its subtypes while undermining the strength of 

models based on numerical data. 

In Pakistan, limited literature is available for descriptive and inferential analysis using 

different variables of CBC reports for the objective screening of Leukemia or its subtypes. 
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3 METHODOLOGY 

Statistical procedures carry out a study which include planning, designing, data collection, 

data analysis, conclude significant description and reporting of the research outcomes. 

Statistical analysis provides meaning to the meaningless numbers and bring life to a lifeless 

data. The precision of results and interpretations depend on the use of proper statistical 

tests [72]. 

The emphasis of this study is to analyses significant characteristics of CBC reports for the 

development of a predictive model. This model will be useful for the initial screening of 

Leukemia Subtypes. A primary data consisting of about 302 CBC reports has been 

collected from different hospitals of Rawalpindi and Islamabad regions. Table 3.1 shows 

the details related to CBC reports. 
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Table 3.1: Details related to CBC reports. 

 

S. 

No. 

 

Source of Information / 

Abbreviations 

                    Frequency   

   Total 
AML CML ALL Normal 

1. Fauji Foundation Hospital 82 50 12 00 144 

2. Pakistan Institute of Medical 

Sciences (PIMS) 

14 10 02 00 26 

3. SHIFA International Hospital 04 17 00 00 21 

4. Atta-Ur-Rahman School of 

Applied Biosciences 

Diagnostic Lab (ASAB) 

00 08 04 15 27 

5. Khan Research Laboratories 

(KRL) G-9/1 

02 00 00 22 24 

6. Maroof International Hospital 00 00 00 11 11 

7. Quaid-e-Azam International 

Hospital 

24 00 00 20 44 

8. Excel Labs 05 00 00 00 5 

9. Grand Total 131 85 18 68 302 

CBC 

Reports 

In this study both the quantitative and qualitative data is used for the analysis. Qualitative 

data is non-numerical and descriptive in nature. This data is collected in the form of words 

and sentences [72]. In this research the qualitative variable is gender. The data that show 

some quantity through mathematical value is known as quantitative data. This data is 

numerical in nature [73]. The quantitative data are age, White Blood Cells, Red Blood 

Cells, Haemoglobin, Haematocrit, Mean Corpuscular Volume, Mean Corpuscular 

Haemoglobin, Mean Corpuscular Haemoglobin Concentration, Platelet Count, Neutrophil 
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Counts, Lymphocyte Counts, Basophil Counts, Eosinophil Counts and Monocyte Counts. 

Detail of variables and their short description are shown in Table 3.2. 

Table 3.2: Variables and their short description[44]. 

S. 

No. 

    Variables Abbrev

-iations 

                   Description 

1 Age NA In Years 

2 Gender M/F M = Male, F = Female 

3 White Blood Cells WBC WBCs are also known as leukocytes. These are 

the immune system cells and helps in protecting 

the body from infections and external attackers 

such as viruses, bacteria’s, and other pathogens. 

4 Red Blood Cells RBC RBCs are also known as erythrocytes. These 

cells circulate throughout the body and transfer 

oxygen to the body tissues. The stem cells in the 

bone marrow form these cells. 

5 Haemoglobin Hb Haemoglobin is the protein that carries oxygen 

found inside all RBCs. It gives red color to the 

RBCs. It transports carbon dioxide from tissues 

and organs back to the lungs. 

6 Haematocrit PCV In CBC test haematocrit calculates the blood 

fraction that is composed of RBCs. 

Its value is set as a percentage of red blood cells 

in a volume of blood. 

7 Mean Corpuscular 

Volume 

MCV MCV measures the size of red blood cells. 

8 Mean Corpuscular 

Haemoglobin 

MCH The MCH calculates the haemoglobin content of 

each red blood cell. 

9 Mean Corpuscular 

Haemoglobin 

Concentration 

MCHC MCHC shows the quantity of haemoglobin in per 

unit volume of red blood cell. 

10 Platelet Count PLT Platelets are also known as thrombocytes. They 

are the smallest type of blood cells. When 

bleeding happens, these cells helps in clotting as 
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they swell, bundle together, and form a sticky 

mass to halt bleeding. 

11 Neutrophil Counts ANC Neutrophils are rich type of WBCs and constitute 

65% of the leukocytes. They protect body from 

infections and consume infectious agents. 

12 Lymphocyte 

Counts 

LYM Lymphocytes consist of 25% of the leukocytes. 

They are divided into two cells B cells and T 

cells. These cells start different forms of immune 

response by producing different antibodies. 

13 Basophil Counts BASO Basophils cells constitute 1% of the leukocytes. 

They are the form of WBCs and cause 

immunological reaction to parasites. 

14 Eosinophil Counts EO  Eosinophils constitute 4% of the leukocytes. 

These are the type of white blood cells which 

fight against viral infections and allergies. 

15 Monocyte Counts MO  Monocytes constitute 6 % of the leukocytes. 

These are the type of white blood cells and the 

largest leukocytes. They provide immediate 

protection by engulfing and digesting the 

infectious agents. 

 

3.1  Data Pre-processing: 

Data pre-processing or data screening is the process to prepare the data for further statistical 

analysis [74]. Screening includes the checking of missing values, errors or omission in the 

data and checking the feasibility of the variables for further analysis. It makes data valid 

for testing. 

Missing data poses many issues. These includes inefficient prediction, complication in the 

study’s research, reduction in the statistical power, and sample representation. All these 

issues may lead toward the invalid assumptions [75]. 
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3.1.1 Dropping of Cases: 

Since the data is gathered from various sources; therefore, first data completeness has been 

checked. On inspection, there were few missing observations within the dataset. This 

problem is tackled in two parts. Firstly, the cases having more than 60% percent missing 

values and variables are removed. All the zero present in the data are considered as missing 

values. The variable reticulocyte has 67% missing values, so it is removed from the 

analyses.  Out of 302 cases, 15 cases are omitted, while 287 cases are further analysed. In 

addition, the remaining missing values are calculated using the statistical method, Expected 

Maximization (EM), using the Statistical Software for Social Sciences (SPSS). Table 3.3 

shows the percentage of missing values in the variables. 

Table 3.3: Percentage of missing values in variables. 

S. 

No. 

Variables Percentage of missing 

values 

1 Basophil Count 29 

2 Basophil Percentage 29 

3 Eosinophil Count 6 

4 Eosinophil Percentage 5 

5 Monocyte Count 4 

6 Monocyte Percentage 4 

7 Neutrophil Count 4 

8 Neutrophil Percentage 2 

9  Reticulocyte Percentage 67 

 

3.2  Estimation of Missing Values: 

Missing data can lead to a serious impact on quantitative research. It can lead to a biased 

estimate of parameters, loss of information, reduced statistical power, increment in 

standard errors, and reduced generalizability of outcomes [76]. There are variety of 
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techniques to manage the missing data which are Listwise or case deletion, Pairwise 

deletion, Mean substitution, Regression imputation, Maximum likelihood, Expectation-

Maximization, Multiple imputation [75]. In this study Expected-Maximization (EM) 

method is used to estimate missing values. Figure 3.1 shows the steps of this method. 

 
 

Figure 3.1: Steps of Expectation-Maximization method 

                                   

3.2.1 Expected-Maximization: 

Expectation-Maximization (EM) is a method of maximum likelihood that can be used to 

construct a new data set where all missing values are imputed with values determined by 

the methods of maximum likelihood [75]. This algorithm works in two steps: An E-step or 

Expectation step and the M-step or Maximization step [77]. This method starts with the 

step of expectation, during which the parameters such as variances, covariances, and means 

are calculated, possibly using the deletion of the list. Those estimates are then used to 

construct an equation of regression to estimate the missing data. The step of maximization 

uses certain equations to fill in the missing details because the missing values are not 

directly filled in. For the new parameters, the expectation step is then repeated, where the 
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new regression equations are calculated to "fill in" the missing data. Expectations and 

maximizations are repeated until the system stabilizes, when the covariance matrix for the 

subsequent iteration is practically the same as for the preceding iteration [75]. 

3.3  Bias Variable:  

To perform this study first, the blood cell count is replaced with percentages (as we believe 

that these variables were carrying a similar type of information) and performed the 

modelling. The results were insignificant in terms of predictive ability to discriminate 

between the normal and disease case. Therefore, these variables were replaced and in 

second stage we used counts instead of percentages. In this study percentages of blood cells 

such as neutrophil percentage, lymphocyte percentage, eosinophil percentage, basophil 

percentage and monocyte percentage are dropped from the analysis because these variables 

have less significant influence on leukemia and its subtypes. This study uses absolute 

counts of the blood cells. 

3.4  Variable Selection: 

There are generally 21 variables in the CBC reports. The percentages of blood cells are 

dropped and 15 variables Age, Gender, White Blood Cells, Red Blood Cells, Haemoglobin, 

Haematocrit, Mean Corpuscular Volume, Mean Corpuscular Haemoglobin, Mean 

Corpuscular Haemoglobin Concentration, Platelet Count, Neutrophils Counts, 

Lymphocytes Counts, Basophil Counts, Eosinophil Counts, Monocytes Counts are 

included in this study.  

3.5  Descriptive Analyses: 

Descriptive statistics is the discipline that quantitatively describe the major properties of 

collected information. Descriptive analysis gives summary of data in the form of mean, 

median, mode, minimum, maximum, skewness and kurtosis [72]. The measure of central 

tendency used in this research is mean and the measure of dispersion used is standard 

deviation. 



 

Page | 27  

 

METHODOLOGY 

3.6   Inferential Statistics: 

In this study, one-way analysis of variance (ANOVA) has been used to check whether there 

exists statistically significant difference in means of four categories (Normal, AML, CML, 

ALL) with respect to each characteristics of a CBC report.  

3.7 Coefficient of Correlation: 

Correlation coefficient (r) calculates the intensity and direction of linear relationship 

between the sets of continuous variables. The Pearson Correlation is a parametric measure 

[78]. 

The range of correlation coefficient is from -1 to 1.  In correlation coefficient, the direction 

of relationship is mentioned by sign, while the degree of the correlation (how close it is to 

-1 or +1) specifies the power of the relationship [78]. In correlation coefficient -1 shows 

perfect negative linear relationship. 0 shows no relationship while +1 shows perfect 

positive linear relationship [78]. 

3.8  Predictive Modelling: 

Predictive modelling assist healthcare practitioners and patients in making clinical 

decisions [79]. The objective of an exact prediction model is to deliver categorization of 

patient risk in order to facilitate personalized clinical decision taking with the aim of 

improving patient results and quality of care [79].   

3.8.1 Regression Analysis: 

For the analysis of medical data, regression analysis is an important statistical tool. It 

allows relationships between multiple factors to be defined and characterized. It also helps 

prognostically important risk factors to be defined and risk scores to be determined for 

individual prognosis [80]. 
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3.8.2 Logistic Regression: 

Logistic regression is a statistical model that uses a logistic function to model a binary 

dependent variable in its basic form, although there are several more complex extensions 

[81]. The logistic regression model is a representative of the supervised classification 

algorithm family. Building block principles of logistic regression can aid deep learning 

when constructing neural networks [82]. 

Logistic Regression can be regarded as a basic regression extension and can model only a 

dichotomous variable that typically describes an event's occurrence or non-occurrence. 

Logistic Regression helps to find the possibility of a new case belonging to a particular 

class [82]. 

Based on individual characteristics, the logistic regression technique models the chance of 

an outcome. As the chance is a ratio, what is going to be modelled is the chance logarithm 

given by [83]: 

𝒍 =  𝒍𝒐𝒈𝒃 
𝒑

𝟏−𝒑
=  𝜷𝟎 + 𝜷𝟏𝒙𝟏 + 𝜷𝟐 𝒙𝟐 + 𝜷𝟑𝒙𝟑 + 𝜷𝟒𝒙𝟒  + ⋯ + 𝜷𝒏𝒙𝒏+ 𝒆𝒊 

In this equation l is the log-odds, b is the base of the algorithm, p shows the probability of 

an event e.g., diseased and 1 – p indicates the normal.  𝛽𝑖, are the regression coefficients 

linked with the reference group, 𝑥𝑖 are explanatory variables or predictor and 𝑒𝑖 is the error 

term. 

3.8.3 Types of Logistic Regression: 

There are in general two types of logistic regression based upon the nature of the dependent 

variable which is qualitative or categorical in nature [81]. 

 Binary Logistic Regression: 

In binary logistic regression, the dependent variable has only two possible outcomes. These 

outcomes may be labelled as “0” and “1”. 
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 Multinomial or Ordinal Logistic Regression: 

In multinomial logistic regression, the dependent variable has at least three possible 

outcomes. If there is an order in multiple categories, then it is known as ordinal logistic 

regression. 

3.8.4 Assumptions of Logistic Regression: 

Following are the major assumptions associated to the estimation of logistic regression 

modelling [84], [85]: 

1- There is no requirement of linear relationship between dependent and independent 

variables. 

2- Usually there is no need of normal behaviour of error term (residuals) of the model. 

3- Homoscedasticity is not mandatory in logistic regression model. 

4- It assumes that the observations should be independent of each other. 

5- The dependent variable is not calculated on an interval or ratio scale. 

6- It is desirable that among the independent variables there is minimal to no 

multicollinearity. 

7- To predict correctly, logistic regression typically needs a broad sample size.  

8- The two-class logistic regression assumes that the dependent variable is binary, and 

the ordered logistic regression includes the order of the dependent variable. 

3.8.5 Multinomial Logistic Regression: 

Multinomial Logistic Regression (MLR) is a supervised learning technique to conduct 

when there are more than two nominal or unordered categories in the dependent variable 

[86]. It is the extension of binary logistic regression and uses maximum likelihood 

estimation to assess the possibility of categorical membership. In this study, Multinomial 

Logistic Regression is applied because there are 4 categories of dependent variable i.e. 

Normal, AML, CML and ALL. 
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3.9 Model Evaluation: 

In this study, the data is tested with: 

• True Positive (TP) as diseased cases are correctly predicted as diseased. 

• False Positive (FP) as normal cases that are incorrectly predicted as diseased.  

• True Negative (TN) as real normal cases that are correctly predicted as normal. 

• False Negative (FN) as diseased cases that are incorrectly identified as normal [87].  

The 2x2 matrix is shown below: 

                           

        

Four important measures of model assessment include the classification accuracy, 

sensitivity or true positive rate, specificity or true negative rate, and precision or positive 

prediction value (PPV). Details and formulas of these measures are as follows:  

1. Classification Accuracy: 

Accuracy estimates the right sample ratio and is one of the most intuitive and fundamental 

output metrics for any model [62]. 

𝑃 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

2. Sensitivity: 

The ability of a test to correctly identify a person as ′diseased′ is known as sensitivity[88]. 

 Observed Positive (1)         Observed Negative (0) 

Predicted Positive (1) True Positive (TP) False Positive (FP) 

Predicted Negative (0) False Negative (FN) True Negative (TN) 
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𝑃𝑝 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

3. Specificity: 

The specificity of a test refers to its ability to accurately identify a person as disease-

free[88]. 

𝑃𝑛 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

4. Precision or Positive Predicted Value (PPV): 

Precision is the percentage of patients with a positive test who actually have the 

disease[88]. 

𝑃𝑃𝑉 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 



 

Page | 32  

 

RESULTS and DISCUSSION 

4 RESULTS and DISCUSSION 

The focus of this study is to develop a predictive modelling for the screening of leukemia 

and its subtypes using numerical estimates of CBC reports. For this purpose, the data of 

302 subjects has been collected from different hospitals of twin cities (Islamabad and 

Rawalpindi). These hospitals are Fauji Foundation, Pakistan Institute of Medical Sciences 

(PIMS), SHIFA International hospital, Diagnostic Lab of ASAB, Khan Research 

Laboratories (KRL), Maroof International hospital, Quaid-e-Azam International hospital, 

and Excel Lab of Shifa International Hospital. 

CBC report usually consists of 21 different characteristics of a subject. In the report both 

the frequency and percentages are available for few of the characteristics/ variables such 

as Basophil, Eosinophil, Monocytes, Lymphocytes and Neutrophil. In first attempt of our 

analyses, we have used percentages instead of counts believing that they hold more 

meaningful information. However, the estimates of the model are statistically insignificant 

in term of predictive ability to discriminate between normal and disease cases. Therefore, 

in second attempt those percentages have been dropped and replaced by their respective 

counts. By doing so, this time, the results of the model are showed statistical significance 

in terms of appropriates of the choice of independent variables in the model. 

15 variables have been selected or short listed for the analysis. These variables are Age, 

Gender, WBC, RBC, Haemoglobin, PCV, MCV, MCH, MCHC, Platelet Count, 

Neutrophil count, Lymphocyte count, Basophil count, Eosinophil count and Monocytes 

Count. 

4.1 Descriptive Analyses: 

Descriptive analyses such as mean and standard deviation is calculated for subtype 0,1,2, 

and 3. 
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 Table 4.1: Descriptive Measures of Different Variables for Normal and Subtypes of 

Disease (AML, CML, ALL) 

Sr. No. Variables Subtypes4 

Coding 

N Mean SD 

1 Age 0 

1 

2 

3 

67 

123 

79 

18 

39.25 

33.95 

45.42 

15.56 

19.49 

20.49 

17.18 

16.02 

2 WBC 0 

1 

2 

3 

67 

123 

79 

18 

8.22 

14.94 

100.2 

21.34 

3.18 

27.16 

136.0 

41.85 

3 RBC 0 

1 

2 

3 

67 

123 

79 

18 

4.48 

3.22 

3.58 

3.38 

0.60 

0.76 

0.94 

0.59 

4 Haemoglobin 0 

1 

2 

3 

67 

123 

79 

18 

12.99 

9.43 

10.13 

9.617 

1.75 

2.07 

2.34 

2.03 

5 Haematocrit 0 

1 

2 

3 

67 

123 

79 

18 

38.83 

27.08 

31.22 

29.70 

4.84 

6.19 

7.08 

4.04 

6 MCV 0 

1 

2 

3 

67 

123 

79 

18 

86.15 

84.46 

87.68 

86.77 

6.56 

7.48 

9.40 

8.11 

7 MCH 0 

1 

2 

3 

67 

123 

79 

18 

28.85 

29.48 

28.94 

29.17 

2.89 

2.77 

3.43 

3.86 

8 MCHC 0 

1 

2 

3 

67 

123 

79 

18 

33.34 

34.88 

32.91 

33.24 

1.36 

1.68 

2.03 

2.86 

9 Platelet Count 0 

1 

2 

3 

67 

123 

79 

18 

251.75 

150.5 

200.1 

150.1 

54.74 

157.5 

158.8 

84.5 

10 Neutrophil 

Count 

0 

1 

2 

3 

67 

123 

79 

18 

4.59 

19.39 

79.8 

11.26 

0.87 

81.28 

112.4 

20.00 
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Table 4.1 Continued…… 

11 Lymphocyte 

Count 

0 

1 

2 

3 

67 

123 

79 

18 

2.38 

5.60 

10.80 

18.29 

0.94 

16.41 

15.30 

38.40 

12 Basophil Count 0 

1 

2 

3 

67 

123 

79 

18 

0.24 

0.34 

1.93 

0.26 

0.24 

1.19 

3.00 

0.29 

13 Eosinophil 

Count 

0 

1 

2 

3 

67 

123 

79 

18 

0.23 

0.40 

1.90 

0.18 

0.17 

0.71 

3.49 

0.28 

14 Monocyte Count 0 

1 

2 

3 

67 

123 

79 

18 

0.48 

2.61 

12.33 

1.50 

0.46 

4.92 

17.71 

3.746 

Here: 0 = Normal, 1 = AML, 2 = CML, 3 = ALL, n = Number of observations and SD = Standard Deviation      

Literature in Chapter 2 shows that ALL is a childhood leukemia and the descriptive 

analyses of age in Table 4.1 also shows the same as the average age of ALL is 15.2. As 

leukemia is the cancer of White Blood Cells so with respect to WBC there is an increase 

in the mean of blood count of CML. When WBC increases there occur decrease in the 

RBC. The mean Red Blood Cell Counts for AML, CML and ALL is lower than the normal. 

When RBC counts decreases it also effects hemoglobin and hematocrit. The Table 4.1 

shows that the average hemoglobin and the average hematocrit of three subtypes are lower 

than the average of normal. The average MCV, MCH and MCHC of the three subtypes are 

almost similar to the average of their normal. 

The average platelet counts of CML, AML and ALL is lower than the mean of normal. As 

the WBC’s are divided into five types which are neutrophils, lymphocytes, monocytes, 

eosinophils, and basophils. The average neutrophil counts of all the three subtypes are 

greater than the mean of normal and all the means are significantly different from each 

other. The mean lymphocyte count of ALL is very high as compared to normal. The 

average of basophil counts of all the three subtypes are higher than the mean basophil 
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counts of normal. The mean of CML is significantly different from the normal mean. The 

average eosinophil counts of AML and CML is higher than the mean eosinophil counts of 

normal. The mean of ALL is lower than the normal mean. The average of monocyte counts 

of the three subtypes are greater than the average of normal. The average monocyte count 

of CML is very high from the average monocyte count of normal. 

4.2 Comparing Means Through ANOVA: 

The results of descriptive analysis in Table 4.1 are showing variations in the values of mean 

for Normal vs Three subtypes of leukemia. Therefore, there is a need to validate 

statistically that whether there are statistically significant differences between the 

numerical estimates of means with respect to 4 categories for all the 14 variables or not? 

4.2.1 Comparing Means: 

Table 4.2:  Results of ANOVA 

S. 

No. 

VARIABLES F -VALUE P-VALUE 

1 Age 13.96 0.00 

2 WBC 26.24 0.00 

3 RBC 38.56 0.00 

4 Haemoglobin 44.75 0.00 

5 Haematocrit 54.57 0.00 

6 MCV 2.78 0.04 

7 MCH 0.82 0.48 

8 MCHC 22.77 0.00 

9 Platelet Count 8.56 0.00 

10 Neutrophil Count 13.55 0.00 

11 Lymphocyte Count 6.31 0.00 

12 Basophil Count 16.33 0.00 

13 Eosinophil Count 13.33 0.00 

14 Monocyte Count 22.17 0.00 
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Hypothesis: 

The hypothesis for ANOVA is:  

                                    𝑯𝑶: 𝝁𝑵𝒐𝒓𝒎𝒂𝒍 =  𝝁𝑨𝑴𝑳 = 𝝁𝑪𝑴𝑳 =  𝝁𝑨𝑳𝑳 

                              𝑯𝟏: 𝝁𝑵𝒐𝒓𝒎𝒂𝒍 ≠  𝝁𝑨𝑴𝑳  ≠  𝝁𝑪𝑴𝑳 ≠  𝝁𝑨𝑳𝑳 

                                                    ∝ = 𝟎. 𝟎𝟓 

The p‐value is compared to α, which can be set at different levels. If α = 0.05, then a p 

score less than 0.05 indicates statistically significant differences, a p scores greater than 

0.05 means that there is no statistical difference [89]. 

The Table 4.2 shows that out of 14 variables only MCH has the p-value of 0.48 which is 

greater than alpha, and has insignificant difference between the means of Normal, AML, 

CML and ALL while all other variables show statistically significant result. 
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4.3 Correlation Analysis: 

Table 4.3: Correlation Matrix of Fourteen Numeric Variables 
                                                                                                    Correlations 

 Age WBC RBC Hb HCT MCV MCH MCHC PLT Ct ANC LC BC EC MC 

Age 

CC 

(p-value) 

1 

0.15 

0.00 

0.09 

0.09 

0.05 

0.31 

0.09 

0.11 

0.06 

0.27 

-0.07 

0.23 

-0.23 

0.00 

0.00 

0.91 

0.22 

0.00 

-0.01 

0.74 

0.18 

0.00 

0.15 

0.01 

0.17 

0.00 

WBC 

CC 

(p-value) 

0.15 

0.00 

1 

-0.29 

0.00 

-0.27 

0.00 

-0.25 

0.00 

0.19 

0.00 

0.08 

0.14 

-0.14 

0.01 

0.12 

0.02 

0.81 

0.00 

0.31 

0.00 

0.84 

0.00 

0.67 

0.00 

0.70 

0.00 

RBC 

CC 

(p-value) 

0.09 

0.09 

-0.29 

0.00 

1 

0.86 

0.00 

0.92 

0.00 

-0.28 

0.00 

-0.38 

0.00 

-0.22 

0.00 

0.40 

0.00 

-0.27 

0.00 

-0.16 

0.00 

-0.22 

0.00 

-0.23 

0.00 

-0.27 

0.00 

Hb 

CC 

(p-value) 

0.05 

0.31 

-0.27 

0.00 

0.86 

0.00 

1 

0.94 

0.00 

0.07 

0.18 

0.06 

0.31 

0.01 

0.81 

0.41 

0.00 

-0.24 

0.00 

-0.18 

0.00 

-0.20 

0.00 

-0.19 

0.00 

-0.24 

0.00 

HCT 

CC 

(p-value) 

0.09 

0.11 

-0.25 

0.00 

0.92 

0.00 

0.94 

0.00 

1 

0.03 

0.60 

-0.10 

0.07 

-0.23 

0.00 

0.40 

0.00 

-0.24 

0.00 

-0.13 

0.02 

-0.18 

0.00 

-0.21 

0.00 

-0.21 

0.00 

MCV 

CC 

(p-value) 

0.06 

0.27 

0.19 

0.00 

-0.28 

0.00 

0.07 

0.18 

0.03 

0.60 

1 

0.83 

0.00 

0.00 

0.98 

-0.00 

0.92 

0.17 

0.00 

0.14 

0.01 

0.17 

0.00 

0.14 

0.01 

0.24 

0.00 

MCH 

CC 

(p-value) 

-0.07 

0.23 

0.08 

0.14 

-0.38 

0.00 

0.06 

0.31 

-0.10 

0.07 

0.83 

0.00 

1 

0.50 

0.00 

-0.05 

0.33 

0.15 

0.00 

-0.03 

0.55 

0.12 

0.03 

0.15 

0.00 

0.10 

0.06 

MCHC 

CC 

(p-value) 

-0.23 

0.00 

-0.14 

0.01 

-0.22 

0.00 

0.01 

0.81 

-0.23 

0.00 

0.00 

0.98 

0.50 

0.00 

1 

-0.07 

0.20 

-0.00 

0.87 

-0.26 

0.00 

-0.07 

0.22 

0.03 

0.57 

-0.16 

0.00 

PLT Ct 

CC 

(p-value) 

0.00 

0.91 

0.12 

0.02 

0.40 

0.00 

0.41 

0.00 

0.40 

0.00 

-0.00 

0.92 

-0.05 

0.33 

-0.07 

0.20 

1 

0.12 

0.03 

-0.13 

0.02 

0.10 

0.08 

0.27 

0.00 

0.01 

0.80 

ANC 

CC 

(p-value) 

0.22 

0.00 

0.81 

0.00 

-0.27 

0.00 

-0.24 

0.00 

-0.24 

0.00 

0.17 

0.00 

0.15 

0.00 

-0.00 

0.87 

0.12 

0.03 

1 

0.09 

0.10 

0.87 

0.00 

0.63 

0.00 

0.59 

0.00 

LC 

CC 

(p-value) 

-0.01 

0.74 

0.31 

0.00 

-0.16 

0.00 

-0.18 

0.00 

-0.13 

0.02 

0.14 

0.01 

-0.03 

0.55 

-0.26 

0.00 

-0.13 

0.02 

0.09 

0.10 

1 

0.12 

0.03 

0.08 

0.13 

0.25 

0.00 

BC 

CC 

(p-value) 

0.18 

0.00 

0.84 

0.00 

-0.22 

0.00 

-0.20 

0.00 

-0.18 

0.00 

0.17 

0.00 

0.12 

0.03 

-0.07 

0.22 

0.10 

0.08 

0.87 

0.00 

0.12 

0.03 

1 

0.52 

0.00 

0.70 

0.00 

EC 

CC 

(p-value) 

0.15 

0.01 

0.67 

0.00 

-0.23 

0.00 

-0.19 

0.00 

-0.21 

0.00 

0.14 

0.01 

0.15 

0.00 

0.03 

0.57 

0.27 

0.00 

0.63 

0.00 

0.08 

0.13 

0.52 

0.00 

1 

0.27 

0.00 

MC 

CC 

(p-value) 

0.17 

0.00 

0.70 

0.00 

-0.27 

0.00 

-0.24 

0.00 

-0.21 

0.00 

0.24 

0.00 

0.10 

0.06 

-0.16 

0.00 

0.01 

0.80 

0.59 

0.00 

0.25 

0.00 

0.70 

0.00 

0.27 

0.00 

1 

Here: CC = Correlation Coefficient, PLT Ct = Platelet Count, ANC = Absolute Neutrophil Count                           

LC = Lymphocyte Count, BC = Basophil Count, EC = Eosinophil Count and MC = Monocyte Count  
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For the inquiry of existence of linear relationship between variables, correlation analysis 

has been performed. This analysis will also help in the identification of multicollinearity 

problem for the development of logistic regression models stated in the assumption no 6 

of section 3.8.4. 

Following is the procedure for testing the significance of correlation coefficient. 

Hypothesis: 

The hypothesis for correlation analysis is: 

𝑯𝑶: 𝝆 = 𝟎 

𝑯𝟏 : 𝝆 ≠ 𝟎 

Level of significance ∝ = 𝟎. 𝟎𝟓 

4.3.1 Age: 

Age has statistically significant correlation with 6 variables. These variables are WBC, 

MCHC, Neutrophil Count, Basophil Count, Eosinophil Count and Monocyte Count. It has 

weak and statistically insignificant correlation with 7 variables. These variables are RBC, 

Haemoglobin, Haematocrit, MCV, MCH, Platelet Count and Lymphocyte Count. 

4.3.2 WBC: 

WBC has statistically significant correlation with 12 variables. These variables are Age, 

RBC, Haemoglobin, Haematocrit, MCV, MCHC, Platelet Count, Neutrophil Count, 

Lymphocyte Count, Basophil Count, Eosinophil Count and Monocyte Count. WBC has 

weak and statistically insignificant correlation with 1 variable which is MCH. WBC has 

negative correlation with RBC, Haemoglobin, Haematocrit and MCHC. 
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4.3.3 RBC: 

RBC has statistically significant correlation with 12 variables. These variables are WBC, 

Haemoglobin, Haematocrit, MCV, MCH, MCHC, Platelet Count, Neutrophil Count, 

Lymphocyte Count, Basophil Count, Eosinophil Count and Monocyte Count. Variable Age 

has weak and statistically insignificant correlation with RBC.  

4.3.4 Haemoglobin: 

Haemoglobin has statistically significant correlation with 9 variables. These variables are 

WBC, RBC, Haematocrit, Platelet Count, Neutrophil Count, Lymphocyte Count, Basophil 

Count, Eosinophil Count and Monocyte Count. It has weak and statistically insignificant 

correlation with 4 variables which are Age, MCV, MCH and MCHC. 

4.3.5 Haematocrit: 

Haematocrit has statistically significant correlation with 10 variables. These variables are 

WBC, RBC, Haemoglobin, MCHC, Platelet Count, Neutrophil Count, Lymphocyte Count, 

Basophil Count, Eosinophil Count and Monocyte Count. Haematocrit has weak and 

statistically insignificant correlation with 3 variables which are Age, MCV and MCH.  

4.3.6 MCV: 

MCV has statistically significant correlation with 8 variables. These variables are WBC, 

RBC, MCH, Neutrophil Count, Lymphocyte Count, Basophil Count, Eosinophil Count and 

Monocyte Count. It has weak and statistically insignificant correlation with 5 variables. 

These variables are Age, Haemoglobin, Haematocrit, MCHC and Platelet Count. 

4.3.7 MCH: 

MCH has statistically significant correlation with 6 variables and these variables are RBC, 

MCV, MCHC, Neutrophil Count, Basophil Count and Eosinophil Count. MCH has weak 

and statistically insignificant correlation with 7 variables. These variables are Age, WBC, 

Haemoglobin, Haematocrit, Platelet Count, Lymphocyte Count and Monocyte Count. 
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4.3.8 MCHC: 

MCHC has statistically significant correlation with 7 variables. These variables are Age, 

WBC, RBC, MCH, Haematocrit, Lymphocyte Count and Monocyte Count. It has weak 

and insignificant correlation with 6 variables. These variables are Haemoglobin, MCV, 

Platelet Count, Neutrophil Count, Basophil Count and Eosinophil Count. 

4.3.9 Platelet Count: 

Platelet Count has statistically significant correlation with 7 variables. These variables are 

WBC, RBC, Haemoglobin, Haematocrit, Neutrophil Count, Eosinophil Count and 

Lymphocyte Count. It has weak and insignificant correlation with 6 variables. These 

variables are Age, MCV, MCH, MCHC, Basophil Count and Monocyte Count. 

4.3.10 Neutrophil Count: 

Neutrophil Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, MCH, MCV, Haemoglobin, Haematocrit, Platelet Count, Basophil 

Count, Eosinophil Count and Monocyte Count. It has weak and insignificant correlation 

with 2 variables. These variables are MCHC and Lymphocyte Count. 

4.3.11 Lymphocyte Count: 

Lymphocyte Count has statistically significant correlation with 9 variables. These variables 

are WBC, RBC, Haematocrit, Haemoglobin, MCV, MCHC, Platelet Count, Basophil 

Count and Monocyte Count. It has weak and insignificant correlation with 4 variables. 

These variables are Age, MCH, Neutrophil Count and Eosinophil Count. 

4.3.12 Basophil Count: 

Basophil Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, Haematocrit, Haemoglobin, MCV, MCH, Neutrophil Count, 

Lymphocyte Count, Eosinophil Count, Monocyte Count. It has weak and insignificant 

correlation with 2 variables. These variables are MCHC and Platelet Count. 
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4.3.13 Eosinophil Count: 

Eosinophil Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, Haematocrit, Haemoglobin, MCV, MCH, Neutrophil Count, Platelet 

Count, Basophil Count and Monocyte Count. It has weak and insignificant correlation with 

2 variables. These variables are MCHC, and Lymphocyte Count. 

4.3.14 Monocyte Count: 

Monocyte Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, Haematocrit, Haemoglobin, MCV, MCHC, Neutrophil Count, 

Lymphocyte Count Basophil Count and Eosinophil Count. It has weak and insignificant 

correlation with 2 variables. These variables are MCH and Platelet Count. 

4.4 Development of Multinomial Logistic Regression: 

4.4.1 Variables Selection using Backward Elimination Method: 

In backward selection criteria, we start with the model having all the independent variables. 

Then dropping insignificant variables one after another based on their rate of 

insignificance. Corresponding p-value of the Wald test has been used for exclusion of 

insignificant variables [90]. 

A brief of the procedure i.e., dropping of variables at every step is provided below. 

Step 1: Dropping MCH 

The p-value of Wald test shows that MCH has highest statistically insignificant relation 

with reference to subtypes 1, 2 and 3. According to subtype 1, the p-value is 0.766 and for 

subtype 2 its p- value is 0.720. For subtype 3 the P-value is 0.816.   

The results of Likelihood Ratio Test show that MCH has Chi-square value of 1.208 with 

p-value 0.751. Therefore, we are unable to reject the hypothesis that the effect of this 

parameter in the model is zero. 
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Another important consideration is that correlation matrix shows MCH has strongly 

positive significant correlation with 6 variables namely RBC, MCV, MCHC, Neutrophil 

Count, Basophil Count and Eosinophil Count. It has weak and statistically insignificant 

correlation with 7 variables which are Age, WBC, Haemoglobin, Haematocrit, Platelet 

Count, Lymphocyte Counts and Monocyte Count. Therefore, this variable may cause 

problem of multicollinearity and effect on the assessment measure of model. 

Similar principles have been used for dropping of rest of the variables step by step. To 

avoid repetition only statistical details have been provided for the rest of the steps. 

Step 2: Dropping Platelet Count 

The p-value of Wald test for subtype 1, 2 and 3 is 0.914, 0.548 and 0.343, respectively. 

For Likelihood Ratio Test Chi-square value is 2.170 with p-value 0.538.  

It has strongly positive and significant correlation with 7 variables namely WBC, RBC, 

Haemoglobin, Haematocrit, Neutrophil Count, Lymphocyte Count, and Eosinophil Count. 

Whereas weak and insignificant correlation with 6 variables which are Age, MCV, MCH, 

MCHC, Basophil Count and Monocyte Count. 

Step 3: Dropping Eosinophil Count 

The p-value of Wald test for subtype 1, 2 and 3 is 0.290, 0.176 and 0.565, respectively. 

For Likelihood Ratio Test Chi-square value of 5.156 with p-value 0.161.  

It has strong positive and significant correlation with 11 variables such as Age, WBC, RBC, 

Haemoglobin, Haematocrit, MCV, MCH, Platelet Count, Neutrophil Count, Basophil 

Count, and Monocyte Count, while it has weak and insignificant correlation with 2 

variables which are MCHC and Lymphocyte Count. 
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Step 4: Dropping MCV 

The p-value of Wald test for subtype 1, 2 and 3 is 0.055, 0.099 and 0.328, respectively. 

For Likelihood Ratio Test Chi-square value is 4.276 with p-value 0.233.  

It has strong positive and significant correlation with 8 variables namely WBC, RBC, 

MCH, Neutrophil Count, Lymphocyte Count, Basophil Count, Eosinophil Count and 

Monocyte Count. It has weak and insignificant correlation with 5 variables which are Age, 

Haemoglobin, Haematocrit, MCHC and Platelet Count. 

Step 5: Dropping Haematocrit 

The p-value of Wald test for subtype 1, 2 and 3 is 0.513, 0.093 and 0.156, respectively. 

For Likelihood Ratio Test Chi-square value is 16.726 with p-value 0.001. 

It has strong positive and significant correlation with 10 variables which are WBC, RBC, 

Haemoglobin, MCHC, Platelet Count, Neutrophil Count, Lymphocyte Count, Basophil 

Count, Eosinophil Count and Monocyte Count. Haematocrit has weak and insignificant 

correlation with 3 variables which are Age, MCV and MCH. 

Step 6: Dropping RBC 

The p-value of Wald test for subtype 1, 2 and 3 is 0.770, 0.987 and 0.043, respectively.  

For Likelihood Ratio Test Chi-square value is 5.198 with p-value 0.158. 

It has strong positive and significant correlation with 12 variables which are WBC, 

Haemoglobin, Haematocrit, MCV, MCH, MCHC, Platelet Count, Neutrophil Count, 

Lymphocyte Count, Basophil Count, Eosinophil Count and Monocyte Count. RBC has 

weak and insignificant correlation with 1 variable which is age. 
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Step 7: Dropping Lymphocyte Counts 

The p-value of Wald test for subtype 1, 2 and 3 is 0.059, 0.217 and 0.005, respectively.  

For Likelihood Ratio Test Chi-square value is 21.219 with p-value 0.000. 

It has strong positive and significant correlation with 9 variables. These variables are WBC, 

RBC, Haemoglobin, Haematocrit, MCV, MCHC, Platelet Count, Basophil Count and 

Monocyte Count. It has weak and insignificant correlation with 4 variables which are Age, 

MCH, Neutrophil Count and Eosinophil Count. 

Step 8: Dropping WBC 

The p-value of Wald test for subtype 1, 2 and 3 is 0.099, 0.736 and 0.987, respectively.  

For Likelihood Ratio Test Chi-square value is 15.798 with p-value 0.001. 

It has strong positive and significant correlation with 12 variables which are Age, RBC, 

Haemoglobin, Haematocrit, MCV, MCHC, Platelet Count, Neutrophil Count, Lymphocyte 

Count, Basophil Count, Eosinophil Count and Monocyte Count. WBC has weak and 

insignificant correlation with 1 variable which is MCH. 

Step 9: Dropping MCHC 

The p-value of Wald test for subtype 1, 2 and 3 is 0.000, 0.034 and 0.653, respectively. 

For Likelihood Ratio Test Chi-square value is 75.005 with p-value 0.000. 

It has strong positive and significant correlation with 8 variables namely Age, WBC, RBC, 

Haematocrit, MCHC, MCH, Lymphocyte Count, and Monocyte Count. MCHC has weak 

and insignificant correlation with 6 variables. These variables are Haemoglobin, MCV, 

Platelet Count, Neutrophil Count, Basophil Count, Eosinophil Count. 

Step 10: Dropping AGE 
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The p-value of Wald test for subtype 1, 2 and 3 is 0.470, 0.010 and 0.012, respectively. 

For Likelihood Ratio Test Chi-square value is 27.361 with p-value 0.000. 

It has strong positive and significant correlation with 6 variables. These variables are WBC, 

MCHC, Neutrophil Count, Basophil Count, Eosinophil Count and Monocyte Count. It has 

weak and insignificant correlation with 7 variables. These variables are RBC, 

Haemoglobin, Haematocrit, MCV, MCH, Platelet Count and Lymphocyte Count. 

Set of Statistically Significant Variables: 

Following the backward elimination procedure and dropping insignificant variables we left 

with five variables showing statistically significant results. Details of these variables, their 

coefficients, significant values, and odds ratio are present in Table 4.4. 

Table 4.4: Set of statistically significant variables obtained from backward elimination 

method. 

Subtypes Variables B Wald Df p-value Exp(B) 

1 Hemoglobin -1.11 52.64 1 0.00 0.32 

Neutrophil 

Count 
0.19 17.02 1 0.00 1.21 

Basophil Count -3.84 13.49 1 0.00 0.02 

Monocyte Count 1.51 8.92 1 0.00 4.53 

[Gender=F] -2.55 16.00 1 0.00 0.07 

[Gender=M] 0b . 0 . . 

2 Hemoglobin -0.75 25.18 1 0.00 0.46 

Neutrophil 

Count 
0.17 13.59 1 0.00 1.18 

Basophil Count -2.30 5.08 1 0.02 0.10 

Monocyte Count 1.61 10.15 1 0.00 5.02 

[Gender=F] -2.66 16.68 1 0.00 0.07 

[Gender=M] 0b . 0 . . 

3 Hemoglobin -1.06 32.16 1 0.00 0.34 

Neutrophil 

Count 
0..18 13.57 1 0.00 1.19 

Basophil Count -3.39 7.15 1 0.00 0.03 

Monocyte Count 1.47 8.19 1 0.00 4.35 

[Gender=F] -3.44 19.19 1 0.00 0.03 

[Gender=M] 0b . 0 . . 
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4.4.2 Variables Selection using Odds Ratio / Exp(B): 

This section provides details of the procedure of selection of variables using odds ratio. 

Odds ratio (OR) is used to find out the occurrence of the consequence of interest. It is also 

used to assess if a single exposure is a risk factor for a specific outcome, and to compare 

the magnitude of different risk factors for that outcome [91]. 

𝑂𝑑𝑑𝑠 =
𝑃(𝑑𝑖𝑠𝑒𝑎𝑠𝑒𝑑)

𝑃(𝑁𝑜𝑟𝑚𝑎𝑙)
 

OR = 1 shows exposure does not affect outcome probabilities. 

OR > 1 shows exposure associated with greater chances of outcome. 

OR < 1 shows exposure associated with lower chances of outcome. 

Starting with the variable having OR greater than 3 in at least two subtypes are dropped 

step by step. 

Step 1: Dropping Monocyte Count: 

The values of OR of Monocyte Count for subtype 1, 2 and 3 is 7.162, 7.372 and 3.695, 

respectively. Therefore, it has been dropped and we re-run the model for the rest of the 

variables.  

Step 2: Dropping MCHC 

The OR of MCHC for subtype 1, 2 and 3 is 4.597, 5.539 and 1.916, respectively.  

Step 3: Dropping RBC 

The OR of RBC for subtype 1, 2 and 3 is 5.273, 3.698 and 2.930, respectively 
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Step 4: Dropping Eosinophil Count 

The OR of Eosinophil Count for subtype 1, 2 and 3 is 3.073, 4.344 and 1.108, respectively. 

Selected Variables Based on OR: 

Following the OR criteria and dropping variables with large OR step by step, we left with 

11 variables showing logical range OR. Details of these variables, their coefficients, 

significant values, and OR are present in Table 4.5. 

Table 4.5: Set of variables obtained from Odds Ratio. 

Subtypes Variables B Wald df p-value Exp(B) 

 

 

 

 

 

       1 

Age -0.00 0.08 1 0.76 0.99 

WBC -0.05 5.94 1 0.01 0.94 

Hemoglobin -0.13 0.02 1 0.87 0.87 

Hematocrit -0.41 2.13 1 0.14 0.66 

MCV -0.24 4.07 1 0.04 0.78 

MCH 0.75 4.54 1 0.03 2.13 

Platelet Count 0.00 0.00 1 0.94 1.00 

Neutrophil Count 0.20 13.81 1 0.00 1.22 

Lymphocyte 

Count 
0.12 1.28 1 0.25 1.12 

Basophil Count -2.35 6.05 1 0.01 0.09 

[Gender=F] -0.13 0.03 1 0.85 0.87 

[Gender=M] 0b . 0 . . 

 

 

 

 

 

 

2 

Age 0.02 4.42 1 0.03 1.02 

WBC -0.00 0.02 1 0.88 0.99 

Hemoglobin -1.11 1.86 1 0.17 0.33 

Hematocrit 0.12 0.19 1 0.65 1.13 

MCV -0.10 0.73 1 0.39 0.90 

MCH 0.43 1.51 1 0.21 1.55 

Platelet Count -0.00 0.61 1 0.43 0.99 

Neutrophil Count 0.16 10.02 1 0.00 1.18 

Lymphocyte 

Count 
0.07 0.46 1 0.49 1.07 

Basophil Count -0.59 1.03 1 0.30 0.55 

[Gender=F] -1.31 3.17 1 0.07 0.26 

[Gender=M] 0b . 0 . . 

 

 

 

Age -0.11 8.22 1 0.00 0.89 

WBC -0.08 5.12 1 0.02 0.91 

Hemoglobin -1.10 1.53 1 0.21 0.33 
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3 

Hematocrit 0.00 0.00 1 0.99 1.00 

MCV -0.02 0.02 1 0.86 0.97 

MCH 0.28 0.40 1 0.52 1.33 

Platelet Count 0.00 0.48 1 0.48 1.00 

Neutrophil Count 0.20 12.47 1 0.00 1.22 

Lymphocyte 

Count 
0.17 2.33 1 0.12 1.18 

Basophil Count -1.48 0.95 1 0.32 0.22 

[Gender=F] -2.00 3.99 1 0.04 0.13 

[Gender=M] 0b . 0 . . 

 

4.4.3 Selection of Variables using a Combination of Dropping Insignificant 

Variables Simultaneously and Wald’s Criteria: 

Step 1: Dropping Insignificant Variables Simultaneously 

This section provides information about dropping the insignificant variables 

simultaneously based on Likelihood Ratio Test. The Chi-square statistics is the difference 

in 2-log-liklehoods between the final model and the reduced model. The reduced model is 

formed by omitting an effect from the final model. The null hypothesis is that all the 

parameters of that effect are zero.  These insignificant variables are: 

• RBC 

• MCV 

• MCH 

• Platelet Count 

• Basophil Count 

• Eosinophil Count 
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Table 4.6: Set of variables dropped simultaneously based on Likelihood Ratio Test. 

Likelihood Ratio Tests 

Variables Model Fitting 

Criteria 

Likelihood Ratio Tests 

-2 Log 

Likelihood of 

Reduced Model 

Chi-Square df p-value 

RBC 279.00 4.21 3 0.24 

MCV 276.85 2.06 3 0.56 

MCH 276.00 1.20 3 0.75 

Platelet Count 277.00 2.21 3 0.52 

Basophil Count 280.52 5.73 3 0.12 

Eosinophil Count 280.08 5.29 3 0.15 

After dropping the above-mentioned insignificant variables simultaneously, the rest of 

insignificant variables are dropped step by step based on p-value of Wald test. 

Step 2: Dropping Haematocrit 

For haematocrit, the corresponding p-value of Wald test for subtypes 1, 2 and 3 are 0.640, 

0.129 and 0.407, respectively.  

Step 3: Dropping Age 

The p-value of Wald test for subtype 1, 2 and 3 is 0.188, 0.006 and 0.011, respectively. 

Step 4: Dropping Gender 

The p-value of Wald test for subtype 1, 2 and 3 is 0.165, 0.013 and 0.001, respectively. 

Step 5: Dropping Lymphocyte Count 

The p-value of Wald test for subtype 1, 2 and 3 is 0.036, 0.110 and 0.013, respectively.  

Step 6: Dropping WBC 

The p-value of Wald test for subtype 1, 2 and 3 is 0.192, 0.959 and 0.950, respectively.  
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Set of Statistically Significant Variables: 

Following the procedure of variables selections using a combination of dropping 

insignificant variables simultaneously and Wald’s criteria we left with 4 variables showing 

statistically significant results. Details of these variables, their coefficients, significant 

values, and OR are present in Table 4.7. 

Table 4.7: Set of statistically significant variables obtained from a combination of 

dropping insignificant variables simultaneously and Wald’s criteria. 

Subtypes Variables B Wald df p-value Exp(B) 

1 Hemoglobin -1.19 46.28 1 0.00 0.30 

MCHC 1.10 39.64 1 0.00 3.00 

Neutrophil 

Count 
0.16 12.56 1 0.00 1.17 

Monocyte Count 0.96 5.27 1 0.02 2.62 

2 Hemoglobin -0.79 20.60 1 0.00 0.45 

MCHC 0.41 6.12 1 0.01 1.51 

Neutrophil 

Count 
0.16 13.61 1 0.00 1.18 

Monocyte Count 1.03 6.11 1 0.01 2.82 

3 Hemoglobin -1.12 29.85 1 0.00 0.32 

MCHC 0.53 7.45 1 0.00 1.71 

Neutrophil 

Count 
0.15 9.90 1 0.00 1.16 

Monocyte Count 0.87 4.17 1 0.04 2.40 

 

4.4.4 Selection of Variables using a Combination of Dropping Insignificant 

Variables Simultaneously and OR: 

Step 1: Dropping Insignificant Variables Simultaneously: 

This section provides information about dropping the insignificant variables 

simultaneously based on Likelihood Ratio Test. The Chi-square statistics is the difference 

in 2-log-liklehoods between the final model and the reduced model. The reduced model is 

formed by omitting an effect from the final model. The null hypothesis is that all the 

parameters of that effect are zero.  These insignificant variables are: 
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• RBC 

• MCV 

• MCH 

• Platelet Count 

• Basophil Count 

• Eosinophil Count 

Table 4.8: Set of variables dropped simultaneously based on Likelihood Ratio Test 

Likelihood Ratio Tests 

Variables Model Fitting 

Criteria 

Likelihood Ratio Tests 

-2 Log 

Likelihood of 

Reduced Model 

Chi-Square df p-value 

RBC 279.00 4.21 3 0.24 

MCV 276.85 2.06 3 0.56 

MCH 276.00 1.20 3 0.75 

Platelet Count 277.00 2.21 3 0.52 

Basophil Count 280.52 5.73 3 0.12 

Eosinophil Count 280.08 5.29 3 0.15 

After dropping the above-mentioned insignificant variables simultaneously, the rest of 

variables are dropped step by step based on illogical OR/ Exp(B). 

Step 2: Dropping Monocyte Count 

The values of OR of Monocyte Count for subtype 1, 2 and 3 is 7.162, 7.372 and 3.695, 

respectively. 

Step 3: Dropping MCHC 

The values of OR of MCHC for subtype 1, 2 and 3 is 4.597, 5.539 and 1.916, respectively. 

Set of Selected Variables: 
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Following the procedure of variables selections using a combination of dropping 

insignificant variables simultaneously and dropping variables with large OR step by step, 

we left with 7 variables showing logical range OR. Details of these variables, their 

coefficients, significant values, and OR are present in Table 4.9. 

Table 4.9: Set of variables obtained from a combination of dropping insignificant 

variables simultaneously and OR. 

Subtypes Variables B Wald df p-value Exp(B) 

 

 

1 

Age -0.00 0.12 1 0.72 0.99 

WBC -0.06 6.67 1 0.01 0.94 

Haemoglobin 1.20 6.74 1 0.00 3.34 

Haematocrit -0.85 24.99 1 0.00 0.42 

Neutrophil Count 0.15 12.91 1 0.00 1.17 

Lymphocyte 

Count 
0.12 1.81 1 0.17 1.13 

[Gender=F] -0.31 0.24 1 0.61 0.72 

[Gender=M] 0b . 0 . . 

 

 

2 

Age 0.03 5.69 1 0.01 1.03 

WBC -0.01 0.29 1 0.58 0.98 

Haemoglobin -0.29 0.45 1 0.50 0.74 

Haematocrit -0.17 1.23 1 0.26 0.83 

Neutrophil Count 0.15 11.67 1 0.00 1.16 

Lymphocyte 

Count 
0.08 0.98 1 0.32 1.09 

[Gender=F] -1.53 5.24 1 0.02 0.21 

[Gender=M] 0b . 0 . . 

 

 

Age -0.10 8.97 1 0.00 0.90 

WBC -0.09 6.56 1 0.01 0.90 

Haemoglobin -0.08 0.02 1 0.86 0.92 

Haematocrit -0.31 3.40 1 0.06 0.72 
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3 Neutrophil Count 0.17 15.03 1 0.00 1.19 

Lymphocyte 

Count 
0.18 3.87 1 0.04 1.20 

[Gender=F] -2.03 5.03 1 0.02 0.13 

[Gender=M] 0b . 0 . . 

 

4.4.5 Selection of Variables using a Combination of Wald Test and OR / Exp(B):  

This section provides details of dropping variables step by step based on p-value of Wald 

test and OR/ Exp(B). 

Step 1: Dropping MCH 

The p-value of Wald test for subtype 1, 2 and 3 are 0.766, 0.720 and 0.816, respectively.  

Step 2: Dropping Platelet Count 

The p-value of Wald for subtype 1, 2 and 3 are 0.914, 0.548 and 0.343, respectively. 

Step 3: Dropping Eosinophil Count 

The p-value of Wald test for subtype 1, 2 and 3 are 0.290, 0.176 and 0.565, respectively.  

The values of OR of Eosinophil count for subtype 1, 2 and 3 are 3.148, 4.398 and 0.297, 

respectively. 

 Step 4: Dropping MCV: 

The p-value of Wald test for subtype 1, 2 and 3 are 0.055, 0.094 and 0.328, respectively. 

MCV has logical OR but it is dropped based on p-value of Wald test. 

Step 5: Dropping Haematocrit 
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The p-value of Wald test for subtype 1, 2 and 3 are 0.513, 0.093 and 0.156, respectively. 

Haematocrit has logical OR, but it is dropped based on p-value of Wald test. 

Step 6: Dropping RBC 

The p-value of Wald test for subtype 1, 2 and 3 are 0.770, 0.987 and 0.043, respectively.   

RBC has logical OR, but it is dropped based on p-value of Wald test. 

Step 7: Dropping Lymphocyte Counts: 

The p-value of Wald test for subtype 1, 2 and 3 are 0.059, 0.217 and 0.005, respectively. 

Lymphocyte count has logical OR, but it is dropped based on p-value of Wald test. 

Step 8: Dropping WBC 

The p-value of Wald test for subtype 1, 2 and 3 are 0.099, 0.736 and 0.934, respectively. 

WBC has logical OR, but it is dropped based on p-value of Wald test. 

Step 9: Dropping MCHC: 

The p-value of Wald test for subtype 1, 2 and 3 are 0.000, 0.034 and 0.653, respectively.  

MCHC has logical OR, but it is dropped based on p-value of Wald test. 

Step 10: Dropping AGE: 

The p-value of Wald test for subtype 1, 2 and 3 are 0.470, 0.010 and 0.012, respectively.  

Age has logical OR, but it is dropped based on p-value of Wald test. 
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Set of Statistically Significant Variables: 

Following the procedure of variables selections using a combination of Wald test and OR 

step by step, we left with 5 variables. Details of these variables, their coefficients, 

significant values, and OR are present in Table 4.10. 

Table 4.10: Set of variables obtained from using combination of Wald test and OR. 

Subtypes Variables B Wald df p-value Exp(B) 

 

1 

Hemoglobin -1.11 52.64 1 0.00 0.32 

Neutrophil 

Count 
0.19 17.02 1 0.00 1.21 

Basophil Count -3.84 13.49 1 0.00 0.02 

Monocyte Count 1.51 8.92 1 0.00 4.53 

[Gender=F] -2.55 16.00 1 0.00 0.07 

[Gender=M] 0b . 0 . . 

2 Hemoglobin -0.75 25.18 1 0.00 0.46 

Neutrophil 

Count 
0.17 13.59 1 0.00 1.18 

Basophil Count -2.30 5.08 1 0.02 0.10 

Monocyte Count 1.61 10.15 1 0.00 5.02 

[Gender=F] -2.66 16.68 1 0.00 0.07 

[Gender=M] 0b . 0 . . 

3 Hemoglobin -1.06 32.16 1 0.00 0.34 

Neutrophil 

Count 
0.18 13.57 1 0.00 1.19 

Basophil Count -3.39 7.15 1 0.00 0.03 

Monocyte Count 1.47 8.19 1 0.00 4.35 

[Gender=F] -3.44 19.19 1 0.00 0.03 

[Gender=M] 0b . 0 . . 

 

4.4.6 Summary of Selection of Variables: 

Five different combination of methods have been used for the selection of appropriate 

variables to be used as independent variables in logistic regression modelling. Table 4.11 

shows presence or absence of different variables in the final selection using various 

methods. Final selection of any variables is done based on the criteria that they are 

successfully shortlisted in at least three methods of selection. Therefore, we finally left 

with four variables namely: 
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1- Haemoglobin 

2- Neutrophil Count 

3- Monocyte Count 

4- Gender 

Table 4.11: Methods summary 
Sr. 

No 

Variables 1st 

Method 

2nd 

Method 

3rd 

Method 

4th 

Method 

5th 

Method 

Selected Variables 

  Wald OR LRT 

and 

Wald 

LRT and 

OR 

Wald + 

OR 

 

1 Gender ✓  ✓    ✓  ✓  4/5 

2 Age   ✓    ✓    2/5 

3 WBC   ✓    ✓    2/5 

4 RBC           0/5 

5 Hemoglobin ✓  ✓  ✓  ✓  ✓  5/5 

6 Hematocrit   ✓    ✓    2/5 

7 MCV   ✓        1/5 

8 MCH   ✓        1/5 

9 MCHC     ✓      1/5 

10 Platelet 

Count 

  ✓        1/5 

11 Neutrophil 

Count 

✓  ✓  ✓  ✓  ✓  5/5 

12 Lymphocyte 

Count 

  ✓    ✓    2/5 

13 Basophil 

Count 

✓       ✓  2/5 

14 Eosinophil 

Count 

          0/5 

15 Monocyte 

Count 

✓    ✓    ✓  3/5 

OR = Odds Ratio 

LRT = Likelihood Ratio Test 
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4.4.7 Logistic Regression Modelling Using Successful Variables: 

Table 4.12 provide the final selected variables. Details of these variables, their coefficients, 

significant values, and the values of OR. 

Table 4.12: Set of final selected variables. 

Subtypes Variables B Wald df p-value Exp(B) 

1 Intercept 12.32 43.85 1 0.00  

Hemoglobin -1.05 50.81 1 0.00 0.34 

Neutrophil 

Count 
0.14 10.57 1 0.00 1.15 

Monocyte Count 1.36 8.15 1 0.00 3.92 

[Gender=F] -2.04 13.91 1 0.00 0.13 

[Gender=M] 0b . 0 . . 

2 Intercept 8.48 20.26 1 0.00  

Hemoglobin -0.77 27.14 1 0.00 0.46 

Neutrophil 

Count 
0.14 11.17 1 0.00 1.15 

Monocyte Count 1.46 9.33 1 0.00 4.31 

[Gender=F] -2.17 14.66 1 0.00 0.11 

[Gender=M] 0b . 0 . . 

3 Intercept 10.71 25.26 1 0.00  

Hemoglobin -1.02 32.74 1 0.00 0.35 

Neutrophil 

Count 
0.13 9.05 1 0.00 1.14 

Monocyte Count 1.32 7.37 1 0.00 3.75 

[Gender=F] -2.94 16.76 1 0.00 0.05 

[Gender=M] 0b . 0 . . 

 

Table 4.12 shows that in subtype 1 hemoglobin has 66% less chance in the disease. 

Neutrophil count has mild effect in the disease. Monocytes count has three times more 

effect in the disease and gender has female effect. In subtype 2 hemoglobin has 54% less 

chance in the disease. Neutrophil count has mild effect in the disease. Monocytes count has 

four times more effect in the disease and gender has female effect. In subtype 3 hemoglobin 

has 65% less chance in the disease. Neutrophil count has mild effect in the disease. 

Monocytes count has three times more effect in the disease and gender has female effect. 
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4.4.8 Model Equations (Eq): 

The model equations for subtypes 1, 2 and 3 are mentioned below: 

 Equation for Subtype 1: 

𝑙𝑜𝑔
𝑝

1−𝑝
 =  −1.05 ∗ 𝐻𝑒𝑚𝑜𝑔𝑙𝑜𝑏𝑖𝑛 + 0.14 ∗ 𝑁𝑒𝑢𝑡𝑟𝑜𝑝ℎ𝑖𝑙 𝐶𝑜𝑢𝑛𝑡 + 1.36 ∗

𝑀𝑜𝑛𝑜𝑐𝑦𝑡𝑒 𝐶𝑜𝑢𝑛𝑡 − 2.04 ∗ 𝐺𝑒𝑛𝑑𝑒𝑟                                                                       Eq (4.1) 

Eq (4.1) shows that for subtype 1, Hemoglobin has negative effect, Neutrophil count has 

positive effect, Monocyte count has also positive effect while gender has negative effect.         

 Equation for Subtype 2: 

𝑙𝑜𝑔
𝑝

1−𝑝
 =  −0.77 ∗ 𝐻𝑒𝑚𝑜𝑔𝑙𝑜𝑏𝑖𝑛 + 0.14 ∗ 𝑁𝑒𝑢𝑡𝑟𝑜𝑝ℎ𝑖𝑙 𝐶𝑜𝑢𝑛𝑡 + 1.46 ∗

𝑀𝑜𝑛𝑜𝑐𝑦𝑡𝑒 𝐶𝑜𝑢𝑛𝑡 − 2.17 ∗ 𝐺𝑒𝑛𝑑𝑒𝑟                                                                       Eq (4.2) 

Eq (4.2) shows that for subtype 2, Hemoglobin has negative effect, Neutrophil count and 

Monocyte count has also positive effect while gender has negative effect.         

 Equation for Subtype 3: 

𝑙𝑜𝑔
𝑝

1−𝑝
 =  −1.02 ∗ 𝐻𝑒𝑚𝑜𝑔𝑙𝑜𝑏𝑖𝑛 + 0.13 ∗ 𝑁𝑒𝑢𝑡𝑟𝑜𝑝ℎ𝑖𝑙 𝐶𝑜𝑢𝑛𝑡 + 1.32 ∗

𝑀𝑜𝑛𝑜𝑐𝑦𝑡𝑒 𝐶𝑜𝑢𝑛𝑡 − 2.94 ∗ 𝐺𝑒𝑛𝑑𝑒𝑟                                                                       Eq (4.3) 

Eq (4.3) shows that for subtype 3, Haemoglobin has negative effect, Neutrophil count has 

positive effect, Monocyte count has also positive effect and gender has negative effect.         

4.5 Model Evaluation: 

4.5.1 Normal vs AML: 

In case of AML, out of 123 cases 16 cases are predicted as normal while 107 are predicted 

as diseased. 
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True Positive: Diseased people correctly identified as diseased. TP = 107 

False Negative: Diseased people incorrectly identified as normal. FN = 16 

In case of normal, out of 67 cases 10 cases are predicted as diseased while 57 cases are 

predicted as normal. 

True Negative: Normal cases correctly identified as normal. TN = 57 

False Positive: Normal cases incorrectly identified as diseased cases. FP = 10 

So, in Normal vs AML case the 2 x 2 matrix is: 

 

 Classification Accuracy: 

𝑃 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                          𝐸𝑞 (4.4) 

𝑃 =  
107 + 57

107 + 57 + 10 + 16
                                                         

𝑃 =  
164

190
                                                                                        

𝑃 = 0.86                                                                                       

In terms of percentage the accuracy is 86%. 

 Observed Positive         Observed Negative  

Predicted Positive  TP = 107 FP = 10 

Predicted Negative  FN = 16 TN = 57 
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 Sensitivity: 

Sensitivity is the accuracy of positive prediction or the true positive rate. 

The formula for calculating sensitivity is: 

𝑃𝑝 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                        𝐸𝑞 (4.5) 

𝑃𝑝 =  
107

107 + 16
                                                                     

𝑃𝑝 =  
107

123
                                                                           

                                   𝑃𝑝 = 0.86    

In terms of percentage the sensitivity is 86%. 

 Specificity: 

Specificity is the accuracy of negative prediction or true negative rate. 

The formula for calculating specificity is: 

𝑃𝑛 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                                                  𝐸𝑞 (4.6) 

𝑃𝑛 =  
57

57 + 10
                                                                 

𝑃𝑛 =  
57

67
                                                                          

𝑃𝑛 = 0.85                                                                     

In terms of percentage the specificity is 85%. 
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 Precision or Positive Predicted Value (PPV): 

Precision is the hit rate. 

The formula for precision is: 

𝑃𝑃𝑉 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                         𝐸𝑞 (4.7) 

𝑃𝑃𝑉 =  
107

107 + 10
                                                                       

𝑃𝑃𝑉 =  
107

117
                                                                             

𝑃𝑃𝑉 = 0.91                                                                             

Precision percentage is 91%. 

4.5.2 Normal vs CML: 

In case of CML, out of 79 cases 7 cases are predicted as normal while 72 are predicted as 

diseased. 

True Positive: Diseased people correctly identified as diseased. TP = 72 

False Negative:  Diseased people incorrectly identified as normal. FN = 7 

In case of normal, out of 67 cases 10 cases are predicted as diseased while 57 cases are 

predicted as normal. 

True Negative: Normal cases correctly identified as normal. TN = 57 

False Positive: Normal cases incorrectly identified as diseased cases. FP = 10 

So, in Normal vs CML case the 2 x 2 matrix is: 



 

Page | 62  

 

RESULTS and DISCUSSION 

 

 Classification Accuracy: 

𝑃 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                    𝐸𝑞 (4.8) 

𝑃 =  
72 + 57

72 + 57 + 10 + 7
                                                                         

𝑃 =  
129

146
                                                                                                     

𝑃 = 0.88                                                                                                  

In terms of percentage the accuracy is 88%. 

 Sensitivity: 

The true positive rate is: 

𝑃𝑝 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                   𝐸𝑞 (4.9) 

𝑃𝑝 =  
72

72 + 7
                                                                                    

𝑃𝑝 =  
72

79
                                                                                           

𝑃𝑝 = 0.91                                                                                          

 Observed Positive         Observed Negative  

Predicted Positive  TP = 72 FP = 10 

Predicted Negative  FN = 7 TN = 57 
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The percentage for sensitivity is 91%. 

 Specificity: 

The true negative rate is: 

𝑃𝑛 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                                                                           𝐸𝑞 (4.10) 

𝑃𝑛 =  
57

57 + 10
                                                                                              

𝑃𝑛 =  
57

67
                                                                                                     

𝑃𝑛 = 0.85                                                                                                

The percentage of specificity is 85%. 

 Precision or Positive Predicted Value (PPV): 

Positive predicted value is calculated as: 

𝑃𝑃𝑉 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                       𝐸𝑞 (4.11) 

𝑃𝑃𝑉 =  
72

72 + 10
                                                                                        

𝑃𝑃𝑉 =  
72

82
                                                                                                   

𝑃𝑃𝑉 = 0.87                                                                                                 

The percentage of precision is 87%. 

4.5.3 Normal vs ALL: 

In case of ALL, out of 18 cases no case is predicted as normal. 
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True Positive: Diseased people correctly identified as diseased. TP = 18 

False Negative:  Diseased people incorrectly identified as normal. FN = 0 

In case of normal, out of 67 cases 10 cases are predicted as diseased while 57 cases are 

predicted as normal. 

True Negative: Normal cases correctly identified as normal. TN = 57 

False Positive: Normal cases incorrectly identified as diseased cases. FP = 10 

So, in Normal vs ALL case the 2 x 2 matrix is: 

 

 Classification Accuracy: 

𝑃 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                           𝐸𝑞 (4.12) 

𝑃 =  
18 + 57

18 + 57 + 10 + 0
                                                                                 

𝑃 =  
75

85
                                                                                                            

𝑃 = 0.88                                                                                                         

In terms of percentage the accuracy is 88%. 

 Observed Positive         Observed Negative  

Predicted Positive  TP = 18 FP = 10 

Predicted Negative  FN = 0 TN = 57 
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 Sensitivity: 

The true positive rate is: 

𝑃𝑝 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                                              𝐸𝑞 (4.13) 

𝑃𝑝 =  
18

18 + 0
                                                                                                    

𝑃𝑝 =  
18

18
                                                                                                        

𝑃𝑝 = 1                                                                                                             

The percentage of sensitivity is 100%. 

 Specificity: 

The true negative rate is: 

𝑃𝑛 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                                                                             𝐸𝑞 (4.14) 

𝑃𝑛 =  
57

57 + 10
                                                                                               

𝑃𝑛 =  
57

67
                                                                                                       

𝑃𝑛 = 0.85                                                                                                  

The percentage of specificity is 85%. 

 Precision or Positive Predicted Value (PPV): 

Positive predicted value is calculated as: 
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𝑃𝑃𝑉 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                                     𝐸𝑞 (4.15) 

𝑃𝑃𝑉 =  
18

18 + 10
                                                                                      

𝑃𝑃𝑉 =  
18

28
                                                                                              

𝑃𝑃𝑉 = 0.64                                                                                           

The percentage of precision is 64%. 

4.6 Performance Evaluation Summary: 

The performance evaluation summary in terms of percentage is shown in table 4.13.  

Table 4.13: Summary of model evaluation. 

S. 

No. 

Models Accuracy 

Percentage 

Sensitivity 

Percentage 

Specificity 

Percentage 

Precision 

Percentage 

1 Normal vs 

AML 

86 86 85 91 

2 Normal vs 

CML 

88 91 85 87 

3 Normal vs 

ALL 

88 100 85 64 
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5 CONCLUSIONS  

One of the main objectives of this research is to analyses the general trends and tendencies 

of various characteristics of CBC reports by comparing Leukemic subtypes cases and non-

Leukemic (normal) cases. Another objective is to develop a predictive model based on 

significant characteristics of CBC reports for the screening of Leukemic subtypes cases or 

non-Leukemic (normal) cases. 

Few of the major conclusions are described below: 

I. Out of 21 variables in CBC report, 15 variables are selected for the analysis by 

dropping the information of percentages of various variables to avoid 

duplication. 

II. Descriptive analysis shows variations in the values of mean for Normal vs 

Three subtypes of leukemia. 

III. Comparative analysis shows that only MCH has statistically insignificant 

difference between the means of normal, AML, CML and ALL. 

IV. For the development of MLR model, five different combination of methods 

have been used for the selection of appropriate variables to be used as 

independent variables in logistic regression modelling. Final selected variables 

based on these methods are haemoglobin, neutrophil count, monocyte count and 

gender. 

V. The assessment analysis shows that in case of Normal vs AML the accuracy is 

86%, sensitivity is 86%, specificity is 85% and precision is 91%. For Normal 

vs CML the accuracy is 88%, sensitivity is 91%, specificity is 85% and 

precision is 87%. For Normal vs ALL the accuracy is 88%, sensitivity is 100%, 

specificity is 85% and precision is 64%. 

These findings suggest that the developed model can be trusted for the subjective screening 

of disease, i.e., leukemia or its subtypes. It is worth noting that the proposed model is not 

meant to take the place of traditional leukemia diagnosis tests such as bone marrow biopsy, 
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lumber puncture, flow cytometry, and so on. It provides basic technical support for the 

objective screening of patients using data driven models. Therefore, a combination of 

subjective and objective assessment can improve the quality of diagnosis of leukemia or 

its subtypes at early stage. 

Limitations of the Study: 

This study has following limitations: 

I. There was class difference between the three subtypes of leukemia. In our study 

only 18 cases of ALL were present as compared to AML and CML. As AML has 

123 cases and CML has 79 cases. 

II. In this study there is no validation through external data. 

Future Recommendations: 

The future recommendations related to this research are: 

a) More data will be collected for the analysis. 

b) The class imbalance between the data will be removed by adding more data. 

c) Cluster analysis will be performed between the variables of the CBC report. 

d) Other machine learning models will be used for the predictive modelling of the 

disease, i.e., leukemia and its subtypes.   
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7 APPENDIX 

ANOVA Tables: 

                                                   ONE-WAY ANOVA 

NORMAL_Age, AML_Age, CML_Age, ALL_Age: 

Source   DF      SS    MS      F      P 

Factor    3   15348  5116  13.96  0.00 

Error   283  103689   366   

Total   286  119037    

NORMAL_WBC, AML_WBC, CML_WBC, ALL_WBC:  

Source   DF       SS      MS      F      P 

Factor    3   434887  144962  26.24  0.00 

Error   283  1563234    5524   

Total   286  1998121    

NORMAL_RBC, AML_RBC, CML_RBC, ALL_RBC: 

Source   DF       SS      MS      F      P 

Factor    3    70.479  23.493  38.56  0.00 

Error   283  172.415   0.609   

Total    286  242.894    

NORMAL_Haemoglobin, AML_Haemoglobin, CML_Haemoglobin, 

ALL_Haemoglobin: 

Source   DF       SS      MS      F      P 

Factor    3    582.58  194.19  44.75  0.00 

Error    283  1228.17    4.34   

Total    286  1810.75    
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NORMAL_Haematocrit, AML_Haematocrit, CML_Haematocrit, 

ALL_Haematocrit:  

Source   DF       SS      MS      F      P 

Factor    3   6029.7  2009.9  54.57  0.00 

Error    283  10422.6    36.8   

Total    286  16452.3    

NORMAL_MCV, AML_MCV, CML_MCV, ALL_MCV: 

Source   DF       SS     MS     F      P 

Factor    3    522.4  174.1  2.78  0.04 

Error   283   17694.7   62.5   

Total    286   18217.1    

NORMAL_MCH, AML_MCH, CML_MCH, ALL_MCH: 

Source   DF       SS    MS     F      P 

Factor    3    23.19  7.73  0.82  0.48 

Error   283  2666.30  9.42   

Total   286  2689.48    

NORMAL_MCHC, AML_MCHC, CML_MCHC, ALL_MCHC:  

Source   DF       SS     MS      F      P 

Factor    3    224.75  74.92  22.77  0.00 

Error   283   931.16   3.29   

Total   286   1155.90    

NORMAL_Platetelet Count, AML_Platelet Count, CML_Platelet Count, 

ALL_Platelet Count:  

Source   DF       SS      MS     F      P 

Factor    3   482156  160719  8.56  0.00 

Error   283  5310918   18766   

Total   286  5793074    
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NORMAL_Neutrophil Count, AML_Neutrophil Count, CML_Neutrophil Count, 

ALL_Neutrophil Count: 

Source   DF       SS     MS      F      P 

Factor    3   258474  86158  13.55  0.00 

Error    283  1798843   6356   

Total   286  2057316    

NORMAL_lymph_Count, AML_lymph_Count, CML_lymph_Count, 

ALL_lymph_Count:  

Source   DF     SS    MS     F      P 

Factor    3   5102  1701  6.31  0.00 

Error    283 76257   269   

Total   286  81360    

NORMAL_Basophil Count, AML_Basophil Count, CML_Basophil Count, 

ALL_Basophil Count:  

Source   DF       SS     MS      F      P 

Factor    3   152.66  50.89  16.33  0.00 

Error   283   881.85   3.12   

Total   286  1034.51    

NORMAL_Eosinophil Count, AML_Eosinophil Count, CML_Eosinophil Count, 

ALL_Eosinophil Count:  

Source   DF       SS     MS      F      P 

Factor    3    143.72  47.91  13.33  0.00 

Error    283  1017.22   3.59   

Total    286  1160.95    

NORMAL_Monocyte Count, AML_Monocyte Count, CML_Monocyte Count, 

ALL_Monocyte Count: 

Source   DF       SS      MS      F      P 

Factor    3   6504.4  2168.1  22.17  0.00 

Error    283  27673.3    97.8   

Total    286  34177.7    
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