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Abstract 

Existing commercial software such as ABBY and Google vision API provides support for Arabic and 

Urdu text. Still, accuracies are low because of the writing style of a non-Latin text. OCR for Urdu 

started way back in 2003 when a system could recognise isolated Urdu Characters only, but with the 

increase of data and digitisation research interest towards Urdu OCR increased. Other motivations 

include the Urdu data explosion in financial and economic sectors, including printed and handwritten 

scanned documents. Optical Character Recognition for Urdu is challenging due to the fact that being a 

non-Latin script it has a cursive writing style. These challenges need to be solved in different phases of 

the OCR system. This thesis presents an Urdu Optical Character Recognition (OCR) system and a data 

generation and encoding technique that is useful to standardise data for optical character recognition. 

The proposed model consists of a four staged network, and the first stage normalises the image while 

the second stage and the third stage is used for feature extraction and sequence generation. The final 

stage is the prediction stage which is responsible for predicting digitised text present in an image. The 

proposed algorithm is compared against baseline implementations of widely adapted supervised deep 

learning methods. 

 

Key Words: Optical Character Recognition (OCR), Deep Learning, Supervised Learning, 

Convolutional Neural Networks (CNN), Sequential Models, Connectionist temporal classification 

(CTC), Spatial Transformation Network (STN) 
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CHAPTER 1 Introduction 

The organisation of this thesis has been organised in chapters. Chapter 2: contains the literature 

review of the Urdu optical character recognition systems. Chapter 3: describes the process through 

which data has been synthesised for training purposes. Chapter 4: contains the proposed methodology 

for solving Urdu optical character recognition. Chapter 5: contains the results and experiments of the 

system. 

As with many other technologies, the Urdu OCR (Optical Character Recognition) technology, which 

has a long and storied history and standard procedures and types, provides many benefits while also 

presenting major challenges [1]. Comparatively speaking, the recognition of Urdu text has only 

recently been tried [2], as compared to script recognition algorithms for other cursive and non-cursive 

scripts]. With great popularity comes widespread use of the Urdu language, which is written and 

understood in many countries across the world. According to sources, however, there has been little to 

no progress or achievement in identifying its script from the beginning of the project. Several factors 

contribute to the significant research lag, including inefficiencies across various areas, including 

dictionaries and research funding, and the provision of necessary equipment, benchmark datasets, and 

other key utilities. 

In this thesis, we proposed a four-stage network that consists of the transformation stage, feature 

extraction stage, which is responsible for extracting important features and then sequential modeling 

stage, which generates sequence for the prediction stage to predict data. Secondly, we proposed a 

method for data generation since data acquisition for optical character recognition is a tedious task. 

This study aims to systematically evaluate the contribution of individual modules and propose 

previously ignored module combinations that improve the state of art. 

As old as computerised document analysis and recognition itself, optical character recognition 

research has been going on for decades.Most of the document recognition challenges are ultimately 

aimed towards a complete OCR system that can ultimately transform the large collection of current 

paper documents into digital form in all types of variations. Optical Character Recognition systems for 

the Roman script have been extensively researched during the last few decades. Commercial OCR 

software today offers about 100% rates of language recognition based on the Roman script. Chinese 

and Arabic OCR research is also well developed with an acceptable excellent rates of recognition. 
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Some multilingual OCRs have also been created with the goal of proposing approaches that are generic 

in nature [3]. Despite these 

remarkable advances, OCRs for many languages throughout the world are either non-existent or 

in the early stages of development, Urdu being one of them and being the topic of our study. Research 

on Urdu and comparable cursive scripts like Pashto, Farsi etc. is still available in its early days. 

In the beginning, optical character recognition was conceived as a way to assist visually challenged 

individuals. During the period 1870 to 1931, two well-known devices, the Tauschek's reading machine 

and the Fournier Optophone, were created to assist the blind in reading [3]. According to the inventor, 

the machine known as Gismo, which was developed in the 1950s to translate written communications 

into machine codes, was utilised for computer processing during that time period. These gadgets were 

also capable of reading aloud text from a screen or keyboard. David H. Shepard, a cryptanalyst, and 

Harvey Cook collaborated on the development of the gadget. The first business to sell out of these 

optical character recognition systems was Intelligent Machines Research Corporation. 

 As a result of the development of passport scanners and price tag scanners in the 1980s, OCR 

technology advanced tremendously. Caere Corporation, Kurzweil Computer Products Inc., and 

ABBYY were founded in the late 1980s and early 1990s, respectively. The OCR technology has 

advanced dramatically between 2000 and 2017. The web OCR technology has been established, and 

various smartphone applications that enable the real-time translation of foreign languages have been 

developed. Hewlett Packard and the University of Nevada, Las Vegas together developed Tesseract, a 

prominent OCR engine. Adobe and Google Drive have also made several OCR software available 

online for free. Latin has been the focus of most OCR research during the past decade. Cursive scripts 

such as Arabic and Urdu were studied decades after Latin script was discovered. 

 Even while existing commercial software, such as ABBY and the Google vision API, provides 

support for Arabic and Urdu text, the accuracy of such material is low due to the writing style of a non-

Latin language. OCR for Urdu was first attempted in 2003 using a system that could only identify 

single Urdu characters. However, as the amount of data and digitalisation rose, so did interest in Urdu 

OCR research. Other causes include the expansion of Urdu data in the financial and commercial 

sectors, which comprises printed and handwritten scanned papers as well as scanned images of 

documents.  

There are three goals for this Thesis. They are as follows: (1) I hope that this work will serve as a 

learning path for readers who are interested in computer vision, pattern recognition, and artificial 
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intelligence to become acquainted with optical character recognition (OCR) technology and associated 

ideas. Ultimately, we believe that our work will have a major impact on each of these three disciplines 

taken together. Secondly, I believe that this thesis will provide an in-depth investigation of all of the 

previous and present technologies, strategies, and algorithms that may be used in various circumstances 

to identify Urdu text, which will be beneficial to Urdu OCR researchers in the near future. (3) I 

anticipate that this review will contribute to and extend the knowledge of the significance of optical 

character recognition technology among an even larger group of people. Also anticipated is that it will 

be used to identify knowledge gaps as well as possibilities for future research and development in this 

field. 
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CHAPTER 2 Literature Review 

According to input acquisition (online or offline), writing style (handwritten or printed), font 

restrictions, script connection, and character or ligature segmentation, OCR systems can be classified 

into various types. 

On the basis of input acquisition (online or offline), writing mode (handwritten or printed), font 

constraints (which may include font variations handled by a recognition system), and script 

connectivity (which may include a character or ligature segmentation or may completely avoid 

segmentation), the modes for an OCR system can be divided into several categories. 

The majority of character recognition research has been done offline, using isolated and cursive 

analytical segmentation. For the development of Urdu OCR systems for isolated characters, some 

writers have chosen to employ offline recognition [10], 38]. They presented an algorithm for 

identifying individual Urdu characters. An Urdu font size-independent method was also developed and 

tested on single character ligatures in the Noori Nastalique font [11]. A similar method was presented 

by Nawaz et al. Basic pre-recognition techniques like picture pre-processing, segmentation (line and 

character), and the generation of XML files for training purposes were supplied by the system's general 

architecture. Urdu language text pre-processing, feature extraction, and classification were also 

discussed in [13]. "Soft converter" is an OCR that recognises isolated Urdu characters using a database, 

according to [12]. Two databases of pictures were created by Khan et al. [36] for offline recognition of 

Urdu text, called the "TrainDatabase" and the "TestDatabase." For offline printed Urdu characters, [14] 

also presented a representation and recognition scheme. 

There are many variants in writing styles, which makes handwritten script identification a particularly 

fascinating and difficult field of pattern recognition. The identification of handwritten writing in 

characters like as Latin, Chinese, Arabic, and Japanese is the subject of extensive, in-depth research. As 

a result, much more study is needed in this area. Using numerous current state-of-the-art research, this 

study tries to discuss different improvements recorded over the previous few decades in the field of 

handwritten Indic scripts recognition For the offline recognition of handwritten Indic characters, this 

thorough review offers a transparent picture of several feature extraction and classification approaches. 

In this study, the most significant component is a systematic presentation of the reported works on 

handwritten Indic scripts, such as Devanagr, Bengali and Gurumukhi, as well as Kannada and Telugu. 

Based on what has been learned from the research, an analysis is conducted. In this paper, some 
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difficulties and obstacles connected to the recognition of Indic scripts are explored, which suggests 

some future study opportunities. An comprehensive research done in order to achieve the most accurate 

findings suggests the necessity for a combination of feature extraction and classification techniques. It 

has been suggested to build optimum convolutional neural network architecture using enhanced particle 

swarm optimization (PSO) method, which outperforms previous approaches. 

When it comes to curly text, it may be a real challenge. As a result, numerous writers [6, [9], [15]–[18] 

have also worked on creating cursive analytical Urdu text OCR algorithms. Using segmentation and 

classification, Ahmad, et al. [15] created an OCR system that consisted of two primary components. 

The compound characteristics were segmented and classified. Similarly, Ahmad et al. [16] studied the 

features of Urdu script and developed a unique and robust technique to recognise printed Urdu script 

without the use of a dictionary. Similarly, [17] presented an offline recognition method for the Naskh 

script, which worked with segmented characters and divided them into 33 categories for recognition. 

According to [9], the distinctions between Naskh and Nastalique typefaces were examined, and an 

analytical segmentation-based methodology for pre-processing and identification of Urdu script was 

developed. For printed Urdu script, Pal and Sarkar [4] developed an OCR method. Multiple 

characteristics were used to segment and identify characters, with encouraging results. [4] and [5] are 

examples of similar approaches. 

An algorithm's input can be reduced to a set of parameters known as features when it is too big to 

process. A feature vector is a grouping of features. It is necessary to extract unique features after 

preprocessing and segmentation, followed by classification and an optional postprocessing phase. Text 

features are extracted as a first priority in the feature extraction process. elements i.e. characters or 

words [6]. An OCR system's features are crucial since they can directly impact its efficiency and 

recognition rate [7]. The total number of features, quality of features, dataset along the classification 

method are said to contribute towards an effective OCR system [8]. [9] and [10] employ feature 

learning and feature engineering approaches, respectively, to extract features. Feature learning occurs 

when features are automatically discovered and extracted. Feature engineering refers to the process of 

identifying and extracting handcrafted features. We may need to minimise or choose a subset of 

original features after feature extraction, which is accomplished by feature selection. 

By using feature learning to generate a high number of features from the data, classification algorithms 

may perform better overall. Specialized characteristics that cannot be developed by hand make these 

systems extremely desirable. To learn multi-level representations, unsupervised machine learning 
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methods are employed most often with feature learning. Supervised or unsupervised feature learning 

are both possible options. Supervised feature learning, such as supervised dictionary learning and 

neural networks, uses labelled input data. The labelled data enables the algorithm to learn when it fails 

to create the right labelled data set. However, unsupervised feature learning, such as matrix 

factorization, clustering [11], and auto-encoders , works with unlabeled input data. 

The quality, quantity, utility, originality, and efficacy of handcrafted elements must be evaluated. In the 

Urdu alphabet, each letter is linked with a number of characteristics. A maximum identification rate 

may be achieved by employing the simplest and smallest characteristics in optical character recognition 

systems. Three sorts of hand-crafted characteristics can be distinguished [6], [12] 

. 

It has a top or bottom horizontal curve, branches, crossing points, horizontal lines, vertical lines, and a 

number of endpoints, among other things. [13];[14]; [15]; [16]; It needs knowledge of the character's 

structure or of the strokes and dots that make up the character. It is exceedingly difficult to extract 

structural features from Urdu characters since the form of each letter varies depending on its 

neighborhood. 
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CHAPTER 3 DATA AND DATA PREPROCESSING 

3.1. Dataset Generation 

 The Urdu language has 58 characters in total and 40 basic characters. Urdu is derived from 

Arabic and Turkish and its script is cursive in nature. Urdu characters when written can come in three 

forms i.e isolated, initial, medial, and final because of which the same character can have different 

spatial shapes when written at different places. [17] [18] and [19] Different shapes of the same 

characters are shown in the Table 1. 

 
 

 

Table 1: Urdu characters of varying shapes 
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Similarly, Urdu characters are divided into two categories which are joiners and non-joiners. In the case 

of joiners, they can be joined from both sides i.e from left or right with other characters. [20], [21] In 

the case of non-joiners, they can be joined from only the right side; they would not join with other 

characters to their left. Joiners and non-joiner characters are given below. 

 

 

 
As it happens in any script, Urdu script also has many fonts. They vary from each other in shape and 

writing style. So the data set must have some kind of representation for each font. The most commonly 

used font in the Urdu language is Jameel Noor Nastaliq. Different types of Urdu fonts are given below 

in the following table. 

  

 

Figure 1: (a) non-joiners (b) joiners 

  

Figure 2: (a) non-joiners (b) joiners 
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Font type Font Image 

Nafees Naskh 

 

Nafees Nastaleeq 

 

Nafees Pakistani Naskh 

 

Tahoma 
 

Table 2: Types of Urdu fonts 

Since the algorithm has been developed in a supervised manner so we needed labelled data. Labelling 

data is a tedious and time-consuming task. So a library for synthetic text image generation has been 

developed which uses raqm and python PIL libraries. Raqm works in the backend because it provides 

support for bi-directional language scripts such as English and Urdu. Text data has been scrapped from 

different news sites after data scrapping unique words have been segmented out so that the balanced 

dataset can be synthesized. Each word has been synthesized 1000 times. To make data more 

representative of real-world data. Different types of distortions have been used which are given below. 

 Sine Wave. 

 Rotation  

 Translation 

 Noise addition 

 Background images. 

Some of the sample data has been given below. 
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Figure 3: Sample dataset with different backgrounds 

3.1.1 Dataset Distribution 

The distribution of the dataset has been given in the following table. 

 

Set Number of Images 

Train 1000000 

Validation 10000 

Test 2000 

Table 3: Dataset Split 
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CHAPTER 4: PROPOSED APPROACH 

4.1. Transformation Stage 

The transformation stage consists of a spatial transformation network whose job is to transform an 

input image X into the image X̃ which is a normalized image. Urdu text has a lot of variations and 

comes in diverse shapes. Sometimes an image that is fed into the network has variations in padding and 

font size and spatial placement. If such input images are passed into the network without any pre-

processing, the feature extractor network (CNN) has to learn all these spatial invariances. To overcome 

this issue, a variant of the spatial transformation network (STN) has been used to reduce this burden, 

[5]. 

4.1.1 Spatial Transformation Network 

In deep learning, a spatial transformer network is a separable module that conducts an orthogonal 

spatial transformation on a feature map. The module is conditionally applied to a single input map and 

produces a single output map. The resultant warping is applied to each channel of a multi-channel input 

signal. 

An architectural building block for a spatial transformer network comprises three parts: The first of 

these elements is the localization network, which transmits the input feature map via hidden layers and 

outputs the parameters as a result of this transmission. This information is used to build a sampling grid 

based on the characteristics discovered from the sample grid. The converted result is created using the 

example grid that was previously mentioned. A grid generator handles the whole process. When a 

sampler is invoked, it takes in as input the sampling grid and the input function map and generates the 

output map by sampling points from the input feature maps in grid points. There are three main 

modules in space transformer networks, each of which is discussed in depth in the sections below. 

4.1.1.1 Localisation Network 

During the learning process of parameters that are used to create a grid, the localization network is 

responsible. Feature maps with width, height, and channel are provided as input to the localization 

network (i.e. 𝑈 ∈ 𝑅𝐻✕𝑊✕𝐶), which returns parameters 𝜃 of the transformation 𝑇𝜃 that was performed to 

the feature map given below 
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                               𝜃 = 𝑓𝑙𝑜𝑐(𝑈)                                        (4.1) 

In certain cases, the size may change depending on the transformation type provided; it can be 6-

dimensional just like affine transformation. The localization network function can have any architecture 

or shape, such as a fully connected or convolutional network, but it must contain a final regression 

layer to give the transformation parameters so that it can be used by the grid generator to generate the 

grid. 

4.1.1.2 Parameterised Sampling Grid 

When a sampling kernel is used to perform warping of the input feature map, each output pixel is 

computed by utilizing a sampling kernel that is located at a certain point in the input feature map. Pixel 

is considered as an element of a feature map that is generic, rather than as an image. The output pixels 

are typically defined to be located on a regular grid 𝐺 = {𝐺𝑖} of pixels 𝐺𝑖 = (𝑥𝑖
𝑡, 𝑦𝑖

𝑡), resulting in an 

output feature map  𝑉 ∈ 𝑅𝐻′✕𝑊′✕𝐶 where 𝐻′  and 𝑊′ are the grid's height and width, respectively, and 

𝐶 is the number of channels, input and output image has the same number of channels. 

 

 

 

 

Figure 4-1 illustrates two examples of how the sampling grid (parameterized) may be used to a visual 

image 𝑈 to get the output 𝑉.  

Figure 4: (a) Identity transformation parameters. (b) Affine transformation grid 
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(a) 𝐺 = 𝑇𝐼(𝐺) represents the sample grid, with 𝐼 representing the identity transformation 

parameters. 

(b) The sample grid warps the normal grid by applying an affine transformation  

T =(G) on the data.  

Take it for the time being that 𝑇𝜃 is a 2D transformation which is affine in nature, just for the sake of 

simplicity and understanding The equation for affine transformation is presented below. 

 

(
𝑥𝑖
𝑠

𝑦𝑖
𝑠) = 𝒯𝜃(𝐺𝑖) = A𝜃 (

𝑥𝑖
𝑡

𝑦𝑖
𝑡

1

) = [
𝜃11    𝜃12    𝜃13
𝜃21    𝜃22    𝜃23

] (
𝑥𝑖
𝑡

𝑦𝑖
𝑡

1

)        (4.3) 

              

 

where (𝑥𝑖
𝑡 , 𝑦𝑖

𝑡) are the target coordinates of the output feature map for the regular grid, is the source 

coordinates of the input feature map for the input sample points where 𝐴𝜃 is the affine transformation 

matrix. 

 

  The input coordinates are normalized coordinates, within the range −1 ≤ 𝑥𝑖
𝑡, 𝑦𝑖

𝑡 ≤ 1 similarly 

output is inside the spatial boundaries, and −1 ≤ 𝑥𝑖
𝑠 , 𝑦𝑖

𝑠 ≤ 1. The transform specified allows 

translation, rotation, and scaling to be applied to the input feature map. 

 The localization network provides 6 parameters (the 6 components of 𝐴). Which are used to 

predict the sampling grid. The grid can be used for cropping because its area will be less than the range 

of (𝑥𝑖
𝑠 , 𝑦𝑖

𝑠). In comparison to the identity transform, the transformation performed using this grid can 

be seen in Fig. 4-1 

𝑇𝜃 may be a more limited class of transformations, such as that used for attention. 

 

A𝜃 = [
𝑠    0    𝑡𝑥
0    𝑠    𝑡𝑦

]     (4.4)  

      

Instead of affine transformation other types of transformations can also be used such as projective 

transformation which has 8 parameters or it can be thin-plate spline transformation. As long as 

transformation is differentiable any type of transformation can be used, as long as backpropagation can 

be performed and parameters of transformation matrix can be optimized.  
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Allows crop, translation, and isotropic scaling by 𝑠, 𝑡𝑥, and 𝑡𝑦. The Transformation 𝑇𝜃 too can also be 

more broad, such as a projective transformation plane with 8 parameters, parts-like affinity, or a thin 

platform spline. Indeed, the transformation can take any parameterized form as long as it is 

differentiable with respect to the parameters. This is critical since gradients can be optimized. 

4.1.1.2 Image Sampler 

After computing the sampling grid 𝑇𝜃(𝐺)we need to map these points to generate 𝑉. So the input to the 

image sampler is input features of the image and a sampling grid which will produce output image 

which later can be passed to feature extractor to compute prominent features. 

Each coordinate (𝑥𝑖
𝑠, 𝑦𝑖

𝑠)which has been computed using transformation matrix and input features 

corresponds to the input location and that location needs to be mapped at a spatial location to generate 

output feature map 𝑈. a Mathematical equation to perform this task can be represented by the following 

equation.  

 

𝑂𝑉𝑖
𝑐 = ∑  𝐻

𝑛 ∑  𝑊
𝑚 𝑈𝑛𝑚

𝑐 𝑘(𝑥𝑖
𝑠 −𝑚; 𝜃𝑥)𝑘(𝑦𝑖

𝑠 − 𝑛; 𝜃𝑦)∀𝑖 ∈ [1…𝐻′𝑊′]∀𝑐 ∈ [1…𝐶]  (4.4) 

 

 

In the above equation, 𝜃𝑥 and represent parameters of kernel 𝑘(). The above equation can be used to 

construct the output image, and this task can be performed using any interpolation technique. For our 

methodology bilinear interpolation was used. 

The above method gives plug and plays mechanism parameters of which can be optimized using a 

backpropagation algorithm i.e gradient descent. Spatial transformer networks are usually small 

networks that can be easily implemented on any small GPU.  

4.2. Feature Extraction Stage 

After normalization of data i.e output from the spatial transformation network (STN) is passed on to the 

Convolutional neural network which generates feature vector i.e {𝑉𝑖} where 𝑖 = 1, . . . . . , 𝑙 where 𝑙 

represents numbers of columns of the feature vector. These feature extractors are the representation of 

spatial information about the characters which are written in the input image. This feature represents 

the information along the horizontal line and is distinguishable from each other. Many architectures of 

convolutional neural networks have been implemented which are listed below. 
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 Visual Geometry Group (VGG) 

 Region-Based Convolutional Neural Networks (RCNN) 

 Residual Networks (ResNet) 

Out of all networks which are mentioned above, ResNet performed the best because it has skip 

connections that solve the vanishing gradient problem. 

ResNet will be described in the following section. 

4.2.1 ResNet 

It has been established that ResNet performed best in object recognition problems and also it serves 

best in the role of feature extractor. The reason behind it is that it is made of residual blocks which 

solve the vanishing gradient problem. Hence it was decided that ResNet will be used as a feature 

extractor. 

The residual block of ResNet comprises the following units. 

 Convolution layer. 

 Pooling layer 

 Skip connection or identity function 

All of these functionalities of ResNet will be defined below. 

4.2.2 Convolution layer 

Convolution is an image processing procedure that comprises a kernel 𝑘i.e it is a window that has some 

height and width and usually it has an odd dimension. The whole idea of convolution is to reduce the 

number of features and leave out only features that are sharp and important. This helps in solving the 

dimensionality curse of the input data. Mathematically it is defined as follows. 

 

𝐼𝑛𝑒𝑤 = ∑𝑘. 𝐼     (4.5) 

 

𝑘 is the kernel of convolution 𝐼 is the input image and 𝐼𝑛𝑒𝑤is the output of the convolution layer. The 

following figure shows the convolution process. 
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The output of the convolution layer is usually passed on to the max-pooling layer or activation 

function. The idea behind the convolution layer is that it learns high-level features leaving out low-

level features. The output of convolutions is passed on to Rectified Linear activation unit. The purpose 

of ReLU is that it induces non-linearity in the input image.  

4.2.3 Pooling Layer 

The purpose of the max-pooling layer is to reduce the number of features resulting in the reduction of 

input features thus making the training process less computationally expensive and makes it more 

efficient.  

There are different types of pooling. Average pooling and max-pooling functions are the most popular 

ones. The pooling layer also comprises of a kernel 𝑘 of 𝑁✕𝑁 size. In max-pooling maximum number 

in the window is picked and the rest are discarded while in average pooling, an average of all numbers 

in a window is taken and that average is passed on to the next layers. The pooling process is visually 

described in the following figure. 

Figure 5: Convolution process of CNN 
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The average pooling and convolution process is usually performed in an alternative manner which 

results in the reduction of dimension. After the final pooling or convolution layer output is flattened out 

and is passed on to the fully connected layer.  

In ResNet max-pooling is used and output is passed on to the fully connected layer which learns a high-

level representation of features that are learned through convolutions. 

4.2.4 Skip connection or Identity function 

As the neural network goes deeper, it induces the problem of vanishing gradient i.e skip connection 

passes the output from the previous layers and adds it up with succeeding ones. Which allows 

convolution neural networks to solve vanishing gradient problems. The following figure illustrates this 

process. 

 

Figure 6: Illustrates average pooling and max pooling 
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    𝐻(𝑥) = 𝐹(𝑥) + 𝑥     (4.6) 

 

  If 

𝐹(𝑥) = 0      (4.7) 

  Then  

    𝐻(𝑥) = 𝑥      (4.8) 

 

The above equations show that if 𝐹(𝑥) goes to zero it does not hurt the learning process at all because 

it will pass on the weights of previous layers. Hence ResNets are capable of learning even when we 

have very deep convolutional neural networks. 

 

4.2.5 Architecture of ResNet 

The trainable layers ResNet module has been 29 in total. The dimension of the output layer is 512 X 

187. The architecture of our ResNet module is shown in the following table. 

Figure 7: Residual block of ResNet 
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Layer Configuration Output 

Input Gray Scale 100X32 

Conv1 c: 32                   k: 3 × 3 100 × 32 

Conv2 c: 64                   k: 3 × 3 100 × 32 

Pool1 K: 2×2                s: 2×2 50 × 16 

Block1 C:3, k: 128x128 

 

C:3, k: 128x128 

50 × 16 

Conv3 C:3, k: 128x128 50 × 16 

Pool2 K: 2×2                s: 2×2 25 × 8 

Block2 C:256, k: 3 × 3 

 

C:256, k: 3 × 3 

25 × 8 

Conv4 C:256, k: 3 × 3 25 × 8 

Pool3 K: 2×2  

S: 1×2                p: 1×0 

26 × 4 

Block3 C:512 k: 3 × 3 

 

C:256, k: 3 × 3 

26 × 4 

Conv5 C:512,                k: 3 × 3 26 × 4 

Block4 C:512,  k: 3 × 3 

C:512,  k: 3 × 3 

26 × 4 

Conv6 c: 512                k: 2 × 2 

s: 1 × 2              p: 1 × 0 

27 × 2 

Conv7 c: 512                k: 2 × 2 

s: 1 × 1              p: 0 × 0 

187 × 1 

Table 4: Architecture of Feature Extractor 
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4.3. Sequence Modeling Stage 

  The feature vectors which have been extracted by the feature extraction network have been 

passed on to Bidirectional LSTM. Before passing it on to the BiLSTM it has been reshaped to series of 

sequences so that BiLSTM can learn from it.  

Input to BiLSTM is  

    𝑉𝑖 ∈ 𝑉      (4.9) 

Where 𝑉𝑖 is the 𝑖𝑡ℎ feature vector i. column from the features 𝑉 extracted by the feature vector. This 

vector is passed on to the Bidirectional LSTM which generates a sequence given below. 

    𝐻 = 𝑆𝑒𝑞(𝑉)     (4.10) 

The variant of LSTM which is Bidirectional has been explained in the following section.  

4.3.1 Recurrent Neural Networks 

Recurrent Neural networks have been designed to learn temporal information. Artificial neural 

networks and Recurrent Neural Networks are kind of similar but the main difference between them is 

that ANNs are feed-forward connections while Recurrent neural networks have backward connections 

pointing backwards. The architecture of ANN and RNN are given below. 
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Figure 8: Archietectuire of ANN 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 9: Shows RNN architecture 
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The above figure shows RNN cells that are stacked together are connected side by side. If we look 

closely each RNN cell has two inputs, one is the input data for that current time step 𝑥𝑡and the other 

input is the output from the previous cell from the previous time step i.e ℎ𝑡−1. Unfortunately, RNNs 

have a vanishing gradient problem i.e is when sequences tend to go long there is a problem of gradients 

vanishing away. For that reason, instead of using RNN cell LSTM cell was used in a BiLSTM which 

has been explained below. 

4.3.2 LSTM Cell 

LSTMs are special kinds of RNN that are capable of solving problems that have long-term 

dependencies as described in [22] It is capable of handling such problems because it can retain 

information for long periods of time. [23], [24] and [25] LSTM cell is illustrated in the following 

figure. 

 

   

The most important module of the LSTM cell is the cell state which is capable of retaining information 

from the previous time step or deleting information from the previous time step. It performs this task 

using a series of linear operations with different kinds of gates. These gates have activation functions 

that are called sigmoids. Sigmoid function has output value between 0 and 1 [26]. 0 means do not pass 

any information forward while 1 means pass all the information.  These gates will be discussed below. 

The first gate is called forget gate which decides whether to retain previous cell information or to pass 

it on. The equation of which is given below.  

Figure 10: Illustrates LSTM cell 
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𝑓𝑡 = 𝜎       (4.11) 

Where 𝑓𝑡 is called output of a forget gate for a given time step 𝑡. This is multiplied by the cell state of 

the previous time step 𝐶𝑡−1. 

In the next step, it is decided which information will be stored in the cell state next. This operation will 

be performed in two parts. The first part is called the sigmoid layer called the input gate, and the 

second part is called the tanh layer. These two operations will be multiplied together. Equations are 

given below.  

 

Input gate 

    𝑖𝑡 = 𝜎                  (4.12) 

 

 

Tanh layer.     

 

Č𝑡 = 𝑡𝑎𝑛ℎ      (4.13) 

 

The new cell state will be calculated by the following equation which is composed of multiplication 

and addition. 

 

    𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ Č𝑡    (4.14) 

 

The next step is to calculate the output for the next LSTM cell. Which will be calculated by the 

following equation.   

    𝑜𝑡 = 𝜎       (4.15) 

    

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡)     (4.16) 

 

Now we have a cell state and output for the next LSTM cell. 
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4.3.3 Bidirectional LSTM 

Bidirectional LSTM is a variant of an LSTM  which performs better in sequence learning problems. 

Each BiLSTM has two hidden layers comprising LSTM cells. The first layer learns the sequence as it is 

while the second learn on the mirror copy of the original sequence. BiLSTM architecture has been 

displayed in the Figure 11. 

In this thesis, we implemented a Bidirectional LSTM network which has two layers with two 256 

hidden states. Each layer has two hidden layers that are the forward layer and the backward layer.   

4.4. Prediction Stage 

This module is responsible for predicting the output of the Optical Character Recognition system. And 

for this module, an Attention layer is written to perform this task. Input to the attention layer is a vector 

H which has been predicted by the BiLSTM module and it outputs the sequence of characters that is Y. 

The speciality of the attention module is that it is capable of learning character-level language models. 

This module has been explained in the following section. 

Figure 11: LSTM archietecture 
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4.4.1. Attention Layer Mechanism 

This module is responsible for predicting the output of the Optical Character Recognition system. The 

equation is given below for a given time step 𝑡. 

 

   𝑦𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑜𝑠𝑡 + 𝑏𝑜)     (4.17) 

 

Trainable parameters in the above equations are 𝑊𝑜 and 𝑏𝑜 of an attention layer and 𝑠𝑡 is a hidden state 

of LSTM.  

   𝑠𝑡 = 𝐿𝑆𝑇𝑀(𝑦𝑡−1, 𝑐𝑡, 𝑠𝑡−1)     (4.18) 

In the above equation, 𝑐𝑡 is a context vector that can be calculated by the following equation. 

 

   𝑐𝑡 = ∑ 𝛼𝑡𝑖ℎ
𝐼
𝑖=1                  (4.19) 

 

The final layer dimension of LSTM was 256. 

4.6. Loss Function 

The training process is performed by minimizing the loss function [27]. The loss function which was 

chosen for this system is log-likelihood. Equation of which is given below.  

    

   𝑂 = −∑  𝑋𝑖,𝑌𝑖∈𝑇𝐷
log𝑝(𝑌𝑖 ∣ 𝑋𝑖)      (4.20) 

       

The loss is calculated by this function using the Input image and its label.  The advantage of this 

approach is that the system is end-to-end trainable. 
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Chapter 5: Results 

Results have been displayed in the form of training curve, evaluation curve and Test accuracies. 

Another metric has been used called word error rate. These metrics have been calculated for two 

networks that were trained out of many. One of them is a Spatial transformer network which calculates 

input for ResNet and then a BiDirectional LSTM which takes feature maps from the feature extraction 

network. And the last layer is the decoding layer which is different in two networks. One network has a 

CTC loss and decoding layer. And the other network has an attention mechanism. Figure 11 shows 

training and validation loss for the STN_ResNet_BiLSTM_attn network while Figure 5.2 shows 

training and validation loss for the STN_ResNet_BiLSTM_ctc network. Similarly, Figure Figure 5.3 

shows the accuracy of these two networks. 
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Figure 12: Train Validation Curve for Attention Network. 
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Figure 13: Train, Validation curve for CTC 
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5.1. Word Error Rate: 

Word Error rate is given by the following formula.  

 
 

𝑊𝑜𝑟𝑑𝑒𝑟𝑟𝑜𝑟𝑟𝑎𝑡𝑒 =
𝑆+𝐷+𝐼

𝑁
      (5.1) 

 

Where  

 S stands for substitutions. 

 I, Stands for insertions. 

 D, Stands for deletions 

 N, Stands for a number of words. 

 

Figure 14 shows all the performance metrics including word error rate. 
 

Figure 14: Accuracy comparison CTC and ATTN 
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Performance metrics have been shown in the tabular form in the following table 5-1. 
   

 Train loss Validation loss Test accuracy WER 

STN_ResNet_BiLSTM_attn 0.00009 0.8985 91.363 37 

STN_ResNet_BiLSTM_ctc o.00095 0.10450 88.165 43 

CRNN 1.73 4.25 51.6 58 

Table 5: Performance metrics in the tabular form 

 

 

 

 

 

 

Figure 15: Performance bar graph. 
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5.2. Qualitative results: 

The table below shows qualitative results. Data has been cropped from the original national identity 

cards. The model did pretty well on the unseen data. 

Image Prediction 

 

 ضرار

 

 فضہ

 

 اسلام آباد

 
 کیاآپ کا

 

 حکومت پاکستان

Figure 16: shows qualitative results 
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Chapter 6: Conclusion 

Optical Character recognition is a data-centric problem that requires a lot of labelled data. In this thesis 

we were able to propose an approach through which we were able to generate synthetic data and using 

supervised learning we developed a deep learning model including a sequential model and we were 

able to get encouraging results. We performed inference on the real-world data and the model 

performed well on that. So we conclude that even with the scarcity of data we can develop an optical 

character recognition algorithm. 

There is a huge prospect of research in the field of data segmentation of optical character recognition 

scenes. The performance of OCR is highly dependent on the segmentation algorithm. So further 

research is needed in this domain. 
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