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Abstract 

Universities introduce the process of selection or screening for the applicants with the objective 

to select the “BEST” among available. Therefore, this process must be transparent, proficient, 

balanced, and complete. Studies highlighted a heterogeneous set of variables that individually or 

collectively can be observed as a process; though, it is almost impossible to define a universal 

criterion. This study investigated the effectiveness, balance, and completeness of different 

variables as an admission process, followed by a leading national university (National University 

of Sciences and Technology (NUST)) at the postgraduate level. The process consists of three 

variables: i) previous academic record of an applicant (ACAD) ii) marks obtained in graduate 

record examinations (general) or graduate assessment test (general) (GAT) (a test conducted by 

the national testing service of Pakistan for Higher Education Commission of Pakistan) and iii) 

interview (INT) conducted by the concerned school/institution/center of NUST. Moreover, the 

current weightages of ACAD, GAT, and INT in the merit calculation are 25%, 50%, and 25%, 

respectively. Since this is an empirical analysis, therefore, an archival student’s admission data, 

spanning over seven years has been used in this study. The information concerning these 

mentioned variables of 13094 applicants has been provided by the ICT directorate of NUST. 

Based on the literature review, the span and size of the sample used for analysis are sufficiently 

large to derive significant conclusions regarding the process. Descriptive and inferential analysis 

has been used to observe general trends of variables and for comparison of the performance of 

admitted against not admitted students. Moreover, multiple linear regression (MLR) & binary 

logistic regression (BLR) models have been used to develop predictive models for merit (being 

continuous variable) and status, i.e. admitted vs not admitted (being categorical variable). The 

results showed that admitted students significantly differ in performance relative to not admitted 



students, primarily influenced by the INT scores with a marginal difference between GAT and 

ACAD scores. The results of the process of development of predictive models showed that the 

linear method is not suitable for this purpose due to the lack of a linear relationship between 

dependent and independent variables. Therefore, binary logistic regression considering the status 

of an applicant is a suitable alternative. Results showed that the three variables (ACAD, GAT, 

and INT) are not balanced (as compared to subjective weights assigned to them) and complete 

(lack in predictive ability). Therefore, there is a need for revision of weightages and inclusion of 

other relevant factors like popularity of a program, financial status of the applicant, place of 

residence, hostel facility, etc., These results provide useful insight for the choice of variables to 

be observed as a process of admission for postgraduate students, not only for NUST but for other 

national and international universities. Further research considering other factors and case studies 

for different universities can pave the way towards the uniform national admission process 

especially at the postgraduate level. 
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Chapter One 

1 Introduction 

 

“Effective admission procedures are a critical component of an institution’s ability to fulfill its 

mission and goals, and on a greater scale, of the capacity of tertiary education to contribute to a 

nation’s economic and social goals.” (University Admission Worldwide, Helms 2008) [1] 

Academia is the central pillar for a nation’s substantial development. It is expected to produce 

skilled graduates for the relevant industry and provide efficient solutions to the everyday 

problems of society through innovative research. With research and innovation being the leading 

focus, postgraduate students are the fuel of any research lead university; therefore, the procedure 

of selection for the “best” intake among available requires dynamic and evident features. The 

strategy of various universities includes ways and means for the induction of best research 

students and subsequently to enhance their academic and professional strengths as they 

contribute majorly towards uplifting the ranking and reputation of a university [2]–[5]. 

A common problem in the developing countries is that they usually adopt systems or policies of 

the developed countries without correlating them with local constraints; hence are rendered 

useless with achieving no desired results. Therefore, there is a strong need to create an evidence-

based, practical, and indigenous process encompassing a thorough approach: available 

information and analysis of the given sources and limitations. Keeping the goal above in mind, 

this study analyzes the admission process for the postgraduate students practiced by a leading 
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national university of Pakistan (National University of Sciences & Technology (NUST)). The 

aim is to scrutinize this policy and provide NUST with a strategic proposition regarding its 

enrollment policy. The analysis focuses on checking the adequacy of different 

characteristics/factors/variables of the policy, developing a predictive model to evaluate the 

completeness of factors in the process, and establishing a comparative evaluation of the variables 

that influence the admission policy.  

The admission policy of NUST for postgraduate students depends on three variables: i) previous 

academic record of a student (ACAD), ii) marks obtained in graduate record examinations 

(general) or graduate assessment test (general) (GAT) (a test conducted by national testing 

service of Pakistan for HEC) and iii) interview (INT) conducted by NUST. A brief detail of each 

variable is as follows: 

1.1 ACAD: 

The score of the variable ACAD, out of 25, has been allotted, for each applicant, based on the 

details provided in Appendix I. Through Appendix I, it has been observed that the minimum 

ACAD marks are 9 out of 25. Cumulative grade point average or percentage obtained in the 

terminal degree/transcript of the applicant has been used to obtain the score of ACAD using the 

last column (Marks allotted) illustrated in Appendix I. The weightage of this variable in the 

existing admission policy is 25 %. 

1.2 GAT: 

This variable represents test scores, i.e., Graduate Record Examinations (GRE) and Graduate 

Assessment Test general (GAT-GENERAL). Maximum marks for this variable are 100, and the 
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minimum expected characters are 50 in the current followed admission policy for the 

postgraduate students. The weightage of this variable in the existing admission policy is 50%. 

1.2.1 GAT-GENERAL 

GAT-GENERAL is a test conducted by the National Testing Service (NTS) of Pakistan, which is 

mandatory for admissions in MS / MPhil and Ph.D. programs in almost all universities of 

Pakistan. This test consists of 100 multiple-choice questions. There are usually three sections of 

the paper namely:  

I. Verbal Reasoning: This section consists of questions to analyze English 

comprehension and understanding of the language. The questions usually cover 

sentence completion, analogy, and critical reading skills. 

II. Quantitative Reasoning: This section aims to assess the mathematical thinking 

process, the ability to put logic and reasoning together and solve problems in a 

quantitative setting. There is a balance of questions requiring basic knowledge of 

arithmetic, algebra, geometry, and statistics. All of these areas are usually 

covering the basic and essential high school level content. 

III. Analytical Reasoning: This section is designed to test analytical skills. Mostly, 

this part has logical puzzle questions with given limitations. These questions have 

only one correct answer, with weights varying for various disciplines.  

This test’s total marks are 100, and a candidate with at least 50 marks is considered qualified. 

For further details, see http://www.nts.org.pk/Products/GATGEN/gat-g-introduction.php  

 

http://www.nts.org.pk/Products/GATGEN/gat-g-introduction.php
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1.2.2 GRE 

GRE is an international test conducted by Educational Testing Service (ETS) by the USA, 

mandatory for admissions in masters or doctoral degree programs almost globally. There are 

broadly three sections of the paper namely:  

I. Verbal Reasoning: This section measures the ability to draw conclusions and 

analyze important points by understanding the meanings of words. The questions 

usually cover text completion, reading comprehension and, sentence equivalence. 

[6] 

II. Quantitative Reasoning: This section aims to assess the mathematical thinking 

process, the ability to put logic and reasoning together and solve problems in a 

quantitative setting. There is a balance of questions requiring basic knowledge of 

arithmetic, algebra, geometry, and statistics. Questions are usually of the 

comparison type, MCQs, and numeric entry. [6] 

III. Analytical Writing: This section is designed to analyze creative writing skills 

and the ability of focused and effective writing supported by relevant examples. 

There are two tasks in the categories of “Analyze an Issue” and “Analyze an 

Argument”. [6] 

 

The total marks of this test are 340. For further details, visit 

https://www.ets.org/gre/revised_general/about 

 

https://www.ets.org/gre/revised_general/about
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1.3 INT: 

To evaluate an applicant’s suitability, an interview is conducted in the concerned 

institution/school/center of NUST. The total marks of INT are 25. The procedure used to obtain 

the marks of INT for each candidate is based on a Performa including various attributes assessed 

by the interview committee (usually consisting of three to five members of the 

department/center/school). The detailed Performa is available in Appendix II. The weightage of 

this variable in the existing admission policy is 25 %. 

 Based on the details above, the merit of an applicant is thus calculated as: 

 𝑴𝒆𝒓𝒊𝒕 =  𝑨𝑪𝑨𝑫 𝒔𝒄𝒐𝒓𝒆 + (𝟎. 𝟓) ∗ 𝑮𝑨𝑻 𝒔𝒄𝒐𝒓𝒆 + 𝑰𝑵𝑻 𝒔𝒄𝒐𝒓𝒆 1-1 

These all are the variables used by NUST for calculating the merit of an applicant. The study will 

use the data to identify any existing patterns and clear any ambiguity regarding discrimination of 

admitted and not admitted students with the effectiveness of the stated variables. The results of 

the study would provide valuable guidelines to national/international universities seeking to 

revamp their admission procedure to attract the best lot of students at the postgraduate level. 

1.4 Personal Motivation 

We all have been gone through some sort of screening process. There are plenty of examples, 

e.g., School/College/University admission process or Job screening processes, and many more. 

However, do we ever wonder that how this process is examining us? Is it objective or just a 

subjective one? This is the real motivation behind this work to create awareness among all of us. 

The initial step here is to analyze the admission process at NUST. We are evaluating patterns, if 
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any, of how students are being selected at the MS level and the difference between average 

performances of applicants admitted vs not admitted. 

1.5 Research Question 

The admission process for PG students at NUST aims to select ‘THE BEST’ among available. 

So far, there is no such scientific and empirical finding available to prove its adequacy. Thus, 

there is a need to answer a genuine question that: Is the admission process for PG students at 

NUST adequate in terms of its variables being assessed? Adequacy will be checked by 

answering this sub-question: 

1. Are the three variables effective (i.e. fairly discriminating the admitted and not admitted 

students), balanced (i.e., compatible with their subjective weightages), and complete (in terms of 

their predictive ability of assigned class as admitted against not admitted student)?  

1.6 Objectives: 

Based on the stated questions above, the main objectives of the study are: 

i. To analyze the general trends and tendencies of three stated variables, i.e., ACAD, GAT, and 

INT, used to calculate an applicant’s merit or to decide status. 

ii. To investigate whether there exists a significant difference in the average performance of 

applicants concerning the stated variables for the calculation of merit or observing the status of 

applicants as admitted or not admitted. This will help to understand the effectiveness of these 

variables in the process. 



Introduction 

7 

 

iii. To evaluate the predictive ability and completeness of the variables being followed by 

developing predictive models using linear and binary logistic regression. 

 

1.7 Scope of the study: 

The proposed study will proceed with the following limitations: 

i. The study results would be limited to the stated variables only (extracted through 

provided data), as there may exist different factors in the admission process of other 

universities, for instance, research proposal, allotted number of seats, the popularity of 

any specific program, etc.  

ii. The findings of the analysis would be based on the secondary data already collected by 

the principal investigator of the study. The addition of further data and experiences of the 

concerned officials of leading public/private universities/institutes of the country and/or 

Higher Education Commission of Pakistan (as being a regulatory body for 

procedures/systems related to higher education) will depend upon the availability and 

appropriateness of the data/information and financial resources, etc. 

iii. This study will only focus on the investigation of the statistical/empirical significance of 

the process. 

 

1.8 Structure of thesis 

The rest of this thesis is assembled as follows. In chapter 2 there is a literature review concerning 

the related studies worldwide and a link of empirical verification of this work. Chapter 3 
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discusses the applied methods, both conceptual and theoretical, used to collect, analyze, and 

modeling purposes. Chapter 4 provides results and their discussions to infer what is at the base of 

the process under focus and thus it was concluded in the 5th chapter. 



 

Chapter Two 

2 Literature Review 

The major focus of this study is to empirically analyze different characteristics of the admission 

process for postgraduate students at NUST. With respect to global enrollment processes, we have 

a variety of heterogeneous variables to evaluate any applicant. There are studies around the globe 

illustrating the significance or insignificance of different variables considered as screening of the 

students. Summaries of few relevant international studies are provided in the later sections. 

However, concerning Pakistan, to the best of our knowledge, there is no publicly available 

scientific and empirical study analyzing the admission process of any university or degree 

awarding institute. 

Before starting, we should know the formal definition of an admission process. It is defined as 

the screening process or student selection process used to filter desired applications from a pool 

of applicants when demand exceeds supply [7]. 

2.1 Rational of Admission Process 

While talking about any admission process, we have the image of some sort of filtering process 

in our minds to get into the desired institution or organization. The rationale behind this selective 

admission is that there are more applicants than the available slots. This limited capacity is due 

to sparse resources and attracting the most prepared lot of applicants [8]. Moreover, the primary 

purpose of this process is to predict academic achievement to facilitate the applicant fully [1]. 

Thus, to handle the vast number of sundry applicants there is a need for an efficient admission 

process [9]. 
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2.2 Integrant of a selection process 

To comprehend the admission process used in higher education, there is a need to zoom into this 

process. The admission process comprises those factors that are essential to rank and select the 

desired lot of applicants [7]. Several qualities may come to mind while thinking of the chosen 

research student, e.g., a balanced combination of cognitive (GPA, aptitude test scores, etc.) and 

non-cognitive skills (Interviews, psychometric questionnaires, situational judgment tests, etc.) 

[10], [11]. However, the question mark is still active on the question of how to measure those 

skills effectively. 

From the very beginning, researchers have indulged in selecting relevant factors that should be in 

the screening process to get “ the best ” lot of applicants. Universities and research institutes 

have the main aim to enroll those applicants who can perform well. The previous academic 

record is the first and easiest way to do that [12]. Initially, the studies of Ingram, Goldberg & 

Alliger, researchers of the 19th and 20th centuries, states that GRE/GMAT along with the 

cumulative grade point average (CGPA) are the most common tools to screen the highest-scoring 

individuals [13], [14]. Researches then headed towards finding the relation between these two 

factors. Robertson and Nielson found out that there is a significantly ( p-value < 0.05 ) weak 

correlation between GRE and CGPA with a correlation coefficient = r = 2.9 [15]. On the 

contrary, the findings of Harvancik & Gordon states that the relation between these two factors is 

significantly moderate ( r = 0.48, p-value < 0.05 ) [16]. The trend of heterogeneity persists with 

the other two findings, with one, by Milner, King, and McNeil, is showing a statistically weak 

correlation ( r = 0.238) [17] and the other one by Thornel and McCoy’s study, which suggests 
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the significantly moderate/high correlation between these two variables with a coefficient of 

correlation = r = 0.43 [18].  

In the 21st century, this research took a pace towards the possibility of significant supplementary 

factors as there are other considerable variables instead of just these two ( GRE/GMAT and 

CGPA ) in the domain of the admission process. When we search for “ the best ” candidate, we 

usually look for the qualities that must be in that applicant to justify the position fully. In terms 

of a postgraduate student, these qualities would be intelligence, critical thinking, self-motivation, 

interpersonal skills, problem solving and exploration skills, personal integrity, etc. [10]. The 

main question that arose and is still open is how to adequately measure all of these qualities in a 

candidate [10]. Thus, universities settle on merit-based policies to adopt a “fair” selection 

procedure. However, the definition of fairness is still vague [19]. 

Now, nearly all of the ongoing admission policies are working on the ground rule of merit. To 

check the validity of such admission measures in terms of admitted vs non-admitted applicants, 

Moruzi and Norman analyzed factors stated in Table 2.1. They concluded that admitted students 

have a significant difference in scores as compared to non-admitted students. However, they 

added that the mandatory test scores, Licencing Examination, were comparable [10]. After that, a 

study was specified on the admitted students only,  based on the performance of factors in Table 

2.1. Students were enrolled through different techniques, and then it turns out the students with 

high GPA outperformed all other students [12]. Here, again there is inconsistency in terms of the 

significance of the admission variables. Some studies focus on the importance of GPA, while 

others are discouraging mandatory tests based on low measuring capability. Moreover, the other 

two pieces of research about the predictive capability of the factors follow the same pattern as 
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above. Thomas, Barbara, and Razack, and many other researchers have analyzed and concluded 

that Multi Mini Interviews (MMI) is the most significant factor among all others [20]–[22]. 

Whereas the finding of Abdulmohsin & Abdulaziz is in favor of the General Aptitude Test 

(GAT) in terms of its high predictive ability among previous grades and Scholastic Achievement 

Admission Test (SAAT) [23].  

Table 2.1  Summary of Admission Variables 

Author’s (Year of publication) Variables 

Moruzi and Norman (2002) 

i. GPA 

ii. Autobiographical submission 

iii. Simulated Tutorial 

iv. Personal Interview  

v. Licensing Examination 

Nienke R. S, Anke M. T, J.C. Borleff and , 

Janke C.S (2014) 

i. GPA 

ii. Course Credit ( First Year) 

iii. Test Scores  

Thomas, Barbara, and Razack (2017) 

i. GPA 

ii. Personal Statements 

iii. MMI 

iv. Reference Letters 

Abdulmohsin and Abdulaziz (2020) 

i. SAAT 

ii. High school grade 

iii. GAT 

To broadly categorize, some of the findings favor combining cognitive criteria and non-cognitive 

criteria to access the applicant’s potential  [11]. At the same time, some have their focal point on 

either of the requirements, as mentioned before. Some of the extreme findings are also at hand, 

by Nitza .D and Dan .S, that there is no actual structural relation between these admission 

policies with the student’s potential to succeed [24]. The details of the aforementioned studies 

provide a variety of heterogeneous variables as shown in Figure 2.1. Therefore, the convergence 

to a universal process is not easy. 
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Figure 2.1 Heterogeneous Variables around the globe. 

 

2.3 Assembly of admission processes in our territory 

The above discourse about the selection of the most optimized blend of variables was on a global 

level. If we narrow it down to our national group, we are suffering from a shortage of research on 

this genre because here, the trends are of the same version despite the local constraints. 

Moreover, nearly all of those policies and decisions were data-driven because we all are 

surrounded by computational development in today’s world. Following the best practices of the 

developed countries is a common problem in developing countries. Adopting best practices of 
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the renowned institutes of the developed countries without correlating with the indigenous 

environment may not produce desirable results for developing countries, especially Pakistan. 

Therefore, there is a strong need to establish evidence-based practical indigenous solutions based 

on appropriate analyses using good information, keeping in view the local limitations. 

Our primary concern here is the selection criteria used by universities and research institutes to 

enroll postgraduate students. To satisfy society’s challenges, industry, country, etc., universities 

are heavily dependent on their output of research and innovation [25]–[27]. After the reforms in 

the higher education sector by the Government of Pakistan, Higher Education Commission 

(HEC) - established in 2002 - comes with the mandate to promote higher education, research, 

and development in the country to enhance the quality of teaching and research. The mission of 

HEC is to Facilitate Institutions of Higher Learning to serve as an engine of socio-economic 

development in Pakistan. In the current policy of HEC for ranking of various universities and 

higher education institutes of Pakistan, the research component is given 41% weightage [28]. 

This shows that research is a key component in the rankings of universities, and for this reason, 

the postgraduate students are of paramount significance. Therefore, the process of selection for 

“the best” intake among available requires dynamic and evident features. The strategy of various 

universities includes ways and means for the induction of adequate research students and 

subsequently to enhance the academic and professional strengths of these students as they 

contribute majorly towards uplifting the ranking and reputation of a university [2]–[5].  

Just like all other countries, Pakistan is also using the screening process for enrolling the desired 

candidates. Many renowned institutions have their admission criteria; however, the source of 

their objectivity is not yet known because here, in Pakistan, there is not a single publicly 



Literature Review 

15 

 

available empirical study on this topic. Universities here are following the already established 

policies for enrolling students; however, the basis for their approach is not yet known. In a 

nutshell, there is no such connectivity-based and data-driven research available at the national 

level yet. 

2.4 NUST PG Admission Criteria 

NUST is one of the top universities and is a research lead institute in Pakistan. NUST is 

following the same pattern, aforementioned in the above section, of research in picking the 

admission variables for the postgraduate applicants. Three main variables have been measured in 

the current admission policy to filter out “ the best ” candidates. The three variables are ACAD. 

GAT, INT ( details of all of these variables are available in the 1st chapter of Introduction). This 

study will be focusing on the NUST MS admission process to find out the objectivity of this 

criteria. The university somehow quantifies these variables to determine the merit of the 

applicants. A fundamental question concerning the procedures in practice is: Are we accurately 

and impartially discriminating between the admitted and not admitted students? The analysis of 

the study will be based on secondary data of the stated factors of more than ten thousand 

applicants intended for admission in various disciplines programs over more than five years. The 

study will focus on the general trends and tendencies of the stated factors, comparative analysis 

of the performance of admitted students against not admitted students, and provide helpful 

guidelines based on predictive models of these factors for the calculation of merit of an 

applicant. These results would be a step towards uniform admission policies for postgraduate 

students in the universities of Pakistan.  
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The span and size of the sample used for analysis are sufficiently large to derive conclusive 

shreds of evidence regarding the stated factors. The results will provide valuable guidelines to 

national universities seeking to adopt their academic regulations to attract the best students at the 

postgraduate level. 

   

 



 

Chapter Three 

3 Methodologies 

This section deals with the step-by-step approach of processes and details of all the methods used 

for the analysis of this study. This work is indulged with the data of PG students of NUST to 

check the objectivity of the current admission policy. The aim is to gain an understanding of the 

trends and tendencies of the variables being used. The philosophy of this project is empirical and 

experimental based on the objective to check the behavior of attributes along with the 

development of the predictive model. Moreover, the approach is quantitative. 

3.1 Data Collection 

This study is based on the archival method, which involves describing data that existed before 

the survey. Data of all the applicants of various schools/centers/departments of NUST located at 

the H-12 sector of Islamabad (the capital city of Pakistan) for the period 2008 to 2014 has been 

used for the current study. Before 2008, the complete record of all the applicants was not 

available in electronic form. An applicant was defined as a person who had applied in any 

postgraduate program ( MS, MPhil) at any department of NUST regardless of its acceptance at 

NUST. The complete information regarding the variables of interest of the applicants is available 

with the information and communication technologies (ICT) directorate of the NUST (Table 

3.1). The department of ICT, NUST has merged this data by collecting it from all the 

departments and schools of NUST for universities’ records.  Data consists of 13094 values with 

5458 admitted students and 7636 not-admitted students. The span and size of the sample used for 

analysis are sufficiently large to derive conclusive pieces of evidence regarding the stated 
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factors. The results will provide valuable guidelines to national universities seeking to regulate 

their academic processes to attract the best students at the postgraduate level. 

Table 3.1 Available Data 

Rows Columns 

13094 

YEAR ACAD GAT INT MERIT STATUS 

Categorical 

Variable 

Continuous Variable 
Binary Categorical 

Variable 

Dependent Variable Independent Variable 

 

3.2 Analysis 

These are the steps that have been followed throughout the analysis: 

3.2.1 Data Pre-processing 

It is beneficial to preprocess the data for getting excellent and authentic results before digging 

into the analysis [29]. Data were analyzed for any blank values and outliers with Minitab® -19.1 

and Excel. Before analysis, the upper and lower bounds of all of the three variables were checked 

to make sure that all data values are in the desired range. 

3.2.2 Descriptive Analysis 

After performing the pre-requisite of data filtering, descriptive analysis of the sorted data was 

initiated in the Minitab® -19.1 to discover patterns in the data in terms of the variables. ACAD, 

GAT & INT were then analyzed to get their trends and tendencies. For in-depth analysis and 

comparison, the complete data set of the applicants has been divided into two groups (admitted 
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students and not admitted students). Descriptive statistics of each of the three were analyzed, and 

the histograms measured the central tendency, dispersion, and shape. In addition to examining 

trends of combined data, data sets of admitted and not admitted were also analyzed separately to 

explore possible significant differences of each character with their descriptive measures. 

3.2.3 Comparative Analysis 

The whole of the complete dataset was then divided to investigating the discrimination power of 

the variables concerning the status of applicants. It is essential to test the significance of their 

differences ( if any ) concerning their variables i.e., ACAD (admitted) VS ACAD (not admitted) 

and vice versa.  Two types of tests have been used to check the differences of admitted VS not-

admitted student data. Hypothesis testing concerning the difference of variances with F-test and 

hypothesis testing concerning the difference of means with independent sample t-test and two-

sample t-test has been used. Year-wise graphical representation of admitted VS not-admitted 

students was also used to understand how the rate has changed each year. 

3.2.4 Model Development 

Predictive analytics is a valuable tool for using archival data for developing and evaluating the 

model. In light of the third objective of this study, there is a need to probe the predictive power 

besides the completeness of the three variables. 

If we look at the available variables, both independent and dependent, then there are two main 

combinations (Table 3.1). First, the combination of all the continuous independent variables with 

the continuous dependent variable (Merit). The second one is the combination of all the 

continuous independent variables with the binary categorical variable (Status). In each of the 
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cases, the most prominent model is Multiple Linear Regression (MLR) [30] and Binary Logistic 

Regression (BLR) respectively [31]. 

Let’s look at the model development phase for each of these models: 

3.2.4.1 Merit score prediction of an applicant: 

Regression analysis is a widely used statistical technique for predictive purposes and for 

measuring the relationship between variables. It tells the information regarding one variable 

while keeping all other variables fixed [32]. According to the merit formula (1-1). Merit is a 

continuous numeric variable. Therefore, with the three independent variables (ACAD, GAT, 

INT) that are also continuous, we are directed towards the MLR. MLR is a statistical technique 

used to model the relationship between the response variable (Y) and two or more explanatory 

variables (xi) [32]. The general regression equation (3-1) is: 

 𝒀 =  𝜷𝟎 + 𝜷𝟏𝒙𝟏 + 𝜷𝟐𝒙𝟐 + ⋯ + 𝜷𝒏𝒙𝒏 + 𝜺  3-1 

Here, 𝑌 is the dependent variable with n independent variables:  𝑥1 + 𝑥2 + ⋯ + 𝑥𝑛. Along with 

independent variables, 𝑌 depends on the parameters (constants and coefficients):  

𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑛 and error term 𝜀 [33]. 

Before applying MLR, there is always a need to check for its pre-requisites [34]. As the name 

implies, there should be a linear relationship between independent and dependent variables. 

Thus, on the combined dataset, Pearson correlation was used to test linearity between variables 

and checked the multicollinearity in Minitab® -19.1. After this test, MLR was applied on the 
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same data and without constant terms to check the significance of constants and coefficients in 

the regression equation. 

Method of least squares was used to get the best-fitted line in MLR [35]. This method is by 

default set in Minitab® while doing MLR analysis. The least-square method works on the 

principle to minimize the sum of squared residuals (error = difference between observed and 

fitted values). This straight line is the visual form of the least square method that passes through 

the given data points [36]. 

 

Figure 3.1  Least square--Fitted Line 

 

3.2.4.2 Status ( admitted / not-admitted ) prediction of an applicant: 

Among many machine learning techniques/algorithms, supervised learning is a tenet of the 

predictive model for this study. Predictive modeling, nowadays, is a versatile analytical 

technique. This work aims to look for patterns and test the significance of the variables by 

developing a model based on BLR, a well-known statistical technique, which falls under the 

supervised learning algorithm [37]. There is one categorical dependent variable (y = status of 

applicant = admitted or not admitted) in this study with three continuous numerical independent 
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variables ( x1 = ACAD, x2 = GAT, x3 = INT ). Here, the basic justification of using Binary 

Logistic Regression instead of Linear Regression is the dichotomous nature of our response 

variable and its ability to describe the relationship between predictors and binary response 

variables [38]. BLR, in the end, tells us about the probability of an applicant being admitted [37]. 

Mathematical representation of that probability model, Sigmoid function / logistic function, is: 

 
𝑬(𝒚) =  

𝟏

𝟏 + 𝒆[−(𝜷𝟎+ 𝜷𝟏𝒙𝟏+ 𝜷𝟐𝒙𝟐+⋯+ 𝜷𝒌𝒙𝒌 )]
   

3-2 

Here E(y) represents the probability of being admitted, with parameters x1 , x2 , x3 on which y is 

depending, and intercept 𝑏0 & regression coefficients 𝛽1, 𝛽2, … , 𝛽𝑘. [37]. Generally, the logistic 

regression equation can also be represented as: 

              𝑳𝒏 (
𝒑

𝟏 − 𝒑
) = 𝜷𝟎 + 𝜷𝟏𝒙𝟏 + 𝜷𝟐𝒙𝟐 + ⋯ + 𝜷𝒌𝒙𝒌+∈ 

3-3 

Here, 𝑝 is representing the probability of being admitted or not admitted [39].  

The sigmoid function returns values between or equal to 0 and 1, just as the definition of 

probability. When the input variables are moving towards infinity, the output of this function 

tends towards/equal to 1. When the input variables move towards  - infinity, this function’s work 

tends towards/equal to 0 [40]. 
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Figure 3.2  Sigmoid Function 

 

For estimating the values of intercepts & coefficients, the maximum likelihood approach (MLE) 

is used because of the assumptions of BLR. Moreover, our sample size is sufficiently large, so 

MLE is the precise estimator in this case. The process of calculation is genuinely based on 

maximizing the likelihood function for the paraments. The likelihood function is useful here as it 

points out the chance or probability of the sample to be a function of possible values of 

parameters. Thus, the importance of parameters is determined in this way by maximizing the 

likelihood function. 

Odds express the likelihood of the occurrence of an event relative to the likelihood of the non-

occurrence of that event [41]. The classic definition of odd of an event is: 

 𝒐𝒅𝒅 =  
𝒑

𝟏 − 𝒑
  3-4 
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With  𝑝 = probability of occurrence of an event and 1 − 𝑝 = chance of non-occurrence of that 

event. Odds ratio (OR) is about comparing the odds of two occasions. Its interpretation depends 

on the baseline category. The category that is coded 0 naturally be treated as the baseline 

category. Its values are ranging from 0 to infinity. OR from 0 to below one are referring that the 

event is “less likely” to happen in contrast with the baseline group, OR equals to 1 shows that 

there is no difference and odds are the same for both of the groups; however, the OR value 

greater than one is showing that the event is “more likely” to happen in contrast with the baseline 

group [41]. 

Confidence intervals (CI), as per the definition, are the interval estimators of the actual value of 

the odds ratio. As our sample size is large enough, comparing it with sample sizes of related 

studies, it is concluded that the information we got from CI is accurate because CI uses the 

normal distribution of the data. In this study, we’ll be using the 95% CI, which means that there 

is 95% confidence about the occurrence of the odd ratio within that interval. 

The Wald test has been used for testing the significance of three defining variables ( ACAD, 

GAT, INT) in the model. This technique is suitable here due to the binary nature of the logistic 

model. The Wald test is behaving as the t-test just because the dataset is large enough [42]. This 

means that it deals with a null hypothesis that there is no difference between the expected and 

observed values. Thus, the higher Wald’s statistic value the more it is appropriate [43]. Every 

Wald statistic has a p-value associated with it. Less p-value ( below the significance level ) is the 

indication of significance [44]. The Wald test is functioning based on the chi-squared test, also 

known as the Wald Chi-Squared test [45]. 
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Chi-square (2) is a test that is used to check the significance of two categorical variables. The p-

value is the main lead to point out the importance between them. Chi-square statistic is 

significant if the associated p-value is under the significance level ( either 5% or 1% ). Thus 

telling us about the significant association between those two variables [46]. Wald test works as 

an approximation of likelihood ratio (LR) test whereas the Wald test is more versatile among 

both of them [45]. LR test is used to pick the most suitable model for “good fit”  among the two 

nested models. LR test uses likelihood function and log-likelihood function for this task 

however, log-likelihood function is the most common statistic used in popular statistical software 

for its interpretation. The null hypothesis of this test is about the smaller model ( model with 

fewer explanatory variables), i.e., “ smaller model is the best-fitted model ” [47]. In SPSS this 

log-likelihood is used after multiplying it with -2 and thus -2 log-likelihood (-2LL) interpreted as 

deviance. -2LL is commonly used to see how well the BLR model fits with the data [48]. In 

other words, deviance tells us about the amount of unexplained variation in our binary logistic 

model. This value needs to be low for a model to predict the binary outcome [48]. 

Another better test for the goodness of fit, was found in the output of logistic regression in SPSS, 

named the Hosmer-Lemeshow (HL) test. This test explains how well the data fit the model by 

considering the match between observed and predicted values. HL test is also using deviance (-

2LL) [49]. Its output table consists of a chi-squared value with the p-value. The null hypothesis 

of this test is that there is no difference between observed and expected values everywhere. Thus, 

small p-values are the sign of a “ poor fit ” model. However, a large p-value is not the assurance 

of the “ good-fit ” model. Even after all of the provided information, the HL test is not a strong 
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candidate to opt for while checking the goodness of fit of a binary model because it lacks the 

power to address the overfitting issues and arbitrary choices of bins [50]. 

While performing BLR in SPSS, there are different types of methods in the stepwise regression 

approach, i.e., forward likelihood ratio, backward likelihood ratio, forward Wald, backward 

Wald, etc. These hierarchal methods are working on a specified principle. The forward 

likelihood ratio method and forward Wald method are working on the rule that initially they 

picked the most significant explanatory variable based on specific criteria and then added it to 

the null model, a model having only the constant value. It keeps on adding those explanatory 

variables till the maximum significance is achieved. On the contrary, all of the backward 

methods eliminate those explanatory variables from the full model ( model having all of the 

variables ) that are not contributing to the model’s significance or have less significance [51].  

Normalization in statistics is quite essential when dealing with a large diversity of variable 

scales. Many normalization techniques are operational. The simplest of all MIN-MAX scaler 

techniques. The formula for this normalization technique is: 

 
𝑿𝒏𝒐𝒓𝒎 =

𝑿 − 𝑿𝒎𝒊𝒏

𝑿𝒎𝒂𝒙 − 𝑿𝒎𝒊𝒏
 

3-5 

Here, this formula is scaled the data between 0 and 1, sometimes between -1 to 1. The maximum 

value is mounted at one and the minimum value at 0. However, this method is sensitive to 

outliers and is not able to handle any of them. To avoid this case, the frequently used 

standardization technique came to play. Z-Score is an efficient normalization method. 
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 𝒁 =

𝑿 − 𝝁

𝝈
  

3-6 

Here, 𝜇  and 𝜎 are the mean value and standard deviation of the variable respectively. This 

method standardizes the values around 0. Thus, the values below the mean = 0 will be projected 

towards the negative side,  and the values more remarkable than the mean will then be 

normalized to the positive side [52].  

3.2.5 Model Evaluation 

After making models, intending to check the significance of the variables being used to enroll 

applicants in a postgraduate program at NUST, it is essential to evaluate the performance of the 

developed model. For the merit model’s evaluation, root mean square error (RMSE), mean 

absolute percentage error (MAPE) and, mean absolute error (MAE) will be used [53], [54],[55].  

Table 3.2  Error Measures 

S. No. Measures Mathematical Representations 

1 RMSE 

√
∑ (𝑌𝑖 − 𝑌�̂�)2𝑛

𝑖=1

𝑛
 

2 MAPE 
(

1

𝑛
∑

|(𝑌𝑖 − 𝑌�̂�)|

|𝑌𝑖|

𝑛

𝑖=1

) ∗ 100 

3 MAE ∑ |(𝑌𝑖 − 𝑌�̂�)|𝑛
𝑖=1

𝑛
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The general way for the BLR model’s evaluation, known as classification table or confusion 

matrix used for the assessment of any predictive model extracted from [37], [39]. It has four 

outcomes as the performance measures: True Positive (TP), True Negative (TN), False Positive 

(FP) and, False Negative (FN).The general way for the BLR model’s evaluation, known as 

classification table or confusion matrix used for the assessment of any predictive model extracted 

from [37], [39]. It has four outcomes as the performance measures: True Positive (TP), True 

Negative (TN), False Positive (FP) and, False Negative (FN). 

Table 3.3  Confusion Matrix 

Test Outcome 

Predicted 

Positive (1) Negative (0) 

Observed 

Positive (1) TP FP 

Negative (0) FN TN 

There are three classic performance measures for any predictive analytical model: Accuracy, 

Specificity & Sensitivity. From these measures, the performance of the models is then being 

compared and evaluated. Definitions with mathematical representations of these three 

performance measures are described below: 



 

Table 3.4  Performance Evaluation Matrix 

S. No. Metric Description Equation 

1 Accuracy 

It is used to predict 

the classification 

correctly. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
 

2 Sensitivity 

It is used to predict 

the proportion of 

YES’s that are 

correctly identified. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

3 Specificity 

It is used to predict 

the proportion of 

NO’s that are 

correctly identified. 

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 



 

Chapter Four 

4 Results and Discussion 

The primary aim of this research is to do an empirical evaluation of the employed policy. This 

work will then provide valuable guidelines for the universities of Pakistan to adopt a uniform 

admission policy for postgraduate students. This chapter deals with the results and their 

discussions of all the analyses done to check the objectivity of the current followed postgraduate 

NUST admission policy. This analysis had provided an in-depth understanding of ACAD, GAT, 

and INT through the applied descriptive and inferential methodologies. Secondly, it also handles 

the interpretations related to predictive models using linear and logistic regression to check the 

statistical significance and insignificance of the stated variables. 

4.1 Data Collection 

The study was carried out at the H-12 campus of the National University of Sciences and 

Technology (NUST), Islamabad, Pakistan. To observe the empirical nature of the currently 

followed admission policy at the postgraduate level, data for the MS applicants at all schools and 

departments were collected from the ICT directorate of NUST. The ICT department has 

collected all this data from individual schools and departments for the university’s record. Data 

was of seven years from 2008 to 2014. Before 2008 the data of all the applicants were not 

available in the electronic format. Dataset consists of 13094 values with six primary columns, 

i.e., YEAR, ACAD, INT, GAT, MERIT, STATUS (Table 3.1).   
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4.2 Data Preprocessing 

Before diving into the formal descriptive and comparative analysis, it is always productive to 

look at the general nature of the data. Data were preprocessed to look for any missing and out-of-

bound values by using Minitab® -19.1 and Excel. Each column of 13094 values was examined. 

There were three out of the accepted range of ACAD values. The minimum possible marks for 

ACAD are 9 and thus, those three typographical errored rows were eliminated from the data. 

Moreover, there were two such errors in the INT variable too. A person was marked as admitted 

with a zero mark in INT. Therefore, all of these five errored rows were eliminated, and then we 

left out with a total of 13089 complete observations(n) to move to the next step.  Now we have a 

sorted data (Table 4.1). 

Table 4.1  Combined Data Overview 

S. No. 

Independent 

Variables 

n Minimum Maximum 

1 INT 13089 0 25 

2 GAT 13089 50 93 

3 ACAD 13089 9 25 

The minimum score for GAT is 50 as mentioned in the first chapter. However, the maximum 

score for GAT is 93 instead of 100. After this step, there is a need to dig into the marrows of data 

to understand the trend. 
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4.3 Descriptive Analysis 

One of this research objectives is to look for trends and tendencies of the variables being used in 

the PG admission process at NUST. Here, Table 4.2 depicts the summary of descriptive statistics 

of all three elements. This shows that ACAD mean is 18.04 with a standard deviation (SD) of 

2.65, and the coefficient of variation (COV) is 14.69. Mean and median are nearly equal showing 

that the ACAD data is following a relatively normal distribution. GAT mean is 59.86 with an SD 

of 7.60, and COV is 12.70. The mean is not coinciding with the median here. Moreover, the 

value of skewness = 0.98, and the histogram shows that GAT tends towards the minimum 

value=50. INT mean is 15.65 with an SD of 5.41 and COV=34.57. The skewness value = -0.73, 

and the histogram shows that the INT score tends its maximum value=25. After comparing the 

COV of ACAD, GAT & INT it can be concluded that INT is the most inconsistent variable. 

Since higher the COV less consistent is the performance of the applicant. In other words, the 

performance of the applicants in INT is more deviated around its mean score. On the other hand, 

the GAT variable is the most consistent one with the least COV which implies that the 

performance of the applicants is more consistently around the mean score i.e., almost 60. 



 

Table 4.2  Descriptive Statistics of Combined Data 

 

After the general overall view, the dataset was analyzed year-wise to understand the flow of 

applicants and the rate of change within each characteristic. From the year-wise analysis, it has 

been observed that the number of applicants(n) has been increased continuously (Figure 4.1). 

The reason may be that NUST was shifted to its main campus in 2008 and now acquiring land of 

about 707 acres with various program offerings. Furthermore, the number of admitted students 

has decreased during the last few years. It shows that with an expansion in offerings of different 

degree programs in various disciplines, the popularity and demand, so as the applicants, have 

 S. No.          Measures ACAD GAT INT 

1 Mean 18.04 59.86 15.65 

2 SD 2.65 7.60 5.41 

3 COV 14.69 12.70 34.57 

4 Skewness 0.19 0.98 -0.73 

5 Kurtosis -0.30 0.79 -0.01 

6 Q1 16 54 12.89 

7 Median 18 58 16.69 

8 Mode 17.5 53 20 

9 Q3 19.5 64 20.00 

10 

 

Histogram 
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been increased. Therefore, as a need of time, the admission procedure needs assessment analysis 

to address the shortcomings of the adopted approach, if any. 

 

Figure 4.1  Year-wise applicants count 

Through Table 4.3, It has been observed that the average ACAD score is roughly decreasing 

while the dispersion tends to decrease with the increase in the number of applicants each year. It 

may be because of an increase in the range(Max-Min) of ACAD data. Mostly ACAD variable 

tends to its mean value, just as the trend in overall data. Table 4.4, shows that the GAT scores 

each year are positively skewed because it tends towards its lower limit i.e., 50 scores. Table 4.5 

shows that the average score of INT tends to decrease with the increase in applicants number 

each year. The score of ACAD in 2009 is most inconsistent whereas the score of ACAD in 2012 

is the consistent one based on COV. More or less, GAT has the same level of consistency in each 

year; however, 2012 is considered the most inconsistent year, supporting the highest SD of 8.49,  
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whereas 2009 is conceded as a consistent year because of a lower level of SD in it. Direct 

relation has been observed between the range of INT and its degree of consistency/inconsistency, 

i.e., if the range is high, so does the inconsistency in 2014 INT values. Except for 2008, the 

tendency of the INT variable is mainly towards the upper bound of it. It has been observed from 

Table 4.4 that 75% of applicants have less than 70 GAT scores in each year, and only a few 

students had scored between 70 to 95, and no one has a total score on the test. 

 

Figure 4.2 Histogram of ACAD by Years 
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Figure 4.3 Histogram of GAT by Years 

 

 

Figure 4.4 Histogram of INT by Years
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Table 4.3  ACAD yearly descriptive statistics 

S. No. ACAD  2008 2009 2010 2011 2012 2013 2014 

1 n 552 609 1076 1668 2481 3284 3419 

2 Max. 25 25 25 25 25 25 25 

3 Min. 11.5 10 12.5 10 12.5 9 9 

4 Mean 18.92 18.39 18.79 18.59 17.77 17.79 17.77 

5 SD 3.22 3.51 2.56 2.78 2.41 2.46 2.55 

6 COV 17.00 19.07 13.64 14.96 13.53 13.84 14.37 

7 Skewness -0.41 -0.25 -0.01 -0.04 0.35 0.35 0.28 

8 Kurtosis -0.54 -0.85 -0.43 -0.39 -0.11 -0.02 -0.19 

9 Q1 17.50 15.00 17.00 16.50 16.00 16.00 16.00 

10 Median 19 19 19 18.50 17.50 17.50 18.00 

11 Q3 22 20.5 20.5 20.5 19.5 19.5 19.5 
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Table 4.4  GAT yearly descriptive statistics 

S. No. GAT 2008 2009 2010 2011 2012 2013 2014 

1 n 552 609 1076 1668 2481 3284 3419 

2 Max. 91 83 85 93 93 92 90.5 

3 Min. 50 50 50 50 50 50 50 

4 Mean 59.03 57.69 58.38 61.17 61.44 59.46 59.44 

5 SD 7.25 6.45 6.96 8.07 8.49 7.32 7.08 

6 COV 12.28 11.18 11.92 13.19 13.82 12.31 11.91 

7 Skewness 1.07 1.05 1 0.81 0.89 1.02 0.92 

8 Kurtosis 1.22 1.04 0.59 0.31 0.44 0.94 0.68 

9 Q1 53 53 53 55 55 54 54 

10 Median 58 56 57 60 60 58 58 

11 Q3 63 62 62.75 66 66 64 64 
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Table 4.5  INT yearly descriptive statistics 

S. No. INT 2008 2009 2010 2011 2012 2013 2014 

1 n 552 609 1076 1668 2481 3284 3419 

2 Max. 25 25 25 25 25 25 25 

3 Min.  9.92 12.5 2 2 0.13 0 0 

4 Mean 18.75 18.45 17.89 17.50 15.76 14.69 13.89 

5 SD 3.52 3 3.09 3.39 4.72 6.01 6.23 

6 COV 18.77 16.26 17.26 19.39 29.96 40.90 44.87 

7 Skewness 0.04 -0.22 -0.48 -0.04 -0.68 -0.44 -0.36 

8 Kurtosis -0.95 -0.55 1.01 -0.52 -0.04 -0.78 -0.76 

9 Q1 16 16.15 16 15 13 10 9.33 

10 Median 19 19 18 17.67 16.75 16 14.93 

11 Q3 21.92 20.29 20 20 19.25 19.66 19 
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4.4 Comparative Analysis 

For in-depth analysis and comparison of discrimination ability of variables, the complete data set 

of the applicants has been divided into two groups concerning their status (admitted and not 

admitted). The admitted dataset has n=5455 values whereas the not admitted data set has n=7634 

values. Descriptive measures of each of the three were analyzed along with the histograms to 

measure the central tendency, dispersion, and shape of each of the data sets. Table 4.6 shows the 

descriptive analysis of admitted students, whereas Table 4.7 shows the descriptive statistics of 

not admitted applicants for three (ACAD, GAT, INT) variables. Here, in Table 4.6 & Table 4.7, 

the behavior of variables is mostly the same as the combined statistics. The ACAD variable in 

admitted students and not admitted students follows the normal distribution because the mean is 

coinciding with the median having small skewness of 0.1 and 0.23, respectively. The GAT 

variable in both data sets shows its tendency towards the minimum value = 50 with a skewness 

of 0.85 and 1.07, respectively. The corresponding summary statistics of ACAD and GAT for 

admitted and not admitted students are quite close.  In Table 4.6, INT variable having mean 

=17.70 & SD=3.93 is showing tendency towards its maximum value = 25 with skewness = -0.74 

& kurtosis=0.88. However, in Table 4.7, INT has a high SD of 5.83 and is widely dispersed. The 

mean and median of INT for admitted students is higher than the mean and median of not 

admitted students, while the SD is low along with the COV. It seems that INT is creating a gap 

between scores of merits for admitted and not admitted students. In both these tables, the 

performance of applicants in INT shows the most inconsistent behavior and the performance of 

applicants in GAT is consistent. Moreover, the level of inconsistency is high in INT. The level of 

consistency is high in the GAT of admitted student’s data set compared to the not admitted 

student’s data set. From this analysis, we can conclude that, among the three variables,  INT is 
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the most powerful variable in terms of discriminating between the applicants based on their 

status. Below histograms are the graphical representation of the above description. 

 

Figure 4.5 Histogram of ACAD by Status 

 

Figure 4.6 Histogram of GAT by Status 

 

Figure 4.7 Histogram of INT by Status 
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Table 4.6  Descriptive Statistics of Admitted students 

S. No. Measures ACAD GAT INT 

1 n 5455 5455 5455 

2 Max. 25 93 25 

3 Min.  9 50 1 

4 Mean 18.35 60.80 17.70 

5 SD 2.72 7.87 3.93 

6 COV 14.85 12.95 22.18 

7 Skewness 0.10 0.85 -0.74 

8 Kurtosis -0.34 0.5 0.88 

9 Q1 16.5 55 15.20 

10 Median 18 59 18 

11 Q3 20 66 20.25 
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Table 4.7  Descriptive Statistics of Not-admitted students 

S. No. Measures ACAD GAT INT 

1 n 7634 7634 7634 

2 Max. 25 93 25 

3 Min. 10 50 0 

4 Mean 17.82 59.19 14.19 

5 SD 2.57 7.33 5.83 

6 COV 14.44 12.39 41.12 

7 Skewness 0.23 1.07 -0.44 

8 Kurtosis -0.25 1.06 -0.62 

9 Q1 16 54 10 

10 Median 17.5 58 15 

11 Q3 19.5 63 19 

 

4.4.1 Statistical testing 

We have analyzed the data under the lens of descriptive measures. Now, it is also essential to 

formally access the statistical differences of these variables within each group Two types of 

statistical tests have been used to check the differences of admitted VS not-admitted student data. 

Hypothesis testing regarding the difference of variances with F-test and hypothesis testing 



Results and Discussion 

44 

 

concerning the difference of means with two-sample t-test used. Considering the central limit 

theorem, the F-test has been used at a 5% level of significance to look at the equality of variance 

between admitted and not admitted data sets regarding each characteristic. Measures in Table 4.8 

illustrating that for each of the variables: ACAD, GAT, and INT, the variance of applicants 

admitted and not admitted are not equal, at a 5 % level of significance. 

Table 4.8  Statistics of F-test 

 
 

σ₁ : standard deviation of Admitted data 

σ2 : standard deviation of Not-Admitted data 

Ratio : σ₁ / σ₂ 
 

 

Null hypothesis              Ho   : σ₁² / σ₂² = 1 

Alternative hypothesis   H1   : σ₁² / σ₂² ≠ 1 

Variables F-value df1 df2 p-value 

ACAD 1.12 5454 7633 0.000 

GAT 1.15 5454 7633 0.000 

INT 0.45 5454 7633 0.000 

To formally test the hypothesis that the mean score of applicants admitted by the NUST is equal 

to the mean score of applicants not admitted for each variable, an independent sample t-test [56] 

has been used. Table 4.9 provides the results of the independent sample t-test for testing of 

equality of two population means. The results illustrate that for each of the variables: ACAD, 

GAT, and INT, the means of applicants admitted and not admitted are not equal, at a 5 % level of 

significance. INT is showing the highest difference among all variables being observed. 
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Table 4.9  Statistics of the two-sample t-test 

μ₁: mean of Admitted data 

µ₂: mean of Not admitted data 

Difference : µ1 - µ₂ 

Null hypothesis H0 : µ1 - µ₂ = 0 

Alternative hypothesis H1 : µ1 - µ₂ ≠ 0 

Variables t-value df difference 95% of CI for difference p-value 

ACAD 11.07 11336 0.5226 (0.4300,0.6151) 0.000 

GAT 11.87 11226 1.610 (1.344.1.876) 0.000 

INT 41.19 13042 3.5157 (3.3484,3.6829) 0.000 

To check the closeness of the 95% confidence interval (CI) of each characteristic, in each data 

set of admitted & not admitted, a one-sample t-test is used. From Table 4.10 it can be observed 

that findings of this test support the conclusions of the two-sample t-test that the difference 

between 95% CI of INT is highest ( upper bound difference = 3.542, lower bound difference = 

3.489 as compared to the 95% CI of GAT and ACAD. ACAD with the lowest upper and lower 

bound difference.   

Here, all of the three variables are statistically and significantly differentiating the performance 

of applicants based on their status. However, the results from the descriptive figures are not in 

line with this test. Thus, from this part of the analysis, we can sum up that ACAD and GAT are 

not playing a significant role in discriminating applicants in two subgroups (Admitted and Not 

admitted) even though they have a statistically significant difference. Moreover, INT is the most 

significant factor in this domain. 
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Table 4.10  Statistics of independent sample t-test 

 Admitted Not Admitted 

Variables t-value p-value 95% CI t-value p-value 95% CI 

INT 0.04 0.967 (17.598,17.806) -0.05 0.959 (14.056,14.317) 

GAT -0.01 0.992 (60.590,61.008) -0.02 0.988 (59.024,59.353) 

ACAD -0.11 0.912 (18.274,18.418) 0.11 0.909 (17.766,17.881) 

4.5 Model Development 

One of the objectives of this research is to access the predictive ability and completeness of the 

three variables. Merit score and status of any applicant are the two main things to consider while 

talking about the admitted and not admitted applicants. Therefore, two different statistical 

techniques were used to address both of the aspects individually. 

4.5.1 Multiple Linear Regression (MLR) 

The definition of merit, mentioned in the previous chapter, states that merit is a continuous 

dependent variable so does the three independent variables (Table 3.1). Therefore, MLR is the 

first pole star that came to sight in this scenario. Before the development of the model, it is a 

prerequisite to check the degree of correlation between the variables. The correlation matrix is 

illustrated in Table 4.11. 



Results and Discussion 

47 

 

Table 4.11   Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.189** 0.202** 0.815** 

GAT --- 1 0.124** 0.630** 

ACAD --- --- 1 0.515** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed) 

--- Repetitive correlation coefficient values 

This correlation matrix is providing two main particulars: 

1. All of the independent variables have a low correlation with each other. Thus, there is no 

outrageous multicollinearity issue.  

2. There is a strong positive and significant linear relationship between the dependent and 

independent variables. Which is suggesting that all of the independent variables are significant in 

terms of merit prediction. Moreover, INT-MERIT has the highest correlation coefficient value. 

Thus, merit is highly dependent on INT for prediction.  

After this affirmation, applying MLR is the most suitable option here. The developed model is 

provided in the following equation. 

 𝑴𝒆𝒓𝒊𝒕 = 𝟎. 𝟎𝟎𝟎𝟎𝟎𝟎 + 𝑰𝑵𝑻 + 𝟎. 𝟓 ∗ 𝑮𝑨𝑻 + 𝑨𝑪𝑨𝑫 4-1 
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Table 4.12  Combined results for MLR Model 

Coefficients: 

Terms Coef SE Coef t-value p-value 

Constant 0 0 * * 

INT 1 0 * * 

GAT 0.5 0 * * 

ACAD 1 0 * * 

Model 

Summary 

S R-sq R-sq(adj)  

0 100% 100%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
291422 874265 * * 

INT 1 
357162 357162 * * 

GAT 1 
180926 180926 * * 

ACAD 1 
87452 87452 * * 

Table 4.12 is showing uncertain results of MLR analysis. The standard error is 0 and there is not 

a single value for the F-test and t-test. These all are pointing towards the homogeneity and 

repetition of observations within data. For further investigation, scatter plots were generated. As 

if we look at the figures below, there are many distinct merit values on a single ACAD value 

(Figure 4.8), and the same goes on for INT (Figure 4.9)  & GAT (Figure 4.10). After these 

dubious values, we decided to give the average values a try. 
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Figure 4.8  Scatter plot of Merit VS ACAD 

  

Figure 4.9  Scatter plot of Merit VS GAT 
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Figure 4.10  Scatter plot of Merit VS INT 

 

After visualizing this scenario of dependent variable vs all independent variables, we took the 

averages of all of those merits, INT, GAT values with the same ACAD values using MS Excel 

and Minitab. After doing this, we left out 32 values in ACAD_dataset. We repeat the same 

procedure on GAT, and we left out 67 values in GAT_dataset. INT variable had so much 

variation in it thus we decided to have a threshold of 0-9 values because of the bulk of applicants' 

scores. We repeated the same average procedure on all values except those that fall under this 

range, i.e., we took the average of all merit, GAT, ACAD that have the same INT values within 

the scope of 10-25. Therefore, we left out a total of 2275 values in INT_dataset. Now, we have 

three more datasets. We decided to run MLR on each of these datasets to find out the most 

optimal model. Firstly, we check the correlations of all variables in the ACAD_dataset.  
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Table 4.13 ACAD_dataset Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.335** 0.450** 0.788** 

GAT --- 1 -0.146 0.463** 

ACAD --- --- 1 0.771** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed) 

--- Repetitive correlation coefficient values 

Table 4.13 is showing the magnitude of a linear relationship between dependent and independent 

variables in ACAD_dataset. It can be seen that there is a high positive and significant relation 

between merit and all of the independent variables except GAT. There is a significantly 

moderate/ low correlation between GAT & INT and ACAD & INT. However, there is an 

insignificantly low linear relation between GAT & ACAD. We also checked the scatter plot of 

these variables (Figure 4.11). 
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Figure 4.11  Scatter plots of ACAD_dataset 

After this, we ran the MLR on this data. The constant term (0.00113) on that MLR model was 

insignificant (t-value = 0.33, p-value = 0.746) at 5% significance level. Then we re-ran it without 

considering the constant term. Thus, we got this regression equation: 

 𝑴𝒆𝒓𝒊𝒕 = (𝟏. 𝟎𝟎𝟎𝟏𝟐 ∗ 𝑰𝑵𝑻) + (𝟎. 𝟒𝟗𝟗𝟗𝟕𝟑 ∗ 𝑮𝑨𝑻) + (𝟎. 𝟗𝟗𝟗𝟗𝟗 ∗ 𝑨𝑪𝑨𝑫) 4-2 
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Table 4.14  ACAD_dataset combined results for MLR analysis 

Coefficients: 

Terms Coef SE Coef t-value p-value 

INT 1.00012 0.00017 5955.6 0.000 

GAT 0.499973 0.000036 13971.2 0.000 

ACAD 0.99999 0.00007 13777.7 0.000 

Model 

Summary 

S R-sq R-sq(adj)  

0.0016714 100% 100%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
44195.6 132587 1.58206E+10 0.000 

INT 1 
99.1 99 3.54691E+07 0.000 

GAT 1 
545.3 545 1.95193E+08 0.000 

ACAD 1 
530.3 530 1.89825E+08 0.000 

 

From Table 4.14, it can be observed that there is consistency in this model. Initially, all of the 

coefficients are significant so does the overall adequacy of the model. We repeat the same 

procedure on GAT_dataset and INT_dataset. 

SPSS correlation matrix (Table 4.15) for GAT_dataset shows a high positive and significant 

linear relation between Merit & INT, Merit & GAT, but there is a substantial relation between 
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Merit & ACAD. Also, there is not any strong linear relationship between independent variables 

except GAT & INT. However, the correlation coefficient is significant between them. 

Table 4.15  GAT_dataset Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.610** 0.131 0.784** 

GAT --- 1 0.286* 0.949** 

ACAD --- --- 1 0.431** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed) 

* Correlation is significant at 0.05 level (2-tailed) 

--- Repetitive correlation coefficient values 

 

We confirmed this finding with the help of a scatter plot between all these variables in this 

dataset (Figure 4.12). 
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Figure 4.12  Scatter plots of GAT_dataset 

After this, we ran the MLR on this data. The constant term (0.0046) on that MLR model was 

insignificant (t-value = 0.08, p-value = 0.933) at 5% significance level. Then we re-ran it without 

considering the constant term. Thus, we got this regression equation: 

 𝑴𝒆𝒓𝒊𝒕 = (𝟎. 𝟗𝟗𝟗𝟗𝟖𝟑 ∗ 𝑰𝑵𝑻) + (𝟎. 𝟒𝟗𝟗𝟗𝟗𝟓 ∗ 𝑮𝑨𝑻) + (𝟏. 𝟎𝟎𝟎𝟎𝟓 ∗ 𝑨𝑪𝑨𝑫) 4-3 
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Table 4.16   GAT_dataset combined results for MLR analysis 

Coefficients: 

Terms Coef SE Coef t-value p-value 

INT 0.999983 0.000180 5562.87 0.000 

GAT 0.499995 0.000048 10433.05 0.000 

ACAD 1.00005 0.00016 6342.40 0.000 

Model 

Summary 

S R-sq R-sq(adj)  

0.0035849 100% 100%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
124784 374353 9.70986E+09 0.000 

INT 1 
398 398 30945505.88 0.000 

GAT 1 
1399 1399 1.08849E+08 0.000 

ACAD 1 
517 517 40226023.92 0.000 

 

From Table 4.16, it can be observed that there is consistency in this model. Initially, all of the 

coefficients are significant so does the overall adequacy of the model. 

SPSS correlation matrix (Table 4.17) for INT_dataset shows a high positive and significant 

linear relation between merit and all independent variables. Also, there is no outrageous 

multicollinearity among the independent variables. 
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Table 4.17  INT_dataset Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.249** 0.259** 0.861** 

GAT --- 1 0.133** 0.630** 

ACAD --- --- 1 0.517** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed) 

--- Repetitive correlation coefficient values 

 

We confirmed this finding with the help of a scatter plot between all these variables in this 

dataset (Figure 4.13). 
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Figure 4.13  Scatter plots of INT_dataset 

 

After this, we ran the MLR on this data. The constant term (0.0001790) on that MLR model was 

insignificant (t-value = 0.78, p-value = 0.433) at 5% significance level. Then we re-ran it without 

considering the constant term. Thus, we got this regression equation: 
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 𝑴𝒆𝒓𝒊𝒕 = (𝟏 ∗ 𝑰𝑵𝑻) + (𝟎. 𝟒𝟗𝟗𝟗𝟗𝟖 ∗ 𝑮𝑨𝑻) + (𝟏 ∗ 𝑨𝑪𝑨𝑫) 4-4 

Table 4.18  INT_dataset combined results for MLR analysis 

Coefficients: 

Terms Coef SE Coef t-value p-value 

INT 1 0 255995 0.000 

GAT 0.499998 0.000002 229551 0.000 

ACAD 1 0.000010 136470 0.000 

Model 

Summary 

S R-sq R-sq(adj)  

0.0010795 100% 100%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
2945348 8836044 2.52760E+12 0.000 

INT 1 
76365 76365 6.55337E+10 0.000 

GAT 1 
61403 61403 5.26938E+10 0.000 

ACAD 1 
21702 21702 1.86241E+10 0.000 

From Table 4.18, it can be observed that there is consistency in this model. Initially, all of the 

coefficients are significant so does the overall adequacy of the model. However, all of the MLR 

results for equations (4-1,4-2,4-3) were superficial in terms of model fitting i.e., R-sq = 100%. 

Therefore, to see how robust the model is, we took three forecasting measures (RMSE, MAPE, 

MAE). We found the magnitudes of these measures, of ACAD_dataset MLR model (4-2), 

GAT_dataset MLR model (4-3) and, INT_dataset MLR model (4-4), according to the formulas 

that have been mentioned in the previous chapter. From Table 4.19, we can conclude that the 
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INT_dataset MLR model has the lowest RMSE, MAPE and, MAE values thus showing the most 

optimized model among the other two. 

Table 4.19  Assessment measures for validation 

S. No. Datasets RMSE MAPE MAE 

1 ACAD_dataset 0.0015915 0.0013596% 0.0008820 

2 GAT_dataset 0.0035045 0.0015351% 0.0011596 

3 INT_dataset 0.0010828 0.0005118% 0.0003174 

As a possible solution for these superficial results, all of the influential observations were 

eliminated. At each MLR model of three datasets, influential values are picked up by the 

software. Those influential values were based on high standardized residual (R) and Hi-Leverage 

points (X) [57]. We eliminated all of those outstanding values for each of the datasets to see if 

the model improves. For ACAD_dataset there were 6 out of 32 values were detected. After 

eliminating those 6 (18.75%) values from this data, we repeated the same procedure as before. 
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Table 4.20  ACAD(1)_dataset Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.621** 0.872** 0.926** 

GAT --- 1 0.765** 0.792** 

ACAD --- --- 1 0.988** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed) 

--- Repetitive correlation coefficient values 

By comparing with the initial ACAD_dataset, it has been observed that the correlation 

coefficient between merit and all of the independent variables is high after eliminating those 

outliers or high leverage values (Table 4.20). The extracted MLR equation with coefficient 

(0.00223) was insignificant with ( t-value = 0.37, p-value = 0.716 ). Thus, we ran the MLR 

without considering the constant term. 

 𝑴𝒆𝒓𝒊𝒕 = (𝟏. 𝟎𝟎𝟎𝟎𝟓 ∗ 𝑰𝑵𝑻) + (𝟎. 𝟒𝟗𝟗𝟗𝟗𝟒 ∗ 𝑮𝑨𝑻) + (𝟎. 𝟗𝟗𝟗𝟗𝟖𝟑 ∗ 𝑨𝑪𝑨𝑫) 4-5 
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Table 4.21  ACAD(1)_dataset combined results for MLR analysis 

Coefficients: 

Terms Coef SE Coef t-value p-value 

INT 1.00005 0.000100 9554.7 0.000 

GAT 0.499994 0.000018 27750.8 0.000 

ACAD 0.999983 0.000046 21766.4 0.000 

Model 

Summary 

S R-sq R-sq(adj)  

0.0004767 100% 100%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
34863.7 104591 1.53448E+11 0.000 

INT 1 
20.7 21 9.12915E+07 0.000 

GAT 1 
175.0 175 7.70109E+08 0.000 

ACAD 1 
107.6 108 4.73778E+08 0.000 

 

Table 4.21 and Table 4.14, show that there is no difference in terms of the individual and overall 

significance of both models. However, the value for S, Adj MS, and Adj SS were reduced after 

eliminating values. 

In the GAT_dataset, there were five outliers or high leverage values detected out of 67 values. 

We eliminated those 5 (7.46%) values and repeated the same procedure. From Table 4.15 and 

4.22, It has been observed that the correlation coefficient increased in its values between merit 

and independent variables after the elimination of those values. 
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Table 4.22  GAT(1)_dataset Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.777** 0.476** 0.882** 

GAT --- 1 0.497** 0.971** 

ACAD --- --- 1 0.620** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed) 

--- Repetitive correlation coefficient values 

 

We ran the MLR on this data and gain the constant term (0.00120) was insignificant (t-value = 

0.49, p-value = 0.629). The detail of the MLR model(4-6), without the constant term, on the 

GAT(1)_dataset is: 

 𝑴𝒆𝒓𝒊𝒕 = (𝟏. 𝟎𝟎𝟎𝟎𝟒 ∗ 𝑰𝑵𝑻) + (𝟎. 𝟓𝟎𝟎𝟎𝟎𝟒 ∗ 𝑮𝑨𝑻) + (𝟎. 𝟗𝟗𝟗𝟗𝟒𝟖 ∗ 𝑨𝑪𝑨𝑫) 4-6 
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Table 4.23  GAT(1)_dataset combined results for MLR analysis 

Coefficients: 

Terms Coef SE Coef t-value p-value 

INT 1.00004 0.00011 9413.04 0.000 

GAT 0.500004 0.000023 21844.15 0.000 

ACAD 0.999948 0.000075 13249.42 0.000 

Model 

Summary 

S R-sq R-sq(adj)  

0.0013261 100% 100%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
115054 345161 6.54285E+10 0.000 

INT 1 
156 156 88605342.80 0.000 

GAT 1 
839 839 4.77167E+08 0.000 

ACAD 1 
309 309 1.75547E+08 0.000 

Table 4.23 and Table 4.16, show that there is no difference in terms of the individual and overall 

significance of both models. However, the value for S, Adj MS, and Adj SS were reduced after 

eliminating values.  

In the INT_dataset, 117 outliers or high leverage values were detected out of  2275 values. We 

eliminated those 117 (5.14%) values and repeated the same procedure. From Table 4.17 and 

4.24, It has been observed that the correlation coefficient increased in its values between merit 

and independent variables after the elimination of those values. 
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Table 4.24  INT(1)_dataset Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.254** 0.279** 0.862** 

GAT --- 1 0.172** 0.635** 

ACAD --- --- 1 0.543** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed)  

--- Repetitive correlation coefficient values 

We ran the MLR on this data and found the results as the initial model. The standard error 

appeared to be zero thus, there are not any t-values, F-value, and p-values. The details of this 

MLR model(4-7), on the INT(1)_dataset is: 

 𝑴𝒆𝒓𝒊𝒕 = (𝟏 ∗ 𝑰𝑵𝑻) + (𝟎. 𝟓 ∗ 𝑮𝑨𝑻) + (𝟏 ∗ 𝑨𝑪𝑨𝑫) 4-7 
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Table 4.25  INT(1)_dataset combined results for MLR analysis 

Coefficients: 

Terms Coef SE Coef t-value p-value 

INT 1 0 * * 

GAT 0.5 0 * * 

ACAD 1 0 * * 

Model 

Summary 

S R-sq R-sq(adj)  

0 100% 100%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
2784352 8353057 * * 

INT 1 
71208 71208 * * 

GAT 1 
54664 54664 * * 

ACAD 1 
19238 19238 * * 

Table 4.25 and Table 4.18, show that there is a difference in the MLR results. After eliminating 

those unusual values, the model is showing zero standard error.  

Again, all of these results, from refined models (4-5,4-6,4-7), are superficial. As mentioned 

above the assessment of these models is very essential thus, we took the same three measures 

and found the error magnitude of the latest three models (4-5,4-6,4-7). From Table 4.26, we can 

conclude that apart of INT(1)_dataset, ACAD(1)_dataset has the lowest RMSE, MAPE and, 

MAE values thus showing the most optimized model among the others. After comparing it with 

Table 4.19, It is evident that the error terms have fewer values after the elimination of outliers or 

high leverage values from all of the datasets. 
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Table 4.26  Assessment measures for validation 

S. No. Datasets RMSE MAPE MAE 

1 ACAD(1)_dataset 0.0004486 0.0005567% 0.0003569 

2 GAT(1)_dataset 0.0012951 0.0007454% 0.0005645 

3 INT(1)_dataset 0 0% 0 

After the formulation of all of these models under MLR analysis, some assumptions need to be 

considered. Suppose, if we talk about the normality of the residual (error) term. Then, from 

Table 2.27, It can be seen that only the ACAD(1)_dataset has the normal error term among all 

other models. 
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Table 4.27  Normality Assessment of Error term 

ACAD_dataset ACAD(1)_dataset 

 

p-value < 0.005 

 

p-value = 0.022 

GAT_dataset GAT(1)_dataset 

 

p-value < 0.005 

 

p-value < 0.005 

INT_dataset INT(1)_dataset 

 

p-value < 0.005 

S.E = 0 
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The normality of the data is of the utmost importance in any analysis. Thus, we decided to apply 

the natural log transformation on the INT_dataset, which showed the most optimized results in 

the initial run. The goal for applying this transformation is only to check whether the data turned 

towards normality or not. Therefore, we used the Minitab for this task and applied it to all of the 

four columns ( INT, GAT, ACAD, MERIT). SPSS correlation Table 4.28 is showing that all 

variables are behaving efficiently. 

Table 4.28  ln_INT_dataset Correlation Matrix 

 INT GAT ACAD Merit 

INT 1 0.191** 0.198** 0.787** 

GAT --- 1 0.125** 0.611** 

ACAD --- --- 1 0.507** 

Merit --- --- --- 1 

** Correlation is significant at 0.01 level (2-tailed) 

--- Repetitive correlation coefficient values 

We ran the MLR model on this data and at this time the constant term is significant. The 

developed MLR model is: 

 𝒍𝒏(𝑴𝒆𝒓𝒊𝒕) = 𝟎. 𝟓𝟖𝟖𝟐 + (𝟎. 𝟏𝟒𝟓𝟒𝟓 ∗ 𝐥𝐧(𝑰𝑵𝑻)) + (𝟎. 𝟓𝟒𝟐𝟒𝟗 ∗ 𝐥𝐧(𝑮𝑨𝑻)) + (𝟎. 𝟑𝟐𝟗𝟎𝟒 ∗ 𝒍𝒏(𝑨𝑪𝑨𝑫)) 4-8 
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Table 4.29  ln_INT_dataset combined results for MLR analysis 

Coefficients: 

Terms Coef SE Coef t-value p-value 

Constant 0.5882 0.0281 20.90 0.000 

ln(INT) 0.14545 0.00121 120.62 0.000 

ln(GAT) 0.54249 0.00631 86.03 0.000 

ln(ACAD) 0.32904 0.00529 62.20 0.000 

Model 

Summary 

S R-sq R-sq(adj)  

0.0353288 94.09% 94.08%  

ANOVA 

 df 
Adj MS Adj SS F-value p-value 

Regression 3 
15.0391 45.1172 12049.38 0.000 

ln(INT) 1 
18.1587 18.1587 14548.85 0.000 

ln(GAT) 1 
9.2371 9.2371 7400.77 0.000 

ln(ACAD) 1 
4.8281 4.8281 3868.28 0.000 

From Table 4.29, It can be seen that there is no difference in terms of the individual and overall 

significance of this model. However, the residual term is not normal here, with a p-value of less 

than 5% (Figure 4.14). 
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Figure 4.14  Normality plot ln_INT_dataset 

The above-mentioned results concerning the development of the MLR model considering merit 

as dependent variables reveal the following facts: 

i. There does not exist a strong linear relationship between dependent and independent 

variables. Most of the models are showing superficial results. 

ii. Assessment analysis of the developed models is showing statistically insignificant 

results besides data trimming and transformation of variables. Hence, there is a 

question mark on the statistical as well as the practical use of these models. 

Therefore, we can conclude that the given variables are not suitable for the development of 

predictive models in a linear framework. Hence, an alternate approach would be the use of 

logistic regression considering the status of the applicant as dependent variables with the given 

set of three independent variables.  
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4.5.2 Binary Logistic Regression (BLR) 

The definition of status, mentioned in the previous chapter, states that status is a categorical 

(dichotomous) dependent variable and there are three continuous independent variables ( ACAD, 

INT, GAT). Therefore, BLR is an apt technique. Before actually diving into BLR there is a need 

to check the general assumptions. All of those pre-requisites by [58] were reviewed, and then we 

moved forward with SPSS for the model development. The predictive model is developed to 

predict the status based on the aforementioned input variables. 

At first, all of those independent variables were added along with a dependent variable. From 

Table 4.30, It can be seen that the total number of complete observations(n) used in this model is 

13089. 

Table 4.30  Case Processing Summary 

  n Percent 

Selected Cases Included in Analysis 13089 100.0 

Unselected cases  0 .0 

 Total 13089 100.0 

The automatic status encoding by the SPSS is 0 for Admitted and 1 for Not-admitted. Thereby, 𝑝 

is representing the probability of being not admitted in the BLR model. The output consists of a 

null model ( Block 0: having no explanatory variable ) and then the model with all explanatory 

variables (Block 1). Table 4.31 tells us about the model prediction solely without including 

variables and the overall percentage is 58.3, “ a little bit better than tossing a coin” [43]. 

However, Table 4.32 is showing that this null model, having a constant (B) term only, is 

significant with a p-value = 0.000 < 0.01. This statistical significance is only since the data size 

is large enough, although it is predicting only 58% accurately. It has been observed that our large 
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sample size is triggering the high levels of statistical significance for relatively minor effects in 

several cases [43].  

Table 4.31  Classification Table a,b 

Observed 

Predicted 

STATUS Percentage 

Correct Admitted Not-Admitted 

Step 0 
STATUS 

Admitted 0 5455 .0 

Not-Admitted 0 7634 100.0 

Overall Percentage   58.3 

a. Constant is included in the model. 

b. The cut value is 0.500 

 

Table 4.32  Variables in the Equation 

  B S.E Wald df Sig Exp (B) 

Step 0 Constant .336 .018 358.894 1 .000 1.399 

After analyzing the null model, we moved towards the main model with all of the explanatory 

variables. Here, the “Model” row of Table 4.33. shows the comparison between the null model 

and this model based on significance, the improvement over the baseline model. Thus, this 

model is significantly better because the chi-square value is highly significant ( chi-square = 

1496.869, p-value < 0.000). As we added all the explanatory variables at once instead of any 

stepwise approach, that is why the same values of “Step” and “Block”. This model is explaining 

approximately 14.5% of the variance in the outcome ( Table 4.34). 

Table 4.33  Omnibus Tests of Model Coefficients 

 Chi-square df Sig. 

Step 1 Step 1496.869 3 .000 

 Block 1496.869 3 .000 

 Model 1496.869 3 .000 
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Table 4.34  Model Summary 

Step -2 Log likelihood Nagelkerke R square 

1 16283.893a 0.145 

a. Estimation terminated at iteration number 4 because parameter estimates changed by less than 

.001. 

This model is behaving more accurately than the baseline model. Thus, this statement is 

supported by the correct overall percentage of this model that is 62.3%, and there is an increase 

of almost 6.86% from the null model’s correct percentage ( Table 4.35 ). 

Table 4.35  Classification Table a 

Observed 

Predicted 

STATUS Percentage 

Correct Admitted Not-Admitted 

Step 1 
STATUS 

Admitted 2510 2945 46.0 

Not-Admitted 1997 5637 73.9 

Overall Percentage   62.3 

a. The cut value is 0.500 

After looking at the overall model significance it is also essential to look at each explanatory 

variable’s significance. Table 4.36 is showing INT as a highly significant variable ( Wald = 

1053.527, p-value < 0.000) and ACAD is the least significant one ( Wald = 10.207, p-value < 

0.02). Coefficients (B) for all the explanatory variables are significant and negative, indicating 

that one unit change in these variables will decrease the odds of falling into the Not-Admitted 

group. The Exp(B) column is showing the odds ratio of the corresponding variables. There is 

approximately a 13% less chance to be Not-Admitted with the increase of one mark in INT. 

GAT and ACAD have their odds ratio very close to 1, which shows roughly no or negligible 

association between independent and dependent variables [59]. If there is an increase in the mark 
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of GAT and ACAD, then the chance of being Not-Admitted decreased by approximately 1% and 

2%, respectively. 

Table 4.36  Variables in the Equation 

  B S.E Wald df Sig. Exp(B) 
Confidence Interval 

Lower Upper 

Step 1a INT -0.135 0.004 1053.527 1 .000 0.873 0.866 0.881 

 GAT -0.011 0.003 20.923 1 .000 0.989 0.984 0.993 

 ACAD -0.023 0.007 10.207 1 .002 0.977 0.963 0.991 

 Constant 3.616 0.189 367.196 1 .000 37.188   

a. Variable(s) entered on step 1: INT, GAT, ACAD. 

After running the BLR model it is necessary to evaluate the model to see the error trend and 

magnitude. We used the confusion matrix for the evaluation of basis error measures. We used 

SPSS and Excel to obtain the details of the confusion matrix (Table 4.37). Then we calculated 

the Sensitivity, Specificity, and Accuracy of the model with all of the variables. It turns out the 

model is more accurately predicting applicants that are Not-Admitted but less accurately 

predicting the Admitted ones (Table 4.37).  

Table 4.37  Confusion Matrix 

Predicted 

Group 

 Status 

 Positive=1=NOT-admitted Negative=0=admitted 

Positive=1=NOT-admitted TP = 5637 FP = 2945 

Negative=0=admitted FN = 1997 TN = 2510 

Performance measures for evaluation 

 Sensitivity Specificity Accuracy 

 73.84% 46.01% 62.24% 

TP = No. of correct classifications predicted as NOT-Admitted (positive). 

TN = No. of correct classifications predicted as Admitted (negative). 

FP = No. of applicants that are incorrectly predicted as NOT-Admitted when it is Admitted. 

FN = No. of applicants that are incorrectly predicted as Admitted when it is NOT-Admitted. 
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Initially, we considered all of the explanatory variables and ran the model. We headed towards 

the stepwise approach to see the possible refinements in it. In SPSS, some hierarchical 

approaches, i.e., Forward ( Backward) Likelihood Ratio, Forward (Backward) Wald, etc. We 

initiated with a Forward stepwise Likelihood Ratio (LR). It worked on adding the most 

significant variable initially and then kept on adding the following most crucial variable and so 

on till the full significance of the model was achieved. 

Table 4.38  Omnibus Tests of Forward LR Model Coefficients 

 Chi-square df Sig. 

Step 1 Step 1462.985 1 .000 

 Block 1462.985 1 .000 

 Model 1462.985 1 .000 

Step 2 Step 23.674 1 .000 

 Block 1486.659 2 .000 

 Model 1486.659 2 .000 

Step 3 Step 10.210 1 .001 

 Block 1496.869 3 .000 

 Model 1496.869 3 .000 

The null model of forward LR is the same as the null model initially without the stepwise 

approach model. In Table 4.38, there are three steps because this model is achieving its 

maximum significance in three steps with three variables. We only have three explanatory 

variables, which means that our model is most significant after considering these independent 

variables. This model initially had low chi-square value ( chi-square = 1462.985, df =1, p-value 

< .000) and then increased in the chi-square value ( chi-square = 1496.869, df =3,  p-value < 

.000). Thus, indicating that the model is most significant if it treats all of the explanatory 

variables. Table  4.39 is showing consistent results. In each step, the - 2LL value is increasing as 

well as the R-square value. By taking only the most significant variable, the model is explaining 
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approximately 14% of the outcome. In contrast, after considering all of the three significant 

variables, the model explains approximately 14.5% of the outcome. 

Table 4.39  Forward LR Model Summary 

Step -2 Log likelihood Nagelkerke R square 

1 16317.777a 0.142 

2 16294.103 a 0.145 

3 16283.893a 0.145 

a. Estimation terminated at iteration number 4 because parameter estimates changed by less than 

.001. 

 

Table 4.40  Forward LR Classification Table a 

Observed 

Predicted 

STATUS Percentage 

Correct Admitted Not-Admitted 

Step 1 
STATUS 

Admitted 2518 2937 46.2 

Not-Admitted 2014 5620 73.6 

Overall Percentage   62.2 

Step 2 
STATUS 

Admitted 2495 2960 45.7 

Not-Admitted 1999 5635 73.8 

Overall Percentage   62.1 

Step 3 
STATUS 

Admitted 2510 2945 46.0 

Not-Admitted 1997 5637 73.8 

Overall Percentage   62.2 

a. The cut value is 0.500 

The correct overall percentage in step 1 (Table 4.40) was 62.2 concerning the most significant 

variable. In contrast, after adding the second most crucial variable, the correct percentage 

reduces by the difference of 0.1, i.e., 62.1%. Finally, this percentage increases by the same 

difference to 62.2% after combing all of the three independent variables. This value is the same 

as the initial model without any stepwise approach (Table 4.35). 
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Table 4.41  Forward LR Variables in the Equation 

  B S.E Wald df Sig. Exp(B) 
Confidence Interval 

Lower Upper 

Step 1a INT -0.141 0.004 1201.783 1 .000 0.868 0.862 0.875 

 Constant 2.607 0.070 1386.373 1 .000 13.554   
Step 2b INT -0.138 0.004 1116.046 1 .000 0.872 0.865 0.879 

 GAT -0.012 0.002 23.628 1 .000 0.988 0.983 0.993 

 Constant 3.275 0.155 446.417 1 .000 26.444   
Step 3c INT -0.135 0.004 1053.527 1 .000 0.873 0.866 0.881 

 GAT -0.011 0.003 20.923 1 .000 0.989 0.984 0.993 

 ACAD -0.023 0.007 10.207 1 .001 0.977 0.963 0.991 

 Constant 3.616 0.189 367.196 1 .000 37.188   

a. Variable(s) entered on step 1: INT. 

b. Variable(s) entered on step 2: GAT. 

c. Variable(s) entered on step 3: ACAD. 

 

From Table 4.41,  it can be seen that initially INT ( Wald = 1201.783, p-value < 0.000) was 

added as the most significant variable among all other variables. At the second step GAT ( Wald 

= 23.628, p-value < 0.000) was added as the second most significant variable with INT ( Wald 

=1116.046, p-value < 0.000). The third step was initiated because there was some room for 

achieving the full significance. Thus, it added all of the three explanatory variables in the final 

model INT ( Wald = 1053.527, p-value < 0.000), GAT ( Wald = 20.923, p-value < 0.000), and, 

ACAD (Wald = 10.207, p-value < 0.002). The odds ratio in the Exp(B) column is telling the 

same story as Table 4.36.  

After running the model by forward LR, we ran the backward LR method to see the behavior of 

the variables in it. There was no difference in any value except the principle on which the 

backward LR is working, initially picking all of the explanatory variables and then eliminating 

those that are not contributing towards utmost significance. Thus, it terminated on the first step 

with all of the three variables (Table 4.42). We re-ran the model with the forward and backward 
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Wald method to look for possible refinement in our model. Thus, we got the same results as of 

forward LR and backward LR models. 

Table 4.42  Backward LR Variables in the Equation 

  B S.E Wald df Sig. Exp(B) 
Confidence Interval 

Lower Upper 

Step 1a INT -0.135 0.004 1053.527 1 .000 0.873 0.866 0.881 

 GAT -0.011 0.003 20.923 1 .000 0.989 0.984 0.993 

 ACAD -0.023 0.007 10.207 1 .001 0.977 0.963 0.991 

 Constant 3.616 0.189 367.196 1 .000 37.188   

a. Variable(s) entered on step 1: INT, GAT, ACAD. 

After applying different stepwise methods, we dug into the evaluation Table 4.37 for 

understanding the behavior of False Positive and False Negative values. We used Excel to plot 

those observations. It can be seen from Figure 4.15 that INT is showing a different trend in FP & 

TN. Applicants are correctly predicted when roughly they are above the threshold of 15 scores 

and wrongly predicted when the scores are approximately below 20. From Figure 4.16, it can be 

seen that INT is behaving differently here too. Applicants predict correctly when the score is 

roughly below 20 and predicted otherwise when the score is approximately above 15.  Whereas, 

almost the trend for GAT & ACAD is the same in both the categories. 
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Figure 4.15  Predicted & Observed Values for the initial model (a). 
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Figure 4.16  Predicted & Observed Values for the initial model (b). 

After observing the scatter plots, we decided to run the model with a single explanatory variable 

i.e., INT with Status (INT-Model), GAT with Status (GAT-Model) and, ACAD with Status 

(ACAD-Model), to see if we can add some strength to the overall accuracy. we ran the model 

and calculated the accuracy for each of them. The initial model has the maximum overall 

accuracy, followed by the INT model accuracy (Table 4.43). This concludes that the initial 

model is so far the most accurate one. 
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Table 4.43  Models Evaluation (a) 

S. No. Measures Initial Model INT-Model GAT-Model ACAD-Model 

1 Sensitivity 73.84% 73.62% 93.82% 95.49% 

2 Specificity 46.01% 46.16% 9.04% 7.37% 

3 Accuracy 62.24% 62.17% 58.48% 58.77% 

After running individual models, we realized the need to consider the pairwise model approach, 

i.e., INT_GAT model, INT_ACAD model and, ACAD_GAT model. we ran the models to check 

whether these combinations can increase the overall accuracy. After comparing these values, it 

can be concluded that by considering all of these three variables we can get the most from our 

model (Table 4.44). 

Table 4.44  Models Evaluation (b) 

S. No. Measures 

Initial 

Model 

INT_GAT 

Model 

INT_ACAD 

Model 

GAT_ACAD 

Model 

1 Sensitivity 73.84% 73.81% 73.76% 90.03% 

2 Specificity 46.01% 45.74% 45.88% 14.70% 

3 Accuracy 62.24% 62.11% 62.14% 58.64% 

The results mentioned above are running the BLR model with the natural values of the 

explanatory values. To observe any change in the model accuracy by removing the scale effect, 

we decided to run normalized/standardized techniques on the variables under observations. 

Using SPSS, two main techniques( MIN-MAX scaler, Z-scores ) were used, as mentioned in the 

previous chapter. After normalizing all of these three explanatory variables, we ran the BLR 
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model, checked the accuracy of both models, and compared it with the original non-normalized 

values. It was observed that the model accuracy did not increase by normalizing and 

standardizing the values of independent variables. Thus, it can be concluded that our model’s 

overall performance is not associated with any scaling effect ( Table 4.45). Thus, the most 

optimized BLR model we have with the most accuracy is: 

 𝒍𝒐𝒈 (
𝒑

𝟏 − 𝒑
) = 𝟑. 𝟔𝟐 − (𝟎. 𝟏𝟒 ∗ 𝑰𝑵𝑻) − (𝟎. 𝟎𝟏 ∗ 𝑮𝑨𝑻) − (𝟎. 𝟎𝟐 ∗ 𝑨𝑪𝑨𝑫) 4-9 

In a nutshell, this BLR model is showing far more stable results than that of MLR. The main 

findings from this modeling part are somehow in line with the analysis that we have done before. 

In other words, we can say that here the appropriateness of BLR hovers over the MLR. In the 

assessment phase of the final model, the accuracy of the model was acceptable. However, the 

numbers of sensitivity and specificity were raising the question of completeness of the variables. 

Table 4.45  Models Evaluation (c)  

S. No. Measures Initial Model 

MIN-MAX 

Model 

Z-Score 

Model 

1 Sensitivity 73.84% 73.84% 73.84% 

2 Specificity 46.01% 46.01% 46.01% 

3 Accuracy 62.24% 62.24% 62.24% 



 

Chapter Five 

5 Summary, Conclusions & Recommendations 

A literature review of the past studies in the second chapter showed that there exist a variety of 

heterogeneous variables for an efficient enrollment process. In the 3rd Chapter, a stepwise 

approach has been used to analyze NUST postgraduate admission process. Forth chapter 

describes the trends and tendencies, discrimination power, predictive ability, and completeness 

of the three variables considered for the calculation of merit or decision of status of an applicant. 

This chapter presents a brief summary of the work done, major conclusions, recommendations 

for future research, and implications.  

5.1 Summary 

Universities are practicing certain criteria for screening students at different levels. A variety of 

literature is available on the enrollment processes, screening characteristics, and completeness 

with respect to the predictive ability of the model articulated from the process. Most of them 

provided comparisons and combinations of variables which provide useful guidelines for the 

development of screening processes for the universities. The literature reviewed as a base to this 

study either had its focus on the relationship between different variables used in the admission 

process or predictive power or completeness of the process as a whole. A major missing link is a 

debate or support of subjective process using empirical analysis. One of the novelties of this 

research is that it evaluates a subjectively employed policy at the postgraduate level through 

empirical analysis. This debate is an initial step towards the introduction of data-driven policies 

or processes for the screening of students, especially at the postgraduate level. Future research 
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will open avenues of a data-reflective and uniform admission policy in the universities, 

especially for Pakistan.  

5.1 Conclusions and Findings 

Based on the empirical analysis of evaluating a subjectively employed policy by a leading 

national university of Pakistan consisting of ACAD, GAT, and INT scores of the applicants, 

major findings are provided below: 

i. Descriptive analysis of the variables showed positive skewness in GAT scores with 

most consistency around average, symmetric behavior of ACAD scores, and negative 

skewness in INT scores with least consistency around average. Hence, students are 

performing better in INT scores but with the highest variation. Interestingly, with 

respect to GAT scores, the majority of the students (75% of the students have GAT 

scores from 50 to 64) performing within a smaller range towards the lower limit of 

the variable. These findings contradict the assigned subjective weightage of GAT 

scores in the admission process. 

ii. Comparison of descriptive statistics of three variables with respect to the status of 

applicants showed comparable performances in ACAD scores as well as GAT scores. 

Note that the averages of ACAD and GAT scores are quite closer to each other (for 

admitted and not admitted students) but the difference between averages of the two 

categories for each variable is statistically significant. Therefore we can conclude that 

ACAD and GAT scores are not drawing a clear line between admitted and not 

admitted applicants. However, INT scores are playing a prominent role in the 
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distinction of applicants in this domain, with consistent results in both descriptive and 

inferential analysis. 

iii. Correlation analysis breaks various myths of a strong linear relationship between 

ACAD, GAT, and INT scores as in fact the correlation is weak though significant. 

For instance, a myth that applicants with high ACAD scores usually have high GAT 

scores and perform excellently in INT is not supported by the analysis. 

iv. For the development of the predictive models and to evaluate the completeness of 

independent variables, linear methods with the least-squares estimation method are 

not suitable due to the functional relationship between the three independent variables 

(ACAD, GAT, and INT scores) and merit being the continuous dependent variable. 

Therefore, BLR models, as an alternative in non-linear framework, have been used. 

The results of BLR models showed that INT scores is the most significant variable. 

Moreover, the change of one score of INT changes the log odds to 13 % with respect 

to the defined category. For the current information, the maximum possible accuracy 

achieved is almost 63% for the prediction of the status. Therefore another main 

conclusion is that these three variables, ACAD, GAT and INT scores are incomplete 

in terms of predicting the status of an applicant. Hence there is a need to consider 

other important characteristics of the applicants. 

5.2 Future recommendations  

Some recommendations for future work include: 

1. Dimension reduction methods like principal component analysis can be used to calculate 

new weightages of the existing variables.  
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2. Predictive power and completeness of the model can be improved by incorporating 

various other characteristics of the applicant like gender, age, availability of hostel 

facility, financial status, the popularity of a program, etc. 

3. Use of other machine learning models like Artificial Neural Network, Support Vector 

Machine, Random Forest, Decision Trees, etc., can also be employed to check the 

adequacy and completeness of the existing and newly incorporated variables.  
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Appendices 

Appendix I 

Scheme of allocation of Marks for the variable ACAD (out of 25) 

CGPA 

(in terminal 

degree/transcript) 

Or 

Percentage 

(in terminal degree/transcript) 

Marks 

Allotted 

4.00  98.00 - 100.00 25.00 

3.90 - 3.99  95.00 - 97.99 24.00 

3.80 - 3.89  92.00 - 94.99 23.00 

3.70 - 3.79  89.00 - 91.99 22.00 

3.60 - 3.69  86.00 - 88.99 21.00 

3.50 - 3.59  83.00 - 85.99 20.00 

3.40 - 3.49  80.00 - 82.99 19.50 

3.30 - 3.39  79.00 - 79.99 19.00 

3.20 - 3.29  77.00 - 78.99 18.50 

3.10 - 3.19  75.00 - 76.99 18.00 

3.00 - 3.09  73.00 - 74.99 17.50 

2.90 - 2.99  71.00 - 72.99 17.00 

2.80 - 2.89  69.00 - 70.99 16.50 

2.70 - 2.79  67.00 - 68.99 16.00 

2.60 - 2.69  65.00 - 66.99 15.50 

2.50 - 2.59  63.00 - 64.99 15.00 

2.40 - 2.49  60.00 - 62.99 14.50 

2.30 - 2.39  58.00 - 59.99 14.00 

2.20 - 2.29  57.00 - 57.99 13.50 

2.10 - 2.19  56.00 - 56.99 13.00 

2.00 - 2.09  55.00 - 55.99 12.50 

- - -  54.00 - 54.99 12.00 

- - -  53.00 - 53.99 11.50 

- - -  52.00 - 52.99 11.00 

- - -  51.00 - 51.99 10.50 

- - -  50.00 - 50.99 10.00 

- - -  Less than 50 9.00 

Note: Percentage will only be valid if cumulative grade point average (CGPA) is not mentioned 

in terminal degree/transcript. 
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Appendix II 

MS Individual Interview Proforma 

Roll No.  Name:  Degree    

 

No. Parameter 
Total Marks 

Allocated 

Total Marks 

Earned 

 

 
1 

Personality   

a. Appearance 1  

b. Mannerism 2  

c. Emotional stability / Maturity 2  

Sub-Total 5  

 

2 

Communication Skills   

a. Writing Skill (must ask candidate to write statement of purpose) 3  

b. Fluency in expression 2  

Sub-Total 5  

 
 
 

3 

Motivation / Zeal / Commitment   

a. Commitment to complete MS 2  

b. Employbility after graduation or already employed 1  

c. Potential for success 1  

d. Leadership Qualities/ Teamworker 1  

Sub-Total 5  

 
 

 
4 

Knowledge of Applied Discipline   

a. Degree of knowledge & expression of interest in the applied program 1  

b. No of core / elective courses taken in UG, relevant to applied program. 1  

c. Situational Awareness/ General knowledge 1  

d. Ability to apply existing knowledge 1  

e. Ability to apply new concepts 1  

Sub-Total 5  

 
 
 

5 

Research Aptitude   

a. Research experience / publication 2  

b. Rapidity in thinking & reasoning 1  

c. Commitment to intense learning 1  

d. UG project/ MS thesis 1  

Sub-Total 5  

TOTAL SCORE 25  

 
Remarks (if any):  
____________________________________________________________________________________             
Signature:                     Name:                               Date:________________ 

 


