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Abstract

In this thesis, we have discussed lineariandinon-linear effectskonkdust acousticiwaves

(DAWs) inia magnetized electronegative dusty plasma. By electronegative dusty plasma,

we mean the plasmaihaving electrons, positive ions, negative ions, and dust particulates

constituents. In theilinear analysisiregime, initheiabsence of dusticharge fluctuations,

the Doppler’s frequency and growth rate are our main focus. The Doppler’s frequency

variation has been discussed with the effects of Cairns distributed positive ions, oblique-

ness of the magnetic field, densityiratio of electrons versus energetic positive ions, and

normalized dust cyclotron frequency or magnitude of the magnetic field. It was found

that for dust acoustic waves these parameters affect the Doppler’s frequency. Similarly,

the growth rate variations have been discussed with the effects of Cairns distributed

positive ions, obliqueness of the magnetic field, normalized dust cyclotron frequency,

density ratio of electrons versus energetic positive ions, and density ratio of negative

ions versus energetic positive ions. It was observed that for dust acoustic waves these

parameters affect the growth rate. While in the same regime we also considered the

dust charge fluctuation and derived a linear expression.

Onithe otherihand, inithe non-lineariregime, DAWs have been investigated. Since we

are studying the low-frequency wave, therefore, we have to enlarge the space and time

coordinates by stretching the coordinates. By using the Reductive Perturbation Tech-

nique (RPT), the Korteweg-de Vries Burger equation isiderived for theismall butifinite

amplitudeinon-linear dust acoustic wave (DAWs) bearing non-thermality (Cairns dis-

tributed) in the positive ions. In our case, the non-linear KdVB equation in the absence

of the dust charge fluctuation, the dissipative term vanishes, and the non-linear KdVB

equation is reduced to the KdV equation which admits solitary wave solution. While
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for the parallel propagation, i.e., θ = 0 (no obliqueness inithe magneticifield) under

certain boundary conditions, i.e., N (1)
d (ξ, iτ), dN

(1)
d (ξ,iτ)

dη
→ 0 as η → −∞, the non-linear

dustiacoustic waveiis governediby Burger equation whichiadmits the monotonic shock

solution. In this analysis, the amplitude, asiwell asithe widthiof theisoliton, has been

discussed with effects of obliqueness, Cairns distributed positive ions, density ratio of

electrons versus Cairns distributed positive ions and density ratio of negative ions ver-

sus Cairns distributed positive ions. It was found that for dust acoustic waves these

parametersiaffect theipropagation properties of solitaryiwaves. Similarly, the ampli-

tude of the monotonic shock has been discussed with the effects of Cairns distributed

positive ions, density ratio of electrons versus energetic positive ions, and density ratio

of negative ions versus energetic positive ions, it is found that for dust acoustic waves

these parameters affect the monotonic shock structure.

vii



Contents

List of Figures x

List of Tables xv

1 Introduction 1

1.1 What is Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Criteria for Plasmas . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Non-Degenerate or Classical Plasmas Regime . . . . . . . . . . . . . . . 3

1.3 Magnetized Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Dusty Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.5 Characteristics of Dusty Plasma . . . . . . . . . . . . . . . . . . . . . . 6

1.5.1 Macroscopic Neutrality . . . . . . . . . . . . . . . . . . . . . . . 8

1.5.2 Debye Shielding . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.5.3 Characteristic Frequencies . . . . . . . . . . . . . . . . . . . . . 10

1.6 Dust Charging Processes . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.7 Isolated Dust Grains . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.7.1 Collection of Plasma Particles . . . . . . . . . . . . . . . . . . . 14

1.7.2 Photo-emission . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.7.3 Radioactivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.8 Non-isolated Dust Grains . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.9 Different types of Non-linear Structures . . . . . . . . . . . . . . . . . . 19

viii



1.9.1 Solitons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.9.2 Shock Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.10 Dusty Plasma in Space . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.10.1 Interplanetary Space . . . . . . . . . . . . . . . . . . . . . . . . 24

1.10.2 Comets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.10.3 Jupiter’s Ring System . . . . . . . . . . . . . . . . . . . . . . . 26

1.10.4 Saturn’s Ring System . . . . . . . . . . . . . . . . . . . . . . . . 27

1.10.5 Uranian Ring System . . . . . . . . . . . . . . . . . . . . . . . . 28

1.10.6 Earth’s Atmosphere . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.11 Dusty Plasmas in Laboratories . . . . . . . . . . . . . . . . . . . . . . . 29

1.11.1 DC and RF Discharge . . . . . . . . . . . . . . . . . . . . . . . 29

1.11.2 Fusion Plasma Devices . . . . . . . . . . . . . . . . . . . . . . . 30

2 Mathematical Model 32

2.1 Mathematical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.1.1 Reductive Perturbative Method . . . . . . . . . . . . . . . . . . 33

2.2 Korteweg de-Vries (KdV) Equation . . . . . . . . . . . . . . . . . . . . 34

2.2.1 Exact Solution of Kd-V equation . . . . . . . . . . . . . . . . . 35

2.3 Burger Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.3.1 Solution of Burger Equation . . . . . . . . . . . . . . . . . . . . 38

2.4 Distribution Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.1 Maxwellian Distribution Function . . . . . . . . . . . . . . . . . 42

2.4.2 Cairns Distribution Function . . . . . . . . . . . . . . . . . . . . 43

2.5 Linear Analysis of Plasma Waves . . . . . . . . . . . . . . . . . . . . . 45

2.5.1 Dust Acoustic Waves . . . . . . . . . . . . . . . . . . . . . . . . 46

2.5.2 Dust Ion Acoustic Waves . . . . . . . . . . . . . . . . . . . . . . 48

2.6 Non-linear Analysis of Plasma Waves . . . . . . . . . . . . . . . . . . . 49

2.6.1 Dust Acoustic Solitary Waves . . . . . . . . . . . . . . . . . . . 50

2.6.2 Dust Acoustic Shock Waves . . . . . . . . . . . . . . . . . . . . 55

2.6.3 Dust Ion Acoustic Shock Waves . . . . . . . . . . . . . . . . . . 57

ix



3 Linear and Non-linear Analysis of Dust Acoustic Waves in Electroneg-

ative Halley Comet Plasma 61

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2 Physical Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.3 Model Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.4 Linear Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.4.1 DAWs in the Absence of Dust Charge Fluctuations . . . . . . . 69

3.4.2 Growth Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.4.3 DAWs in the Presence of Dust Charge Fluctuations . . . . . . . 75

3.5 Derivation of Non-linear Evaluation Equation . . . . . . . . . . . . . . 78

3.6 Stationary Solution: Generation of Shock Wave . . . . . . . . . . . . . 84

3.7 Parametric Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4 Discussions and Conclusions 88

4.1 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

Bibliography 101

Appendix 108

x



List of Figures

1.1 A view of comet Hale-Bopp showing. . . . . . . . . . . . . . . . . . . . 25

1.2 A view of comet Hale-Bopp showing two distinct tails. . . . . . . . . . 30

2.1 Propagation of KdV Solitons for two different values (a) Solid curves

β = 1 and (b) Dashed lines t = 2 . . . . . . . . . . . . . . . . . . . . . 37

2.2 Maxwell Distribution Function . . . . . . . . . . . . . . . . . . . . . . . 43

2.3 Cairn Distribution Function . . . . . . . . . . . . . . . . . . . . . . . . 44

3.1 Variation of Doppler frequency (ωD) against wave number (k) for differ-

ent value of non-thermal parameter "a". . . . . . . . . . . . . . . . . . 70

3.2 Variation of Doppler frequency (ωD) against wave number (k) for differ-

ent value of obliqueness of the magnetic field θ. . . . . . . . . . . . . . 71

3.3 Variation of Doppler frequency (ωD) against wave number (k) for differ-

ent value of non-thermal parameter "a" at fixed obliqueness of magnetic

field θ. The left panel represents θ = 5 and the right panel represents

θ = 30. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.4 The profile of Doppler frequency (ωD) against wave number (k) for dif-

ferent value of density ratio δp. The other parameters are θ = 30 and a

= 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.5 The behavior of Doppler frequency (ωD) versus waveinumberi(k) for dif-

ferentivalues ofinon-thermal parameteri"a" with fixedidensity ratio δp.

The left panel shows δp = 0.1 and right panel shows δp = 0.3. . . . . . 73

xi



(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.6 The profile of Doppler frequency (ωD) against wave number (k) for dif-

ferent value of normalized dust cyclotron frequency ωcd. The other pa-

rameters are θ = 30 and a = 0. . . . . . . . . . . . . . . . . . . . . . . 73

3.7 The profile of Doppler frequency (ωD) against wave number (k) for dif-

ferent values of non-thermal parameter "a" with fixed normalized dust

cyclotron frequency ωcd. The left panel shows the ωcd = 0.011 and right

panel shows the ωcd = 0.033. . . . . . . . . . . . . . . . . . . . . . . . . 74

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.8 Plot of growth rate (γ) as aifunction ofiwave numberi(k) for differ-

entivalues of non-thermal parameteri"a". . . . . . . . . . . . . . . . . . 74

3.9 Plot of growth rate (γ) asia functioniof waveinumberi(k) foridifferent

values ofimagnetic field obliqueness θ. . . . . . . . . . . . . . . . . . . . 75

3.10 The behavior of growth rate (γ) against wave number (k) for different

value of non-thermal parameter "a" with fixed magnetic field obliqueness

θ. The left panel shows θ = 15 and right panel shows θ = 30. . . . . . . 76

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.11 The variation of growth rate (γ) versus wave number (k) for different

values of normalized dust cyclotron frequency ωcd. . . . . . . . . . . . . 76

3.12 The variation of growth rate (γ) as a function of wave number (k) for

different values of non-thermal parameter "a" at fixed normalized dust

cyclotron frequency ωcd. The left panel shows ωcd = 0.011 and the right

panel shows ωcd = 0.033. . . . . . . . . . . . . . . . . . . . . . . . . . . 77

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

xii



3.13 Plot of growth rate (γ) versus wave number (k) for different values of

density ratio δn. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.14 The behavior of growth rate (γ) versusiwave numberi(k) foridifferent val-

ues ofinon-thermal parameteri"a" at fixedidensity ratio δn. The leftiplot

shows δn = 0.1 and the right plot shows δn = 0.3. . . . . . . . . . . . . 78

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.15 The profile of growth rate (γ) against wave number (k) for different value

of density ratio δp. The other parameters are θ = 30 and a = 0. . . . . 78

3.16 The profile of growth rate (γ) versus wave number (k) for different value

of non-thermal parameter "a" at fixed density ratio δp. The left panel

shows δp = 0.1 and the right panel shows δp = 0.3. . . . . . . . . . . . 79

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.17 Variation of dissipative term (µch) against density ratio (δn) for different

value of density ratio δp. The other parameters are θ = 30 and a = 0. . 87

3.18 Plot of dissipative term (µch) against density ratio (δn) for different

values of non-thermal parameter "a" at fixed density ratio δp. The plot

(a) shows δp = 0.1 and plot (b) shows δp = 0.3. . . . . . . . . . . . . . 87

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.1 The effect of dissipative term (µch) against density ratio (δn) foridifferent

values ofiobliqueness of magneticifieldlθ. . . . . . . . . . . . . . . . . . 91

4.2 The effect of dissipative term (µch) versus density ratio (δn) for different

value of different values of non-thermal parameter "a" at fixed magnetic

field obliqueness θ. The left panel shows θ = 6 and right panel shows θ

= 44. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

xiii



(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.3 The KdV solitons are plotted for different values of non-thermal param-

eter "a" at fixed obliqueness of magnetic field θ = 30. . . . . . . . . . . 92

4.4 The profile of KdV solitons for different value of non-thermal parameter

"a" at fixed obliqueness of magnetic field that is θ = 30. . . . . . . . . 93

4.5 The profile of KdV solitons for different value of non-thermal parameter

"a" at fixed normalized dust cyclotron frequency ωcd. The plot (a) shows

ωcd = 0.011 and plot (b) shows ωcd = 0.013 . . . . . . . . . . . . . . . . 94

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.6 The behavior of KdV solitons are plotted for different values of negative

ions and positive ions density ratio δn. The blue solid curve corresponds

to δn = 0.1, the red solid curve corresponds to δn = 0.5 and the black

solid curve corresponds to δn = 1 at fixed obliqueness of magnetic field

θ = 30. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.7 The behavior of KdV solitons for different values of non-thermal param-

eter "a" at fixed negative ions and positive ions density ratio δn. The

left panel shows δn = 0.1 and right panel shows δn = 1.0. . . . . . . . . 95

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.8 The profile of KdV solitons for different value of electrons and positive

ions density ratio δp at fixed obliqueness of magnetic field θ = 30. . . . 95

4.9 The profile of KdV solitons for different values of non-thermal parameter

"a" at fixed electrons and positive ions density ratio δp. The left panel

shows δp = 0.1 and right panel shows δp = 1.0. . . . . . . . . . . . . . . 96

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.10 The profile of KdV solitons are plotted for different values of obliqueness

of magnetic field θ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

xiv



4.11 The profile KdV solitons are plotted for different value of obliqueness

of magnetic field θ. The left panel shows θ = 20 and right panel shows

θ = 44. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.12 The profile of monotonic dust-acoustic shocks are plotted for different

value of non-thermal parameter "a". . . . . . . . . . . . . . . . . . . . 97

4.13 The behavior of monotonic dust-acoustic shocks are plotted for different

value of negative and positive ions density ratio δn at fixed non-thermal

parameter a = 0.07. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.14 The behavior of monotonic dust-acoustic shocks are plotted for different

values of non-thermal parameter "a" at fixed density ratio δn. . . . . . 99

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.15 The profile of monotonic dust-acoustic shocks are plotted for different

values of electrons and positive ions density ratio δp at fixed non-thermal

parameter a = 0.07. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.16 The profile of monotonic dust-acoustic shocks are plotted forldifferent

value oflnon-thermal parameterl"a" at fixedlelectrons and positive ionsldensity

ratio δp. The left plot shows δp = 0.1 and right plot shows δp = 0.9. . . 100

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

xv



List of Tables

xvi



Chapter 1

Introduction

1.1 What is Plasma

The word "plasma" is derived from the Greek which means something molded or

fabricated. For the very first time in 1929, it was Irving Langmuir an American

scientist and a Nobel laureate who proposed that an ionized gas comprising of the

ions, electrons, and neutrals could be considered as fluid and called this fluid medium

plasma [1]. After 1929, the research in the plasma field widely spread in many di-

rections like theidevelopment ofiradio broadcastingiwhich ledito theidiscovery ofithe

Earth’siionosphere (a layer in the upper atmosphere which is partially ionized), which

absorbs the radio waves and also distorts the same radio waves [2]. We have already fa-

miliar with the three states of matter but not so much familiar with the fourth state of

matter that is a "plasma" state. Thus, plasma is considered the fourth state of matter.

By giving sufficient heat to gas, it can be converted into ionized gas and under certain

conditions it becomes plasma. These conditions under which the ionized gas becomes

plasma will be discussed later. Firstly, we define plasma in such a way that it is "a

quasineutral gas of charged and neutral particles which exhibits collective behavior"

[3]. By "quasineutrality" weimean thatitheir is an equivalency of negative charge den-

sity (n−) and positive charge density (n+) that is n− ≈ n+ = n, wherein is the common

plasma density. But here one thing is most important that the plasma cannot be con-

sidered a neutralimixture ofielectrons andiions but a smallideviation fromineutrality

is developedion a very small scale called Debye length, therefore, the plasma must be

1



quasi-neutral on a length scale larger than Debye length. By the word "collective",

we mean the interaction between the positive and negative charge due to long-range

electromagnetic forces which predominates the collisions. Therefore, the motion of the

chargediparticles notionly depends onilocal conditionsibut the stateiof plasmaiin the

remote region as well. In plasma, the electrostatic interaction can be described by the

Coulomb force which is also ailong-range force and decays withithe distance r−2. On

the other hand in neutral gas dynamics, the particle interaction is through short-range

Vander Waal’s force during collisions. Thisiforce decays veryirapidly withithe distance

r−6 [4].

At the time of the Big Bang, the temperature is excessively high that the whole uni-

verse was in the state of plasma. And due to very much high temperature, the plasma

at that time was a quark-gluon plasma. As time passes the temperature of the plasma

decreases and the well-known states of matter that is gas, liquid and solids are began

to form. However, most of the matter in the universe is still in a plasma state, it is

estimated to be 99 percent of the plasma [3]. Therefore, the temperature is one of

the fundamental parameters of a plasma. Besides temperature, the particles (electron

and ion) per unit volume known as number density is also an important parameter.

Since we considered the simple plasma situation contained only two species that is

electrons and positive ions. But there is a certain environment that contains other

species like positrons, negative ions, dust particles, etc. Each of these species responds

to electromagnetic forces differently, so their number density could be considered as an

independent variable. Therefore, the range of the temperature and density is different

from space plasma to laboratory plasma. Foriexample, the interstellarigases haveia

typicalidensity of 106 m−3 and temperature of about 104 K. Spaceiplasma inithe so-

lariwind and theivicinity of the earthihas particleidensities in theirange of 107 m−3 to

1011 m−3 and temperature inithe rangeiof 103 K to 105 K [5].
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1.1.1 Criteria for Plasmas

The ionized gases must satisfied certain criteria to become a plasma. These criterias

are

• λD � L

• ND � 1

• ωτ > 1

These are the basic criteria to be followed by ionized gases to become plasma where

L is the dimension of the plasma and λD is the length of the Debye sphere called Debye

length and can be expressed as

λD =

√
ε0KBT

ne2
, (1.1)

here n, e and T are equilibriumiplasma number density, chargeiof electron and plasma

temperatureirespectively, and ε0 and KB are the Boltzmann constant and permittivity

of the freeispaceirespectively. In the second criteria, their is ND which represents the

number of particles present in the Debye sphere of radius λD. Although,

ω ' ωp =

√
ne2

ε0m
, (1.2)

is the characteristic oscillation frequency of a plasma, where m is mass of the plasma

specie. For different species, the plasma frequency is different. However, the fast

specie frequency in the plasma that is electron frequency is referred to be the plasma

frequency. In the third criteria, τ is the mean time of collisions among charged particles

and neutrals. [3].

1.2 Non-Degenerate or Classical Plasmas Regime

The temperature and particle number density are the most important parameters in

plasma. The non-degenerate or classical plasma regime can be characterized by a low
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number of density and high temperature. And to handle such type of plasma dynamics,

the classical laws with Maxwell-Boltzmann statistics are sufficient to elaborate the dy-

namical response of the plasma and the energy distribution of classical plasma species

that are at thermal equilibrium. However, the non-degenerate or classical plasma can

be defined by the coupling parameter as

gc =
e2n

1
3

ε0KBT
. (1.3)

The coupling parameter is the ratio between interaction energy to the average kinetic

energy i.e gc = Eint
Ekin

, and therefore, it is a dimensionless parameter. The interaction

energy i.e Eint is of the order of electric energy e2n
1
3

ε0
, here the mean distance between

the two charged particles is n−
1
3 .

If gc � 1, then it means that thermal energy is greater than the interaction energy, and

the plasma is weakly coupled called collision-less plasma. In this plasma environment,

the particle collisions or Coulomb interaction between two particles are negligible and

hence neglected. Whenever, gc ' 1 or larger than one the collision factors dominate

and cannot be ignored, and thus the plasma is strongly coupled [6].

1.3 Magnetized Plasma

A plasma is said to be magnetized if the strengthkof the magnetic field B iskstrong

enough toi change thektrajectories of the plasma species. Thisk magnetic field changes

the plasma nature to anisotropic and therefore, the plasma respondskdifferently to

forces that are parallelkand perpendicularkto the magnetic field direction. As the mag-

netic field strength increases the decrease in the helical orbits occurs and finally these

helicalkorbits become very tightlykwound and tyingkparticles to the magnetickfield

lines effectively. However, the magnetickfield has a directkimpact on thekparticles gy-

rating in the magnetic field, so the Larmor radius (gyro-radius) and cyclotron frequency

(gyro-frequency) are also effected. The Larmor radius (gyro-radius) and cyclotron fre-

quency (gyro-frequency) are expressed as:
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ρ =
Vt
ωc
, (1.4)

ωc =
| q | B
m

, (1.5)

where ρ and ωc is the Larmor radius (gyro-radius) and cyclotron frequency (gyro-

frequency), respectively. Whereas, m and q is the mass and charge of the plasma

species, and for each plasma species there is a distinct gyro-radius[3]. If species tem-

perature is comparable then the ion gyro-radius is larger than electron gyro-radius and

vise versa,

ρe ∼ (
me

mi

)2ρi. (1.6)

Consider L as a characteristic length scale, and when this length L is very small as

compare to gyro-radius i.e ρ � L, then the trajectoryiof theiparticle is aistraightiline.

While on the other hand if ρ � L, then the plasma system is said to be magnetized.

The magnetization in a plasma can be measured by magnetization parameter denoted

by δ and defined as

δ ≡ ρ

L
. (1.7)

Sometime in a plasma the ion species are magnetized but electron species is not mag-

netized, but ignoring these type of situation and take both species of the plasma as a

magnetized species. Thiskstate is generallykachieved when

δi ≡
ρi
L
� 1. (1.8)

1.4 Dusty Plasma

In most cases, a plasma which is usually the combination of electrons and ions species

co-exists with micron or sub-micron additional charged constituents (called dust parti-

cles). Thesekcharged constituentsk are either positively or negatively charged depend-
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ing on thekplasma’s surrounding environmentk. Thus thekmixture of electrons, ions,

dust particles, and sometimes neutrals forms a "dusty plasma".

Forkthe very firstktime when the research on the space plasma is started, the dust

particle is considered as an impurity that does not change the behaviorkof the plasma.

They just considered the effectkof the dust component to be the sum of the effects

occurring for individual grains. But after that, it was understood that such a con-

sideration is not complete, but we have to count the new effects of collective behav-

ior of plasmas containing dust grains. In Space plasma, dust is almost present in

all environments includingkearth’s upperkatmosphere andkmagnetosphere, interstellar

clouds, and in cometary tails, etc. The dust also playskan importantkrole in the dy-

namics of stellar wind, explosionskin novakandksupernova, and inkthe formationkof

stars andkplanets [7]. Likewise, the worth of the dusty plasma received a very huge

improvement in the research of the zodiacalklight cloudskand whenkJupiter’s ringkwas

discoveredkand thekactive volcanismkonkIo, with its ejectionkof finekash into the Jo-

viankmagnetosphere was first detected by the detectorkaboard the Voyager space-

craft [8]. Historicallyk, thekmain interest of thekproblems of the plasmaskcontaining

dustkwas not only related to the industrialkaspects of the dusty plasma but also

spacekplasma. The dusty plasma has the main role in space plasma and was real-

ized a century ago [9].

1.5 Characteristics of Dusty Plasma

A dustykplasma looselykdefines as "a plasma having, electrons and ions species with an

additionally charged constituent called dust particle". This extra componentiincreases

theicomplexity ofithe plasma system, that’siwhy the dustyiplasma isialso called com-

plex plasma. Dust grains are very massive i.e., billionitimes heavierithan protonsiand

their sizeirange from nano-meters (10−9 m) to millimeters (10−3m). The sizeiand shape

of the dust grains are differentiand theyican be metallic,iconducting, orimade ofiice par-

ticulates.
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A plasma with additional dust grains or particles titled asieither "dust in a plasma"

or "dusty plasma" dependingionithe characteristicilengths, i.e., the dust grain ra-

diusi(rd), average inter-grain distance (a), the Debye radius (λD) andithe dust plasma

dimension. Theicondition for the "dust in a plasma" is:

rd � λD < a, (1.9)

inkthis situationkthe dust chargedkparticles arekconsideredkas a collectionkof isolated

grains, they cannot participate in collective behavior and then the local inhomogeneities

cannot be ignored. Onithe otherihand, the condition for the "dusty plasma" is

rd � a < λD, (1.10)

in this situation, the chargedkdust particleskparticipate in thekcollective behaviorkand

here we take the dust grainskas massivekcharged particlesksimilar tokcharged neg-

ativekor positivekions. Due to thekpresence ofkthe chargedkdust grainskin plasma,

thekexisting low-frequency waves are modified, i.e.,

• Ion-acoustic waves (IAW)

• Lower-hybrid waves (LHW)

• Ion-acoustic (IA) solitons

• Ion-acoustic (IA) shocks etc.

However, some new kinds of low-frequency dustirelated wavesiare also indicated, i.e.,

• Dust-acoustic waves (DAW)

• Dust-ion acoustic waves (DIAW)

• Dust-ion acoustic (DIA) solitons
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• Dust-ion acoustic (DIA) shocks

• Dust-acoustic (DA) solitons

• Dust-acoustic (DA) shocks

1.5.1 Macroscopic Neutrality

Akdusty plasmakis said to be macroscopicallykneutral when their is no external distur-

bance is present. In this condition, the electric charge is zero because no external forces

are present and the dustykplasma is in equilibrium. Thereforek, the equilibriumkcharge

neutralitykcondition is

qinio = ene0 − qdnd0, (1.11)

whereini0,ine0,ind0, are theiunperturbed numberidensities ofithe ions,ielectrons and dust

grainsirespectively and e is the magnitudekof thekelectronkcharge. However, qi iskthe

ion charge and can be expressed as qi = Zie, where Zi = 1, and qd= Zde or (−Zde)
iskthe dustkparticle chargekwhen the dustkgrains arekpositively or negativelykcharged,

and Zd iskthe number of charges resides on the dust grain surface.

Usually, onekthousand tokseveral thousandkelementary chargeskare collected on

thekdustkgrainksurface and Zdnd0 approacheskto ni0 even when the unperturbed den-

sity of dust grain is very much less than ion unperturbed density. When the back-

ground electrons take part in the chargingkprocess ofkthe dustkparticles then we can-

not ignore thekdepletion of electronknumber density, but actually, completekdepletion

ofkelectrons isknotkpossible. Consequently, for negativelykcharged dustkgrains equa-

tion (1.11) becomes

ni0 ≈ Zdnd0. (1.12)

1.5.2 Debye Shielding

The influencekof thekelectric fieldkof ankindividual chargedkparticle and surfacekthat

hasksome potential is observed bykother chargedkparticles insidekthe plasmakat a dis-

tance called Debye radius.
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Let us put a small chargediball insideia dustyiplasma whoseispecies areielectrons,

positiveiions, and dust particles (positive or negative). The balliwould attractiparticles

of opposite sign, so if theiball is positively charged then it would be shielded by the

electrons and negatively charged dust particles. Similarly, if the ball is negatively

charged then it would be shielded by positive ions and positively charged dust particles.

Ifithe dusty plasmaiis cold and thereiare no thermalimotions, then there would be just

as many changes in theicloud asiin theiball, this is referred to as a perfect shielding,

and there would be noielectric fieldipresent outside the cloud. On the other hand, when

plasma is not cold thenithe edgeiof theicloud occursiat the radiusiwhere theithermal

energy of the particles and potential energy is approximately equal, while particles at

the edges ofithe cloudihave enoughithermal energyito escapeifrom the cloud.

Now we are going to calculate the approximate thickness of a charged cloud under

some assumptions, i.e. the potential φs(r) at center (r = 0) of the cloud is φs0 and the

dust-ion mass ratio md
mi
� 1. Hence dust particles prevent ions to move significantly.

The electrons and ions in the dusty plasma areiassumed toibe inilocalithermodynamic

equilibrium. Theinumber density of electrons (ne)iand positive ions (ni) obey the

Boltzmann distribution, i.e.,

ne = ne0exp
( eφs
KBTe

)
, (1.13)

and

ni = ni0exp
(
− eφs
KBTi

)
, (1.14)

where ne0, ni0 are the electron and ion number densities respectively at equilibrium,

while Te, Ti are the electron and ion temperature, respectively. Forithe current situa-

tion, the Poisson’s equation canibe writtenias:

∇2φs = 4π(ene − eni − qdnd), (1.15)

where nd is the number density of dust particles. According to our consideration,iinside

andioutside theicloud the particle number density is same, i.e. qdnd = qdnd0 = ene0 -

eni0. Now putting equations (1.13) and (1.14) into equation (1.15), we get

∇2φs = 4π
(e2ne0φs
KBTe

+ ene0
( eφs
KBTe

)2
+
e2ni0φs
KBTi

− eni0
( eφs
KBTi

)2
)
. (1.16)
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Thus, under the approximation eφs
KBTe

� 1 and eφs
KBTi

� 1, equation (1.16) becomes

∇2φs =
( 1

λ2
De

+
1

λ2
Di

)
φs, (1.17)

where λDe =
(
KBTe

4πne0e2

) 1
2 and λDi =

(
KBTe

4πni0e2

) 1
2 are electron and ion Debye radius, re-

spectively. Our approximations, i.e eφs
KBTe

� 1 and eφs
KBTi

� 1, cannot be effective near

the region r = 0 (this region is called sheath). In this region theipotential dropsivery

quickly and cannot contribute to the thickness of the cloud. Now we consider some

value of the potential, i.e φs = φs0exp(− r
λD

), and finally we obtain the dusty plasma

Debye radius from equation (1.16),

λD =
λDeλDi√
λ2
De + λ2

Di

. (1.18)

Equation (1.18) represents the shielding distance in a dusty plasma. If we have neg-

atively charged dust grains then the particle number density at equilibrium and tem-

perature of electrons and ions are related as ne0 � ni0 and Te ≥ Ti, i.e. λDi � λDe.

Thus from equation (1.18) it is clear that λD ' λDi. From this result: itiis clearithat

temperature and the number density of ions governs the shieldingidistance orithickness

ofithe sheathiin a dusty plasma.

On the other hand, if dust particles are positively charged which indicates that

most of the positively charged ions are attached on the dust grains surface, then we

obtain a relation between temperature and equilibrium particle number densities, i.e.,

Teni0 � Tine0, which indicates that λDe � λDi and from equation (1.18), we get λD '
λDe. Thus, in a dusty plasma where dust particles are positively charged the shielding

distance is usually governed by the temperature and the density of electrons.

1.5.3 Characteristic Frequencies

Frequencies have a significant role when we study waves and especially when these

waves are generated in a plasma environment. Whenka plasmakis slightly disturbed

from itskequilibrium position it gives rise to collective particle motion and the elec-

trickfield will be established inksuch akdirection tokrestore the chargekneutrality and
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pull the charges backkto theirkequilibrium position. Butkdue tokthe inertia of the par-

ticles, they overshoot the equilibrium position, and then the field changes its polarity

and pushes particles back to the equilibrium position. These particle motion about

their mean position with a characteristickfrequency called plasma frequency (ωp).

Now we obtained ankexpression forkthe plasmakfrequency (ωp), under the following

assumptions, i.e., our dusty plasma environment is:

• Uniform

• Cold (mean there are no thermal motions, i.e., KBT = 0)

• Unmagnetized

• No sources and sinks

• No pressure gradient forces

For this situation our governing equations are:

Continuity equation

∂tns +∇.(nsvs) = 0, (1.19)

Equation of motion

∂tvs + (vs.∇)vs = −(
qs
ms

)∇φ, (1.20)

and Poisson’s equation

∇2φ = −4π
∑
s

qsns. (1.21)

Note that by ∂t we mean ∂
∂t

and ∇ is the three dimensional space operator. To make

the linear theory valid, we assume small amplitude oscillations. Therefore, the terms

containing higher-order amplitudes are neglected.

By linearizing equations (1.19), (1.20), (1.21), we consider ns = ns0 + ns1, where

ns1 � ns0. Under these assumptions we obtained a relation

∂2
t∇2φ = −4π

∑
s

(ns0q2
s

ms

)
∇2φ, (1.22)
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where φ, qs is the dusty plasma potential and charge of the species (i.e. electrons,

positive ions and dust particles), and ns0, ms are the equilibrium number density of

the dusty plasma species (i.e. electrons, positive ions and dust particles) and mass of

the plasma species, respectively.

Now, integrate the equation (1.22) twice over space (three dimensional space) under

suitable boundary condition, i.e. φ= 0 at r = 0 (at equilibrium). Then equation (1.22)

will be transformed and become second order ordinary differential equation. Thus, we

replace ∂
∂t

by d
dt

d2φ

dt2
+ ω2

pφ = 0. (1.23)

In this equation ωp is the plasma frequency related with plasma species given as

ω2
p =

∑
s

4πns0q
2
s

ms

. (1.24)

The plasma frequency is not same for all species but depends on the charge and mass

of the specie. Therefore, following are plasma frequencies for electron, positive ion and

dust particle, respectively,

• Electron plasma frequency(here electrons oscillate around ions having this fre-

quency), ωpe = (4πne0e2

me
)
1
2 .

• Positive ion plasma frequency (here ions oscillates around dust grains having the

following frequency), ωpi = (4πni0e
2

mi
)
1
2 .

• Dust plasma frequency (dust particles oscillates around their equilibrium posi-

tion), ωpd = (
4πnd0Z

2
de

2

md
)
1
2 .

1.6 Dust Charging Processes

The main thing of dusty plasma is to understand thekcharging process of dust grains.

The elementary process of dust grains charging is somehow complicated and depend

on the surrounding plasma environment. The basic chargingkprocesses are

• Interactioniof dust grains withigaseous plasmaiparticles,
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• Interactioniof dust grain withienergeticiparticles, i.e., electrons or ions,

• Interactioniof dust grain withiphotons.

When dust grains are introduced in akplasma environment, then plasma species (elec-

trons and ions) arekcollected bykthe dustkgrains. This collection of plasma species on

dust grains act as a probe. Therefore, the dust grains arekcharged bykthe surrounding

plasma environment. Currents are produced due to the plasma species collection on

the dust grains surface, so the dust grain charge (qd) iskdetermined by the equation
dqd
dt

=
∑

j Ij. Inkthis equation, Ij represents thekcurrent related with j plasma species

(electrons and ions). But at equilibrium, there will be no current on the dust grains

surface, i.e
∑

j Ij0= 0, here Ij0 represents the equilibriumkcurrent. This will lead to

the conclusion that dust grain surface grab some potential φg (φg represents the grain

potential), which is -2.5KBT
e

(where T = Te ' Ti) for simple hydrogen plasma and -

3.6KBT
e

for simple oxygen plasma [17]. This indicates that whenever dust grains appear

inia plasmaiit usuallyigets negatively charged.

Besides thekinteraction ofkdust grains with gaseous plasma particles, there is also

the interaction of energetic particles with the dust grain surface. There are two possi-

bilities, i.e., (i) the energetic plasma particles will be back-scattered or reflected, and

(ii) these energetic particles willkpass throughkthe dust grain material . So, when the

energetic particles pass through the dust grain material then the particles either lose

their energy partially or totally. During the process when energetic particles lose par-

tial energy, then a part of the energy can accelerate further electrons which are then

able to escape from the material (known as secondary electron emission). Finally, the

dust grain material becomes positively charged after secondary electron emissions.

When photons stick to the dust grain surface, it causes photo-emission and makes

the dust grain surface positive due to the emission of electrons. These emitted electrons

are then trapped onto some other grainskwhich becomeknegatively charged. Therekare

so many other chargingkmechanisms, namelyk

• Thermionic emission
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• Field emission

• Radioactivity

• Impact ionization etc.

To discuss all theseiprocesses simultaneously is a complex job, therefore, we take a

simple way by considering the dust grain as an isolated dust grain. After that, a detail

explanation of non-isolated dust grains will be provided.

1.7 Isolated Dust Grains

If the plasma with dust constituent obeying the relation rd � λD � a, where rd, λD
and "a" are the dust grain radius, plasma Debye radius and average inter-grain distance

respectively, then the plasma is called "dust in plasma". Therefore, some important

mechanisms of dust charging in "dust in plasma" are discussed below.

1.7.1 Collection of Plasma Particles

Considered an unmagnetizedkplasma whosekspecies are electrons and ions and a finite

size neutral dust particles. The electrons reached very quickly onto the dust grain sur-

face than ions because thekthermal speedkof electrons are muchkmore thankions and

make the dust grain surface potential negative. While the plasma ions absorption makes

the dust grain charge and potential positive. The electronkand ion current gets affected

by thekpotential of the dust grain surface, and it also depends onkthe relativekspeed be-

tweenkplasma and dust grain. Therefore, for the negative surfacekpotential of thek dust

grain, the ionskare attractedkand electronskare repelledk. When the surfacekpotential

of a dust grain is positive then it will attract the electrons and current transfer by elec-

trons increases, and similarly, it will repel the ions and current due to ions decreases.

Now, these charging currents (Ij)cankbe calculatedkby usingkorbit limitedkmotion

(OLM)kapproach [18, 21]. Let us considered a j plasma particle come closer to

akspherical dust grain ofkradius "rd" and "qd" charge. Whenkthe plasmakparticle
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j enterskthe spherical dust grain’s Debye sphere the effect of the electrostatic forces

will be felt by the particle and thus change its trajectory and just grazing collision

can occurs. Let’s consider the speedkof plasmakparticle beforekand afterkgrazing col-

lisionkwith dust particle is vj and vgj respectively and impact parameter is bj. The

cross-section for the collision between the dust and the plasma particle j is

σdj = πb2
j . (1.25)

In grazing collision, the conservation of momentum and energy has a key role and can

be expressed as

Mjvjbj = Mjvgjrd, (1.26)

and
1

2
Mjv

2
j =

1

2
Mjv

2
gj +

Qjqd
rd

, (1.27)

where qd and Qj are the charge on dust particle and charge on j plasma particle

respectively. Also qd = CφD, where C is the capacitance of spherical dust grain and φD
isithe potentialidifference between dust grain potential (φg) andithe plasma potential

(φP ), i.e., φD = φg - φP . The capacitance of spherical dust grain is expressed as C =

rd exp(− rd
λD

). When we assume that λD � rd then C ' rd. Using equation (1.25) in

equation (1.27), we get

1− 2QjφD
Mjv2

j

=
v2
gj

v2
j

. (1.28)

By simplification of equation (1.26), we get

b2
j = r2

d

v2
gj

v2
j

. (1.29)

Now, multiply equation (1.28) with r2
d and put it in equation (1.25),. Finally, we get

the expression for the cross section,

σdd = πr2
d

(
1− 2QjφD

mjv2
j

)
. (1.30)

The dust grain charging current (Ij) carried by j plasma species with velocity distri-

bution can be expressed as

Ij = Qj

∫ ∞
vmj

vjσ
d
j fj(vj)dvj. (1.31)
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Where fj(vj) islthe velocityldistribution functionland vmj is thelminimumlvelocity re-

quired by the plasma particle to hit the dust grain.

For the lower limit of integration, assume two kind of situation, i.e., QjφD < 0 and

QjφD > 0. For the first situation (QjφD < 0) their is a force of attraction between dust

grain and plasma particles, thus the integration of equation (1.31) will be performed

on the whole velocity domain. While in second situation (QjφD > 0) their is a force

of repulsion in dust grain and plasma particles. To allow the collision we take vmj > 0,

therefore, vmj can be expressed as

vmj =
(
− 2QjφD

Mj

) 1
2
. (1.32)

Consider the velocity distribution function as Maxwellian, i.e.,

fj(vj) = Nj

( Mj

2πKBTj

) 3
2
exp
(
−

Mjv
2
j

2KBTj

)
, (1.33)

where Nj is the particle number density. Now, substitute equation (1.30) and (1.33)

in equation (1.31), to get a result for both situations.

For attractive potential (QjφD < 0),

Ij = 4πr2
dNjQj

(KBTj
2πMj

) 1
2
(

1− QjφD
KBTj

)
. (1.34)

For repulsive potential (QjφD > 0),

Ij = 4πr2
dNjQj

(KBTj
2πMj

) 1
2
exp
(QjφD
KBTj

)
. (1.35)

These situations are simple where the ions streaming is not involved [10]. This OLM

theory is further extended to cylindrical dust grains and dust grains which are less

symmetric than spherical and circular cylinders [19].

1.7.2 Photo-emission

When several photons having hν energy greater in magnitude than photoelectric work

function (wf ) of dust grain strikes on the dust grain surface then it releases photoelec-

trons. The photo-emission of the electron depends upon
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• Wavelength (λ) of thekincident photonsk

• Surface area of dust grains

• Properties of the dust grain material.

The photo-emission process makes dust grain positive with the associated positive

charging current.

Suppose thekphotoelectric workkfunction (wf ) of thekmaterial of dust grain is pos-

itive, i.e., for excitation of the electronk, thekincoming photon mustkhave energyk hν

> wf + qde
rd
. Therefore, maximum dust grain charge is roughly

qd = (hν − wf )
rd
e
. (1.36)

Since the dust grain surface is positive (φD > 0) then some of the electrons come

back tokthe dustkgrain surface and thekphotoelectrons having more energy will es-

cape by overcoming the dust grain potential. Therefore, the net currentkdetermined

bykthe balancekbetween thekphotoelectrons comes back tokthe dustkgrain and photo-

electronskescape from the dust grain surface.

Ip = φr2
deJpQYpexp

(
− eφd
KBTp

)
, (1.37)

where Jp, Q, Yp and Tp are photon flux, efficiency of the absorption for photons and

average temperature. This current equation is valid only when photo-emitted electrons

follow a Maxwellian distribution [10].

1.7.3 Radioactivity

Radioactivity is a process in which unstable atomic nuclei radiate (lose energy). This

process in a body may cause a charging mechanism by the emission of charged species

and due to primary accelerated species the secondary electrons also escape from the

surface. In 1981, Whipple concludes that the amount of ordinary radioactive material

in a body is insignificant for charging effects [20]. But on the other hand, Yanagita in

1977 indicates nova and supernova dust grains can have remarkable radioactive levels

which are β emitters. The β emission from large dust grains can make it positively

charged [10].
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1.8 Non-isolated Dust Grains

Dust grain becomes non-isolated in the situation rd � a � λD, which we called dusty

plasma situation.

Since the charge neutrality condition is given as:

Ne

Ni

= 1− Zd
Nd

Ni

, (1.38)

where Ni and Ne are the particle number densities of positive ions and electrons. If

Zd
Nd
Ni
� 1, then dust particles would considered as isolated, while for Zd NdNi ≈ 1 then

dust particles would considered as non-isolated dust particles. Therefore, for the non-

isolated case, Nd increases at the same time Zd decreases rapidly. This will leads to the

conclusion that particle number density increases in the non-isolated case which means

that dust grains together have a large tendency towards electrons but the number of

available electrons for dust particles decreases.

For negatively dust grain, the currents are:

Ie = −4πr2
dNee

(KBTe
2πMe

) 1
2
exp
( eφd
KBTe

)
, (1.39)

and

Ii = −4πr2
dNie

(KBTi
2πMi

) 1
2
exp
(

1− eφd
KBTi

)
, (1.40)

where Ii � Te because Me � Mi, therefore dust grain surface is negatively charged.

Ion current is increasing and electron current is decreasing until Ii = - Ie, which implies

that Ie + Ii= 0, we get Using equations (1.39) and (1.40) in Ie + Ii = 0.( Ti
Mi

)2(
1− eφd

KBTi

)
=
Ne

Ni

( Te
Me

)2

exp
( eφd
KBTe

)
.

By using charge neutrality condition, we get(TiMe

TeMi

) 1
2
(

1− eφd
KBTi

)
exp
(
− eφd
KBTe

)
= 1− Zd

Nd

Ni

, (1.41)

where φd and Zd are related as

Zd = −φDrd
e

. (1.42)
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Using equation (1.42) in (1.41) and take Te = Ti = T

(
1− eφd

KBT

)
exp
(
− eφd
KBT

)
=
(Me

Mi

)−1
2
(

1 +
φdrdnd
nie

)
,

1− eφd
KBT

−
(Me

Mi

) 1
2
(

1 +
φdrdnd
nie

)
exp
( eφd
KBT

)
= 0,

1− eφd
KBT

−
(Me

Mi

) 1
2
[
1 + P

eφd
KBT

]
exp
( eφd
KBT

)
= 0, (1.43)

where P = 4πNdrdλ
2
D0 and λ2

D0 = KBT
4πNie2

. By solving this equation numerically we

calculate φd and Zd. By taking Ni, T and rd constant then the variation in logP with
eφd
KBT

shows that when nd increase slowly (it mean that dust grain inter-space distance

slowly decreases) and overshoot a critical value, the value of − eφd
KBT

starts to decay

which indicates that the average dust grain charge Zd starts to decrease.

1.9 Different types of Non-linear Structures

The nonlinear wave structure strongly depends on the type of nonlinearity. In general,

three types of nonlinearities are discussed in plasma environments, i.e.,

• Scalar nonlinearities (Solitons, multi-solitons, envelop solitons, Shocks etc.)

• Vector nonlinearities (Vortices)

• Chaos (Chaotic evolution or behavior)

1.9.1 Solitons

Solitons are nonlinear and stable profiled dip or hump-shaped structure. Solitons main-

tain their shape despite dispersion and nonlinearity of medium. And it has self local-

ized solutions of a nonlinear partial differential equation that takes into account the

evolution of nonlinear systems. Before the mathematical representation, solitons are

detected as pulsed type structures of density, potential, electric field, or some other
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physical quantity in the medium.

One can define a soliton as a solitary wave having the following unique properties [43].

• Shape of solitons does not change, i.e. solitons are shaped invariant during

their propagation. This property (shape invariant) of soliton has occurred in

the plasma environment where dispersion and nonlinearity both are present.

• Solitons interact nonlinearly and during two soliton waves collision, the waves

just pass through each other without changing the shape but phase shift can be

occurred.

• Solitons are localized waves and a soliton vanishes asymptotically. For example if

we have a localized structure of electrostatic potential φ(x, t) then we can impose

condition i.e, φ(x, t) → 0 as |x| → ±∞.

When wave phase dispersion and nonlinearity comes at the same phase then an isolated

hump or dip like wave profile comes to existence called soliton withkno rapidkoscillations

insidekthe packetk. Thisktype ofksoliton is called the aforementioned KdV type soliton

becausekits dynamicskare governed by Korteweg-de Vries (KdV) type equation. And

whenkwave group dispersion balancekthe nonlinearity thenkanother typekof soliton

formed which is known as envelope soliton. Envelope soliton is aklocalized modu-

latedkwave packetkwhose dynamicskare governedkby nonlinear Schrodinger equation

(NLS). The KdV equation shows thekdynamics ofkwave pulseskitself, while on the

other hand, the nonlinear Schrodinger equation controls the far-field dynamicskof

thekamplitude of the almostkmonochromatic (narrow-bandedk) wavektrain propagat-

ingkin akweakly nonlinearkand stronglykdispersive mediumk.

Solitons are abundantly in nature, such as in water (like Tsunami waves, referred to

as solitons in literature) and in space, etc. A familiar example of solitons are moving

clouds that are observed in Australia, Gulf of Carpentaria.

Nonlinear phenomena in nature are very common than linear phenomena. Since

the very first time observation of nonlinear phenomena called solitary waves is made

by John Scott Russell (Scottish naval architect and an engineer) during riding a horse
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in the Union canal in Edinburgh in August 1834. He saw a hump of water somehow

thirty feet long produced in a narrow canal that was traveling with constant speed

without any change in its shape for a distance of about two miles. He observed the

strange behavior of waves above the surface of the water and carry water along with

it unlike the ordinary water wave having crest and trough. Therefore, Russel called

this strange and unique wave a "solitary wave of translation". This is how the birth of

nonlinear science (like solitons, envelope solitons, and shocks, etc) came into being.

In 1844 Russel reported his results based on several experiments to explore this

unusual unique wave [44]. While next year in 1845, Airy published his analysis on such

types of waves which contradicts the theory proposed by Russel [45]. In Airy’s analysis,

he finds that during propagation this wave does not maintain its shape. And also in

1847 Stokes showed that in nonviscous fluids, such type of waves could not exist [46].

After many years that is in 1865 Russel’s work was confirmed by a French scientist

named Bazin. For this purpose, Bazin performed many experiments in a canal close

to Dijon. In years 1871 and 1876, Boussinesq and Rayleigh confirmed the existence

of such types of waves in the absence of dissipation because of the decrease in the

dispersion and increase in the velocity of the wave because finite-amplitude balances

each other resulting in a wave of permanent form. In 1895 the well known Korteweg

deVries equation was derived by Korteweg and deVries during their observations on

competition between steepening and dispersion in traveling shallow water waves which

confirmed the existence of solitary waves [47]. And in 1967 KdV equation was derived

by Zabusky and Kruskal in the long-wavelength limit and found that when two waves

interact with each other then they emerge with only change in their phase shift whereas

their shape remains the same [48].

1.9.2 Shock Waves

The shock wave is a propagating disturbance which appears in a medium due to nonlin-

ear and dissipative effects. The shock waves carry the energy and can also pass through

the medium like liquids, solids, gases, and plasmas, and in some cases in absence of a

material medium, like electromagnetic fields in free space. When state variables such as
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velocity, density, etc. of the medium experience sudden changes because of a surface of

discontinuity which propagates through the medium then such surface of discontinuity

is termed as a shock wave. Shock waves can further be classified into two types, i.e.

compressive (positive) shocks, and rarefactive (negative) shocks. Compressive shocks

travel in a direction of the minimum density of the medium whereas rarefactive shocks

propagate along the direction of maximum density of the medium [49].

Nonlinear shock waves are large-amplitude waves having the following properties.

• When a frame moves with the shock then subsonic velocity remains behind

whereas supersonic velocity remains ahead of the shock.

• Change in velocity and strength of non-planar imploding (exploding) shocks de-

pends on the distance from the center of origin. As the distance increases the

velocity and strength decrease and vice versa.

• When a fluid is compressed because of a shock, its entropy increases.

• Formation of a steep wavefront across which the state variables change abruptly.

• Nonlinear superposition principle holds during the interactions and reflection of

shock waves.

Formation of shock wave required damping or dissipative mechanism. The dissipation is

provided by viscosity or thermal conductivity of the medium in ordinary fluids. But in

plasmas, other processes also play an important role which appears because of collective

effects, i.e. Landau damping, particle trapping in a potential well, and reflection.

These processes are collision-less that engender the collision-less shock structures whose

transition layer can be much smaller as compared to their mean free path. The earth

bow shock is an example of collision-less shock structures.

A mathematical theory of shock waves was the first to predict the existence of

shock waves [50]. And Toepler used a spark discharge in 1864 to produce shock waves

[51]. Many researchers like Mach, Wentzel, and Salcher [52, 53] performed experiments

on explosions and blast waves to determine the speed of shock waves by using the
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soot method invented by Antolik [54] to investigate the shock wave interactions. Lord

Rayleigh argued that the shock waves can be as thick as of the order of the ratio of

specific gas viscosity and wave velocity [55]. The well-known Burger equation was

derived by Bateman in 1905 [56] whereas Burger studied weak turbulence by using this

equation and from then this equation is termed as Burger’s equation [57]. This is a

model equation for several dissipative and diffusion processes in convention dominated

systems and is responsible for the formation of weak shocks. When dispersion plays

a role along with nonlinearity, dissipation, and diffusion mechanisms on spatial and

temporal scales then Burgers equation can be combined with Korteweg deVries equation

to get KdV Burgers (KdVB) equation which has been derived in long-wavelength limits

to obtain the wave dynamics for a variety of plasma systems.

1.10 Dusty Plasma in Space

Dust is an abundant particle that presents on large scale in space plasma. Interstel-

lar clouds, circumstellar clouds, and the solar system contain dust particles in large

numbers.

The space between the stars (i.e, interstellar space) is filled up by gas medium and

dust particles. The collapse of massive molecular clouds can give birth to new stars

which decrease the gas content of the interstellar medium. The dust grains in the

interstellar clouds or circumstellar clouds are present in different forms, i.e. it may be

dielectric (ice, silicates, etc) or metallic (graphite, magnetite, amorphous carbon, etc).

In the interstellar clouds, certain parameters of dust-laden plasma are given as

Electron number density ne = 10−3cm−3 to 10−4cm−3

Temperature of electrons Te ' 12K

Dust particles number density nd = 10−7cm−3

Dust grain radius rd ' 0.2µm

Neutrals neutral density nn ' 104cm−3

Debye screening radius a
λD
≤ 0.3. [10]

Beside these, dusty plasma also presents in different region of the space, like
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• Interplanetary space

• Comets

• Jupiter’s ring system

• Saturn’s ring system

• Uranian ring system

• Neptune’s ring system

• Earth’s atmosphere

1.10.1 Interplanetary Space

The space between the stars is not empty but occupied by photons (electromagnetic

radiation), cosmic rays, hot plasma (electrons and ions), solar wind, magnetic field,

and dust particles. The dust particles are distributed in the region of the inner so-

lar system with the contribution of the asteroid belt which causes the zodiacal light.

When the asteroids collide with the asteroid belt that can also produce interplanetary

dust. The earth also receives the dust which is an accretion of interplanetary dust

estimated 40,000 tonnes per year, and the interplanetary dust is also detected in the

stratosphere. This interplanetary dust is been collected by NASA by their research

aircraft for the past several decades. At the altitude of 18 kilometers to 20 kilometers,

the dust particles have been detected. In the interplanetary space, the inside and out-

side interplanetary dust particles are shown in figure 1.1 respectively.

1.10.2 Comets

Comets are like stars but not the stars since it is the smallest members of the solar

system. The comets have an important role in understanding the cosmic and solar

systems. It has been said that during the first stages of our planet, the long period
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comets may have transported water and organic materials which are necessary for the

evolution of life. It has been said that the interaction of dust with solar electromagnetic

radiation is the key which leads to the discovery of solar wind [11].

Figure 1.1: A view of comet Hale-Bopp showing.

Most comets are composed of three components, ahead, a nucleus, and a tail (dust

tail or may be a simple plasma tail), and are considered as a globe of dust and ice.

Coma and nucleus which in the middle of the comet less than 10km in diameter, form

the head of the comet. Comet is usually surrounded by clouds of diffuse materials

(coma), when the comet comes closer to the sun then the coma size increases and

gets more brightness. When this distance decreases the comet develops a tail in the

opposite direction of the sun from the head, and this tail is then expanded in millions

of kilometers. However, when the comet is far away from the sun its material in

the nucleus is in solid form. But when the distance between the comet and the sun

decreases, the material in the comet nucleus gets warm and warm and then finally from

a comet nucleus form a coma of gas and dust. The dust particles in the coma have the

property to reflect more sunlight, while the gas in the coma absorbs ultraviolet light
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and begin to fluorescence. Now, when this distance decreases further the fluorescence

intensity becomes greater than dust particles reflected sunlight. Nearly at this stage,

the hydrogen envelope is also formed due to the absorption of ultraviolet light that

makes the hydrogen escape from the comet’s gravity. This envelope which is formed

due to the escape of hydrogen cannot be seen from the earth (due to the absorption of

this light in our atmosphere) but can be detected by spacecrafts.

As the comet comes closer to the sun the material inside the head of the comet

accelerates with different velocities (depend on the material’s size and mass), due to

the radiation pressure of the sun and solar wind. Therefore, the tail which contains dust

particles accelerated slowly and become curved. The ions (which are lighter particles

than dust) in the comet tail can accelerate more and look like a straight line. So, the

ion tail extends away from the comet in opposite direction to the sun [10]. Figure 1.2,

a view of comet Hale-Bopp showing two distinct tails, i.e thin blue plasma tail and

broad white tail of dust particles.

1.10.3 Jupiter’s Ring System

Jupiter’s ring was firstly discovered by Voyager 1 that was basically inkthe search

of Faint ring system. After Voyager 1, a more clear image was taken by Voyager 2.

Jupiter’s ring iskcomposed ofkthree basickcomponents, i.e.,

• Mainkring

• Halo ring

• Gossamerkring

The mainkring iskabout 7× 103 kilometers widekand their outerkboundary is aboutk

1.29 × 105 kilometers fromkthe center ofkthe planetk. Thiskring alsokencompasses

thekorbits ofkthe twoksmall moons (Adrasteakand Metisk), whichkmay actkas aksource

forkthe dustkthat makeskup mostkof thekring.
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1.10.4 Saturn’s Ring System

Saturn’s ring was firstly discovered by Galileo (in 1610) using his telescope. This ring

confused the researchers and astronomers of that time. Their confusion increased since

the Voyager 1 and Voyager 2 image the ring system in 1980 and 1981, respectively.

Voyager 1 closest approach at a distance of 6.42×104 kilometer while Voyager 2 closest

approach is 4.1 × 104 kilometers, therefore, Voyager 2 observe the ring system at a

higher resolution than Voyager 1 and report many unseen ringlets [12]. The main

rings from the outward direction are known as A, B, and C rings. Rings A and B are

divided by the Cassini Division, i.e, the largest gap in the rings. The fainter rings are

also discovered recently which are called G, D, and E rings. D ring is extremely faint

and also close to the planet. At the outer side of the A ring, there is another ring

called the F ring. Saturn’s ring is primarily composed of ice and range from micron

to meters in size. The exciting characteristic observed by Voyager 1 and Voyager 2

in the ring system of Saturn was nearly radial spokes strength for the dust-plasma

interaction study in the planetary magnetosphere. The spoke model is based on the

consideration that spoke contains electro-statically floated micron and sub-micron dust

size dust grain. In Saturn’s ring, the features of the plasma and dust vary from one

ring to another, i.e.,

E ring:

ne = 10 cm−3

Te = 105 K to 106 K

nd = 10−7 cm−3

rd ∼ 1 µm

and a
λD

= 0.1 µm

F ring:

ne = 10 cm−3

Te = 105 K to 106 K

nd ≤ 10 cm−3

rd = 1 µm,
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and a
λD
≤ 10−3

Spokes

ne = 0.1 cm−3 to 102 cm−3

Te ∼ 104 K

nd ∼ 1 cm−3

rd ∼ 1 µm

and a
λD
≤ 10−2 [10].

1.10.5 Uranian Ring System

Uranian ring system discovery was reported in the early few months of 1977 during

an examination of an occultation by the planet. Before the planet, the blinking star

(blink five times) was observed, and later its blinking is also observed five times. These

blinking indicate that the planet was surrounded by five narrow rings. But this ob-

servation is not final, and some other observations show that there are actually nine

major rings, i.e α, β, γ, η, δ, ε, 4, 5, and 6. In 1986 Voyager spacecraft took certain

images of the ring system and it also notices that these rings are surrounded by a belt

of dust particles. Some images taken by the Voyager spacecraft look brighter than

their environment which indicates that there must be dust particles there because dust

particles have a property that reflects sunlight [10].

1.10.6 Earth’s Atmosphere

In the earth’s atmosphere at an altitude of 80 km to 90 km, polar summer mesopause

is located where the dust particles are detected [13]. In polar summer mesopause, the

most puzzling phenomenon has been detected in 1885, i.e the formation of clouds known

as "noctilucent clouds" (NLC). In the year 1957 to 1958 (International Geophysical

Year), some other peculiarity of polar mesopause has been reported that it was much

colder in summer than in winter, which indicates that NLCskwere composedkof icek

(which is formedkat very lowktemperature, evenkbelow 100K).

Besides these, there are many other theories that involve charge dust particles

withka total chargekdensity thatkis significantkcompare withkelectron orkion com-
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ponent. These dust particles are highly charged (positively charged) by the photo-

emission dust charging process. When the photo-emission process is negligible then

the charging of dust particles iskonly duekto the collection of plasma particles, there-

fore, the dust particles willkget negatively charged [14].

1.11 Dusty Plasmas in Laboratories

Laboratory dusty plasma has some distinct characteristics fromkthose ofkspace and

astrophysical dusty plasmas. The firstkthing which differentiates laboratorykdusty

plasma from spacekand astrophysicalkdusty plasma is the laboratorykdischarges that

have geometrickboundaries, and these boundaries structurek, compositionk, tempera-

turek, and conductivityk, etc affect thekformation andktransport of the dust grains.

Second distinguish feature of a laboratory dusty plasma is the external circuit (needs

to maintain the dusty plasma) which imposes spatiotemporally varying boundary con-

ditions on the dusty discharge. Dust occurs in many laboratory devices, such as:

• Direct current (DC) discharges

• Radiofrequency (RF) discharges

• Fusion plasma devicesketc.

1.11.1 DC and RF Discharge

Dust particles are traced in DC discharges having large quantitiesk for theksame

gaseskunder conditionskof RFkexcitations. Here the dust particles are originated inkthe

gaskphase, for-example carbon monoxide (CO) orksilane containing discharges. While,

dust particles may originate fromkthe sputteringkof electrodesk, for example, metals

(most metals not all metals) and graphite, etc. The formation of dust particles also

depends on the nature of gas, i.e in electronegative gas mixtures, the dust particles

are formed more quickly. The dust particles also occurkmore rapidlykin akgas mixture

where silicon ork carbon-like substrates are present, and electronegative free radicals
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are obtained from silicon and carbon by the process of sputtering. The Radio-frequency

(RF) discharges iska verykeffective trapkfor negativekions andkfor negatively charged

dust particles. The electrons have more mobility power than positive ions due to the

less mass from positive ions, therefore, the electrodes receiveknegative DCkbias. Due

to these mobility effects, an ambipolar electric field occurs in the radial direction where

negative ions and dust particles are trapped. The physical properties of dust particles

like growth, charge, position, and temperature, etc, which are formed in DC or RF

discharges depend on many physical and chemical processes involved [15].

Figure 1.2: A view of comet Hale-Bopp showing two distinct tails.

1.11.2 Fusion Plasma Devices

It has been known for a long time that microscopic grains of solid matter (dust)

exist infusion devices. Although, interest is also developed recently in outcomes of

plasma operation and performances [16]. The plasmaskin fusionkdevices like Toka-

maks and Stellarators etc are somehow contaminatedkby impuritiesk (heavier than

hydrogen isotopes) whichkare thekfuel inkfusion reactors. These impurities which
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are known as dust particles are generated by different processes like desorption, arc-

ing and sputtering, etc, and there are some other important mechanisms whichkare

spallationkand flakingkof thinkfilms ofkredeposited materialk (or the films whichkwere

grownkintentionally) forkwall conditioningkpurposes.

Recently, a different type of dust particles was collected from Tokamak experiment

for technology oriented research 94 (TEXTOR-94) in which plasma-wall interactions

are studied is a medium size tokamak, and this collection is done by means of the

vacuum cleaner. The remaining rough particles were removed from the sticky bag of

the vacuum cleaner by a coarse fraction. The coarse fraction basically contains the

irregular size of dark or whitish particles (0.1 to 0.5 millimeter). Coarse particles

may be found in differentktypes and sizesklike metalkcuttings, spheresk (diameter in

betweenk 0.01 mm and 0.1 mm), and irregularlykformed piecesk, etc [10].
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Chapter 2

Mathematical Model

2.1 Mathematical Model

The fluid theory for the plasma system is modeled by fluid equations and Maxwell’s

equation. These equations then form a number of coupled partial differential equa-

tions, which is very complicated to solve exactly (analytically) rather than approxi-

mate methods. These approximate methods are either numerical or analytical like the

asymptotic perturbative method. To solve the number of coupled partial differential

equations numerically then strong command on some favorable programming languages

are necessary like Fortran, C++, or some computational software packages like MATH-

EMATICA and MATLAB. The deeper understanding of the physical mechanisms and

reliance of system behavior on different physical parameters over space (it may be

Cartesian, spherical, or cylindrical, etc) scale and time scale, the analytical method

is the best approach. Although, analytical and numerical approaches are needed to

greatly investigate the dynamics of the plasma system.

Generally, two analytical methods, i.e., reductive perturbative method (RPM) and

pseudo-potential method (PPM) are used to solve the number of coupled partial dif-

ferential equations in the investigation of non-linear structure in plasma-like solitary

waves and shock waves, etc. For the investigation of small amplitude nonlinear waves,

the reductive perturbative method (RPM) is used while studying the arbitrary ampli-

tude waves the pseudo-potential method (PPM) is used. Moreover, the RPM has some

advantages over PPM, i.e., RPM is applied to study the non-planar nonlinear wave
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structures and the study of time evaluation of nonlinear waves. The final equation

obtained through both the methods required numerical techniques.

2.1.1 Reductive Perturbative Method

Aksimple case for the perturbation methodkis the dynamicalksystem whose model

equation iskan ordinaryklinear differential equationkwith some small parameter ε (which

shows the strength of nonlinearity or weakness of dispersion) and the systemkiskexactly

solvablekif thisksmallkparameter ε is setkequal tokzero. Then usekthe regular pertur-

bative methodkto solveksuch a systemkby expanding thekdependent variablekin terms

of ε like X =X0 + εX + ε2X2 + ε3X3 + . . . , where X,X0 and ε are the dependent vari-

able, the unperturbed quantity of dependent variable X and strength of nonlinearity

respectively. Then putting these expansions backkinto the originalkequation and com-

pare the terms forkvarious orders of ε to obtain a set ofkequations for variouskorders,

which cankbe solvedkto calculate different orders of the asymptotic solution.

Moreover, if the set of modelkequations explains a physical system and does not

contain a small parameter, the perturbative methods are still used to solvekthe sys-

tem ifkcertain parameterskof the systems are assumedkto be eitherktoo small or too

large. Then expand the different state-dependent variableskof the system inkterms of

these smallkparameters which leads to getting the asymptotic solution. Considered a

nonlinear oscillation with small amplitude and nonlinearity effect one can go through

a perturbative solution, this weakness of amplitude and nonlinearity can be utilized

to obtain a perturbative solution. Since the regular perturbative methods break for

the highest order derivative occurs to be a multiple of ε and due to the existence of

weak nonlinearity in the model equations, the regular perturbation method is also

broke. Therefore, the solutionkobtained in this waykbecomes invalidkover longkspatial

and temporal scales due to the presence of unbounded terms known as secular terms.

To avoid such problems and make sure the logic of the solution over large scales the

singular perturbation methods is used. In this method, the dependent variables and

independent variables of time and space are expressed in terms of the small param-

eter ε and known as multiple-scale analysis. Different singular perturbation methods
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are implemented which notkonly allow secularitykfree solution but also assemble the

progressive effect of the nonlinearitykover longkspace and timekscales.

The reductive perturbative method (RPM) is also a singularkperturbative method

and seems to be the first use in 1960 by Gardner and Morikawa [33][34] to explore

the nonlinearkbehavior of hydrodynamickwaves in cold plasma. After that Washimi

and Taniuti [35] used thiskmethod tokderive KdV equation for smallkamplitude ion-

acoustic waves and then generalizedkby Taniuti and Wei [36] to solve an immense

category of weakly nonlinear and weakly dispersive and dissipative systemskand suc-

cessfullykapplied it to investigate different plasma systems. The method is known as

a reductive perturbative method because itkreduces thekfar-field behaviorkof a sys-

temkof partial differential equations to the solution of a scalar, nonlinear evolution

equation [37] like KdV, Burgers, or KdVB equations.

2.2 Korteweg de-Vries (KdV) Equation

The phenomenon described by Russell can be expressed by a non-linear Partial Differ-

ential Equation of the third order. A partial differential equation (PDE) is a mathemat-

icalk equation that containskan unknownkfunction ofkmore thankone variable askwell

asksome derivativeskof thatkfunction concerningkthe different independent variables.

In practicalkapplications wherekthe PDE describeska dynamickprocess onekof the vari-

ableskhas the meaningkof the timek (hencekdenoted by t) and the otherk (normally

only up to 3) variablekhave thekmeaning ofkthe spacek (hencekdenoted by x, y, and

z).

Korteweg de-Vries (KdV) Equation is usually written as

ut(x, t) + 6u(x, t)ux(x, t) + uxxx(x, t) = 0. (2.1)

Where the short notations are express as

ut(x, t) =
∂u(x, t)

∂t
;ux(x, t) =

∂u(x, t)

∂x
,

and

uxxx(x, t) =
∂3u(x, t)

∂3x
.
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This equation (2.1) is known as Korteweg-de Vries(KdV) equation and is named

due to the paper written by Korteweg and de Vries which is published in 1895 [38].

This equation is nonlinear because due to the product shown in the second summand,

and of third order because of the third derivative as highest present in this equation,

and factor 6 is just a scaling number. And finally, Korteweg and de Vries found the

solution for solitary waves in this way. For many decades this equation pays attention

to many researchers and leads to quite important discoveries.

2.2.1 Exact Solution of Kd-V equation

Let u = u(x, t) be a function of two variables x and t representing the space and time

coordinates respectively. Then the general KdV equation is as follows.

ut + 6uux + uxxx = 0. (2.2)

To solve this PDE we adopt the exact solution method, since this PDE is nonlinear

and dispersive in nature. Considered u(x, t) = z(x− ct) = f(ξ), where c is the phase

velocity and ξ = x - ct. The wave equation utt - c2uxx and which has a characteristic

wave solution, i.e., f(x+ ct) and f(x− ct). Therefore, we have

u(x, t) = z(x− ct) ≡ f(ξ), (2.3)

here one can replace the parameter c by β and and the function f by g. And by

Substituting equation (2.3) in (2.2), we obtained the ordinay differential equation

−βdg
dξ

+ 6g
dg

dξ
+
d3g

dξ3
= 0. (2.4)

Taking single integration over ξ, the following equation is obtained

−βg + 3g2 +
d2g

dξ2
= C1, (2.5)

where C1 is the constant of integration. Now multiply this equation with dg
dξ

to obtained

an expression for g

−βzdg
dξ

+ 3z2dg

dξ
+
d2g

dξ2

dg

dξ
= C1

dg

dξ
,
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−βzdg + 3z2dg +
d2g

dξ2
dg = C1dg.

Hence, integrating over variable ξ

−β
2
g2 + g3 +

1

2

(dg
dξ

)2

= C1g + C2, (2.6)

where C2 is the constant of integration. In this case apply boundary conditions i.e., x

−→ ± ∞ we have g −→ 0, dg
dξ
−→ 0 and d2g

dξ2
−→ 0. From that we have, C1 = C2 = 0.

Therefore, solution of (2.6) under these boundaries conditions is(dg
dξ

)2

= g2
(
β − 2g

)
. (2.7)

Using separation of variable technique, we obtained the following result∫ g

0

dξ

ξ
√
β − 2ξ

=

∫ ξ

0

dη. (2.8)

In this equation’s lower limit 0 the generality cannot lose since the starting point can

be transformed linearly. Use the transformation, i.e., s = 1
2
βsech2w and integrate the

left side of equation (2.8), one can obtained the equation

β − 2β = β
(

1− sech2w
)

= βtanh2. (2.9)

Using the identity cosh2 − sinh2 = 1, then
dξ

dw
= −β

( sinhw
cosh3w

)
. (2.10)

Now the upper integration limit of the left hand integral of equation (2.8) due to the

transformation s = 1
2
βsech2w becomes

w = sech−1

√
2g

β
, (2.11)

substituting equations (2.9)-(2.11) in equation (2.8), we obtained the following equation

ξ = − 2√
β

∫ w

0

1

sech2w.tanhw

sinhw

cosh3w
dw

= − 2√
β

∫ w

0

cosh2w.coshw

sinhw

sinhw

cosh3w
dw

= − 2√
β

∫ w

0

dw

≡ − 2√
β
w.
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By back substitution ξ, we get

ξ = − 2√
β
sech−1

√
2g

β
,

g(ξ) =
β

2
sech2

(√β
2
ξ
)
,

therefore, the final result is of the form

u(x, t) =
β

2
sech2

[√β
2

(x− βt)
]
. (2.12)

Equation (2.12) is the solution of KdV equation and describe the stationary bell shaped

t=0.5

t=1.5

t=2.5 β=2.0

β=3.0

β=4.0

-10 -5 0 5 10 15 20

0.0

0.5

1.0

1.5

2.0

x

U
(x
,t
)

Figure 2.1: Propagation of KdV Solitons for two different values (a) Solid curves β = 1
and (b) Dashed lines t = 2

curved propagating with velocity β along x with width of the pulse ∆ = 2√
β
without

any change in its shape.
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2.3 Burger Equation

Burger’s equation is obtained from combiningknonlinear wavekmotion withklinear dif-

fusion and iskthe simplestkmodel forkanalyzing thekcombined effectkof nonlinear ad-

vection andkdiffusion. The presence of viscous terms helps to terminate wave break-

ing and smooth out shock discontinuities which help tokobtain akwell behavedkand

smoothksolution. Since the inviscidklimit, thekdiffusion termkbecomes vanishingly

smallkand the ksmooth viscousksolutions convergeknon-uniformly tok the appropri-

atekdiscontinuous shock wave, leadingkto ankalternative mechanismkfor analyzing con-

servative nonlinearkdynamical processesk. Burger in 1948 first succeeds in his equation

tokthrow lightkon turbulence describing the interaction of two opposite effects of con-

vection and diffusion.

2.3.1 Solution of Burger Equation

If the nonlinearity is balanced by the dissipation the resultant equation is the non-linear

equation with diffusion term

∂tu+ u∂xu− w∂xxu = 0. (2.13)

This equation is well known Burger equation. Where by ∂t we mean ∂
∂t

and similar

is the case for x, while by ∂xx we mean ∂2

∂x2
and u = u(x, t). The equation (2.38) is

composed of time evolution (∂tu), nonlinearity (u∂xu) and diffusion (∂xxu) terms. This

is the simplest nonlinear model equation for diffusive waves in fluid like dynamics.

The effect of nonlinear term (uux) is shocking up that cause to break the wave while

the diffusion term (vux)is like one occuring in heat equation. To find the travelling

wave solution of following nonlinear equation, we considered

u(x, t) = h(x− ct) ≡ h(ξ), (2.14)

where ξ = x - ct and c is the phase velocity. One can also determine the phase velocity

c and h. Therefore, by chain rule, i.e., ∂u
∂t

= -ch′(ξ), ∂u
∂x

= h′(ξ), ∂2u
∂x2

= h′′(ξ)
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Now Substituting these expressions into equation (2.38), the following ordinary differ-

ential equation is obtained

−ch′(ξ) + h(ξ)h′(ξ)− vh′′(ξ) = 0. (2.15)

In equation (2.40), h(ξ)h′(ξ) = 1
2
dh2

ds
, after performing the integration with respect to

ξ yields

−ch(ξ) +
1

2
h2(ξ)− vh′(ξ) = C1,

2v
dh(ξ)

dξ
=
(
h2(ξ)− 2ch(ξ)− 2C1

)
,

2v
dh(ξ)

dξ
=
(
h(ξ)− h1(ξ)

)(
h(ξ)− h2(ξ)

)
, (2.16)

where C1 is the constant of integration, h1 = c +
√
c2 + 2C1 and h2 = c -

√
c2 + 2C1.

Assuming h1 and h2 are real and therefore, h1 > h2. After separation of variable

integrate equation (2.16), we get the following equation

ξ

2v
=

∫
dh(ξ)(

h(ξ)− h1(ξ)
)(
h(ξ)− h2(ξ)

) ,
=

1

h1(ξ)− h2(ξ)
ln
h1(ξ)− h(ξ)

h(ξ)− h2(ξ)

Assuming h2(ξ) < h(ξ) < h1(ξ), this will leads to the equation of the form

h(ξ) =
h1(ξ) + h2(ξ)e

(
h1(ξ)−h2(ξ)

2v

)
ξ

1 + e

(
h1(ξ)−h2(ξ)

2v

)
ξ

. (2.17)

Or this equation may be write as

h(ξ) = h2(ξ) +
h1(ξ)− h2(ξ)

1 + e

(
h1(ξ)−h2(ξ)

2v

)
ξ
. (2.18)

Equation (2.17) can be written as

h(ξ) =
1

2

(
h1(ξ) + h2(ξ)

)
+
h1(ξ) + h2(ξ)e

(
h1(ξ)−h2(ξ)

2v

)
ξ

1 + e

(
h1(ξ)−h2(ξ)

2v

)
ξ

− 1

2

(
h1(ξ) + h2(ξ)

)
,

=
1

2

(
h1(ξ) + h2(ξ)

)
− 1

2

(
h1(ξ)− h2(ξ)

)
tanh

[ 1

4v

(
h1(ξ)− h2(ξ)

)
ξ
]
.

39



This solution of Burger’s equation is called shock structure solution becausekit looks

like thekactual shock wave profile as it connects the asymptotic states h1(ξ) and h2(ξ).

When the Burger’s equation solution does not contain the viscous term then a shock

wave would be formed and at last, itkbreaks. The presencekof thekdiffusion termkstop

the moderate distortionkof thekwave and it’skbreaking would occur bykcountering

the non-linearity. Therefore, the nonlinearkadvection termkand the linearkdiffusion

termkbalance each other in the same fashion in real shock waves in the small region,

which is the region where the gradient is steep. In this regard, the diffusion coefficient

affects the waveform, i.e smaller the diffusion coefficient the sharper the transition layer

between the two asymptotic values of the solution and vice versa. And finally traveling

wave solution to equation (2.38) is

u(x, t) = c− 1

2

(
h1(ξ)− h2(ξ)

)
tanh

[ 1

4v

(
h1(ξ)− h2(ξ)

)(
x− ct

)]
. (2.19)

Now from h1(ξ) and h1(ξ) relation, we calculate the expression for c, i.e

c =
1

2

(
h1(ξ) + h2(ξ)

)
. (2.20)

And for special case where h1(ξ) = 2 and h2(ξ) = 0, the travelling wave solution

becomes

hξ =
2

1 + e
ξ
v

= 1− tanh
( ξ

2v

)
, (2.21)

this solution is independent of time in space-time frame.

Since the traveling wave solution defines shock thickness, and one can obtained this

thickness by multipling a factor e−
(
h1(ξ)−h2(ξ)

2v

)
ξ with equation (2.17), i.e.,

h(ξ) =
h2(ξ) + h1(ξ)e−

(
h1(ξ)−h2(ξ)

2v

)
ξ

1 + e−
(
h1(ξ)−h2(ξ)

2v

)
ξ

. (2.22)

And for a special case where h1(ξ) = 2 and h2(ξ) = 0, we have

h(ξ) =
2e−

ξ
v

1 + e−
ξ
v

. (2.23)

In equation (2.22), the exponential term specify the existence of a thin layer of thickness

σ, i.e., σ = v
h1(ξ)−h2(ξ)

. This is basically the shock wave thickness which is approaching
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to zero as v −→ 0 (means that h1(ξ) and h2(ξ) is fixed). While on the other hand

σ increases as h1(ξ) −→ h2(ξ) where v is fixed. This will leads us to an idea that

if σ isksmall comparable withkother typicalklength scaleskof the problemkthen the

rapidkshock transitionkcan satisfactorily bekapproximated by a discontinuity.

2.4 Distribution Functions

In plasma, the plasma’s species moving with random velocities and are affected by

different parameters. To assign a specific velocity to individual species is very difficult.

Therefore, the velocities of plasma species are distributed and the systems are best

dealt with by considering the statistical approach called velocity distribution function.

All physical information like macroscopic properties related to the plasma environment

contains in the distribution function. In the simple case when plasma is in thermal

equilibrium its distribution function is homogeneous, isotropic, and time-independent.

A volume element in phase space is a six dimensional cube at position (r, ν) and is

represented by d3rd3ν. Inside the volume the particles contained are d3r = dxdydz with

velocities d3ν = dνxdνydνz [22]. More generally with the addition of time coordinate

the distribution function becomes the seven variable function, i.e., F(x, y, z, νx, νy, νz,
t), which gives the number of particles per unit volume in phase space. The particle

number density is the write as

N (r, t) =

∫ ∞
−∞

dνx

∫ ∞
−∞

dνy

∫ ∞
−∞

dνzF(r,ν, t),

=

∫ ∞
−∞
F(r,ν, t)d3ν,

=

∫ ∞
−∞
F(r,ν, t)dν.

And finally write in the normalized form∫ ∞
−∞
F(r,ν, t)dν = 1.
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2.4.1 Maxwellian Distribution Function

In thermally equilibrium plasma the velocities of the particles disperse around the

average velocity of the particles. But inkstationary state plasma, the averagekvelocity

ofkthe particleskis zero and thekdistribution obeys statistical Gaussian distribution of

errors [23].

h(∆x) = (π(∆x)2)
−1
2 exp

(
− (∆x)2

〈∆x〉2
)
.

In plasma situation ∆x equivalent to the x-direction velocity component (νx), and

〈∆x〉 show the variance from average velocity of particles, i.e, 〈νx〉.h(∆x). For the

N number of particles number density in thermal equilibrium, the one dimensional

distribution function is

f(νx) = N(π〈νx〉2)
−1
2 exp

(
− (νx)

2

〈νx〉2
)
.

More generally, in three dimensional space ν2 = ν2
x + ν2

y + ν2
z the three dimensional

Maxwellian distribution function is

f(ν) = N(π〈ν〉2)
−3
2 exp

(
− (ν)2

〈ν〉2
)
,

where ν is the thermal velocity of the plasma species having mass (m) and average

thermal energy (KBT) of plasma species, i.e 〈ν〉 =
(
KBT
m

) 1
2 . Thus, the distribution

function becomes

f(ν) = N
( m

2πKBT

) 3
2
exp
(
− mν2

2KBT

)
, (2.24)

where mν2

2
is kinetic energy and by integrating equation (2.24) over velocity space gives

density of the plasma and sketched in Fig. 2.2.

The Maxwellian distribution function depends on the ratio of kinetic energy and

average thermal energy. If we take the distribution function for electrons species where

there is any external potential is applied, i.e., E = -∇φ. Thus the kinetic energy

of electrons replaced by total energy, then the Maxwellian distribution of electrons

becomes
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Figure 2.2: Maxwell Distribution Function

fe(ν) = N
( me

2πKBT

) 3
2
exp
(
− U

KBTe

)
. (2.25)

While write the distribution function in the form of total energy (as variable of system)

U = meν2

2
+ eφ, i.e.,

f(U) = 2
(2(U + eφ)

me

) 1
2
f(ν). (2.26)

The equation (2.26) is known as Boltzmann distribution function [23]. And by inte-

grating equation (2.25) we get the electron number density

ne = n0exp
(
− eφ

KBTe

)
. (2.27)

2.4.2 Cairns Distribution Function

Cairns distribution is common non-maxwellian nature distribution function. It received

the attention when Cairans et all in 1995 presented that the nature of ion acoustic

solitary structures should modified to rarefactive in the presence of non-Maxwellian

distribution of electrons [24], and mostly found in auroral zone [25, 26]. And their

43



structure which has upper and lower cavities has been observed by two different satel-

lites, namely Freja satellite and Viking satellite [27, 28]. In foreshock and bow shock

of earth [29, 30], proximity of the Moon [31] and upper Martian ionosphere [32] these

non-thermal populations are detected. The Non-thermal velocity distribution function

used by Cairan et al has the following form

fs(ν) =
n0

(3Γ + 1)
(2πv2

j )
−1
2

(
1 +

Γν4

ν4
j

)
exp
(
−
(
ν2 − 2eφ

me

)
2ν2

j

)
, (2.28)

where n0, νj and Γ are the equilibrium number density, velocity of j species in plasma

and non-thermality parameter, respectively. We can swith to Maxwellian distribution

by putting Γ = 0. For the electrons number density integrate equation (2.28) over

velocity space, we get

a=0.0
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Figure 2.3: Cairn Distribution Function

ne = ne0

[
1− β eφ

Te
+ β

(eφ
Te

)2]
exp
(eφ
Te

)
, (2.29)

where β = 4Γ
1+3Γ

. In fig(2.2) shows the plot for various values of the Cairns distribution

function. The shoulders in the Cairns distribution function represents the behavior of

44



the non-thermal particles at low energies. It is double humped and is essentially an

unstable distribution.

2.5 Linear Analysis of Plasma Waves

In general, plasma is known to be a nonlinear medium, although, linear waves has also

an important role in plasma. To study small-amplitude perturbations in linear approx-

imation, we assume and write variable quantities as a perturbed and unperturbed state

of plasma, where we have to neglect nonlinear terms. Therefore, the linear differential

equations are solved by either Fourier transformation or Laplace transformation. For

Fourier analysis assume that perturbed quantities undergo sinusoidal oscillations and

sinusoidal character, i.e., eι
(
k.r−ωt

)
, can be taken into account to solve linear plasma

waves. Where k, r, ω and t represents the wave vector, position vector, angular fre-

quency and time respectively. Such kind of equations ends up with dispersion relation

which relates the wave vector and angular frequency. In the linear regime, several

waves can overlap each other without interacting and these waves travel without dis-

turbing the medium. For linear theory, only small amplitude plasma waves are to be

considered.

Now, we describe two different kinds of waves to understand the linear analysis of

waves.

• Linear and non-dispersive

• Linear and dispersive

In linear and non-dispersive cases, one can consider the basic wave equation.

∂u(x, t)

∂t
+ v

∂u(x, t)

∂x
= 0. (2.30)

The periodic solution of plane wave leads for equation (2.30) leads to

u(x, t) = eι(kx−ωt). (2.31)
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The linear dispersion relation which is the relationship between angular frequency ω

and wavenumber k is given by ω = vk. Where v is the phase speed. This is a linear

dispersion relation of a non-dispersive wave. The main aspect of such wave is that

the initial pulse-type profile (which is made up of superposition of plane wave with

diÂďerent wavenumbers do not change the shape). The reason is that each superposed

plane wave is traveling at the same speed.

In linear dispersive case, their is only some additional effects which modify the

equation
∂u(x, t)

∂t
+ v

∂u(x, t)

∂x
+ σ

∂3u(x, t)

∂x3
= 0. (2.32)

Assume the plane wave solution for equation (2.51) and dispersion relation for this case

write as ω = vk - σk3, this involves higher order in k ,so its basically nonlinear in k.

For the given case the phase velocity and group velocity are respectively, vφ = v - σk2

and vφ = v - 3σk2. As the wave travels it can spread out because of velocity variation

due to k. Which mean that linear dispersive wave do not preserve it’s original shape.

2.5.1 Dust Acoustic Waves

The dust acoustic waves havekbeen theoreticallykinvestigated by Rao et al in 1990

[39]. In these investigations, they take multi-component collision-less dusty plasma

whosekspecies are the electrons,kions, and negatively charged dust grains. The phase

velocity of the dust acoustic waves is muchksmaller thankthe electronkand ionkthermal

speeds. Consequently, thekinertia-less electronskand ionskestablish equilibrium in the

dust acoustic wave potential denoted by φ. The pressurekgradient in this situation

balanced by the electric force, leading to Boltzmann electron and ion number density

perturbation nj1, which are, respectively,

ne1 ≈ ne0
eφ

kBTe
, (2.33)

and

ni1 ≈ −ni0
eφ

kBTi
. (2.34)
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The main governing equation for the system is given as:

Continuity equation
∂nd1

∂t
+ nd0∇.vd = 0. (2.35)

Momentum equation
∂vd
∂t

= − qd0

md

∇φ− 3kBTd
mdnd0

∇nd1. (2.36)

And the system is closed by Poisson’s equation

∇2φ = 4π
(
ene0 − eni1 − qd0nd1

)
. (2.37)

In these equations (2.35) - (2.37), vd is the fluid velocity, qd0 is the non-perturbed dust

charge which is assumed to be constant. And ne1, ni1 and nd1 are the number densities

of electrons, ions and dust grains, respectively.

In the linear analysis of waves, one can obtain the dispersion relation. Forkthis

purposekwe combinekequations (2.35) andk(2.36) andkobtained(
∂2

∂t2
− 3V 2

td∇2

)
nd1 =

nd0qd0

md

∇2φ. (2.38)

Substituting ne1 and ni1 in the above equation, we get

∇2φ = k2
Dφ− 4πqd0nd1, (2.39)

where k2
D = 4πe2ne0

kBTe
+ 4πe2ni0

kBTi
. And assuming nd1 = n̂d1exp(−ιωt + ιk.r) and φ =

φ̂exp(−ιωt + ιk.r), wherekω andkk are thekfrequency andkthe wavekvector, respec-

tively. Now we Fourierktransform equationsk(2.38) andk(2.39), i.e., ∂
∂t
k = −ιω and

∇ = ιkkand the combination of these equations will leads to dispersion relation for

dust acoustic waves

1 +
k2
D

k2
−

ω2
pd

ω2 − 3k2V 2
td

= 0, (2.40)

which gives the equation of form

ω2 = 3k2V 2
td +

k2C2
D

1 + k2λ2
d

, (2.41)

where CD = ωpdλD is the dust acoustic speed. Although, ω � kVtd, we deduce from

equation (2.41) the dust acoustic wave frequency

ω =
kCD

(1 + k2λ2
D)

1
2

, (2.42)
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which in long wavelength limit, i.e., k2λ2
D � 1, the equation (2.42) reduced to

ω = kZd0

(nd0

ni0

) 1
2
(kBTi
md

) 1
2

[
1 +

Ti
Te

(
1− Zd0nd0

ni0

)]− 1
2

, (2.43)

when the dust grains are negatively charged. Equationk(2.42) tellskthat thekrestoring

forcekin the dust acoustic waveskcomes fromkthe pressurekof inertia-less electrons and

ions. Whilekthe dust mass provideskthe inertiakto supportkthe waves.kFrequency

ofkthe dust acoustic waveskis muchksmaller thankthe dustkplasma frequency. Using

equationk(2.43), the dust acoustic phase velocity, i.e., Vp = ω
k
can be estimated if one

knows the plasma and dust parameters [10].

2.5.2 Dust Ion Acoustic Waves

The dust ion acoustic waves were predicted for the firstktime by P. K. Shukla and

Silin in 1992. The phasekvelocity ofkthe dust ion acoustic waves is muchksmaller

(larger) thankthe electronkthermal speedk(ionkand dustkthermal speeds). Herekthe

electronknumber densitykperturbation associatedkwith the dust ion acoustic waves

iskgiven by (2.33) whilekthe ionknumber densitykperturbation ni1 is calculated from

the ion continuity equation

∂ni1
∂t

+ ni0∇.vi = 0, (2.44)

and the ion momentum equation

∂vi
∂t

= − e

mi

∇φ− 3kBTi
mini0

∇ni1, (2.45)

where vi is the ion fluid velocity. By combining the continuity ion continuity and ion

momentum equations, we get the following equation(
∂2

∂t2
− 3V 2

ti∇2

)
ni1 =

ni0e

mi

∇2φ. (2.46)

Equation (2.38) for the dust number density perturbationkremains intactkfor the dust

ion acoustic waveskas well.kHowever, forkstationary dust grains, wekhave nd1 ≈ 0 and

the dust ion-acoustic waves appears on aktime scalekmuch shorterkthan thekplasma
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period, i.e., 2π
ωpd

. Assuming ω � kVti, kVtd. One can combine equations (2.33), (2.37),

(2.38) and (2.46) and Fourier transform the resultant equation in order to obtained the

dust ion acoustic wave dispersion relation, i.e.,

1 +
k2
de

k2
−
ω2
pi + ω2

pd

ω2
= 0. (2.47)

Because of the large mass of dust grains, the ion plasma frequency ωpi is much larger

than the dust plasma frequency ωpd. Therefore, by simplify the equation (2.47), one

can get the equation of the form

ω2 =
k2C2

s

1 + k2λ2
De

, (2.48)

where Cs = ωpiλDe = ( ni0
ne0

)
1
2 cs and cs = (kBTe

mi
)
1
2 . In the long wavelength limit the

equation (2.48) reduced to

ω = k

(
ni0
ne0

) 1
2

cs. (2.49)

Equation (2.49) shows that thekphase velocitykof the dust ion-acoustic waveskin a

dusty plasma isklarger thankcs becausekni0 > ne0 forknegatively charged dust grains.

Thekincrease inkthe phasekvelocity iskattributed tokthe electronkdensity depletionkin

thekbackground plasmakso thatkthe electron Debye radius becomesklarger. As akresult,

therekappears akstronger space-chargekelectric fieldkwhich iskresponsible for the en-

hanced phasekvelocity of thekdust ion-acoustic waves [10].

2.6 Non-linear Analysis of Plasma Waves

While on the other hand during the last four decades, growing attention has been given

to nonlinear plasma waves [40, 41, 42]. If the plasma wave amplitude is large enough

then nonlinearities cannot be ignored. When wave amplitude is large enough then

wave start interacting with each other. These waves’ interaction generates new waves

of the same kind and similarly, waves of different types generate new waves. These

nonlinearities, contribute towards the localization of produced waves, which result in

various forms of structures such as solitons, shocks, and vortices, etc. Now, we describe
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two different kind of waves to understand nonlinearities.

• Nonlinear and non-dispersive

• Nonlinear and dispersive

For non-linear and non-dispersive case, we take the non-dispersive wave equation, i.e.,

∂u(x, t)

∂t
+ v(u)

∂u(x, t)

∂x
= 0. (2.50)

In equation (2.50) the term v(u)∂u(x,t)
∂x

makes the equation nonlinear and solution to this

equation is u(x, t) = u
(
x− v(u)t

)
, where v(u) = v + αum. Since v(u) is an increasing

function, which shows that wave travels faster when its amplitude grows. Therefore,

the top of the wave travels faster than its base, which results in wave breaking and

steepening and finally wave breaks and disappear completely.

The nonlinear and dispersive case is so interesting because such kind of situation

give birth to solitary waves, which on specific case becomes solitons. Take the nonlinear

and dispersive equation as equation

∂u(x, t)

∂t
+ v

∂u(x, t)

∂x
+ αum

∂u(x, t)

∂x
+ σ

∂3u(x, t)

∂x3
= 0. (2.51)

In previous cases neither linear dispersive nor nonlinear dispersive wave is stable in

nature but we see that solitary wave exist when the system has both nonlinearity and

dispersion. In solitary wave the velocity at the top of wave and at base of wave is same.

These nonlinearities, contribute towards localization of produced waves, which result

in various forms of structures such as solitons, shocks and vortices etc.

2.6.1 Dust Acoustic Solitary Waves

In our physical problem, we take the plasma environment to contain electrons, positive

ions, and negative dust species. The electrons and ions species particle number density

are taken as Maxwellian and for simplicity take a one-dimensional problem. Therefore,

the dynamics of low phase velocity, i.e. VTd(thermal velocity of dust particles) � Vp
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(plasma velocity) � VTe and VT i (thermal velocities of electron and ion, respectively).

The one-dimensional dust acoustic solitary waves are governed by the following main

equation of plasma.

Continiuty equation
∂nd
∂t

+
∂ndud
∂z

= 0. (2.52)

Equation of motion
∂nd
∂t

+ ud
∂ud
∂z

=
∂φ

∂z
. (2.53)

And the system is closed by Poisson’s equation

∂2φ

∂z2
= nd + µene − µini, (2.54)

where µe = ne0
Zd0nd0

= 1
δ−1

, µi = ni0
Zd0nd0

= δ
δ−1

and δ = ni0
ne0

.

The normalized electron and ion number densities are, respectively,

ne = exp(σiφ), (2.55)

ni = exp(−φ), (2.56)

where σi = Ti
Te

and the normalization scheme are introduced as

Time (t) → ω−1
pd =

(4πnd0Z
2
de

2

md

)− 1
2

Space parameter (x) → λD =
(

KBTi
4πnd0Zd0e2

) 1
2

nd → ns0, ud → Cd =
(
Zd0KBTi

md

) 1
2

And electrostatic wave potential φ → KBTi
e

To study the small but finite amplitude nonlinear dust acoustic solitary (DAS) wave

using the reduction perturbation technique, the independent variables are stretched as

ζ = ε
1
2 (z − v0t), (2.57)

and

τ = ε
3
2 t, (2.58)
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where ε is a small parameter characterizing the strength of the nonlinearity or weakness

of the amplitude or dispersion and v0 is the soliton speed normalized by dust acoustic

speed (Cd). The dependent variables are expanded as

nd = 1 + εn
(1)
d + ε2n

(2)
d + ..., (2.59)

ud = εu
(1)
d + ε2u

(2)
d + ..., (2.60)

φ = εφ(1) + ε2φ(2) + .... (2.61)

By using the chain rule the independent variable are stretched as

∂

∂t
=

∂

∂ζ

∂ζ

∂t
+

∂

∂τ

∂τ

∂t
,

=
∂

∂ζ

∂

∂t
ε
1
2 (z − v0t) +

∂

∂τ

∂

∂t
ε
3
2 t,

= −ε
1
2v0

∂

∂ζ
. (2.62)

And
∂

∂z
=

∂

∂ζ

∂ζ

∂z
+

∂

∂τ

∂τ

∂z
,

=
∂

∂ζ

∂

∂z
ε
1
2 (z − v0t) +

∂

∂τ

∂

∂z
ε
3
2 t,

= ε
1
2
∂

∂ζ
. (2.63)

Using equations (2.59) and (2.82) in equation (2.52), i.e. continiuty equation(
− ε

1
2v0

∂

∂ζ
+ ε

3
2
∂

∂τ

)(
1 + εn

(1)
d + ε2n

(2)
d

)
+ ε

1
2
∂

∂ζ

(
1 + εn

(1)
d + ε2n

(2)
d

)
×
(
εu

(1)
d + ε2u

(2)
d

)
= 0,

− ε
1
2v0

∂

∂ζ

(
1 + εn

(1)
d + ε2n

(2)
d

)
+ ε

3
2
∂

∂τ

(
1 + εn

(1)
d + ε2n

(2)
d

)
+ ε

1
2
∂

∂ζ

(
εu

(1)
d

+ ε2u
(2)
d + ε3u

(3)
d + ε2n

(1)
d u

(1)
d + ε3n

(1)
d u

(2)
d + ε3n

(2)
d u

(1)
d

)
= 0,
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− v0
∂

∂ζ

(
ε
3
2n

(1)
d + ε

5
2n

(2)
d

)
+

∂

∂τ

(
ε
5
2n

(1)
d + ε

7
2n

(2)
d

)
+

∂

∂ζ

(
ε
3
2u

(1)
d + ε

5
2u

(2)
d

+ ε
5
2u

(1)
d n

(1)
d

)
= 0.

(2.64)

Now using equations (2.59) - (2.63) in equation (2.53), i.e., equation of motion(
− ε

1
2v0

∂

∂ζ
+ ε

3
2
∂

∂τ

)(
εu

(1)
d + ε2u

(2)
d

)
+
(
εu

(1)
d + ε2u

(2)
d

)(
ε
1
2
∂

∂ζ

)(
εu

(1)
d + ε2u

(2)
d

)
= ε

1
2
∂

∂ζ

(
εφ(1) + ε2φ(2)

)
,

− ε
1
2v0

∂

∂ζ

(
εu

(1)
d + ε2u

(2)
d

)
+ ε

3
2
∂

∂τ

(
εu

(1)
d + ε2u

(2)
d

)
+
(
εu

(1)
d + ε2u

(2)
d

) ∂
∂ζ

(
ε
3
2u

(1)
d + ε

5
2u

(2)
d

)
=

∂

∂ζ

(
ε
3
2φ(1) + ε

5
2φ(2)

)
,

− v0
∂

∂ζ

(
ε
3
2u

(1)
d + ε

5
2u

(2)
d

)
+

∂

∂τ

(
ε
5
2u

(1)
d + ε

7
2u

(2)
d

)
+
(
ε
5
2u

(1)
d

∂

∂ζ
u

(1)
d + ε

7
2u

(1)
d

∂

∂ζ
u

(2)
d

+ ε
7
2u

(2)
d

∂

∂ζ
u

(1)
d

)
=

∂

∂ζ

(
ε
3
2φ(1) + ε

5
2φ(2)

)
.

(2.65)

At finally using equations (2.59) - (2.63) in equation (2.54), i.e., equation of Poisson.

ε
∂2

∂ζ2

(
εφ(1) + ε2φ(2)

)
=
(

1 + εn
(1)
d + ε2n

(2)
d

)
+ µene − µini. (2.66)

Using equation (2.55) and (2.56) in equation (2.85), and expand the exponential terms

∂2

∂ζ2

(
ε2φ(1) + ε3φ(2)

)
=
(

1 + εn
(1)
d + ε2n

(2)
d

)
+ µe

[
1 + σi

(
εφ(1) + ε2φ(2)

)
+
σ2
i

2

(
ε2φ(1)2 + 2ε3φ(1)φ(2) + ε4φ(2)2

)]
− µi

[
1−

(
εφ(1)

+ ε2φ(2)
)

+
1

2

(
ε2φ(1)2 + 2ε3φ(1)φ(2) + ε4φ(2)2

)]
.

(2.67)

To the lowest order of ε, equations (2.83),(2.84) and (2.86) give

n
(1)
d = −φ

(1)

v2
0

, (2.68)

u
(1)
d = −φ

(1)

v0

, (2.69)
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and

v0 =
1√

µi + σiµe
. (2.70)

Tokthe nextkhigher orderkε, wekobtained akset ofkequations

∂n
(1)
d

∂τ
− v0

∂n
(2)
d

∂ζ
+
∂u

(2)
d

∂ζ
+

∂

∂ζ

(
n

(1)
d u

(1)
d

)
= 0, (2.71)

∂u
(1)
d

∂τ
− v0

∂u
(2)
d

∂ζ
− ∂φ(2)

∂ζ
+ u

(1)
d

∂

∂ζ
u

(1)
d = 0, (2.72)

and
∂2φ(1)

∂ζ2
− 1

v2
0

φ(2) − n(2)
d +

1

2

(
µi − σ2µe

)
φ(1)2 = 0. (2.73)

Using equations (2.68) and (2.69) in equations (2.90) and (2.91), add these equations

− 2

v0

∂φ(1)

∂τ
− v2

0

∂n
(2)
d

∂ζ
+

3

v2
0

φ(1)∂φ
(1)

∂ζ
− ∂φ(2)

∂ζ
= 0,

∂φ(1)

∂τ
− 3

2v0

φ(1)∂φ
(1)

∂ζ
+
v3

0

2

∂n
(2)
d

∂ζ
+
v0

2

∂φ(2)

∂ζ
= 0. (2.74)

Taking derivative of equation (2.92) with respect to ζ and multiply by v30
2

v3
0

2

∂3φ(1)

∂ζ3
− v0

2

∂φ(2)

∂ζ
− v3

0

2

∂n
(1)
d

∂ζ
+
v3

0

2

(
µi − σiµe

)
φ(1)∂φ

(1)

∂ζ
= 0. (2.75)

Addition of equations (2.93) and (2.94) which leads to KdV equation

∂φ(1)

∂τ
+ Asφ

(1)∂φ
(1)

∂ζ
+Bs

∂3φ(1)

∂ζ3
= 0. (2.76)

Where As and Bs are non-linearity and dispersion terms, respectively. Where the value

of non-linearity and dispersion are

As =
v3

0

2

(
µi − σ2

i µe −
3

v4
0

)
, (2.77)

and

Bs =
v03

2
. (2.78)

Again we have to transform the followinglindependent variableslζ and τ , such as η =

ζ - uoτ andlτ = τ . Whereku0 isknormalized constantkspeed andkfollowing appropriate
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boundarykconditions for localizedkperturbations are φ → 0, dφ
(1)

dη
→ 0, d

2φ(1)

dη2
→ 0 and

η → ±∞. And obtained the stationary solution of the KdV equation (2.95)

φ(1) = φ
(1)
0 sech2

[ζ − u0τ

∆w

]
, (2.79)

where φ(1)
0 and ∆w arekthe amplitudekand widthkof the soliton, respectively, given as

φ
(1)
0 = 3u0

As
and ∆w =

√
4Bs
u0

.

2.6.2 Dust Acoustic Shock Waves

In our physical problem we take plasma environment contain electrons, positive ions

and negative dust species. The electrons and ions species particle number density

are taken as Maxwellian and for simplicity take one dimensional problem. Therefore,

the dynamics of low phase velocity, i.e. VTd(thermal velocity of dust particles) � Vp

(plasma velocity) � VTe and VT i (thermal velocities of electron and ion, respectively).

The one dimensional dust acoustic solitary waves are govern by the equations, i.e.,

(2.52), (2.54), (2.55), (2.56) and (P. K. Shukla and A. A. Mamun)[10]

(1 + τnDt)
[
nd
(
Dtud + Vdnud −

∂φ

∂z

)]
= βd

∂2ud
∂z2

. (2.80)

In equation (2.80) the Dt = ∂
∂t

+ ud
∂
∂z
, Vdn is normalized by the dust plasma frequency,

τm is the viscoelastic relaxation time and normalized by the dust plasma period and βd
is the normalized longitudinal viscosity co-efficient and expressed as

(
τd

mdnd0λdm2

)[
ηb +

4ωb
3

]
.

To derive a governing equation for dust acoustic shock waves, we have to employ the

RPT (Reductive Perturbation Technique). For this purpose we introduce the stretched

coordinates, i.e.,

ξ = ε
1
2 (z − u0t), (2.81)

and

τ = ε
3
2 t, (2.82)
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where ε iska smallkparameter characterizingkthe strengthkof theknonlinearity or weak-

ness ofkthe amplitude orkdispersion. The dependent variables are expanded as

nd = 1 + εn
(1)
d + ε2n

(2)
d + ..., (2.83)

ud = εu
(1)
d + ε2u

(2)
d + ..., (2.84)

and

φ = εφ(1) + ε2φ(2) + .... (2.85)

Now substitute equations (2.82) - (2.85) in (2.52), (2.54), (2.55), (2.56) and (2.80) and

obtain the following relations of lowest order of ε,

u
(1)
d = −φ

(1)

v0

, (2.86)

n
(1)
d = −φ

(1)

v2
0

, (2.87)

v0 =
(
σiµe + µi

)− 1
2 . (2.88)

Now to the next high order in ε, we get

∂n
(1)
d

∂τ
− v0

∂n
(2)
d

∂ξ
+

∂

∂ξ

(
n

(1)
d u

(1)
d

)
+
∂u

(2)
d

∂ξ
= 0, (2.89)

(
1 + Vdnτn

)∂u(1)
d

∂τ
− u0

∂u
(2)
d

∂ξ
− ∂φ(2)

∂ξ
+
(
1− Vdnτn

)
u

(1)
d

∂u
(1)
d

∂ξ

− βd0
∂2u

(1)
d

∂ξ2
= 0,

(2.90)

and

∂2φ(1)

∂ξ2
− φ(2)

u2
0

− n(2)
d =

1

2

(
σ2
i µe − µi

)
φ(1)2 . (2.91)

By eliminating the second order quantities from Eqs. (2.89) to (2.91) and using the

relation of Eqs. (2.86) to (2.88), we obtained the following expressions

−
(
1 + Vdnτn

)
v2

0

∂φ(1)

∂τ
−
(
Vdnτn − 1

)
v2

0

φ(1)∂φ
(1)

∂ξ
+
βd0

v0

∂2φ(1)

∂ξ2
= 0, (2.92)
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− 1

v2
0

∂φ(1)

∂τ
+

2

v3
0

φ(1)∂φ
(1)

∂τ
= 0, (2.93)

and
∂3φ(1)

∂ξ3
=
(
σ2
i µ

2
e − µi

)
φ(1)∂φ

(1)

∂ξ
(2.94)

After a short algebraic manipulations one can get the following KdV Burger equation,

given as:

A−1∂φ
(1)

∂τ
+ φ(1)∂φ

(1)

∂ξ
+ γd

∂3φ(1)

∂ξ3
= µda

∂2φ(1)

∂ξ2
. (2.95)

Where A = v30ad
2

(
1 + Vdnτn

2

)−1, µda = βd0
adv

3
0
, γd = 1

ad
and ad =

(
Vdnτn−3

v40+µi−µeσ2
i

)
. As Vdn > 0,

τn > 0, βd0 > 0 and vo > 0, therefore, the sign of A, γd and µd are determined by the

sign of ad. Where ad = (Vdnτn − 3)(µi + σiµe)
2 − σ2

i µe + µi = µe

[(
Vdnτn − 3

)
σ2
i µe −

σ2
i

]
+ µ2

i

(
Vdnτn − 3 + Zdnd0

ni0

)
+ 2
(
Vdnτn − 3

)
µiµeσi. It is clear that for strongly coupled

dusty plasma with a significant background of neutrals. In such kind of situation we

have dn τn � 1, i.e., ad > 0, which corresponds to A > 0 , which corresponds to

A > 0, µda > 0 and γd > 0. While for a weakly coupled dusty plasma or a collision-less

dusty plasma Vdnτn → 0, we have ad < 0, which corresponds to A < 0, µda < 0 and

γd < 0.

2.6.3 Dust Ion Acoustic Shock Waves

Inkthis sectionkwe have to presentkthe one dimensional dust DIA shocks inkan unmag-

netized dusty plasma. Thekgoverning non-linear equations which are normalized are

given as
∂Ni

∂T
+
∂(NiVi)

∂Z
= 0, (2.96)

∂Vi
∂T

+ Vi
∂Vi
∂Z

= −∂Φ

∂Z
− 3σiNi

∂Ni

∂Z
+ ηi

∂2Vi
∂Z2

, (2.97)

and

δ
∂2Φ

∂Z2
= exp(Φ)− δNi + (δ − 1). (2.98)

In the following equations Vi iskthe ionkfluid speedkwhich isknormalized bykthe ion

acoustic speed Cs, Φ is the electrostatic wave potential which is normalized by kBTe
e
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and ηi = δµd
ωpiλ2De

(here µd is the kinematic viscosity). Herekthe timekand spacekvariables

arekin unitskof thekion plasmakperiod ω−1
pi andkthe electronkDebye lengthkλDe√

δ
, respec-

tively.

Now to derive the governing equation for DIA shock waves, we expand the depen-

dent variables in the following manner

Ni = 1 + εN (1)
i + ε2N (2)

i + ..., (2.99)

Vi = εV(1)
i + ε2V(2)

i + ..., (2.100)

and

φ = εφ(1) + ε2φ(2) + .... (2.101)

Introducing the stretched coordinates as

ξ = ε
1
2 (Z − V0T ), (2.102)

and

τ = ε
3
2T, (2.103)

where ε is a small parameter characterizingkthe strengthkof theknon-linearity or weak-

ness of the amplitude or dispersion.

Now substituting equations (2.99) - (2.103) into equations (2.96) - (2.98), we ob-

tained the following expressions fromkthe lowestkorder ofkε

Φ(1) = δN (1)
i , (2.104)

V
(1)
i = V0N (1)

i , (2.105)

where V0 = (δ + 3σi)
1
2 . And to the next higher order in ε, we get the following

expressions
∂N (1)

i

∂τ
− V0

∂V(2)
i

∂ξ
+

∂

∂ξ

(
NiVi

)
+
∂V(2)

i

∂ξ
= 0, (2.106)

∂V(1)
i

∂τ
− V0

∂V(2)
i

∂ξ
+ V(1)

i

∂V(1)
i

∂ξ
=− ∂Φ(1)

∂ξ
+ ηd0

∂2V(1)
i

∂ξ2

− 3σiNi
∂N (1)

i

∂ξ
− 3σi

∂N (2)
i

∂ξ
,

(2.107)
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and

δ
∂2Φ(1)

∂ξ2
=

1

2
Φ(1)2 + Φ(2) −N (2)

i δ, (2.108)

where we have assumed ηi = ε
1
2ηi0. By eliminating the second order quantities from

equations (2.106) - (2.108) and using the lower order equations in it, we obtained the

following equations
1

δ

∂Φ(1)

∂τ
+

2V0

σ2
Φ(1)∂Φ(1)

∂ξ
= 0,

V0

δ

∂Φ(1)

∂τ
+
(V2

0

δ2
+

3σi
δ2

)
Φ(1)∂Φ(1)

∂ξ
=
ηi0V0

δ

∂2Φ(1)

∂ξ2
,

and

δ
∂3Φ(1)

∂ξ3
− Φ(1)∂Φ(1)

∂ξ
= 0.

After a short algebraic manipulation one can get the following KdV Burger equation

A−1∂Φ(1)

∂τ
+ Φ(1)∂Φ(1)

∂ξ
+ βi

∂3Φ(1)

∂ξ3
− µi

∂2Φ(1)

∂ξ3
. (2.109)

Where A = ai
2V0 , βi = δ2

ai
, µi = V0ηi0

ai
and ai = (3δ−δ2+12σi)

δ
. The sign of the coeffecients

A, βi and µi are determined by the sign of ai.

Now, we have replace Φ(1) with new variable y, so the solution of the KdV Burger

equation (2.113) can also be written in the following form,

A−1∂y

∂τ
+ y

∂y

∂ξ
+ β

∂3y

∂ξ3
= µ

∂2y

∂ξ2
. (2.110)

Transform the space variables ζ = ξ − U0τ , where U0 is the normalized velocity of the

shock waves and find a third order ordinary differential equation for y(ζ), and can be

integrated once, yields

β
d2y

dζ2
− µdy

dζ
+

1

2
y2 − U0

A
y = 0. (2.111)

Wherekwe havekto imposedkthe appropriatekboundary conditions, namely, y → 0,
dy
dζ
→ 0, d

2y
dζ2
→ 0 at ζ →∞. Now, one can easily describe the shock wave whose velocity

is U0 and relatedkto thekextreme values,ki.e., y(−∞)− y(∞) = Y by Y = 2U0

A
. There-

fore, inkthe restkframe theknormalized theknormalized velocitykof thekshock waveskis

(1 + AY
2

). Theknature ofkthe shockkstructure depend onkthe relation betweenkthe

dispersivekand dissipativekparameters β and µ.
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Wekfirst consideredka situationkwhere thekdissipative termkis dominantkover the

dispersivekterm. In such case, we can express equation (2.111) as(
y − U0

A

)dy
dζ

= µ
d2y

dζ2
. (2.112)

Now, one can easily integrated the equation (2.112) and using the coordinate that y is

bounded as ζ → ±∞, to obtained the following equation

y =
U0

A

[
1− tanh

(
U0

2Aµ
(
ξ − U0τ

))]
. (2.113)

This equation represents a monotonic shock solution with the shock speed (U0), the

shock height (U0

A ), and the shock thickness (Aµ
U0

). The solution of shock is appeared

due to the dissipativekterm, whichkis proportionalkto thekviscosity coefficient.

Now, wekhave tokdiscuss thekeffects ofkthe dispersivekterm onkthe shockksolution

of equationk(2.111). Whenkµ iskvery small,kthe shockkwave willkhave ankoscillatory

profile inkwhich thekfirst fewkoscillations atkthe wavekfront will bekclose toksolitons

moving withkvelocity U0. Andkwhen µ iskincreased andkit isklarger than a certain

critical value µc then shock wave will have a monotonic behaviour. To determine the

values of the dissipation coeffecient µ corresponding to monotonic or oscillatory shock

profiles, we investigate the asymptotic behaviour of the solution of equation (2.111)

for ζ → −∞. Therefore, one can substitute y(ζ) = y0 + y1(ζ), where y1 � y0, into

equation (2.111) and after that linearized it with respect to y1 in order to obtained

β
∂2y1

∂ζ2
− µ∂y1

∂ζ
+
U0

A
y1 = 0. (2.114)

The solution of the equation (2.114) are proportional to exp(pxx), where ps is given by

ps =
µ

2β
±
(
µ2

4β2
− U0

Aβ

) 1
2

. (2.115)

This equation turns out that the shock wave has a monotonic profile for µ > µc and an

oscillatory profile for µ < µc, where µc =

(
4βU0

A

) 1
2

. Thus, for µ < µc, the stationary

solution of equation (2.110) is

y = y0 +Hexp

(
ζ ′µ

2β

)
cos

(
ζ ′

√
U0

Aβ

)
, (2.116)

where ζ ′ = ζ − U0τ and H is constant.
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Chapter 3

Linear and Non-linear Analysis of
Dust Acoustic Waves in
Electronegative Halley Comet Plasma

3.1 Introduction

Since the early 1990s, there has been a great dealiof interest inistudying theiphysics of

dusty (or complex) plasmas. Interest in this area of plasma physics has grown consider-

ably overithe lastitwo decades. A dusty plasma is aiusual electroniand ioniplasma with

an additional charged component ofimicron- or sub-micronisized particulates. This

extra component, which increases the complexity of the system evenifurther, is re-

sponsible foritheiname "complex plasma". Thiskcomplexity comeskfrom the factkthat

thekdust grainkcharge, mass, and size varykwith spacekandktime. Dusty plasmas are

ubiquitouskinknebulas, inkasteroid zones, inkinterstellarkclouds, in thekplanetary mag-

netosphere, askwell as inkcometarykenvironments (e.g., cometarykcomae andktails),

onkthe surfaceskof Mars andkEarth’s moon,kand inkthe Earth’skpolarkmesosphere

[58][59][60][61]. Chargedkdust particleskare alsokencountered in thekplasma-assisted

manufacturingkof semiconductorkdevices and inkfusion reactorsk like Tokamaks, where

they arekregarded as akserious contaminationkproblem. Uniquekand novelkfeatures of

dusty plasmaskwhen comparedkwith thekusual electronkand ionkplasmas are the ex-

istence of aknew, ultra-lowkfrequency regimekfor wavekpropagation and the highly

charging of thekgrains whichkcan fluctuatekdue to thekcollection of plasmakcurrents
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ontokthe dust surface. Dust grains become charged due to differentkprocesses, such

as akcollection ofkcharged particles from the surroundingkplasma, photo-ionization,

secondarykelectron emission, sputteringkby energetickions, etc. Because of the high

charge and largekmass of thekgrain particulateskcompared tokthose ofkions, newktime

and space scaleskcome intokplay, givingkrise to eitherknew or modifiedkwaves and in-

stabilities in kthe dusty plasmas. Notkonly thekexisting low-frequencykwaves are mod-

ified [74] butkalso new typeskof low-frequencykdust-related waveskare introduced such

as the dust acoustic (DA) mode (weak coupling regime) [75], the dust lattice (DL)

mode (strong coupling regime) [76] and dust Bernstein-Greene-Kruskal modes [79].

The dust acoustic (DA) wavekis the most wellkstudied ofksuch newkmodes. Itkarises

duekto the restoringkforce providedkby thekplasma thermalkpressure electronskand

ionskwhile the inertiakis due tokthe dust mass.

Numerous observations indicate the presence of non-thermal electron and ion struc-

tures as ubiquitousiin aivariety of space plasmaienvironments and measurements of

their distribution functions revealedithem toibe highlyinon-isothermal [66]. Suchknon-

thermal populations maykarise duekto thekeffect ofkexternal forceskacting on the nat-

ural spacekenvironment plasmaskor tokthe wave andkparticlekinteraction, which ulti-

matelyklead toknon-Maxwellian distributions. Somekrecent theoreticalkwork has fo-

cusedkon thekeffects ofknon-thermal ionskon the dust acoustic (DA) waves [67] [68].

In thiskwork, we addressedkthe problemkof arbitrarykamplitude solitarykdust acous-

tic (DA) waves in a chargekvarying dusty plasmakwith non-thermalkions. Our results

showed that inksuch akplasma, large-amplitudekspatially localizedkdust acoustic (DA)

waves cankexist. Theirkspatial patternskare significantlykmodified by thekpresence

of theknon-thermal ionkcomponent. Inkparticular, wekhave noticedkthat an addi-

tionkof a smallkconcentration ofknon-thermal ionskmay abruptlykreduce thekpotential

pulsekamplitude andkincrease theknet negative chargekresiding on thekdust grain sur-

face. Thekpurpose of this workkis to examinekthe combinedkeffects of ankoblique

magnetickfield andkion non-thermality onkweak dustkacoustic (DA) waveskin a charge

varying electronegative dusty plasmas.

This chapter is further organized in such a way that physicallassumptions and
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formulationlof the problemlare given inlsection (ii). The basiclequations of the plasma

and their normalization scheme are mention inlsection (iii). The non-linear Korteweg-

de Vries (KdV) Burger equationlis calculated inlsection (iv). Thelnature oflthe steady-

state solutionlof the Korteweg-de Vries (KdV) Burger equation isldiscussed inlsection

(v). The Comet Halley’s numerical results are discussed in section (vi).

3.2 Physical Assumptions

The physical assumptions willkhelp tokformulate thekphysical problemkwhich willklater

be justified by numerical values related to Halley’s comet. These assumptions will help

us in the explicit form of final results. Therefore, based on the following physical

assumptions we proceed with our calculations.

• The magnetized electronegative dustykplasma iskhomogeneous, collision-less, and

unbounded. In thekplasma, species arekelectrons withkparticle numberkdensity

"ne", positivekions withkparticle numberkdensity "np", negativekions with par-

ticle numberkdensityk"nn" and mobile negatively charged dustkgrains with par-

ticleknumber densityk"nd". The dust grainskareknegatively chargedkand the

chargekvaries continuouslykwith time,ki.e., non-steady chargekvariation. The

constantkmagnetic field (B)llies inlthe "x− z"lplane makinglan anglelθ with the

x-axis and, therefore, the wave propagation vector lies along the x-axis.

• Atifariupstream, thereiis a plasma flow V0 inithe xidirection, that is the direction

of wave wave propagation. In equilibrium state plasma is quasi-neutral and de-

scribed by φ = 0, ne = ne0, np = np0, nn = nn0, nd = nd0 and qd = −Zde.iWhere,

theisubscript "0" and "Zd0" are the unperturbediquantities and dust grain charge

number,irespectively. Therefore, the quasi-neutrality condition is

np0 = ne0 + nn0 + Zdnd0. (3.1)

• On theidust timeiscale, theielectrons andinegative ionsiare assumedito be inithermal

equilibrium,iwith the densities

ne = ne0exp(
eφ

Te
),
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nn = nn0exp(−
eφ

Tn
).

Inithe followingiexpressions, φ isithe electrostatic potential, nj representsithe

number densities where j represents the electrons and negative ion species, Tj is

the temperature of the plasma species (electronsiand negativeiions), neo and nn0

are the unperturbed densities of electroniand negativeiion. These densities are

not normalized, so thereinormalized formican be expressedias

ne = ne0exp(Φ), (3.2)

n− = nn0exp(
Φ

σn
), (3.3)

where, Φ (= eφ
Te

) is normalized plasma potential.

Now, to model the fast non-thermal positive ion distribution, weirefer to aipossible

threeidimensional equilibriumistate ionivelocity distributionifunction thatisolves

theicollision-less Vlasov equationiwith aipopulation ofifastiparticles [70].

fp(v) =fp(vx, vy, vz) =
np0

(1 + 3a)

(
1

2πV2
tp

) 3
2

[
1 + a

(
v2
x

V2
tp

+ 2
eφ

Tp

)2
]

exp

(
−
v2
x + v2

y + v2
z

2V2
tp

− eφ

Tp

)
,

(3.4)

here "a" is a parameter determining the number of non-thermal positive ions or

energetic positive ions present in our plasma model. And Vtp =
√

KBTp
mp

is the

positive ion thermal velocity.

The particle number density of positive ion is also calculated from equation (3.4),

which is in the form

np(φ) = np0

[
1 + G

(
eφ

Tp
+

(
eφ

Tp

)2
)]

exp

(
− eφ

Tp

)
, (3.5)

where, G = 4a
1+3a

. Here one can noted thatito justifyithe validityiof ouritheoretical

model, weitake aismall deviationifrom theiisothermal (Boltzmann)icase (a = 0)

for the positive ions, i.e., 0 < a < 0.15.
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• Here we presume that the dust grain having radius rd is very muchismaller than

that of theielectron gyro-radius ρe [69]. And the flow velocityiof the dust is very

lessithan the thermal velocities Vtj, i.e., V0 � Vtj, whereij representsithe plasma

species, which is in our system be the electrons, positive ion and negative ion. As

it has beenipointed outiby Taibany and Sabry [79], where the assumption, i.e., rd
� ρe may be appropriate for a laboratory plasma that is used in weakimagnetic

fields. However,iin theipresence ofia veryistrong magneticifield, theiorbits ofithe

magnetized plasma particlesiare confinedito oneidimension alongithe fieldilines,

andithus theiperturbed fieldidoes noticome intoiplay, andithe problemiof charg-

ingicurrents becomesiindependent of theimagnetic field. The electron, negative

ion, and positive ion charging currents, i.e., Ie In and Ip forlspherical dustlgrain

with radiuslrd are given by

Iel = lJeexp
[
Φ + Z(Ql − 1)

]
, (3.6)

In = Jnexp
[Φ + Z(Q− 1)

σn

]
, (3.7)

and

Ip =Jp
1

1 + 3a

{
1 +

24a

5
+

16a

3

Φ

σp
+ 4a

Φ2

σ2
p

− Z(Q− 1)

σ+

(
1 +

8a

5

8a

3

Φ

σp

+ 4a
Φ2

σ2
p

)}
exp
(
− Φ

σp

) (3.8)

where,iJs = πr2
0ens0

√
8Ts
ms

. In this expressions ms, Ts are the massiof the sth

plasma species and temperature of the sth plasma species. And "a" determining

the number of non-thermal positive ions. And Z can be expressed as

Z =
Zd0e

2

4πε0r0Te
,

where 4πε0r0 is thelcapacitance oflspherical dustlgrain. And dust charge can be

expressed as

qd = qedd + δqd, (3.9)

65



where qedd (= −Zd0e) and δqd are equilibrium dust charge and fluctuating dust

charge, respectively. Therefore, the equation (3.9) becomes,

qd = −Zd0e+ δqd,

qd
Zd0e

= −1 +
δqd
Zd0e

,

qd
Zd0e

= Q− 1,

here, Q = δqd
Zd0e

whichiis normalizediin unitsiof equilibriumidust charge. Here and

in the following Φ = eφ
Te

is the normalized electrostatic potential, σp =
Tp
Te

and σn
= Tn

Te
.

• Dust oscillationifrequency ωpd has aivalue, i.e., ωpd =
√
Z2
d0e

2nd0
ε0md

. And theiratio

of dustioscillation frequency (ωpd) to dust charging frequency (νch) is finite, i.e.,

ωch = ωpd
νch

is finite, i.e., ωch ∼ O(1). Whichiis inicontrast toithe assumption

that ωch is small but 6= 0, i.e., ωch ∼ 0(
√
ε), where ε is the usual expansion

parameter. Whileion theiother hand,ibecause ofiweak magneticifield, theiratio of

dusticyclotron frequency Ωd(=
Zd0eB0
md

) to ωpd, i.e., ωcd = Ωd
ωpd

is small but 6= 0,

i.e., ωcd ∼ 0(
√
ε). Whichiis inicontrast to assumption ωcd ∼ 0(1).

3.3 Model Equations

We consideredihomogeneous and collision-less magnetized dusty plasma comprising of

electrons, and negative ions modeled via Boltzmann distribution and positive ions are

modeled via Cairns distribution. The applied external magnetic field is such that B =

B0 cos θx̂ + B0 sin θẑ andithe relativeidust fluid velocity Vd(x) = Vdxx̂ + Vdyŷ + Vdz ẑ.
In order to make our equations dimensionless we have to normalized the continuity,

momentum and Poisson’s equations. And the nonlinear dynamicsiof low phaseivelocity

DAW are governed by the normalized equations.

The normalization scheme is introduced as

Time (t) → ω−1
pd =

(Z2
d0e

2nd0
ε0md

)− 1
2 , Space parameter (x) → λD =

(
Te

4πe2γnp0

) 1
2

, Nd → nd
nd0

and vd → Cd =
(Zd0Teαd

md

) 1
2 . And electrostatic wave potential φ → KBTi

e
.
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During normalization we have Nd = nd
nd0

, δd = Td
Zd0Te

, ∆ = 1 - δp - δn, δp = ne0
np0

, δn =
nn0
np0

, αd = Zd0nd0
γnp0

and γ =
(
δp + 1

σp
+ δn

σn

)
. The dustiparticles areimodeled viaiadiabatic

pressure,ii.e., pd = pd0

(
nd
nd0

)γd , where γd = N+2
N

suchithat N stand forithe degree of

freedom. Forione dimensional case N = 1 and γd = 3. The equilibrium dust pressure

is define as pd0 = nd0Td. Where Td isidust temperatureiand γd is adiabatic index.

The set of equations which we have to deal with:

Continuity equation:
∂nd
∂t

+ ~∇.(nd ~vd) = 0.

Equation of motion:

mdnd

[∂ ~vd
∂t

+
(
~vd.~∇

)
~vd

]
= qdnd

[
− ~∇φ+ ~vd × ~B

]
− ~∇pd. (3.10)

And the system is closed by Poisson’s equation, i.e.,

ε0∇2φ = ene + enn − enp − qdnd. (3.11)

After a shortialgebraic manipulationsione can get theifollowing normalized equations.

∂Nd

∂T
+

∂

∂X

(
NdVdx

)
= 0. (3.12)

∂

∂T
Vdx + Vdx

∂

∂X
Vdx = −(Q− 1)

[ 1

αd

∂Φ

∂X
− ωcdVdy sin θ

]
− γdσd

αd
Nγd−2
d

∂

∂X
Nd. (3.13)

or
∂

∂T
Vdy + Vdx

∂

∂X
Vdy = (Q− 1)ωcd

[
Vdz cos θ − Vdx sin θ

]
. (3.14)

or
∂

∂T
Vdz + Vdx

∂

∂X
Vdz = −(Q− 1)ωcd

(
Vdy cos θ

)
. (3.15)

and

γ
∂2

∂X2
= δpexp(Φ)+ δnexp(

Φ

σn
)−∆(Q−1)Nd−exp

(
− Φ

σp

)
−
[
G
( Φ

σp
+

Φ2

σ2
p

)]
exp
(
− Φ

σp

)
.

(3.16)

Normalized chargedivariable Q isidetermined by theicharging equation:

dqq
dt

=
∑

s=p,n,e

Is, (3.17)
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dqq
dt

= Ip + In + Ie. (3.18)

The normalized form of this equation is

ωch
dQ

dT
=

σpβch(
1 + σp + γ̄2

)[ 1

1 + 3a

{(
1− ZQ
Z + σp

)(
1 +

8a

5
+

8a

3

Φ

σp
+ 4a

Φ2

σ2
p

)
+

σp
(Z + σp)

(
16a

5

+
8a

3

Φ

σp

)}
× exp

(
− Φ

σp

)
− Apexp

(
Φ + ZQ

)
− Anexp

(
Φ + ZQ
σn

)]
,

(3.19)

where ωch = ωpd
νch

, and

νch =
rd√
2π

ω2
pp

Vtp
Z + σp
Z

[(
1 + σp + γ̄2

)
σpβch

+
a

1 + 3a

7Z
5(Z + σp)

]
,

βch =
(Z + σp)(1 + σp + γ̄2)

Zσp(1 + Z + σp + γ̄1)
,

γ̄1 =
(Z + σp)

Z

[
ZAp + ZAn

σn
+

1

1 + 3a

(
1 +

8a

5

)
Z

Z + σp

]
− 1− σp −Z,

γ̄2 = σp

[
Ap +

An
σn
− 1

1 + 3a

(
− 1

σp
+

16a

15σp

(
1

2
+

σp
Z + σp

))]
− 1− σp,

Ap =
δpexp(−Z)

(Z + σp)

(σpmp

me

) 1
2 ,

An =
δnexp(

−Z
σn

)

(Z + σp)

(σnσpmp

mn

) 1
2 .

At equilibrium the current balance equation, i.e.,
∑

s=p,n,eIs = 0, which yields

Ap = −An +
1

1 + 3a

(
1 +

8a

5
+

16a

5

σp
Z + σp

)
. (3.20)

Here one can also obtain the Maxwellian expression in the limit a → 0.
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3.4 Linear Analysis

In this section, we proceed toward the linear analysis of the problem. Generally, we

cannot speculate that the non-linear coupling of frequencies will be missing. Although,

if we limit ourselves to the situations, in which the oscillations are small and when we

considered small amplitude waves, then we can linearize our model equations. After

that, we look at the first-order expansion of equations in the term of small perturbation

ignoring second and higher-order terms. Therefore, when two oscillating quantities are

multiply even both are so small, we considered this as higher-order and neglect it.

3.4.1 DAWs in the Absence of Dust Charge Fluctuations

In dusty plasma, either we consider the dust charge fluctuation or not under certain

conditions. When the dust charging frequency is very large as compared to dust acous-

tic frequency, then we take constant dust charge because the perturbation frequency

cannot feel the dust charging effects. Whileion the otherihand, whenithe dusticharging

frequency andidust acoustic frequency is comparable then we tackle the dust charge

fluctuation.

Under the same physical assumptions except for the dust charge fluctuation, we ob-

tained the following equation.

W4
D −OiW2

D +A3Dik = 0, (3.21)

where

Oi = Dik +A2
3 +A2

1,

Di = A2k +
k∆

αdFi
= 0,

Fi = γk2 + γ − G
σp
,

A1 = ωcd sin θ,

A2 =
σdγd
αd

,

A3 = ωcd cos θ,

69



and WD = ω − kV0 also known as a Doppler frequency. Now, by using quadratic

formula, we get the following expression

W2
D = I1, (3.22)

and

W2
D = I2. (3.23)

Where in equations (3.22) and (3.23), we have

I1 =
1

2

[
Oi +

√
O2
i − 4A2

3Dik
]
,

and

I2 =
1

2

[
Oi −

√
O2
i − 4A2

3Dik
]
.
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Figure 3.1: Variation of Doppler frequency (ωD) against wave number (k) for different
value of non-thermal parameter "a".

3.4.2 Growth Rate

For the growth rate of a specific wave mode we have

W2
D − I2 = 0,
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Figure 3.2: Variation of Doppler frequency (ωD) against wave number (k) for different
value of obliqueness of the magnetic field θ.
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Figure 3.3: Variation of Doppler frequency (ωD) against wave number (k) for different
value of non-thermal parameter "a" at fixed obliqueness of magnetic field θ. The left
panel represents θ = 5 and the right panel represents θ = 30.
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Figure 3.4: The profile of Doppler frequency (ωD) against wave number (k) for different
value of density ratio δp. The other parameters are θ = 30 and a = 0.

Now, putting the value ofWD and introduce ω = ωr+ιX , we get the following equation

ω2
r −X 2 + 2ιωrX − 2ωrkV0 − 2ιXkV0 + Ci = 0,
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Figure 3.5: The behavior of Doppler frequency (ωD) versus waveinumberi(k) for dif-
ferentivalues ofinon-thermal parameteri"a" with fixedidensity ratio δp. The left panel
shows δp = 0.1 and right panel shows δp = 0.3.
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Figure 3.6: The profile of Doppler frequency (ωD) against wave number (k) for different
value of normalized dust cyclotron frequency ωcd. The other parameters are θ = 30
and a = 0.

where Ci = k2V2
0 − I1. Therefore, for I1 the growth rate is

X2 = ±1

2

[√
−Oi − (O2

i − 4A2
3Dik)

1
2

]
. (3.24)
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Figure 3.7: The profile of Doppler frequency (ωD) against wave number (k) for different
values of non-thermal parameter "a" with fixed normalized dust cyclotron frequency
ωcd. The left panel shows the ωcd = 0.011 and right panel shows the ωcd = 0.033.
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Figure 3.8: Plot of growth rate (γ) as aifunction ofiwave numberi(k) for differentivalues
of non-thermal parameteri"a".

Similarly, for I2 where Ci = k2V2
0 − I2 , we have the following expression

X1 = ±1

2

[√
(O2

i − 4A2
3Dik)

1
2 −Oi

]
. (3.25)
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Figure 3.9: Plot of growth rate (γ) asia functioniof waveinumberi(k) foridifferent values
ofimagnetic field obliqueness θ.

3.4.3 DAWs in the Presence of Dust Charge Fluctuations

In this section of linear analysis, we take dust charge fluctuations. As we take dust

charge fluctuations which means that the dust charging frequency and dust acoustic

frequency is comparable.

Under the same physical assumptions including the dust charge fluctuations, we ob-

tained the following expression

W4
D − TiWD + Ei = 0, (3.26)

where

Ei = A2A2
3k

2 − A2
3k

2∆

αd
(

∆Ji
H−ιU −Fi

) ,
Ti = A2

3 +A2
1 +A2k

2 − k2∆

αd
(

∆Ji
H−ιU −Fi

) ,
H =

Z
(1 + 3a)(Z + σp)

+
8aZ

5(1 + 3a)(Z + σp)
+ ApZ +

AnZ
σn

,
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Figure 3.10: The behavior of growth rate (γ) against wave number (k) for different
value of non-thermal parameter "a" with fixed magnetic field obliqueness θ. The left
panel shows θ = 15 and right panel shows θ = 30.
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Figure 3.11: The variation of growth rate (γ) versus wave number (k) for different
values of normalized dust cyclotron frequency ωcd.

Ji =
8a

3σp(1 + 3a)
− 1

σp(1 + 3a)
− 8a

5σp(1 + 3a)
+

8a

3(Z + σp)(1 + 3a)
,
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Figure 3.12: The variation of growth rate (γ) as a function of wave number (k) for
different values of non-thermal parameter "a" at fixed normalized dust cyclotron fre-
quency ωcd. The left panel shows ωcd = 0.011 and the right panel shows ωcd = 0.033.
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Figure 3.13: Plot of growth rate (γ) versus wave number (k) for different values of
density ratio δn.

and

U =
ωωch

(
1 + σp + γ̄2

)
σpβch

.

77



a=0.0
a=0.07
a=0.14

0.000 0.001 0.002 0.003 0.004 0.005

0.000

0.001

0.002

0.003

k

γ

δn=0.1

(a)

a=0.0
a=0.07
a=0.14

0.000 0.001 0.002 0.003 0.004 0.005

0.0000

0.0002

0.0004

0.0006

0.0008

k

γ

δn=0.3

(b)

Figure 3.14: The behavior of growth rate (γ) versusiwave numberi(k) foridifferent
values ofinon-thermal parameteri"a" at fixedidensity ratio δn. The leftiplot shows δn
= 0.1 and the right plot shows δn = 0.3.
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Figure 3.15: The profile of growth rate (γ) against wave number (k) for different value
of density ratio δp. The other parameters are θ = 30 and a = 0.

3.5 Derivation of Non-linear Evaluation Equation

Inithisisection, weiproceed toward the study of smallibut finiteiamplitude nonlinear

dust acoustic wavesiusing theistandard Reductive Perturbation Technique (RPT).
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Figure 3.16: The profile of growth rate (γ) versus wave number (k) for different value
of non-thermal parameter "a" at fixed density ratio δp. The left panel shows δp = 0.1
and the right panel shows δp = 0.3.

The independentivariables are stretched as:

ξ = ε(X − VphT ), (3.27)

and

τ = ε2T. (3.28)

In equation (3.27), Vph represents the normalized phase velocityiof linearidust acous-

tic wave (DAW). Andiε is aismall parametericharacterizing theistrength ofitheinon-

linearity or weakness of the amplitude or dispersion.

The independent variable by using chain rule are stretched as:

∂

∂T
=

∂

∂ξ
i
∂ξ

∂T
i+

∂

∂τ

∂τ

∂T
,

=
∂

∂ξ

∂

∂T
ε(X − VphT ) +

∂

∂τ

∂

∂T
ε2Ti,

= ε2
∂

∂τ
i− εVph

∂

∂ξ
.

(3.29)
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And

∂

∂X
=

∂

∂ξ

∂ξ

∂X
i+

∂

∂τ

∂τ

∂X
i,

=
∂

∂ξ

∂

∂X
ε(X − VphT )i+

∂

∂τ

∂

∂X
ε2T, i

= ε
∂

∂ξ
.

(3.30)

The dynamicalivariables areiexpanded in the power series of ε as follow:

f = f0 + εf (1) + ε2f (2) + ε3f (3) + ...., (3.31)

and

Vdy = ε
3
2V(1)

dy + ε
5
2V(2)

dy + ..... (3.32)

In equation (3.31) f shows the some dynamical variables, i.e., f l= Nd,lVdx, Vdz,lΦ
and Q. Wherelf (0) = 1 forlNd, f (0) = V0 forlVdx and lf (0) = 0 for Vdz, Φ and Q,

respectively. It is also noted that stretchingiexpressions forivelocity variables Vdx, Vdy
and Vdz in term of εihave been chosenifollowing Kakutani and Ono [71].

Thus dependent variable can be expanded in the following fashion.

Nd = 1 + εN
(1)
d + ε2N

(2)
d + ε3N

(3)
d + ...,

Vdx = V0 + εV(1)
dx + ε2V(2)

dx + ε3V(3)
dx + ...,

Vdz = εV(1)
dz + ε2V(2)

dz + ε3V(3)
dz + ...,

Φ = εΦ(1) + ε2Φ(2) + ε3Φ(3) + ...,

Q = εQ(1) + ε2Q(2) + ε3Q(3) + ...,

Vdy = ε
3
2V

(1)
dy + ε

5
2V

(2)
dy + ..... (3.33)

Due to the assumption (v) for consistent perturbation expansion, it is assumed that,

ωch =
Ωd

ωpd
= O(

√
ε). (3.34)

Now, substituting Eqs. (3.29), (3.30) and (3.33) in Eqs. (3.12), (3.13), (3.14), (3.15),

(3.16) and (3.19).
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We obtained the following relations in the lowest power of ε:

V(1)
dx = −ΛN

(1)
d , (3.35)

V(1)
dz = − tan θN

(1)
d , (3.36)

V(1)
dy = −Λ2 sin θ sec2 θ

ωcd

∂N
(1)
d

∂ξ
, (3.37)

Φ(1) = αd
(
− Λ2 sec2 θ +

γdσd
αd

)
, (3.38)

Q(1) = βchαd
(
Λ2 sec2 θ − γdσd

αd

)
N

(1)
d . (3.39)

From the comparison of Poisson’s equation, we obtained a relation

δn
σn

Φ(1) + δpΦ
(1) +

1

σp
Φ(1) −∆

(
Q(1) −N (1)

d

)
− G
σp

Φ(1) = 0,

Φ(1)
( δn
σn

+ δp +
1− G
σp

)
−∆

(
Q(1) −N (1)

d

)
= 0,

∆Q(1) =
( δn
σn

+ δp +
1− G
σp

)
+ ∆N

(1)
d ,

Q(1) =
αd
∆

(
− Λ2 sec2 θ +

γdσd
αd

)( δn
σn

+ δp +
1− G
σp

)
N

(1)
d + ∆N

(1)
d ,

=

{
1− Zd0nd0

∆γnp0

(
Λ2 sec2 θ − γdσd

αd

)(
δn
σn

+ δp +
1− G
σp

)}
N

(1)
d ,

=

{
1− Zd0nd0

np0

(
δp + 1

σp
+ δn

σn

)(
1− δp − δn

)(Λ2 sec2 θ − γdσd
αd

)(
δn
σn

+ δp +
1

σp

)

+
Zd0nd0

G
σp

np0

(
δp + 1

σp
+ δn

σn

)(
1− δp − δn

)(Λ2 sec2 θ − γdσd
αd

)}
N

(1)
d ,

using the quasi-neutrality condition, we obtained

Q(1) =

{
1− Zd0nd0

np0

(
1− ne0

np0
− ne0

np0

)(Λ2 sec2 θ − γdσd
αd

)

−
Zd0nd0

Γ
σp

np0

(
1− ne0

np0
− ne0

np0

)(
1− δp − δn

)(Λ2 sec2 θ − γdσd
αd

)}
N

(1)
d ,
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and after a short algebraic manipulations one can get the following expression

Q(1) =

{
1−

(
Λ2 sec2 θ − γdσd

αd

)
+

G
σp(

δp + 1
σp

+ δn
σn

)(Λ2 sec2 θ − γdσd
αd

)}
N

(1)
d . (3.40)

Now, compare Eqs. (3.39) and (3.40){
1−
(

Λ2 sec2 θ−γdσd
αd

)
+

G
σp

np0

(
δp + 1

σp
+ δn

σn

)(Λ2 sec2 θ−γdσd
αd

)}
= βchαd

(
Λ2 sec2 θ−γdσd

αd

)
,

1 +

G
σp(

δp + 1
σp

+ δn
σn

)(Λ2 sec2 θ − γdσd
αd

)
=
(
1 + βchαd

)(
Λ2 sec2 θ − γdσd

αd

)
,

1 =
(
1 + βchαd

)(
Λ2 sec2 θ − γdσd

αd

)
−

G
σ+

γ

(
Λ2 sec2 θ − γdσd

αd

)
,

1 =
(
Λ2 sec2 θ − γdσd

αd

)(
1 + βchαd −

G
σp

γ

)
,

1 = Λ2 sec2 θ
(
1 + βchαd −

G
σp

γ

)
− γdσd

αd

(
1 + βchαd −

G
σp

γ

)
,

1 +
γdσd
αd

(
1 + βchαd −

G
σp

γ

)
= Λ2 sec2 θ

(
1 + βchαd −

G
σp

γ

)
,

1(
1 + βchαd −

G
σp

γ

) +
γdσd
αd

= Λ2 sec2 θ,

Λ2 =
1

sec2 θ

{
γdσd
αd

+
1(

1 + βchαd −
G
σp

γ

)
}
,

Λ = cos θ

{
γdσd
αd

+
1(

1 + βchαd −
G
σp

γ

)
} 1

2

,

Λ = Vph − V0 = cos θ

{
γdσd
αd

+
1

k

} 1
2

. (3.41)

Eq. (3.41) shows the linear dust acoustic wave (DAW) phase velocity and where k =(
1 + βchαd −

G
σp

γ

)
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The first order analysis only shows that the initial disturbance propagates and

nonlinear, dissipation, dispersion, and/or geometrical convergence effects have not yet

come into play. These effects appear in the next higher-order equations as given below:

∂N
(1)
d

∂τ
+
∂N

(1)
d V

(1)
dx

∂ξ
= −

∂
(
ΛN

(2)
d + V(2)

dx

)
∂ξ

, (3.42)

∂V(1)
dx

∂τ
+ V(1)

dx

∂V(1)
dx

∂ξ
+

1

αd

(
Q(1)∂Φ(1)

∂ξ
l + γdσd(γdl − l2)N

(1)
d

∂N
(1)
d

∂ξ

)
=

1

αd

∂
(
Φ(2) − γdσdN (2)

d

)
∂ξ

− Λ
∂V(2)

dx

∂ξ
+ ωch

(
Q(1)V(1)

dx − V
(2)
dy

)
sin θ,

(3.43)

Λ
∂V(1)

dy

∂ξ
+ ωchQ

(1)
(
V(1)
dx sin θ − V(1)

dz cos θ
)

= ωch
(
V(2)
dx sin θ − V(2)

dz cos θ
)
, (3.44)

∂V(1)
dz

∂τ
+ V(1)

dx

∂V(1)
dz

∂ξ
= −Λ

∂V(2)
dz

∂ξ
− ωch

(
Q(1)V(1)

dy − V
(2)
dy

)
cos θ, (3.45)

Φ(2) +

(
δp + δn

σ2
n
− 1

σ2
p

)
2

(
γ − G

σp

) Φ(1)2 −
∆

(
Q(2) −N (2)

d +Q(1)N
(1)
d

)
2

(
γ − G

σp

) l = l0. (3.46)

From the comparison of charging equation one can get the equation of the form

Λωch
∂

∂ξ
Q(1) =− Φ(2)βch −Q(2) +

σpβch
2(1 + σp + γ̄2)

{
−Z2

(
1 +Bn

)
Q(1)2

+

(1− σ2
p

(
1 +Bn

)
σ2
n

−K1

)
Φ(1)2 + 2Z

(
1− σp(Z + σp)(1 +Bn)

σp(Z + σp)
−K2

)
Q(1)Φ(1)

}
,

(3.47)

where

K1 =
a

(1 + 3a)

( 11

15σ2
p

+
32

15σp(Z + σp)

)
,

K2 =
a

(1 + 3a)

( 61Z
15σp(Z + σp)

)
,

and

Bn = An
(1− σ2

n)

σ2
n

+
a

(1 + 3a)

(−7

5
+

16σp
5(Z + σp)

)
.
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Finally, eliminatingiall the second orderiquantities from Eqs. (3.42) - (3.47) and using

the relations (3.35) - (3.40), we obtained the following KdVB equation

∂N
(1)
d

∂τ
−AN (1)

d

∂N
(1)
d

∂ξ
− B∂

3N
(1)
d

∂ξ3
−D∂

2N
(1)
d

∂ξ2
= 0. (3.48)

The coefficients of non-linearityiA, dispersioniB and Burger termiD are as follows:

A =
cos2 θ

2Λ

[
γdσd
αd

(γd + 1) +
3

k
− 1

k2

(
3αdβch +

αd(δp + δn
σ2
n
− 1

σ2
p
)

γk
+
σpα

2
dβch(C +K3)

(1 + σp + γ̄2)k

)]
,

(3.49)

where

C = (1 +B−)(Zβch − 1)2 +
2Zβch

σp(Z + σp)
− 1

σ2
n

, (3.50)

B =
sin2 θ cos θ

2ω2
cd

(γdσd
αd

+
1

k

) 3
2
, (3.51)

D =
αdβchωch cos2 θ

2k2
=
αdβch cos2 θ

2k2

(ωpd
νch

)
, (3.52)

and

K3 =
a

(1 + 3a)

(
11

15σ2
p

− 2(16− 61Zβch)
15σp(Z + σp)

)
. (3.53)

The Burger termiνch impliesithe possibilityiof theiexistence ofia shock-like structure.

And foriparallel propagation,ii.e., θi= 0, the dispersion termivanishes, i.e., B = 0, and

the nonlinear dust acoustic wave isigoverned byithe so-called Burger equation

∂N
(1)
d

∂τ
−AN (1)

d

∂N
(1)
d

∂ξ
−D∂

2N
(1)
d

∂ξ2
= 0. (3.54)

3.6 Stationary Solution: Generation of Shock Wave

It is welliknown thatithe Kortewege-de Vries (KdV) Burger equation describes the

shock wave profile. Theicriteria forithe formationiof the shock waveiis that theicoefficient

of the Burger termD whichiarises dueito the non-steady dust charge variation shouldibe
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positive,ii.e., D > 0. Otherwise,iit wouldinot beipossible toiget aistable solution to the

Burger equation. Aiparticularisolution ofithe above KdV-Burger equation (3.48)

N
(1)
di (ξ, τ) = − 3D2

25AB

[
1 + i tanh

D
10β

(6D2

25B
τ − ξ

)]2

. (3.55)

While for the parallel propagation, i.e., θ = 0, the dispersiveiterm vanishesiand one

can easily obtained theifollowing analytical solution of the Burger’s equation (3.54)

subjectito the boundaryiconditionsN (1)
d (ξ, τ), ∂N

(1)
d (ξ,τ)

∂η
→ 0 as η→−∞, whichiexhibits

monotonic shock solution.

N
(1)
di (ξ, τ) = N

[
1 + tanh

( η

Lwi

)]
, (3.56)

where N = Vf
A isithe initial shockiamplitude and Lwi = 2D

Vfi
isithe shock width.And in

the absence of charge fluctuation, i.e., νch = 0, the KdVB equation (3.48) reduced to

a KdV like equation

∂N
(1)
d

∂τ
−AN (1)

d

∂N
(1)
d

∂ξ
− B∂

3N
(1)
d

∂ξ3
= 0, (3.57)

which admitsia solitary solution of the form

N
(1)
d (ξ, τ) = N sech2

( η
∆w

)
, (3.58)

where, N and ∆w =
√

4β
Vf

represents the amplitude and the width of the solitary wave,

respectively. However, for steady state numerical solution transforming to the wave

frame η = Vfτ + ξ the KdV-Burger equation (3.48) with ψ = N
(1)
d (ξ, τ) reduce to the

following expression

d2ψ

dη2
=
(Vf
β

)
ψ −

( A
2B

)
ψ2 −

(D
β

)dψ
dη
. (3.59)

The Eq. (3.59) has two fixed points, i.e., (0, 0) and (2Vf
α
, 0). However, ψ = N

(1)
d can

be calculated by numerical integration. Here the Mach number is defined as the ratio

of dust acoustic (DA) waveivelocity Va toithe linear dust acoustic (DA) waveivelocity.

The DAW velocity Va is expressed as

Va = V0 − (Vph − εVf ), (3.60)
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and the linear DAW velocity Λ which is expressed in equation (3.41). Therefore, the

Mach number is indicated as

M =
Va
Λ
. (3.61)

3.7 Parametric Analysis

Horanyi and Mendis [72][73] investigated theitrajectories ofimicron andisub-micron

sizedidust grainsithat areiexpected toibe releasedifrom theicometaryinucleus. Itiwas

shownithat theielectromagnetic forcesiassociated withithe motioniof theigrains (which

areielectrically chargediby theiplasma environment) throughithe magnetized plasma

play an important roleiin theiridynamics. Theidifferent spacecrafts like Vega 1, Vega

2, and Giotto has the observation onicomets which tellsithat CometiHalley is com-

posed ofielectrons, iceidust grains, differentipositive andinegativeiions. These positive

and negative ions are usually (H+,H−), (O+,O−), (Si+,Si−), (OH+,OH−) etc. Con-

sidered the positive and negative ions are (Si+,Si−) and pure ice dust grains forithe

numericalianalysis ofipresentifindings [74][75][76][77]. The approximate physical pa-

rameters of Comet Halley which is approximate 104 km away from the nucleus are np0
∼ 2 × 106 m−3, nd0 ∼ 1 m−3, Te = ∼ 100 eV , mp = mn ∼ 1.6726 × 10−27 kg, B0 ∼
7.5 × 10−3 Tesla, r0 ∼ 5µm and γd ∼ 5

3
. It is also noted that the ratio of the mass

of positive ion and mass of the negative ion, i.e., Q = m+

m−
may have a strong influence

on the spatial patterns of ion-acoustic solitons in electronegative dusty plasma which

is recently reported by Taibany and Tribeche[78].
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Figure 3.17: Variation of dissipative term (µch) against density ratio (δn) for different
value of density ratio δp. The other parameters are θ = 30 and a = 0.
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Figure 3.18: Plot of dissipative term (µch) against density ratio (δn) for different values
of non-thermal parameter "a" at fixed density ratio δp. The plot (a) shows δp = 0.1
and plot (b) shows δp = 0.3.
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Chapter 4

Discussions and Conclusions

4.1 Discussions

Figure 3.1 indicates that when the population of Cairn distributed positive ions in-

creases the Doppler frequency increases as well. The blue line refers to the Maxwellian

case. Figure 3.2 and figure 3.3 manifests the effect of increasing magnetic field oblique-

ness (θ) for the Doppler frequency. It is observed that by increasing the magnetic field

obliqueness θ the Doppler frequency is also increases and vise versa. And when the

population of Cairn distributed positive ions increases the Doppler frequency increases.

Now, to check the effects of the population of Cairn distributed positive ions, the den-

sity ratio of electrons and energetic positive ions we have to plot figure 3.4 and figure

3.5. It is noticed that by increasing the density ratio of electrons and energetic posi-

tive ions the Doppler frequency decreases. While by increasing the Cairn distributed

positive ion population the Doppler frequency is increasing. Similarly, figure 3.6 and

figure 3.7 shows the Doppler frequency variation against k, which indicates that the

Doppler frequency increases by the increase of normalized cyclotron frequency ωcd and

similarly by enhancing the non-thermal Cairn distributed positive ions the Doppler

frequency increases as well. The growth rate also increases with an increase in the

Cairn distributed positive ion population. Variation in normalized cyclotron frequency

means that there are variations in a magnetic field.

In figure 3.8 manifests the effect of an increasing Cairn distributed positive ion popu-

lation. It indicates that by increasing the non-therm parameter the growth rate also
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increases. On the other hand, if the magnetic field obliqueness (θ) is increasing then

the growth rate is decreasing. The magnetic field obliqueness effects are shown in figure

3.9. Figure 3.11, 3.12,3.13, 3.14, 3.15 and 3.16 manifests the effects of normalized dust

cyclotron frequency (ωcd), electrons and Cairn distributed positive ions density ratio,

and negative and Cairn distributed positive ions density ratio. It shows that when the

normalized dust cyclotron frequency increases the growth rate is also increases while

increasing the electrons and Cairn distributed positive ions density and negative and

Cairn distributed positive ions density the growth rate is decreasing. The increase of

non-thermal parameter in all these cases will increase the growth rate.

Figure 3.17 and 3.18 explore the effects of electrons and Cairn distributed positive ions

ratio and the population of Cairn distributed positive ions. It is also noticed that the

ratio of electrons and Cairn distributed positive ions population plays a crucial role in

the dissipation term. It is observed that in a particular case when the ratio of electrons

and Cairn distributed positive ions density increases the dissipation term effects are

decreases. While, the population of energetic positive ions for a particular case, i.e.,

δp = 0.1, δp = 0.2 and δp = 0.3 will increase the variations of dissipative term. Figure

4.1 manifests that with the increase in obliqueness of the magnetic field the dissipative

term decay rapidly. While an increase in Cairn distributed positive ions population for

a specific obliqueness of the magnetic field (θ) shown in figure 4.2, indicates that the

dissipation term is increases.

Figure 4.3 demonstrates an increase in the population of Cairn distributed positive ions

for soliton structure. It is noticed that the increasing population of Cairn distributed

positive ions plays a crucial role that the amplitude of the solitons is decreasing with

increasing Cairn distributed positive ions population. While on the other hand, the

shoulders of the solitons broadened. The broadness of the soliton shoulders or wings

indicates that the population of Cairn distributed positive ions increase the dispersion

term. The figure 4.4 manifests the effect of increasing normalized dust cyclotron fre-

quency ωcd. It is observed that by increasing the normalized dust cyclotron frequency

ωcd the soliton shoulders or wings shrinks but the amplitude remains the same. The

figure 4.5 shows that how the shoulders of the solitons spread with the increase of Cairn
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distributed positive ions population. The figures 4.6, 4.7, 4.8 and 4.9 indicates that

the amplitude of the soliton is increased with the increase of the ratio of electrons and

Cairn distributed positive ions density and the ratio of negative and Cairn distributed

positive ions while the shoulders of the solitons are shrinks. The figures 4.10 and 4.11

manifests the effects of increasing the obliqueness of the magnetic field and population

of Cairn distributed positive ions. It is observed that by increasing the obliqueness of

the magnetic field the amplitude, as well as the shoulders of the solitons, get smaller.

While, by increasing the population of Cairn distributed positive ions the amplitude,

as well as the shoulders of the solitons, get smaller.

Figure 4.12 demonstrates an increase in the population of Cairn distributed positive

ions for monotonic shock structure. It is noticed that the strength and amplitude of the

shock decrease with the increase in the non-thermal population of positive ions. While

increasing the density ratio of negative and energetic positive ions and density ratio

of electrons and Cairn distributed positive ions increases the strength and amplitude

of the monotonic shock elaborated in figures 4.13 and 4.15. If the population of Cairn

distributed positive ions increases the strength and amplitude of the monotonic shock

is decreases, shown in figures 4.14 and 4.16.

90



θ=6

θ=25

θ=44

0.0 0.2 0.4 0.6 0.8 1.0

0.0006

0.0007

0.0008

0.0009

0.0010

δn

μ
ch

a=0

Figure 4.1: The effect of dissipative term (µch) against density ratio (δn) foridifferent
values ofiobliqueness of magneticifieldlθ.

4.2 Conclusions

In this project, we have investigated the linear and non-linear analysis of dust acoustic

waves with the application on the Halley comet. In the linear analysis regime, we have

investigated the Doppler’s frequency and growth rate for the constant dust charge vari-

ation. Besides this, we derived the relation for dust charge variation. To investigate the

Doppler’s frequency, we have observed that by increasing the population of energetic

positive ions, the Doppler’s frequency has also increased. Whereas, an increase in the

obliqueness of the magnetic field has decreased the Doppler’s frequency. Likewise, it

was also observed that the density ratio of electrons and energetic positive ions (δp)

played a crucial role, i.e., the increase in δp has decreased the Doppler’s frequency.

Similarly, the effects of normalized dust cyclotron frequency on Doppler’s frequency

cannot be ignored. It was observed that the small deviations in normalized dust cy-

clotron frequency led to a great increase in the Doppler’s frequency.

Moreover, to investigate the growth rate, it has been found that by enhancing the
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Figure 4.2: The effect of dissipative term (µch) versus density ratio (δn) for different
value of different values of non-thermal parameter "a" at fixed magnetic field oblique-
ness θ. The left panel shows θ = 6 and right panel shows θ = 44.
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Figure 4.3: The KdV solitons are plotted for different values of non-thermal parameter
"a" at fixed obliqueness of magnetic field θ = 30.

population of energetic positive ions the growth rate increases. On the other hand,

increasing the obliqueness of the magnetic field the growth rate decreases. However,
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Figure 4.4: The profile of KdV solitons for different value of non-thermal parameter
"a" at fixed obliqueness of magnetic field that is θ = 30.

the increase in the normalized dust cyclotron frequency or the magnitude of the applied

magnetic field leads to an increase in the growth rate. Also, both ratios of electrons

versus energetic positive ions and negative ions versus energetic positive ions play a

crucial role in the growth rate. A small deviation in both ratios led us to a great

change in the growth rate. It was revealed that an increase in both the density ratios

decreased the growth rate.

In the non-linear analysis regime, we have derived the KdVB equation. For the parallel

propagation, i.e., θ = 0, the dispersive term vanishes, and the KdVB equation is reduced

to Burger’s equation. This Burger’s equation led us to the monotonic dust acoustic

shock structure. While, in the absence of charge fluctuation, the KdVB equation was

reduced to a KdV like -equation which admits a solitary solution. The dissipative term

plays an important role in Burger’s equation. This dissipative term decreases when the

density ratio of electrons versus energetic positive ions increases. While the dissipative

term increases with the enhancement of energetic positive ions population. Moreover,

by increasing the obliqueness of the magnetic field the dissipative term decays gradu-
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Figure 4.5: The profile of KdV solitons for different value of non-thermal parameter
"a" at fixed normalized dust cyclotron frequency ωcd. The plot (a) shows ωcd = 0.011
and plot (b) shows ωcd = 0.013
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Figure 4.6: The behavior of KdV solitons are plotted for different values of negative
ions and positive ions density ratio δn. The blue solid curve corresponds to δn = 0.1,
the red solid curve corresponds to δn = 0.5 and the black solid curve corresponds to δn
= 1 at fixed obliqueness of magnetic field θ = 30.

ally. The KdV soliton has been investigating, and it is found that by increasing the
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Figure 4.7: The behavior of KdV solitons for different values of non-thermal parameter
"a" at fixed negative ions and positive ions density ratio δn. The left panel shows δn
= 0.1 and right panel shows δn = 1.0.
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Figure 4.8: The profile of KdV solitons for different value of electrons and positive ions
density ratio δp at fixed obliqueness of magnetic field θ = 30.

population of energetic positive ions the amplitude of the soliton decreases while its

width or shoulders increase. However, the increase in the normalized dust cyclotron fre-
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Figure 4.9: The profile of KdV solitons for different values of non-thermal parameter
"a" at fixed electrons and positive ions density ratio δp. The left panel shows δp = 0.1
and right panel shows δp = 1.0.
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Figure 4.10: The profile of KdV solitons are plotted for different values of obliqueness
of magnetic field θ.

quency or the magnitude of the applied magnetic field led to the decrease in the width

of soliton while its amplitude remains unaffected. It is also observed that by increasing

the density ratio of electrons versus energetic positive ions the amplitude of the soliton
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Figure 4.11: The profile KdV solitons are plotted for different value of obliqueness of
magnetic field θ. The left panel shows θ = 20 and right panel shows θ = 44.
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Figure 4.12: The profile of monotonic dust-acoustic shocks are plotted for different
value of non-thermal parameter "a".

increases but the width or shoulder of the soliton decreases. Similarly, for the density

ratio of negative ions versus energetic positive ions population the amplitude of the

soliton increases but the width or shoulder of the soliton decreases. Moreover, in our

system, the obliqueness of the magnetic field has a very important role. Therefore, it
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Figure 4.13: The behavior of monotonic dust-acoustic shocks are plotted for different
value of negative and positive ions density ratio δn at fixed non-thermal parameter a
= 0.07.
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Figure 4.14: The behavior of monotonic dust-acoustic shocks are plotted for different
values of non-thermal parameter "a" at fixed density ratio δn.
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Figure 4.15: The profile of monotonic dust-acoustic shocks are plotted for different
values of electrons and positive ions density ratio δp at fixed non-thermal parameter a
= 0.07.

is observed that by enhancing the obliqueness of the magnetic field the amplitude, as

well as the width of the soliton, decreases.

Since for the parallel propagation, the dissipative term vanishes, and our system is gov-

99



a=0.0

a=0.07

a=0.14

-0.10 -0.05 0.00 0.05 0.10

0.00

0.05

0.10

0.15

0.20

0.25

η

N
d
(1
)

δp=0.1

(a)

a=0.0

a=0.07

a=0.14

-0.10 -0.05 0.00 0.05 0.10

0.00

0.05

0.10

0.15

0.20

0.25

η

N
d
(1
)

δp=0.9

(b)

Figure 4.16: The profile of monotonic dust-acoustic shocks are plotted forldifferent
value oflnon-thermal parameterl"a" at fixedlelectrons and positive ionsldensity ratio
δp. The left plot shows δp = 0.1 and right plot shows δp = 0.9.

erned by Burger’s equation. This Burger’s equation gave the monotonic dust acoustic

shock structure. To investigate the monotonic shock structures, it is interestingly

found that by enhancing the energetic positive ions population the shock amplitude

decreases. While, to investigate the different densities ratios, i.e., electrons density

versus energetic (Cairns distributed) positive ions density and negative ions versus en-

ergetic (Cairns distributed) positive ions, it is observed that both the density ratios

increase the amplitude of the monotonic dust acoustic shock.
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