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Abstract

Partial or ordinary di�erential equations are used to solve problems in a variety of

�elds. The goal of achieving exact solutions of di�erential equations is therefore of

great importance and continues to attract great attention. The basic purpose of this

thesis entitled "Solution of the Momentum Equation for Laminar Flow through Con-

centric Ducts using Symmetry Method" is attempted to �nd symmetries and the exact

solutions of momentum equation. After that, we reduced partial di�erential equation

to ordinary di�erential equations. Then we obtained exact solutions corresponding to

these ordinary di�erential equations.

This thesis is divided into four chapters. The brief outlines of the research work pre-

sented chapter wise in the thesis are as follows:

In Chapter 1, is given the brief introduction of partial di�erential equations and their

solutions. Also we discussed preliminary material and relevant literature of Lie group

of transformations.

In Chapter 2, methods to solve partial di�erential equations, Lie symmetries and in-

variant solution of partial di�erential equations are discussed.

The core of the thesis is chapter 3. The symmetries and invariant solution of momen-

tum equation are investigated.

In Chapter 4, the thesis is concluded.
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Chapter 1

Preliminaries

Di�erential equation is an equation that contains an unknown function and its deriva-

tives [6]. Di�erential equations have become a signi�cant branch of applied and pure

mathematics from their emergence in 17th century. Though their history has been

well studied, it continues to be an important area of research. The application of

di�erential equations are extended to number of subjects, from physics to population

growth to stock market. They are helpful tool for modeling and analyzing environmen-

tal phenomena including variation in population of species over time or transmission of

disease. Di�erential equations appear whenever an unknown event changes with respect

to time. The two categories of di�erential equations are ordinary di�erential equations

and partial di�erential equations.

An equation which involves one or more functions of a single independent variable is

called an ordinary di�erential equation. Ordinary di�erential equations have become

especially important and also have contributed in major developments [7]. Ordinary

di�erential equations play vital role in modeling and dynamical systems [8, 9].

An equation which involves one or more partial derivative of one or more functions

dependent on more than one independent variables is known as partial di�erential

equation. The PDEs can be classi�ed as linear, quasi-linear and non-linear partial dif-

ferential equations. Linear PDEs are those equations in which the order of dependent

variables and their partial derivatives is linear. Whereas, if the equation is linear in its

highest order partial derivative then it is said to be quasi-linear. The PDE is said to
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be non-linear if it is neither linear nor quasi-linear. Furthermore, linear PDEs can be

classi�ed as homogeneous and non-homogeneous. A liner PDE is said to be homoge-

neous if it does not involve the terms which only depend on the independent variables

otherwise PDE is said to be non-homogeneous.

The PDEs can be solved analytically as well as numerically. The analytical solutions

can be calculated using the method of separation of variables, method of character-

istics, integral transform an change of variables, symmetry method etc. But in some

cases we are unable to �nd the solution analytically then we move towards the numer-

ical solutions of di�erential equations. The numerical solution can be calculated using

the �nite element method, �nite di�erence method and �nite volume method. In this

dissertation, we are dealing with the non-homogeneous PDE.

Marius Sophus Lie, A Norwegian mathematician (1842-1899), devoted much of his life

to theory of continuous groups and their in�uence over di�erential equations [10]. Lie

has found that common solution methodologies employ groups of symmetries of equa-

tions in order to �nd solutions. As a consequence, exact solutions can be obtained by

use of symmetries [11]. The Lie group analysis is major implementation in distinct

�elds such as number theory, di�erential equations, analysis, di�erential geometry etc.

In this dissertation, we mainly focus on �nding the solution of partial di�erential equa-

tion by using symmetries. The standard methods of �nding solutions are insu�cient

for such type of equations so, implementation of symmetries helps in �nding solutions.

The concept of symmetry methods is to �nd the new coordinate system which makes

it simpler to �nd the solution [12].

First we will recall some basic de�nitions before solving the momentum equation.

1.1 Groups

Set of elements with composition law µ between elements that satisfy the axioms

(i)− (iv) is said to be a group G.
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(i) Closure property

For all p, q ∈ G the composition µ(p, q) ∈ G.

(ii) Associative property

∀ p, q, r ∈ G,

µ(p, µ(q, r)) = µ(µ(p, q), r).

(iii) Identity element

There exists e ∈ G for any p ∈ G such that

µ(p, e) = µ(e, p) = p,

then e is said to be the identity element of G.

(iv) Inverse element

There exists q ∈ G for any p ∈ G such that

µ(p, q) = µ(q, p) = e,

then q is said to be the inverse of p in G and is denoted as p−1. G is said to be abelian

if ∀ p, q ∈ G µ(p, q)=µ(q, p). A subset of G is said to be a subgroup if it is a group with

same composition law µ.

1.2 One-Parameter Lie Groups of Transformations and

In�nitesimal Transformations

De�nition 1.2.1. (Group of Transformations)

Let us consider t = (t1, t2, . . . , tn) lie in region M ⊂ Rn. A set of transformations [2]

t∗ = T(t; ε),
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de�ned for every t ∈ M and the parameter ε ∈ A ⊂ R, with µ(ε, δ) de�ning the

composition law of parameters δ, ε ∈ A and on M it forms a group of transformations

if

(i) For every parameter ε ∈ A, transformations are bijective in M . (Hence, t∗ lies in

M .)

(ii) With the composition law µ, A forms a group G.
(iii) t∗ = t when ε = e, i.e,

T(t; e) = t.

(iv) If t∗ = T(t; ε), t∗∗ = T(t∗; δ), then

t∗∗ = T(t;µ(ε, δ)).

De�nition 1.2.2. A one-parameter Lie group of transformations de�nes if it satis�es

the properties of group of transformation (i) to (iv) given of previous de�nition and in

addition the following hold:

(v) µ(ε,δ) is an analytic function of ε and δ, ε ∈ A.
(vi) T is in�nitely di�erentiable with respect to t ∈M and an analytic function ε ∈ A.
(vii) ε is a continuous parameter i.e, A is an interval in R. Without loss of generality,

ε = 0 corresponds to the identity element e.

Example. Let us consider

t∗ = t+ ε,

u∗ = u, ε ∈ R,

then µ(ε, δ) = ε+ δ forms a one-parameter Lie group of transformations.

De�nition 1.2.3. Consider

t∗ = T(t; ε), (1.1)

a family of one-parameter ε ∈ R invertible transformations of points t∗ = (t∗1, t
∗
2, . . . , t

∗
N) ∈

RN . It is said to be a one-parameter transformation subject to the condition

t∗|ε=0 = t. (1.2)
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i.e.

T(t; ε)
∣∣
ε=0

= t. (1.3)

Expanding equation (1.1) for ε = 0, in some neighborhood of ε = 0, we obtain

t∗ = t + ε

(
∂T

∂ε

∣∣∣∣
ε=0

)
+
ε2

2

(
∂2T

∂ε2

∣∣∣∣
ε=0

)
+ . . .

= t + ε

(
∂T

∂ε

∣∣∣∣
ε=0

)
+ O(ε2). (1.4)

Let

ζ(t) =
∂T

∂ε

∣∣∣∣
ε=0

. (1.5)

Then transformation t + εζ(t) is called in�nitesimal transformation of Lie group of

transformations equation (1.1).

The components of ζ(t) are called the in�nitesimals of equation (1.1).

Theorem 1.2.1. There exists a parameterization τ(ε) such that Lie group of trans-

formations equation (1.1) is equivalent to the solution of the initial value problem for

the system of �rst-order ODEs given by

dt

dτ
= ζ(t∗), (1.6)

with

t∗ = t when τ = 0. (1.7)

In particular

τ(ε) =

∫ ε

0

Γ(ε
′
)dε

′
, (1.8)

where

Γ(ε) =
∂µ(p, q)

∂q

∣∣∣∣
(p,q)=(ε−1,ε)

, (1.9)

and

Γ(0) = 1. (1.10)(
where ε−1 is inverse element to ε

)
.
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Example. Consider the groups of translations

t∗ = t+ ε,

u∗ = u,
(1.11)

the law of composition is µ(p, q) = p + q, and ε−1 = −ε. Then ∂µ(p,q)
∂q

= 1 and hence

Γ(ε) ≡ 1.

Let t = (t, u). Then the group equation (1.11) is T(t; ε) = (t+ ε, u). Thus ∂T
∂ε

(t; ε) =

(1, 0). Hence

ζ(t) =
∂T

∂ε
(t; ε)

∣∣∣∣
ε=0

= (1, 0).

Consequently becomes
dt∗

dε
= 1,

du∗

dε
= 0, (1.12)

with

t∗ = t, u∗ = u at ε = 0. (1.13)

The solution of IVP equations (1.12) and (1.13) are easily seen to be equation (1.11).

De�nition 1.2.4. The in�nitesimal generator of one-parameter Lie group of transfor-

mations is de�ned by operator

X = X(t) =
n∑
j=1

ζj(t)
∂

∂tj
, (1.14)

Theorem 1.2.2. The Lie group of transformations equation (1.1) is equivalent to the

solution of an ordinary di�erential equation initial value problem

dt∗(ε)

dε
= ζ(t∗(ε)),

t∗(0) = t.
(1.15)

Example. Consider an in�nitesimal generator

X1 = t
∂

∂t
+ 2

∂

∂u
. (1.16)

Its in�nitesimals are

ζ(t, u) = t, η(t, u) = 2. (1.17)
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According to Theorem 1.2.2, the IVP of ODE is given by

dt∗

dε
= t∗,

du∗

dε
= 2, t∗(0) = t, u∗(0) = u. (1.18)

From the �rst di�erential equation in system equation (1.18) we obtain

t∗ = eε+c1 , u∗ = 2ε+ c2.

After applying t∗(0) = t, u∗(0) = u, we obtained

t∗ = teε, u∗ = 2ε+ u. (1.19)

The Lie group corresponding to the in�nitesimal generator equation (1.16) is given by

equation (1.19), which represents scaling in t and translation in u.

1.3 Invariance of a Partial Di�erential Equations

De�nition 1.3.1. A function F (t) is said to be invariant of Lie group of transforma-

tions equation (1.1) i� for any group of transformations equation (1.1)

F (t∗) = F (t). (1.20)

Theorem 1.3.1. F (t) is invariant under equation (1.1) i�

XF (t) ≡ 0. (1.21)

Example. Find all functions F (t, u) invariant with respect to scalings

X1 = t
∂

∂t
+ 3u

∂

∂u
, (1.22)

corresponding to the Lie group of scalings, given by

t∗ = teε, u∗ = ue3ε. (1.23)

According to Theorem 1.3.1, such functions F (t, u) should satisfy XF (t, u) ≡ 0.

t
∂F

∂t
+ 3u

∂F

∂u
= 0. (1.24)
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Solving the characteristic equation

dt

t
=
du

3u
. (1.25)

One obtains the �rst integral as

c1 =
t3

u
. (1.26)

It follows that the invariant functions F (t, u) are given by

F (t, u) = F (c1) = F (
t3

u
). (1.27)

Indeed, one can explicitly verify this fact

F

(
t∗3

u∗

)
= F

(
t3e3ε

ue3ε

)
= F

(
t3

u

)
. (1.28)

Theorem 1.3.2. (Invariance of a ODE)

An ordinary di�erential equation

E(t, u, u
′
, ...., un) = 0, (1.29)

admits a group of symmetries with generator X[k] i�

X[k]E
∣∣
E=0

= 0. (1.30)

Example. Consider an ODE

u
′′

= 0. (1.31)

Here

E(t, u, u
′
, u
′′
) = u

′′
. (1.32)

In�nitesimal generator and its �rst extension correspondingly are de�ned as

X = ζ(t, u)
∂

∂t
+ η(t, u)

∂

∂u
, (1.33)
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X[1] = ζ
∂

∂t
+ η

∂

∂u
+ η

′ ∂

∂u′
+ η

′′ ∂

∂u′′
. (1.34)

Applying X[1] to E we obtain

X[1]E

∣∣∣∣
E=0

= η
′′

= 0. (1.35)

Therefore, the symmetry condition is

η
′′

= 0,

thus we have

η
′′

= ηtt + (2ηtu − ζtt)u
′ − (ηuu − 2ζtu)u

′2 − ζuuu
′3

+ (ηu − 2ζt − 3ζuu
′
)u
′′

= 0, (1.36)

and we obtain the system of PDEs as

ηtt = 0,

2ηtu − ζtt = 0,

ηuu − 2ζtu = 0,

ζuu = 0.

(1.37)

Solving the system equation (1.37) we obtain

ζ(t, u) = b1tu+ b2u+ b3t
2 + b7t+ b8,

η(t, u) = b1u
2 + b3tu+ b4u+ b5t+ b6.

(1.38)

Here bi, 1 ≤ i ≤ 8 are arbitrary constants.

So, the most general one-parameter Lie group of point symmetries of the ODE u
′′

= 0,

is obtained by the in�nitesimal generator

X = (b1tu+ b2u+ b3t
2 + b7t+ b8)

∂

∂t
+ (b1u

2 + b3tu+ b4u+ b5t+ b6)
∂

∂u
. (1.39)

Therefore the corresponding symmetries are

X1 = tu
∂

∂t
+ u2

∂

∂u
, X2 = u

∂

∂t
,

X3 = t2
∂

∂t
+ tu

∂

∂u
, X4 = u

∂

∂u
,

X5 = t
∂

∂u
, X6 =

∂

∂u
,

X7 = t
∂

∂t
, X8 =

∂

∂t
.
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De�nition 1.3.2. (Invariance of a PDE)

Consider a PDE

F (t, v, v
1
, v
2
, . . . , v

k
) = 0, (1.40)

with p dependent variables v = (v1, v2, v3, . . . , vp) and q independent variables t =

(t1, t2, t3, . . . , tq). As v
1
refers to a set of coordinates corresponding to all �rst order

partial derivatives of v with respect to t and so forth. The one-parameter Lie group of

point transformations

t∗ = T (t, v; ε).

u∗ = U(t, v; ε).
(1.41)

leaves partial di�erential equation (1.40) invariant i� its kth extension, leaves the sur-

faces in (t, v, v
1
, v
2
, . . . , v

k
)-space, de�ned by equation (1.40), invariant.

1.4 Change of Coordinates

Consider a non-degenerate change of coordinates

u = U(t) = (u1(t), u2(t), . . . , un(t)). (1.42)

For one-parameter Lie group of point transformations are stated in equation (1.1), the

in�nitesimal generator equation (1.14) with respect to coordinates t = (t1, t2, . . . , tn)

becomes the in�nitesimal generator

U =
n∑
j=1

ηj(u)
∂

∂uj
, (1.43)

with respect to coordinate u = (u1, u2, . . . , un) de�ned by equation (1.42).

Theorem 1.4.1. After change of coordinates equation (1.42) the operator X equation

(1.14) yields the operator U equation (1.43), where

η(u) = Xu. (1.44)
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De�nition 1.4.1. A change of coordinates equation (1.42) de�nes a set of canoni-

cal coordinates u = (u1, u2, . . . , un) for the one-parameter Lie group of point trans-

formations are given by equation (1.1) if after this change in�nitesimal generator

X =
∑n

j=1 ηj(t)
∂
∂tj

yields a pure translation in un : U = ∂
∂un

. In�nitesimals in

this case are given by

ηj(u) = Xuj = 0, j = 1, . . . , n− 1;

ηn(u) = Xun = 1.
(1.45)

Example. Consider a group of scalings in R3, t = (t1, t2, t3).

t∗1 = eεt1, t
∗
2 = e2εt2, t

∗
3 = e7εt3. (1.46)

The in�nitesimal generator is given by

X = t1
∂

∂t1
+ 2t2

∂

∂t2
+ 7t3

∂

∂t3
.

To �nd canonical coordinates one should �nd 3−1 = 2 invariants u1, u2 and translation

coordinate u3. The characteristic equation is given by

dt1
t1

=
dt2
2t2

=
dt3
7t3

,

and the corresponding �rst integrals are given by, e.g.

u1 =
t21
t2
, u2 =

t71
t3
.

To �nd the translation coordinate u3, one uses the condition Xu3 = 1:

t1
∂u3
∂t1

+ 2t2
∂u3
∂t2

+ 7t3
∂u3
∂t3

= 1.

A particular solution of the characteristic equation

dt1
t1

=
dt2
2t2

=
dt3
7t3

=
du3
1
,

is given by, e.g.

u3 = ln t1.

Hence, the set of canonical coordinates for the group of scalings equation (1.46) is given

by

u1 =
t21
t2
, u2 =

t71
t3
, u3 = ln t1.
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Chapter 2

Point Symmetries of Partial

Di�erential Equations

In this chapter, we are focused in analysing the one-parameter group of transfor-

mations admitted by the particular system of partial di�erential equations. When

studying invariance properties of kth order partial di�erential equation with depen-

dent variable v and independent variables t = (t1, t2, . . . , tn), with v = v(t), we are, of

course, faced with the problem of �nding extensions of transformations (t, v)-space to

(t, v, v
1
, v
2
, . . . , v

k
)-space. All the kth order partial derivatives of v with respect to t are

represented by v
k
.

First of all, we consider the extended transformation of a set of point transformations

t∗ = T (t, v),

v∗ = V (t, v).
(2.1)

In some domain M in (t, v)-space with (T (t, v), V (t, v)) k-times di�erentiable in M ,

the transformations equation (2.1) are supposed to be one-to-one. The transformations

equation (2.1) sustain contact conditions, i.e.,

dv = v
1
dt,

...

dk−1v = v
k
dt,

(2.2)
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in some domain M in (t, v, v
1
, v
2
, . . . , v

k
)-space i�

dv∗ = v
1

∗ dt∗,

...

dk−1v
∗ = v

k

∗dt∗,

(2.3)

in the corresponding domain M∗ in (t∗, v∗, v
1

∗, v
2

∗, . . . , v
k

∗)-space.

Let

vi =
∂v

∂ti
, v∗i =

∂v∗

∂t∗i
=
∂V

∂Ti
, etc.

From now we assume summation over a repeated index. In equation (2.2), dv = v
1
dt

represents

dv = vj dtj,

and in equation (2.2), dk−1v = v
k
dt represents a set of equations

dvi1i2...ik−1
= vi1i2...ik−1j

dtj, il = 1, 2, . . . , n for l = 1, 2, . . . , k − 1.

Similarly representations hold for equation (2.3).

We introduce the total derivative operators

Di =
D

Dti
=

∂

∂ti
+ vi

∂

∂v
+ vij

∂

∂vj
+ · · ·+ vii1i2...in

∂

∂vi1i2...in
+ . . . , (2.4)

i = 1, 2, . . . , n. For a given di�erentiable function F (t, v, v
1
, v
2
, . . . , v

l
) we have:

DiF (t, v, v
1
, v
2
, . . . , v

l
) =

∂F

∂ti
+vi

∂F

∂v
+vij

∂F

∂vj
+· · ·+vii1i2...in

∂F

∂vi1i2...in
+. . . , i = 1, 2, . . . , n.

Now, consider the preserved contact condition equation (2.3), dv∗ = v∗j dt
∗
j , in order to

determine the extended transformation

v∗j = Vj(t, v, v
1
), j = 1, 2, . . . , n. (2.5)

From equation (2.1) we obtain

dv∗ = (DiV )dti,
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and

dt∗j = (DiTj)dti, j = 1, 2, . . . , n,

where Di is de�ned by equation (2.4), i = 1, 2, . . . , n. Then

(DiTj)v
∗
j = DiV, i = 1, 2, . . . , n.

Let the n × n matrix

A =

D1T1 . . . D1Tn
...

...
DnT1 . . . DnTn

 (2.6)

and assume that A−1 exists. Then
v∗1
v∗2
...
v∗n

 =


V1
V2
...
Vn

 = A−1


D1V
D2V
...

DnV

 . (2.7)

This leads to the extended transformation in (t, v, v
1
)-space:

t∗ = T (t, v),

v∗ = V (t, v),

v
1

∗ = V
1

(t, v, v
1
).

(2.8)

It is easy to show that the extension to (t, v, v
1
, v
2
, . . . , v

k
)-space is given by

t∗ = T (t, v),

v∗ = V (t, v),

v
1

∗ = V
1

(t, v, v
1
)

...
...

v
k

∗ = V
1

(t, v, v
1
, v
2
, . . . , v

k
),

(2.9)

where the components of ∂kv∗ are determined by
v∗i1i2...ik−11

v∗i1i2...ik−12
...

v∗i1i2...ik−1n

 =


Vi1i2...ik−11

Vi1i2...ik−12
...

Vi1i2...ik−1n

 = A−1


D1Vi1i2...ik−1

D2Vi1i2...ik−1

...
DnVi1i2...ik−1

 , (2.10)
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il = 1, 2, . . . , n for l = 1, 2, . . . , k − 1 with k = 2, 3, . . . ; V
1

(t, v, v
1
) is determined by

equation (2.7) and A is the matrix equation (2.6).

Now we specialize to the case where equation (2.1) de�nes a Lie group of transforma-

tions.

The transformations are given by equation (2.1) de�ne a one-parameter Lie group of

transformations

t∗ = T (t, v; ε),

v∗ = V (t, v; ε),
(2.11)

acting on (t, v)-space, then it is easy to show that its kth extension to (t, v, v
1
, v
2
, . . . , v

k
)-

space, given by

t∗ = T (t, v; ε),

v∗ = V (t, v; ε),

v
1

∗ = V
1

(t, v, v
1
; ε),

...

v
k

∗ = V
k

(t, v, v
1
, . . . , v

k
; ε),

(2.12)

de�nes a k times extended one-parameter Lie group of transformations. In equation

(2.12), 
v∗1
v∗2
...
v∗n

 =


V1
V2
...
Vn

 = A−1


D1V
D2V
...

DnV

 ,

v∗i1i2...ik−11

v∗i1i2...ik−12
...

v∗i1i2...ik−1n

 =


Vi1i2...ik−11

Vi1i2...ik−12
...

Vi1i2...ik−1n

 = A−1


D1Vi1i2...ik−1

D2Vi1i2...ik−1

...
DnVi1i2...ik−1

 ,
(2.13)

where {v∗i = Vi} are the components of v
1

∗ = V
1
and {v∗i1i2...ik−1i

= Vi1i2...ik−1i} are the
components v

k

∗ = V
k
. In equation (2.13) il = 1, 2, . . . , n for l = 1, 2, . . . , k − 1 with

k = 2, 3 . . . ; the operator Di are given by equation (2.4); A−1 is the inverse of the

matrix A given by equation (2.6) for T and V given by equation (2.12).
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2.1 In�nitesimal Transformations of One Dependent

and n Independent Variables

The one-parameter Lie group of transformations

t∗i = Ti(t, v; ε) = ti + εξi(t, v) +O(ε2),

v∗ = V (t, v; ε) = v + εη(t, v) +O(ε2),
(2.14)

1 ≤ i ≤ n acting on (t, v)-space has as its in�nitesimal generator

X = ξi(t, v)
∂

∂ti
+ η(t, v)

∂

∂v
. (2.15)

The k-th extension of equation (2.14), is given by

t∗i = Ti(t, v; ε) = ti + εξi(t, v) +O(ε2), (2.16)

v∗ = V (t, v; ε) = v + εη(t, v) +O(ε2), (2.17)

v∗i = Vi(t, v, v
1
; ε) = vi + εη

(1)
i (t, v, v

1
) +O(ε2), (2.18)

.

.

.

v∗i1i2...ik = Vi1i2...ik(t, v, v
1
, v
2
, . . . , v

k
; ε) (2.19)

= vi1i2...ik + εη
(k)
i1i2...ik

(t, v, v
1
, v
2
, . . . , v

k
) +O(ε2), (2.20)

where 1 ≤ i, il ≤ n, for 1 ≤ l ≤ k with k ≥ 1 has as its (k-th extended) in�nitesimal

(ξ(t, v), η(1)(t, v, v
1
), . . . , η(k)((t, v, v

1
, v
2
, . . . , v

k
)), (2.21)

with corresponding (k-th extended) in�nitesimal generator

X(k) = ξi(t, v)
∂

∂ti
+ η(t, v)

∂

∂v
+ η

(1)
i (t, v, v

1
)
∂

∂vi
+ . . .

+ η
(k)
i1i2...ik

∂

∂vi1i2...ik
, k = 1, 2, . . . .

(2.22)

The extended in�nitesimal, η(k), has the explicit formulas derived in the following

theorem.
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Theorem 2.1.1. For 1 ≤ il ≤ n, 1 ≤ l ≤ k with k ≥ 2 we have

η
(1)
i = Diη − (Diξj)vj, 1 ≤ i ≤ n, (2.23)

η
(k)
i1i2...ik

= Dikη
(k−1)
i1i2...ik−1

− (Dikξj)vi1i2...ik−1j
. (2.24)

By Theorem 2.1.1, the extended one-parameter Lie group of transformations for one

dependent and two independent variables t1, t2 are given by

t∗i = Ti(t1, t2, v; ε) = ti + εξi(t1, t2, v) +O(ε2), i = 1, 2 (2.25)

v∗ = V (t1, t2, v; ε) = v + εη(t1, t2, v) +O(ε2), (2.26)

v∗i = Vi(t1, t2, v, v1, v2; ε) = vi + εη
(1)
i (t1, t2, v, v1, v2) +O(ε2), i = 1, 2 (2.27)

v∗ij = Vij(t1, t2, v, v1, v2, v11, v12, v22; ε),

= vij + εη
(2)
ij (t1, t2, v, v1, v2, v11, v12, v22) +O(ε2), i, j = 1, 2 (2.28)

etc., and the extended in�nitesimals are given as

η
(1)
1 =

∂η

∂t1
+

[
∂η

∂v
− ∂ξ1
∂t1

]
v1 −

∂ξ2
∂t1

v2 −
∂ξ1
∂v

(v1)
2 − ∂ξ2

∂v
v1v2, (2.29)

η
(1)
2 =

∂η

∂t2
+

[
∂η

∂v
− ∂ξ2
∂t2

]
− ∂ξ1
∂t2

v1 −
∂ξ2
∂v

(v2)
2 − ∂ξ1

∂v
v1v2, (2.30)

η
(2)
11 =

∂2η

∂t21
+

[
2
∂2η

∂t1∂v
− ∂2ξ1

∂t21

]
v1 −

∂2ξ2
∂t21

v2 +

[
∂η

∂v
− 2

∂ξ1
∂t1

]
v11

− 2
∂ξ2
∂t1

v12 +

[
∂2η

∂v2
− 2

∂2ξ1
∂t1∂v

]
(v1)

2 − 2
∂2ξ2
∂t1∂v

v1v2

− ∂2ξ1
∂v2

(v1)
3 − ∂2ξ2

∂v2
(v1)

2v2 − 3
∂ξ1
∂v

v1v11 −
∂ξ2
∂v

v2v11

− 2
∂ξ2
∂v

v1v12,

(2.31)
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η
(2)
12 = η

(2)
21

=
∂2η

∂t1∂t2
+

[
∂2η

∂t1∂v
− ∂2ξ2
∂t1∂t2

]
v2 +

[
∂2η

∂t2∂v
− ∂2ξ1
∂t1∂t2

]
v1

− ∂ξ2
∂t1

v22 +

[
∂η

∂v
− ∂ξ1
∂t1
− ∂ξ2
∂t2

]
v12 −

∂ξ1
∂t2

v11 −
∂2ξ2
∂t1∂v

(v2)
2

+

[
∂2η

∂v2
− ∂2ξ1
∂t1∂v

− ∂2ξ2
∂t2∂v

]
v1v2 −

∂2ξ1
∂t2∂v

(v1)
2 − ∂2ξ2

∂v2
v1(v2)

2

− ∂2ξ1
∂v2

(v1)
2v2 − 2

∂ξ2
∂v

v2v12 − 2
∂ξ1
∂v

v1v12

− ∂ξ1
∂v

v2v11 −
∂ξ2
∂v

v1v22,

(2.32)

η
(2)
22 =

∂2η

∂t22
+

[
2
∂2η

∂t2∂v
− ∂2ξ2

∂t22

]
v2 −

∂2ξ1
∂t22

v1 −
[
∂η

∂v
− 2

∂ξ2
∂t2

]
v22

− 2
∂ξ1
∂t2

v12 +

[
∂2η

∂v2
− 2

∂ξ2
∂t2∂v

]
(v2)

2 − 2
∂2ξ1
∂t2∂v

v1v2 −
∂2ξ2
∂v2

(v2)
3

− ∂2ξ1
∂v2

v1(v2)
2 − 3

∂ξ2
∂v

v2v22 −
∂ξ1
∂v

v1v22 − 2
∂ξ1
∂v

v2v12.

(2.33)

Theorem 2.1.2. (In�nitesimal Criterion for Invariance of a PDE).

Let

X = ξi(t, v)
∂

∂ti
+ η(t, v)

∂

∂v
, (2.34)

be the in�nitesimal generator of equation (1.41). Let

X[k] = ξi(t, v)
∂

∂ti
+ η(t, v)

∂

∂v
+ η

(1)
i (t, v, v

1
)
∂

∂vi

+ · · ·+ η
(k)
i1i2...ik

(t, v, v
1
, v
2
, . . . , v

k
)

∂

∂vi1i2...ik
, (2.35)

be the kth extended in�nitesimal generator of equation (2.34) where η
(1)
i and η

(j)
i1i2...ij

are given by

η
(1)
i = Diη − (Diξj)vj, 1 ≤ i ≤ n; (2.36)

η
(k)
i1i2...ik

= Dikη
(k−1)
i1i2...ik−1

− (Dikξj)vi1i2...ik−1j, (2.37)

1 ≤ il ≤ n, 1 ≤ l ≤ k with k ≥ 2, in terms of (ξ(t, v), η(t, v)). [ξ(t, v) denotes

(ξ1(t, v), ξ2(t, v), . . . , ξn(t, v))]. Then equation (1.41) is admitted by partial di�erential
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equation (1.40) i�

X[k]F (t, v, v
1
, v
2
, . . . , v

k
) = 0, (2.38)

when

F (t, v, v
1
, v
2
, . . . , v

k
) = 0. (2.39)

2.2 Invariant Solutions

Consider a kth order scalar partial di�erential equation (1.40) (k ≥ 2) which admits

a one-parameter Lie group of transformations with in�nitesimal generator equation

(2.34). We assume that ξi(t, v) 6≡ 0.

De�nition 2.2.1. v = φ(t) is an invariant solution of equation (1.40) corresponding

to equation (2.34) admitted by partial di�erential equation (1.40) i� [1]

(i) v = φ(t) is an invariant surface of equation (2.34).

(ii) v = φ(t) satis�es equation (1.40).

It follows that v = φ(t) is an invariant solution of partial di�erential equation (1.40)

i� v = φ(t) satis�es

(i)

X(v − φ(t)) = 0 when v = φ(t) i.e,

ξi(t, φ(t))
∂φ

∂ti
= η(t, φ(t)); (2.40)

(ii)

F (t, v, v
1
, v
2
, . . . , v

k
) = 0, where vi1i2i3...ij =

∂jφ(t)

∂ti1∂ti2 . . . ∂tij
, (2.41)

1 ≤ ij ≤ n for 1 ≤ j ≤ k. Equation (2.40) is said to be the invariant surface condition

for the invariant solution of the partial di�erential equation (1.40). Invariant solutions

of a partial di�erential equation can be determined in two ways:
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2.2.1 Direct Substitution Method

This method is used if we cannot solve the invariant surface condition equation (2.40)

explicitly. We assume that ξn(t, v) 6≡ 0, without any loss of generality. Then equation

(2.40) becomes

un = −
n−1∑
i=1

ξi(t, v)

ξn(t, v)
vi +

η(t, v)

ξn(t, v)
. (2.42)

2.2.2 Invariant Form Method

Here we set the invariant surface condition equation (2.40) by solving the corresponding

equations for v = φ(t) given by

dt1
ξ1(t, v)

=
dt2

ξ2(t, v)
= · · · = dtn

ξn(t, v)
=

dv

η(t, v)
. (2.43)

If (T1(t, v), T2(t, v), . . . , Tn−1(t, v)), w(t, v) are n independent invariants of equation

(2.43) with jacobian ∂w
∂v
6≡ 0, then the general solution v = φ(t) of equation (2.40)

is given invariant form

w(t, v) = ψ(T1(t, v), T2(t, v), . . . , Tn−1(t, v)), (2.44)

where ψ is an arbitrary function of T1, T2, . . . , Tn−1. Note that (T1, T2, ..., Tn−1, w) are

n independent group invariants of equation (2.34) and are canonical coordinates of

equation (1.41). Let Tn(t, v) be the (n+ 1)th canonical coordinate satisfying

XTn = 1. (2.45)

If partial di�erential equation equation (1.40) is transformed to another kth order

partial di�erential equation in terms of independent variables (T1, T2, . . . , Tn) and de-

pendent variables w, then the transformed partial di�erential equation admits

T ∗i = Ti, 1 ≤ i ≤ n− 1, (2.46)

T ∗n = Tn + ε, (2.47)

w∗ = w. (2.48)
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In the transformed partial di�erential equation, Tn does not appear explicitly. Hence

the transformed partial di�erential equation has solutions of the form w = ψ(T1, T2, . . . , Tn−1).

Accordingly, partial di�erential equation (1.40) has invariant solutions given implicitly

by the form equation (2.44). These solutions are found by solving a reduced partial

di�erential equation with (n − 1) independent variables (T1, T2, . . . , Tn−1) and depen-

dent variables w. The variables (T1, T2, . . . , Tn−1) are called similarity variables . This

reduced partial di�erential equation is obtained by substituting equation (2.44) into

equation (1.40). We assume that this substitution does not lead to a singular di�er-

ential equation for w. Note that if ∂ξ
∂v
≡ 0, as is usually the case, then Ti = Ti(t),

1 ≤ i ≤ n − 1, if n = 2 then the reduced partial di�erential equation is an ordinary

di�erential equation and we denote the similarity variable by ζ = T1.

Example. The heat equation is given by

vt = vxx. (2.49)

The in�nitesimal generator is given by

X = ξ1(t, x, v)
∂

∂t
+ ξ2(t, x, v)

∂

∂x
+ η(t, x, v)

∂

∂v
, (2.50)

where X[1] is the �rst prolongation of X given by

X[1] = ξ1
∂

∂t
+ ξ2

∂

∂x
+ η

∂

∂v
+ η,t

∂

∂vt
+ η,x

∂

∂vx

+ η,tt
∂

∂vtt
+ η,xt

∂

∂vxt
+ η,xx

∂

∂vxx
. (2.51)

Let

E = vxx − vt = 0. (2.52)

Applying �rst prolongation on E, we get

η,xx − η,t
∣∣
vt=vxx

= 0. (2.53)
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After substituting η,t, η,xx and vt = vxx in equation (2.53), we get the following system

of equations

ξ2v = 0, (2.54)

ξ2x = 0, (2.55)

ξ1v = 0, (2.56)

−2ξ1x + ξ2t = 0, (2.57)

ξ1t + 2ηxv − ξ1xx = 0, (2.58)

ηvv = 0, (2.59)

ηt − ηxx = 0. (2.60)

Solving above system we get the general solutions given below

ξ1 = b1 + b3t+
1

4
b4t

2, (2.61)

ξ2 = b2 +
1

2
(b3 + b4t)x+ b6t, (2.62)

η =
(
− 1

8
b4x

2 − 1

4
b4t−

1

2
b6x+ b5

)
v + V (t, x), (2.63)

where V (t, x) is function of integration. Therefore corresponding symmetries are given

by

X1 =
∂

∂t
, (2.64)

X2 =
∂

∂x
, (2.65)

X3 = t
∂

∂t
+

1

2
x
∂

∂x
, (2.66)

X4 =
1

2
t2
∂

∂t
+

1

2
tx

∂

∂x
−
(

1

2
tv +

1

8
x2v

)
∂

∂v
, (2.67)

X5 = v
∂

∂v
, (2.68)

X6 = t
∂

∂x
− 1

2
xv

∂

∂v
, (2.69)

X7 = V (t, x)
∂

∂v
. (2.70)
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We will �nd the invariant solution of the symmetry equation (2.69). The characteristic

equation is

dv

v
= − x

2t
dt. (2.71)

Integrating equation (2.71) we obtain

v = α(t)e−
x2

4t . (2.72)

Di�erentiating equation (2.72) with respect to t and twice with respect to x we obtain

vt = α
′
(t)e−

x2

4t + α(t)
x2

4t2
e−

x2

4t , (2.73)

vxx = α(t)
x2

4t2
e−

x2

4t − α(t)
1

2t
e−

x2

4t . (2.74)

Substituting vt and vxx in equation (2.49) yields

α
′
(t) +

1

2t
α(t) = 0. (2.75)

Then the solution becomes

v =
k1√
t
e−

x2

4t . (2.76)

Sometimes it is di�cult to �nd exact solution of the reduced ordinary di�erential

equation. In such cases we consider the numerical approach. Once we get solution

of the reduced ordinary di�erential equation, we get the solution of initial partial

di�erential equation by using the reciprocal bijection of point transformation.

The symmetries obtained above generates the point transformations which leave the

di�erential equation invariant. In order to get these point transformations we solve

∂t

∂ε
= ξ1,

∂x

∂ε
= ξ2,

∂v

∂ε
= η, (2.77)

subject to condition

t
∣∣
ε=0

= t, x
∣∣
ε=0

= x, v
∣∣
ε=0

= v. (2.78)
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Let us �nd the point transformations of equation (2.66) implies

∂t

∂ε
= t,

∂x

∂ε
= x,

∂v

∂ε
= 0, (2.79)

along with initial conditions which implies

t = d1e
ε, x = d2e

1
2
ε, v = d3, (2.80)

where d1, d2 and d3 are arbitrary constants. Using conditions equation (2.78) the point

transformations obtained from equation (2.66) give the Lie scaling group

t = teε, x = xe
1
2
ε, v = v. (2.81)

Thus we have illustrated the algorithm by �nding symmetries of heat equation and

using one of these symmetries to �nd exact solution of heat equation. Again we used

another symmetry to �nd point transformation which leave the di�erential equation

invariant.
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Chapter 3

Solutions of the Momentum Equation

for Laminar Flow through Concentric

Ducts using Symmetry Methods

The mechanism of �uid �ow can be mathematically depicted by Navier-Stoke equations.

These equations are highly non-linear in nature, which make solution almost impossible.

Analytical solution exists, when reduced to one dimension, only for few simpli�es cases.

In general form these equations can be written as

ρ

(
∂v̂

∂t
+ v̂

∂v̂

∂R
+
ŵ

R

∂v̂

∂θ
+ û

∂v̂

∂z
− ŵ2

R

)
= −∂P

∂R
+ µ

(
∂

R∂R

(
R
∂v̂

∂R

))
+ µ

(
1

R2

∂2v̂

∂θ2

+
∂2v̂

∂z2
− v̂

R2
− 2

R2

∂ŵ

∂θ
− v̂

K

)
+ ρgR,

(3.1)

ρ

(
∂ŵ

∂t
+ v̂

∂ŵ

∂R
+
ŵ

R

∂ŵ

∂θ
+ û

∂ŵ

∂z
− v̂ŵ

R

)
= − 1

R

∂P

∂θ
+ µ

(
∂

R∂R

(
R
∂ŵ

∂R

))
+ µ

(
1

R2

∂2ŵ

∂θ2

+
∂2ŵ

∂z2
− ŵ

R2
+

2

R2

∂v̂

∂θ
− ŵ

K

)
+ ρgθ,

(3.2)

ρ

(
∂û

∂t
+ v̂

∂û

∂R
+
ŵ

R

∂û

∂θ
+ û

∂û

∂z

)
= −∂P

∂z
+ µ

(
∂

R∂R

(
R
∂û

∂R

))
+ µ

(
1

R2

∂2û

∂θ2

+
∂2û

∂z2
− û

K

)
+ ρgz.

(3.3)

26



In the above equations, K is considered as the permeability of the medium, ρ is density

of the medium (�uid), (v̂, ŵ, û) are the velocity components of the �uid, µ is the

dynamic viscosity and (gR, gθ, gz) are the components of gravitational e�ect on the

�uid. It carried out simulation of �uid �ow through horizontally placed circular annulus

duct under the assumption of hydro-dynamically fully developed �ow neglecting the

body forces [19]. Under these assumptions equation (3.3) was reduced to (in cylindrical

polar coordinates)

∂2û

∂R2
+

1

R

∂û

∂R
+

1

R2

∂2û

∂θ2
− û

K
=

1

µ

∂P

∂z
. (3.4)

To make above reduced momentum equation in dimensionless form with non porous

media, we introduce the following parameters

r =
R

Ro

, r̃ =
Ri

Ro

, u =
−û

4
µ
R2
o
∂P
∂z

. (3.5)

Above equation (3.4) is non dimensional form (by using transformation de�ned in

equation (3.5)) with non porous media can be written as

∂2u

∂r2
+

1

r

∂u

∂r
+

1

r2
∂2u

∂θ2
= −4. (3.6)

3.1 In�nitesimal Generator of Symmetries of Momen-

tum Equation

In this section, we are intended to �nd the in�nitesimals of momentum equation, so

we needed to the �rst prolongation. Hence the generator and �rst prolongation are

X = ξr(r, θ, u)
∂

∂r
+ ξθ(r, θ, u)

∂

∂θ
+ η(r, θ, u)

∂

∂u
, (3.7)

X[1] = ξr(r, θ, u)
∂

∂r
+ ξθ(r, θ, u)

∂

∂θ
+ η(r, θ, u)

∂

∂u
+ η,r

∂

∂ur
+ η,θ

∂

∂uθ

+ η,rr
∂

∂urr
+ η,θr

∂

∂uθr
+ η,θθ

∂

∂uθθ
.

(3.8)

Let

E = urr +
1

r
ur +

1

r2
uθθ + 4 = 0. (3.9)
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So,

X[1]E|E=0 = 0. (3.10)

Equation (3.10) implies[
ξr(r, θ, u)

∂

∂r
+ ξθ(r, θ, u)

∂

∂θ
+ η(r, θ, u)

∂

∂u
+ η,r

∂

∂ur
+ η,θ

∂

∂uθ

+ η,rr
∂

∂urr
+ η,θr

∂

∂uθr
+ η,θθ

∂

∂uθθ

]
(urr +

1

r
ur +

1

r2
uθθ + 4)

∣∣∣∣
E=0

= 0,

(3.11)

which reduces to get

−ξ
r

r2
ur −

2ξr

r3
uθθ +

ηr

r
+ ηrr +

ηθθ

r2
= 0. (3.12)

We know that

η,r = Dr − uθDr − urDr, (3.13)

η,θ = Dθ(η)− uθDθ(ξ
θ)− UrDθ(ξ

r), (3.14)

η,rr = Dr(η,r)− uθrDr(ξ
θ)− urrDr(ξ

r), (3.15)

η,θθ = Dθ(η,θ)− uθθDθ(ξ
θ)− uθrDθ(ξ

r), (3.16)

η,θr = Dr(η,θ)− uθθDr(ξ
θ)− uθrDr(ξ

r), (3.17)

where

Dr =
∂

∂r
+ ur

∂

∂u
+ urr

∂

∂ur
+ uθr

∂

∂uθ
+ . . . (3.18)

Dθ =
∂

∂θ
+ uθ

∂

∂u
+ urθ

∂

∂ur
+ uθθ

∂

∂uθ
+ . . . (3.19)

Using equations (3.18) and (3.19) in equations (3.13) - (3.16), we obtained the following

equations

η,r = ηr + (ηu − ξrr)ur − ξθruθ − ξruu2r − ξθuuθur, (3.20)

η,θ = ηθ + (ηu − ξθθ)uθ − ξrθur − ξθuu2θ − ξruuruθ, (3.21)

η,rr = ηrr + (2ηru − ξrrr)ur − ξθrruθ + (ηu − 2ξrr)urr − 2ξθruθr + (ηuu − 2ξrru)u
2
r

− 2ξθruuθur − ξruuu3r − ξθuuuθu2r − 3ξruururr − 2ξθuuθrur,
(3.22)
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η,θθ = ηθθ + (2ηθu − ξθθθ)uθ + (ηuu − 2ξθθu)u
2
θ − ξθuuu3θ − 3ξθuuθuθθ − ξrθθur

− 2ξrθuuruθ − ξruuuru2θ + (ηu − 2ξθθ)uθθ − 2ξrθurθ − 2ξruurθuθ − ξruuθθur.
(3.23)

Using the values of η,r, η,rr and η,θθ in equation (3.12) we have

− ξr

r2
ur −

2ξr

r3
uθθ +

ηr
r

+
(ηu − ξrr)

r
ur −

ξθr
r
uθ

− ξru
r
u2r −

ξθu
r
uθur + ηrr + (2ηru − ξrrr)ur − ξθrruθ

+ (ηu − 2ξrr)urr − 2ξθruθr + (ηuu − 2ξrru)u
2
r − 2ξθruuθur − 2ξθuuθrur

− ξruuu3r − ξθuuuθu2r − 3ξruururr − ξθuuθurr +
ηθθ
r2

+
(2ηθu − ξθθθ)

r2
uθ +

(ηuu − 2ξθθu)

r2
u2θ −

ξθuu
r2
u3θ −

3ξθu
r2
uθuθθ −

ξrθθ
r2
ur

− 2ξrθu
r2

uruθ −
ξruu
r2
uru

2
θ +

(ηu − 2ξθθ)

r2
uθθ −

2ξrθ
r2
urθ −

2ξru
r2
urθuθ −

ξru
r2
uθθur = 0.

(3.24)

Replace urr by (−4− 1
r
ur − 1

r2
uθθ) in equation (3.24) to get

− ξr

r2
ur −

2ξr

r3
uθθ +

ηr
r

+
(ηu − ξrr)

r
ur −

ξθr
r
uθ

− ξru
r
u2r −

ξθu
r
uθur + ηrr + (2ηru − ξrrr)ur − ξθrruθ

+ (ηu − 2ξrr)(−4− 1

r
ur −

1

r2
uθθ)− 2ξθruθr + (ηuu − 2ξrru)u

2
r

− 2ξθruuθur − 2ξθuuθrur − ξruuu3r − ξθuuuθu2r − 3ξruur(−4− 1

r
ur −

1

r2
uθθ)

− ξθuuθ(−4− 1

r
ur −

1

r2
uθθ) +

ηθθ
r2

+
(2ηθu − ξθθθ)

r2
uθ +

(ηuu − 2ξθθu)

r2
u2θ

− ξθuu
r2
u3θ −

3ξθu
r2
uθuθθ −

ξrθθ
r2
ur −

2ξrθu
r2

uruθ −
ξruu
r2
uru

2
θ

+
(ηu − 2ξθθ)

r2
uθθ −

2ξrθ
r2
urθ −

2ξru
r2
urθuθ −

ξru
r2
uθθur = 0.

(3.25)

Comparing coe�cients of urθ, we have

−2ξθr − 2ξθuur −
2ξrθ
r2
− 2ξru

r2
uθ = 0. (3.26)

Equation (3.26) implies

ξθr = 0, ξθuur = 0, ξrθ = 0, ξruuθ = 0, (3.27)
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equation (3.27) implies

ξθr = 0, ξθu = 0, ξrθ = 0, ξru = 0. (3.28)

Using equation (3.28) in equation (3.25) we have

− ξr

r2
ur −

2ξr

r3
uθθ +

ηr
r

+
(ηu − ξrr)

r
ur + ηrr + (2ηru − ξrrr)ur

+ (ηu − 2ξrr)(−4− 1

r
ur −

1

r2
uθθ) + ηuuu

2
r +

ηθθ
r2

+
2ηθu
r2

uθ

− ξθθθ
r2
uθ +

ηuu
r2
u2θ +

(ηu − 2ξθθ)

r2
uθθ = 0,

(3.29)

equation (3.29) implies

ηrr − 4ηu +
ηθθ
r2

+
ηr
r

+ (
ξrr
r
− ξr

r2
+ 2ηru − ξrrr)ur + ηuuu

2
r

+ (
2ηθu
r2
− ξθθθ
r2

)uθ +
ηuu
r2
u2θ + (

2ξrr
r2
− 2ξr

r3
− 2ξθθ

r2
)uθθ = 0.

(3.30)

Comparing the coe�cients of (ur)
0, (ur)

1, (ur)
2, (uθ)

1, (uθ)
2 and (uθθ) in equation

(3.30), we get the following system of partial di�erential equations

(ur)
0 : ηrr − 4ηu +

ηθθ
r2

+
ηr
r

= 0, (3.31)

(ur)
1 :

ξrr
r
− ξr

r2
+ 2ηru − ξrrr = 0, (3.32)

(ur)
2 : ηuu = 0, (3.33)

(uθ)
1 :

2ηθu
r2
− ξθθθ
r2

= 0, (3.34)

(uθ)
2 :

ηuu
r2

= 0, (3.35)

(uθθ) :
2ξrr
r2
− 2ξr

r3
− 2ξθθ

r2
= 0. (3.36)

Integration of equation (3.33) with respect to u result into

η = uf(r, θ) + g(r, θ). (3.37)

Substituting η from equation (3.37) in equation (3.34) and integrating with respect to

θ we obtain

ξθ = 2

∫
f(r, θ)dθ + θg1(r) + g2(r). (3.38)
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From equation (3.36) we have

ξr

r2
=
ξrr
r
− ξθθ

r
. (3.39)

Substituting ξr

r2
in equation (3.32) and integrating with respect to r yields

ξr = 2

∫
f(r, θ) ln(r)dr + 2

∫
f(r, θ)dr − 2

∫ [ ∫
fr(r, θ) ln rdr

]
dr

+

∫
ln rg1(r)dr −

∫ [∫
g1
′(r) ln rdr

]
dr +

∫
h(θ)dr.

(3.40)

The In�nitesimals are

ξr = 2

∫
f(r, θ) ln(r)dr + 2

∫
f(r, θ)dr − 2

∫ [ ∫
fr(r, θ) ln rdr

]
dr

+

∫
ln rg1(r)dr −

∫ [∫
g1
′(r) ln rdr

]
dr +

∫
h(θ)dr,

(3.41)

ξθ = 2

∫
f(r, θ)dθ + θg1(r) + g2(r), (3.42)

η = uf(r, θ) + g(r, θ). (3.43)

3.2 Analysis of Symmetries

In Section 3.1 we found the in�nitesimal generators governing equations for the mo-

mentum equation. In this Section 3.2 we try to �nd the symmetries of the equation

using in�nitesimals and for that we will discuss some cases. The corresponding vector

�eld is

X =

[
2

∫
f(r, θ) ln(r)dr + 2

∫
f(r, θ)dr − 2

∫ [ ∫
fr(r, θ) ln rdr

]
dr

+

∫
ln rg1(r)dr −

∫ [∫
g1
′(r) ln rdr

]
dr +

∫
h(θ)dr

]
∂

∂r

+

[
2

∫
f(r, θ)dθ + θg1(r) + g2(r)

]
∂

∂θ

+

[
uf(r, θ) + g(r, θ)

]
∂

∂u

(3.44)
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3.2.1 Case 1 :

When

f(r, θ) = g(r, θ) = g2(r) = r, g1(r) = 1 and h(θ) = θ,

then equation (3.44) becomes

X =

[
2

∫
r ln(r)dr + 2

∫
rdr − 2

∫ [ ∫
1. ln rdr

]
dr

+

∫
ln r.1dr −

∫ [∫
0. ln rdr

]
dr +

∫
θdr

]
∂

∂r

+

[
2

∫
rdθ + 1.θ + r

]
∂

∂θ

+

[
ur + r

]
∂

∂u
,

X =
[
2r2 + r ln r − r + θr + h1(θ)

] ∂
∂r

+
[
2rθ + θ + r + g3(r)

] ∂
∂θ

+
[
ur + r

] ∂
∂u
.

(3.45)

3.2.2 Case 2:

When

f(r, θ) = h(θ) = θ, and g(r, θ) = g1(r) = g2(r) = r,

then equation (3.44) becomes

X =

[
2

∫
θ ln(r)dr + 2

∫
θdr − 2

∫ [ ∫
0. ln rdr

]
dr

+

∫
ln r.rdr −

∫ [∫
1. ln rdr

]
dr +

∫
θdr

]
∂

∂r

+

[
2

∫
θdθ + r.θ + r

]
∂

∂θ

+

[
uθ + r

]
∂

∂u
,

X =
[r2

2
+ 2rθ ln r + rθ + h2(θ)

] ∂
∂r

+
[
rθ + θ2 + r + g4(r)

] ∂
∂θ

+
[
uθ + r

] ∂
∂u
.

(3.46)
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3.2.3 Case 3 :

When

f(r, θ) = g(r, θ) = g1(r) = g2(r) = 1, and h(θ) = θ

then equation (3.44) becomes

X =

[
2

∫
1. ln(r)dr + 2

∫
1.dr − 2

∫ [ ∫
0. ln rdr

]
dr

+

∫
ln r.1dr −

∫ [∫
0. ln rdr

]
dr +

∫
θdr

]
∂

∂r

+

[
2

∫
1.dθ + 1.θ + 1

]
∂

∂θ

+

[
u.1 + 1

]
∂

∂u
,

X =
[
3r ln r − r + rθ + h3(θ)

] ∂
∂r

+
[
3θ + 1 + g5(r)

] ∂
∂θ

+
[
u+ 1

] ∂
∂u
.

(3.47)

3.2.4 Case 4:

When

f(r, θ) = 0, h(θ) = θ, and g(r, θ) = g1(r) = g2(r) = r,

then equation (3.44) becomes

X =

[
2

∫
0. ln(r)dr + 2

∫
0.dr − 2

∫ [ ∫
0. ln rdr

]
dr

+

∫
ln r.rdr −

∫ [∫
1. ln rdr

]
dr +

∫
θdr

]
∂

∂r

+

[
2

∫
0.dθ + r.θ + r

]
∂

∂θ

+

[
u.0 + r

]
∂

∂u
,

X =
[r2

2
+ rθ + h4(θ)

] ∂
∂r

+
[
rθ + r

] ∂
∂θ

+
[
r
] ∂
∂u
. (3.48)
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3.2.5 Case 5:

When

f(r, θ) = h(θ) = g1(r) = 0, and g(r, θ) = r, g2(r) = r,

then equation (3.44) becomes

X =

[
2

∫
0. ln(r)dr + 2

∫
0.dr − 2

∫ [ ∫
0. ln rdr

]
dr

+

∫
ln r.0dr −

∫ [∫
0. ln rdr

]
dr +

∫
0dr

]
∂

∂r

+

[
2

∫
0.dθ + 0.θ + r

]
∂

∂θ

+

[
u.0 + r

]
∂

∂u
,

X = r
∂

∂θ
+ r

∂

∂u
, (3.49)

3.2.6 Case 6:

When

f(r, θ) = h(θ) = g1(r) = 0, and g(r, θ) = θ, g2(r) = 1,

then equation (3.44) becomes

X =

[
2

∫
0. ln(r)dr + 2

∫
0.dr − 2

∫ [ ∫
0. ln rdr

]
dr

+

∫
ln r.0dr −

∫ [∫
0. ln rdr

]
dr +

∫
0dr

]
∂

∂r

+

[
2

∫
0.dθ + 0.θ + 1

]
∂

∂θ

+

[
u.0 + θ

]
∂

∂u
,

X =
∂

∂θ
+ θ

∂

∂u
, (3.50)

3.3 Solutions of the Momentum Equation

Our main concern is to �nd the exact solutions of momentum equation. First we will

�nd the solution of equation (3.6) corresponding to the following symmetry equation
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(3.49).

Let F be invariant then equation (3.49) becomes

XF = 0,(
r
∂

∂θ
+ r

∂

∂u

)
F = 0,

r
∂F

∂θ
+ r

∂F

∂u
= 0.

Characteristic equation is

dθ

r
=
du

r
=
dr

0
. (3.51)

Solving equation (3.51), we get

c1 = θ − u, c2 = r.

Taking

c1 = U(v) and c2 = v,

U(v) = θ − u, v = r. (3.52)

Taking partial derivative equation (3.52) w.r.t r, we get

−∂u
∂r

=
∂U

∂v
.
∂v

∂r
,
∂v

∂r
= 1,

ur = −U ′ , vr = 1. (3.53)

urr = −U ′′ . (3.54)

Taking partial derivative equation (3.52) w.r.t θ to have

uθ = 1. (3.55)

uθθ = 0. (3.56)
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Using the values of uθθ, ur and urr in equation (3.6) we get

r2U
′′

+ rU
′
= 4r2. (3.57)

Substituting r = v in above equation (3.57), we get

v2U
′′

+ vU
′
= 4v2. (3.58)

The solution of equation (3.58) is obtained, using Cauchy Euler method, by taking the

substitution

v = et, t = lnv, (3.59)

which leads to the solution

U = c3 + c4 ln v + v2. (3.60)

Using equation (3.59) in equation (3.60) we �nally have

θ − u = c3 + c4 ln r + r2,

or

u = θ − c3 − c4 ln r − r2, (3.61)

where c3 and c4 are arbitrary constants.

And secondly we �nd the solution of equation (3.6) corresponding to following symme-

try equation (3.50) Let F be invariant then equation (3.50) becomes

XF = 0,(
∂

∂θ
+ θ

∂

∂u

)
F = 0,

∂F

∂θ
+ θ

∂F

∂u
= 0.

Characteristic equation is

dθ

1
=
du

θ
=
dr

0
. (3.62)
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Solving equation (3.62), we get

d1 =
θ2

2
− u, d2 = r.

Taking

d1 = U(v) and d2 = v,

U(v) =
θ2

2
− u, v = r. (3.63)

Taking partial derivative equation (3.63) w.r.t r, we get

−∂u
∂r

=
∂U

∂v
.
∂v

∂r
,
∂v

∂r
= 1,

ur = −U ′ , vr = 1. (3.64)

urr = −U ′′ . (3.65)

Taking partial derivative equation (3.63) w.r.t θ to have

uθ = θ. (3.66)

uθθ = 1. (3.67)

Using the values of uθθ, ur and urr in equation (3.6) we get

r2U
′′

+ rU
′
= 4r2 + 1. (3.68)

Substituting r = v in above equation (3.68), we get

v2U
′′

+ vU
′
= 4av2 + 1. (3.69)

The solution of equation (3.69) is obtained, using Cauchy Euler method, by taking the

substitution

v = et, t = lnv, (3.70)
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which leads to the solution

U = d3 + d4 ln v + v2 +
(ln v)2

2
. (3.71)

Using equation (3.63) in equation (3.71) we �nally have

θ2

2
− u = d3 + d4 ln r + r2 +

(ln r)2

2
,

or

u =
θ2

2
− d3 − d4 ln r − r2 − (ln r)2

2
(3.72)
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Chapter 4

Conclusion

Our objective was to �nd the exact solution of momentum equation by using the

symmetries. We discussed some methods of �nding symmetries and invariant solutions

for partial di�erential equations and for convenience illustrated the methods by giving

an example.

We have tried to �nd the symmetries of momentum equation and for di�erent cases,

we obtained complicated form of symmetries. So, we have used symmetries obtained

in Case 5 and 6, which satis�ed the momentum equation for �nding the solutions.

After that we converted the partial di�erential equation into the ordinary di�erential

equation. Then we obtained the exact solution of corresponding ordinary di�erential

equation.
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