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Abstract

Finding new exact or analytic solutions of the Einstein �eld equations is of great interest

among researchers. In this thesis we have developed new classes of exact solutions of the

Einstein-Maxwell �eld equations depicting interior of spherically symmetric compact

objects. The solutions have been obtained for charged anisotropic �uid by assuming

linear and quadratic equations of state. Solutions have been developed on background

spacetime exhibiting paraboloidal geometry. Our solutions are well behaved and satisfy

all physical conditions of a feasible star. Causality condition, energy conditions and

region of stability are also discussed.
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Chapter 1

Introduction

1.1 Background of Special and General Relativity

In late 1600's Isaac Newton gave his famous laws which revolutionized the modern

science. His theory describes the motion of heavenly bodies and objects on earth. He

considered universe as a �at and unbounded three dimensional space. He considered

time as an absolute quantity which means time passes uniformly without regard to

speed of object and observer. This theory worked very well for objects moving with very

low speeds as compared to speed of light. According to this theory gravity manifests

itself due to presence of matter.

In 1905 Einstein presented his theory of spacetime known as Special Theory of

Relativity (SR). Spacetime is a manifold1 endowed with a metric. SR is based on

following postulates [1]:

1. Speed of light measured by inertial observers is constant in vacuum.

2. No speci�c inertial frame of reference is preferred.

Einstein gave the idea of time as a relative quantity as opposed to Newton's viewpoint.

According to Einstein time measured by a moving observer is always less than the time

measured by an observer at rest. He showed that mass and length are also relative

1A set of points with well understood connected properties [2].
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quantities. In 1907 Hermann Minkowski gave geometrical formulation of Special The-

ory of Relativity. He expressed SR in terms of 4-dimensional manifold which is known

as Minkowski spacetime. This theory is only valid in un-accelerated reference frames.

In 1915 Einstein introduced theory of General Relativity (GR). This theory deals

with motion in accelerated reference frames and it tells us gravity manifests itself due

to presence of energy and matter. He coined the idea of curved spacetime. In classical

mechanics gravity is considered a force but in GR it is considered a geometric e�ect. It

suggests that presence of massive objects in spacetime causes it to deviate from �atness

and this curvature is the reason for gravity. In curved spacetime objects move along

geodesics (nearly straight line path).

In the remaining part of Chapter 1 tensors and their algebra are discussed. Then

compact objects, the Einstein �eld equations and its solutions are mentioned in this

chapter. In Chapter 2, an exact solution is reviewed for spherically symmetric distribu-

tion of uncharged anisotropic �uid. Physical analysis of the solution is also discussed.

In Chapter 3, a solution is developed for charged anisotropic �uid sphere. Linear and

quadratic equations of state of the forms pr = βρ− δ, and pr = αρ2 − γ are assumed.

This thesis is concluded with brief conclusion in Chapter 4.

1.2 Tensors

Tensors are generalization of vectors and scalars. Tensors are geometrical objects which

remain unchanged under coordinate transformations. A tensor T of rank m+ n obeys

following transformation law

T
a
′
1,a

′
2,...,a

′
m

b
′
1,b

′
2,...,b

′
n

(
x

′
)

=
∂xa

′
1

∂xa1
∂xa

′
2

∂xa2
...
∂xa

′
m

∂xam
∂xb1

∂xb
′
1

∂xb2

∂xb
′
2

...
∂xbn

∂xb
′
n

T a1,a2,...,amb1,b2,...,bn (x) .

(1.1)

Here m represents contravariant indices and n represents covariant indices. Rank of a

tensor is sum of its contravariant and covariant indices e.g. A scalar is a tensor of rank

0 and a vector is a tensor of rank 1. There are three types of a tensor.

2



1. A contravariant tensor is represented by upper indices. A rank two contravariant

tensor can be written in terms of components and basis vectors as

T = T abeaeb. (1.2)

It obeys following transformation law

T a
′
b
′ (
x

′
)

=
∂xa

′

∂xa
∂xb

′

∂xb
T ab (x) . (1.3)

2. A covariant tensor is denoted by lower indices. A rank two covariant tensor can

be written in terms of components and basis vectors as

T = Tabe
aeb. (1.4)

It satis�es following transformation law

Ta′b′
(
x

′
)

=
∂xa

∂xa
′
∂xb

∂xb
′ Tab (x) . (1.5)

3. Mixed tensor is combination of contravariant and covariant indices. It is denoted

by both upper and lower indices. A mixed tensor of rank 2 can be written as

T = T abe
aeb. (1.6)

It obeys following transformation law

T a
′

b′

(
x

′
)

=
∂xa

′

∂xa
∂xb

∂xb
′ T

a
b (x) . (1.7)

1.2.1 Operations on Tensors

1. Addition and subtraction of two tensors of same type and rank gives another

tensor of same type and rank. e.g. Sijkl and T
ij
kl are two tensors of same type

and rank, then

Sijkl + T ijkl = W ij
kl. (1.8)

W ij
kl is also a tensor of same type and rank.

3



2. Product of two tensors gives another tensor whose rank is sum of the ranks of

the given tensors. e.g. Sijkl and T
m
np are two tensors of di�erent ranks, then

SijklT
m
np = W ijm

klnp. (1.9)

Resultant W ijm
klnp is a tensor of rank 7.

3. In mixed tensors of rank greater than or equal to two, rank of a tensor can be

reduced by setting a contravariant and covariant index equal to each other. Rank

of the resultant tensor will be two less than that of original tensor. This process

is known as contraction. e.g. Sabcd is a tensor of rank 4 by setting b = d we get

Sac which is of rank 2.

1.2.2 Metric Tensor and Kronecker Delta

To study the notion of distance on manifolds a useful quantity metric tensor is de�ned.

It is a symmetric second rank tensor. Metric tensor is de�ned as

g = gabe
aeb, (1.10)

gab are components of metric and ea, eb are basis vectors. Other useful forms of metric

tensor are

g = gabeaeb, g = gabeae
b. (1.11)

Its components in terms of basis vectors are

gab = g(eaeb) = ea.eb = eb.ea = gba. (1.12)

Its properties are as follows

gabgab = 4 for a, b = 0, 1, 2, 3. (1.13)

gacgbc = δab. (1.14)

δab is known as Kronecker delta which is de�ned as

δab =

{
0 if a 6= b,

1 if a = b.
(1.15)

4



Metric tensor is used to raise and lower indices of a tensor. A metric tensor is also

used to de�ne line element ds2 as

ds2 = gbadx
bdxa. (1.16)

This is known as the First Fundamental Form. It measures distance between two

neighbouring points on a surface.

1.2.3 Christo�el and Levi-Civita Symbols

Christo�el symbols are named after Elvin Bruno Christo�el. Christo�el symbol of �rst

kind is given as

Γabc =
1

2
[gac,b + gbc,a − gab,c] . (1.17)

Christo�el symbol of second kind is

Γabc =
1

2
gad [gcd,b + gbd,c − gbc,d] . (1.18)

Due to symmetry property of the metric tensor it is symmetric in lower indices.

Γabc = Γacb. (1.19)

Levi-Civita symbol is de�ned as

εijk =


0 if i = j or i = k or j = k,

1 for even permutation of indices,

−1 for odd permutation of indices.

(1.20)

1.2.4 Riemann, Ricci and Einstein Tensors

In GR curvature of spacetime is measured by a rank four tensor known as Riemann

Curvature Tensor (RCT). It is named after Bernhard Riemann. It is mathematically

written as

Ra
bcd = Γabd,c − Γabc,d + ΓacvΓ

v
bd − ΓadvΓ

v
bc. (1.21)
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An object is �at if all components of RCT vanish for the object. In n dimensions, it

has total of n4 components. Another form of RCT is as follows

Rpbcd = gpaR
a
bcd = gpa

[
Γabd,c − Γabc,d + ΓacvΓ

v
bd − ΓadvΓ

v
bc

]
. (1.22)

Following symmetries are present in RCT

1. Presence of skew symmetry in �rst and last two indices

Rpbcd =−Rbpcd, (1.23)

Rpbcd =−Rpbdc. (1.24)

2. Presence of symmetry in interchanging �rst two and last two pair of indices

Rpbcd =Rcdpb. (1.25)

3. If we �x the �rst index RCT is anti-symmetric in remaining three indices.

Rp[bcd] = Rpbcd +Rpdbc +Rpcdb = 0. (1.26)

Due to these symmetries independent components of RCT reduce to
n2(n2−1)

12
. By

taking a = c in eq. (1.21) we get

Rbd = Ra
bad = Γabd,a − Γaba,d + ΓaavΓ

v
bd − ΓadvΓ

v
ba. (1.27)

This is known as the Ricci Tensor (RT) named after Gregorio Ricci. Rank of the RT

is two. Alternatively it can be written as

Rbd = gstRsbtd. (1.28)

Ricci tensor is symmetric in its indices

Rbc = Rcb. (1.29)

Taking trace of the RT we get the Ricci Scalar (RS) which is denoted by R

R = gbcRbc = Rb
b. (1.30)

6



Einstein introduced a tensor which describes the geometry of spacetime known as the

Einstein tensor. It is mathematically written as

Gab = Rab −
1

2
gabR. (1.31)

As metric tensor and the RT are symmetric this implies that the Einstein tensor is also

symmetric,

Gab = Gba. (1.32)

1.2.5 The Maxwell Tensor

It is also known as electromagnetic �eld tensor. The Maxwell tensor is anti-symmetric

tensor of rank two. We can de�ne it using 4-vector electromagnetic potential A as

Fbc =
∂Ac
∂xb
− ∂Ab
∂xc

. (1.33)

Here 4-vector electromagnetic potential A is given as

Aν =

(
φ

c
,Ai

)
. (1.34)

Here φ is a scalar potential, ν = 0, 1, 2, 3 and i = 1, 2, 3. Electric �eld E and magnetic

�eld B can be expressed in the form of electromagnetic �eld tensor as

Ei =cF0i, (1.35)

Bi =− 1

2
εistF

st. (1.36)

Here i, s, t = 0, 1, 2, 3. Components of the Maxwell tensor are

Fbc =
1

c


0 E1 E2 E3

−E1 0 cB3 −cB2

−E2 −cB3 0 cB1

−E3 cB2 −cB1 0

 . (1.37)

7



1.2.6 Stress Energy Tensor

It is also known as energy momentum tensor or matter tensor. It is the source of

gravitational �eld. It tells us about distribution of matter at each point in spacetime.

Components of T ab are given as

T ab =


T 00 T 01 T 02 T 03

T 10 T 11 T 12 T 13

T 20 T 21 T 22 T 23

T 30 T 31 T 32 T 33

 . (1.38)

T 00 represents the energy density. T 0b tells about �ux of energy. T a0 show momentum

density. T aa represents isotropic pressure. T ab where a 6= b = 1, 2, 3 represents shear

stress. Some form of energy momentum tensor are given below

1. In vacuum as there is no source present so stress energy tensor vanishes i.e.

T ab = 0. (1.39)

2. Dust particles are non interacting matter particles. For dust, energy momentum

tensor is [3]

T ab = ρ0v
avb = ρ0


v0v0 v0v1 v0v2 v0v3

v1v0 v1v1 v1v2 v1v3

v2v0 v2v1 v2v2 v2v3

v3v0 v3v1 v3v2 v3v3

 . (1.40)

ρ0 is known as density and va is velocity 4-vector.

3. A perfect �uid is de�ned as one for which there are no forces present between

the particles and no heat condition. Viscosity is also zero and there are no shear

stresses. For perfect �uid energy momentum tensor takes the form

T bc = (p+ ρ0) v
bvc + pgbc. (1.41)

Here ρ0 represents density, v is velocity and p represents pressure.

8



4. Anisotropic �uid is a �uid in which radial and tangential pressures are not same

at each point. For anisotropic �uid distribution stress energy tensor takes the

form [4]

T ab = [(ρ+ pt) v
avb − ptgab + (pr − pt)χaχb] . (1.42)

Here ρ, pr, pt are energy density, radial pressure and tangential pressure respec-

tively. va and χa are 4-velocity and unit spacelike vector given as

va =

√
1

g00
δa0, χa =

√
− 1

g11
χa1. (1.43)

5. For electromagnetic �eld in absence of any source stress energy tensor is

Eab = − 1

4π

[
F aeF b

e −
1

4
gabF egFeg

]
. (1.44)

In the presence of a source it takes the form

T ab = ρ0v
avb − F aeF b

e +
1

4
gabF egFeg. (1.45)

1.2.7 Covariant Derivative

Partial derivative of a tensor is not su�cient because it does not obey transforma-

tion law, therefore, we de�ne a new type of derivative known as covariant derivative.

Covariant derivative of a second rank tensor can be written as

Sab;c = Sab,c + ΓacdS
d
b − ΓdbcS

a
d. (1.46)

Here comma represents partial derivative and semi colon represents covariant deriva-

tive. It satis�es following properties

1. Linearity: Assume we have two tensors V and W then

∇ (V +W ) = ∇V +∇W. (1.47)

Here ∇ represents covariant derivative.

9



2. Product rule:

∇ (V ⊗W ) = (∇V )⊗W + V ⊗ (∇W ), (1.48)

where ⊗ represents tensor product.

3. Covariant derivative reduces to partial derivative for scalars

∇ψ = ∂aψ, (1.49)

where ψ is a scalar.

1.3 The Einstein Field Equations(EFEs)

In 1915 Einstein gave a set of tensorial equations which describe curvature of spacetime

as a consequence of presence of matter and energy. These equations are represented by

Gab = Rab −
1

2
gab = kTab, (1.50)

where k is the coupling constant. We are adopting units where k = 1, the �eld equations

takes the form

Rab −
1

2
gabR = Tab. (1.51)

In 4-dimensions these �eld equations are set of ten non-linear partial di�erential equa-

tions (PDEs) involving twenty unknowns, namely 10 components of metric tensor

and 10 components of stress energy tensor. Due to freedom of choice of coordinates

(t, x1, x2, x3) ten equations reduce to six equations. These equations relate geometry

of spacetime to the presence of matter and energy.

Finding solutions of EFEs is quite di�cult due to non linearity of PDEs. First

solution of EFEs was given by Karl Schwarzchild in 1916. Other exact solutions of

EFEs are also derived by imposing certain symmetry conditions which describe white

dwarfs, neutron stars, black holes etc.

10



1.4 The Maxwell Equations

The Maxwell equations deal with the behaviour of electric �eld2 and magnetic �eld3 in

space. There are two types of electric �elds

1. Electrostatic �eld

2. Induced electric �eld.

Presence of electric charge produces electrostatic �eld around the source in space.

Gauss's law [6] describes electrostatic �eld as

∇.E =
ρ

ε0
. (1.52)

Here ρ is charge density and ε0 is a constant known as permittivity of free space.

Left hand side of this equation describes tendency of electric �eld to �ow away from

a speci�ed position in space. ∇ is an operator known as nabla. Mathematically it is

given as

∇ =
∂

∂x
e1 +

∂

∂y
e2 +

∂

∂z
e3. (1.53)

If there is a positive charge (source) present in space then the electrostatic �eld pro-

duced around it tends to �ow in opposite direction from the source. For negative charge

direction of the electric �eld is inwards.

Induced electric �eld is produced by varying the magnetic �eld with respect to

time. Magnetic �elds are produced by moving electric charges. Magnetic �elds have

two poles i.e. North pole and South pole. These poles are not isolated (i.e always

exists in pair) as opposed to electric �eld in which charges may or may not be isolated.

Divergence of magnetic �eld at any point in space is zero and is known as Gauss's law

for magnetic �elds [6]. Mathematically, it is given as

∇.B = 0. (1.54)

2An electric �eld E is the electrical force per unit charge exerted on a charged object [5].
3Magnetic �eld B is magnetic force experienced by a moving charge object [5].

11



Magnetic �eld lines form closed continuous loops and do not cross each other at any

point in space.

A changing magnetic �eld induces an electric �eld which is known as Faraday's law [6].

Mathematical form of Faraday's law is

∇× E +
∂B

∂t
= 0. (1.55)

First term represents curl of electric �eld and second term represents rate of change

of magnetic �eld. Ampere Maxwell law [6] states that a magnetic �eld is produced by

electric current and by time varying electric �eld.

∇×B = µ0

(
j + ε0

∂E

∂t

)
, (1.56)

where µ0, ε0 are permeability and permittivity of free space. First term on right side

of equation represents current density and second term represents rate of change of

electric �eld. These equations given by (1.52), (1.54), (1.55) and (1.56) are collectively

known as Maxwell's equations.

Maxwell equations in tensorial form are

F bc
;c =µ0j

b, (1.57)

F[bc,d] =0. (1.58)

jb is a 4-vector current density and b, c, d = 0, 1, 2, 3.

1.5 Compact Objects

Compact objects are endpoint states of stellar evolution [7]. Compact objects are

classi�ed into three categories

1. White dwarfs,

2. Neutron stars,

3. Black holes.
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1.5.1 Formation of a Compact Object

Normal stars are made up of gasses held by gravity. A star is formed when a large

amount of gas collapses on itself because of gravitational attraction [7]. More the gas

contracts, faster the atoms of gas collide and as a result gas heats up. Eventually, a

state is reached where gas atoms do not collide with each other instead they combine

to form helium. Massive amount of heat is released as a result of this reaction. This

heat increases pressure of gas until it is su�cient enough to balance the gravitational

pull. At this point gas ceases to contract and star achieves a stable state.

With the passage of time, nuclear fuel resource of a star starts to diminish. When

fuel is completely �nished death of star happens. As a result gravitational attraction

exceeds the pressure and gravitational collapse occurs and a compact object is formed.

In 1930 Subrahmanyan Chandrasekhar predicted that a star whose mass is less

than or equal to 1.4 solar mass (known as Chandrasekhar limit) can settle down in

�nal state known as White Dwarf. White dwarf uses pressure degenerate electrons to

balance pull of gravity. It has radius of few thousand miles and its density is around

109 kg/m3. White dwarfs are more dense than a normal star.

Another possible �nal state a star can attain is a Neutron Star. In this gravitational

attraction is balanced by pressure of degenerate neutrons. Its mass is in the range of

1.5-2.9 solar mass (known as Tolman-Oppenheimer-Volkov limit). Neutron stars are

smaller and more denser than white dwarfs.

Objects whose mass exceeds 3 solar masses cannot resist gravitational attraction

and form a Black Hole. Its density is much higher than white dwarfs and neutron

stars. Black hole is a region in space from which nothing (not even light) can escape.

Due to gravitational collapse all matter shrinks to a single region of space with in�nite

density known as singularity. At singularity curvature is not �nite. For non rotating

black holes singularity is a point. On the other hand for rotating black holes it is in

the form of a ring.

The surface around the black hole is known as event horizon also known as surface

of black hole. The events inside an event horizon cannot a�ect an observer outside the
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event horizon. Although black holes are not visible but its presence can be detected by

its gravitational pull on nearby objects. If a star is near to a black hole, matter starts

falling into black hole. As it falls it gets extremely hot, an accretion disc is formed

around black hole and radiations are emitted which are visible through telescopes.

1.6 Solutions of the Einstein Field Equations

Many solutions of Einstein �eld equations have been found by making use of certain

ansatz. We will discuss only a few of them in this section.

1.6.1 The Schwarzchild Solution

In 1916 Karl Schwarzchild derived this solution for a point massM . By taking following

ansatz

1. Source is isolated.

2. Spacetime is static which means components of metric are independent of time

coordinate. In other words we can says that components are symmetric with

respect to time coordinate.

3. Spacetime is spherically symmetric.

Static and spherically symmetric line element is given as

ds2 = −e2ν(r)dt2 + e2λ(r)dr2 + r2
(
dθ2 + sin2 θdφ2

)
, (1.59)

As there is vacuum present around the source so stress energy tensor vanishes and the

Einstein �eld equations become

Rab = 0. (1.60)

By solving the �eld equations (1.60) with line element (1.59), in gravitational units,

G = c = 1, we get

ds2 =−
(

1− 2M

r

)
dt2 +

(
1− 2M

r

)−1

dr2 + r2
(
dθ2 + sin2 θdφ2

)
. (1.61)
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This is known as the Schwarzchild black hole solution [8]. This solution has two sin-

gularities. First singularity is present at r = 0, here g00 becomes in�nite. This is an

essential singularity and it cannot be removed. Second singularity is present at r = 2M

(it is also known as the Schwarzchild radius). This is a coordinate or removable sin-

gularity which occurs due to faulty choice of coordinates. The Schwarzchild solution

describes geometry of a spacetime outside a uncharged and non rotating compact ob-

ject.

1.6.2 The Reissner-Nordstrom Solution

Taking following assumptions

1. Source is charged.

2. Spacetime is static and spherically symmetric.

3. Spacetime is asymptotically �at.

Stress energy tensor for this case is

T ij =
(
−E2,−E2, E2, E2

)
. (1.62)

By solving the Einstein-Maxwell �eld equations one gets

ds2 =

(
1− 2M

r
+
Q2

r2

)−1

dr2 + r2
(
dθ2 + sin2 θdφ2

)
−(

1− 2M

r
+
Q2

r2

)
dt2.

(1.63)

Here M is mass and Q is total charge. This is also known as charged black hole

solution or the Reissner-Nordstrom black hole solution [9]. At r = 0 we have an

essential singularity. For other singularities we put

1− 2M

r
+
Q2

r2
= 0, (1.64)

r2 − 2Mr +Q2 = 0. (1.65)
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By solving this quadratic equation we get

r+ = M +
√
M2 −Q2, r− = M −

√
m2 −Q2. (1.66)

r− and r+ are coordinate singularities. It has two event horizons. r− is called inner

event horizon and r+ is called outer event horizon.

1.6.3 The Kerr Solution

In 1963, Roy Kerr discovered a solution of rotating black holes. He generalized the

Schwarzchild solution by adding spin into it. Following assumptions are used

1. Source of point mass M is rotating.

2. Source is surrounded by vacuum.

3. Spacetime is static and asymptotically �at.

The line element in the Boyer Lindquist form is given as

ds2 =
∆

ρ2
(
dt− asin2θdφ

)2 − sin2θ

ρ2
((
r2 + a2

)
dφ− adt

)2−
ρ2

∆
dr2 − ρ2dθ2,

(1.67)

where

∆2 = r2 − 2Mr + a2, ρ2 = r2 + a2cos2θ. (1.68)

This is also known as the Kerr black hole solution [10]. It depends on mass and angular

momentum J = Ma here J is angular momentum. Event horizons are

r+ = M +
√
M2 − a2, r− = M −

√
M2 − a2. (1.69)

It describes geometry of a spacetime outside an uncharged and rotating compact object.
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1.6.4 The Kerr-Neuman Solution

The Kerr-Neuman solution is generalization of the Reissner-Nordstrom solution [9].

Following ansatz are used

1. Source of point mass M and charge Q is rotating.

2. Source is surrounded by vacuum.

3. Spacetime is static and asymptotically �at.

The line element in the Boyer-Linquist coordinates is given as

ds2 =
∆

ρ2
(
dt− asin2θdφ

)2 − sin2θ

ρ2
((
r2 + a2

)
dφ− adt

)2−
ρ2

∆
dr2 − ρ2dθ2,

(1.70)

where

∆2 = r2 − 2Mr + a2 +Q2, ρ2 = r2 + a2cos2θ. (1.71)

Inner and outer event horizons are

r+ = M +
√
M2 − a2 −Q2, r− = M −

√
M2 − a2 −Q2. (1.72)

It describes geometry of a spacetime outside a charged and rotating compact object.

17



Chapter 2

Model of Uncharged Anisotropic Fluid

Distribution

2.1 Introduction

Finding analytic solutions of the Einstein �eld equations is of great interest among

astrophysicist and cosmologists. Some solutions of the �eld equations explain behaviour

of compact objects like white dwarf, neutron star, pulsars etc. Generally, some equation

of state is assumed to construct a physically viable model in the framework of general

relativity.

Some spherically symmetric models assuming linear equation of state having isotropic

pressure are developed in [11�15]. Some spherically symmetric models having non lin-

ear equation of state have been discussed in [16�20]. Ruderman [21] and Canuto [22]

suggested that the stellar objects having density greater than 1015gm/cm3 may have

pressure anisotropy in the interior. Multiple factors such as presence of super�uid [23],

strong electromagnetic �eld [24], viscosity [25] or phase transition [26] can be respon-

sible for anisotropy. Liang and Bowers [27] discussed redshift and mass equilibrium

of stellar objects composed of anisotropic matter distribution. Stability conditions

for compact models are discussed by Pant and Fuloria [28]. Herrera [29] Maurya and

Gupta [30] showed that the region is stable where radial speed of sound dominates over

tangential speed of sound.

Paraboloidal metric was �rst used by Skea and Finch [31] to develop a stellar
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model and later on Jotania and Tikeraker [32] and Thomas and Pandya [33] developed

some models taking linear equation of state. Thirukkanesh and Sharma and Das [35]

extended the work for polytropic equation of state pr = kρ1+
1
n − β for n = 1, 2, which

is reviewed in the remaining part of this chapter.

2.2 Paraboloidal Spacetime Metric

A 3-paraboloid embedded in a 4-dimensional Euclidean space has equation (in Carte-

sian coordinates)

x2 + y2 + z2 = 2Lw. (2.1)

The section where w is constant are spheres, while sections where one of x, y, z is

constant gives 2-paraboloids. Euclidean metric is given as

ds2 = dw2 + dx2 + dy2 + dz2. (2.2)

Using the transformation

w =
r2

2L
, x = r sin θ cosφ, y = r sin θ sinφ, z = r cos θ, (2.3)

metric in eq (2.2) becomes

ds2 =

(
1 +

r2

L2

)
dr2 + r2

(
dθ2 + sin2 θdφ2

)
. (2.4)

In Schwarzchild coordinates (t, r, θ, φ) static and spherically symmetric metric is

ds2 = −e2ν(r) + e2λ(r)dr2 + r2
(
dθ2 + sin2 θdφ2

)
. (2.5)

t = constant hypersurface1 of the metric in eq (2.5) is

ds2 = e2λ(r)dr2 + r2
(
dθ2 + sin2 θdφ2

)
. (2.6)

Comparing eq (2.4) and (2.6), we get

e2λ(r) = 1 +
r2

L2
, (2.7)

where e2ν and e2λ are metric potentials. The spacetime in eq (2.5) along with eq (2.7)

has paraboloidal geometry characterized by parameter L 6= 0 which has units of length.
1Hypersurface is (n-1)-dimension submanifold of an n-dimesnion manifold [2].
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2.3 The Einstein Field Equations

We are going to develop a model of static spherically symmetric anisotropic �uid dis-

tribution admitting a quadratic equation of state. The Einstein �eld equations given

in eq (1.51) can also be written as

Ra
b −

1

2
Rδab = T ab. (2.8)

The non zero components of the Christo�el symbols for the metric (2.6) are

Γ0
10 = Γ0

01 =ν
′
,

Γ1
00 =e2ν−2λν

′
,

Γ1
11 =λ

′
,

Γ1
22 =− re−2λ,

Γ1
33 =− r sin2 θe−2λ,

Γ2
21 =

1

r
,

Γ2
33 =− cos θ sin θ,

Γ3
31 =

1

r
,

Γ3
32 =

cos θ

sin θ
.

(2.9)

Inserting values of these symbols in eq (1.27), we obtain non zero components of Ricci

tensor as

R0
0 =e−2λ

(
ν

′′ − ν ′
λ

′
+ ν

′2 +
2ν

′

r

)
, (2.10)

R1
1 =− e−2λ

(
ν

′′ − ν ′
λ

′
+ ν

′2 − 2λ
′

r

)
, (2.11)

R2
2 =

1

r2
− e2ν−2λ

r2

(
1 + rν

′
+ rλ

′ − 2rλ
′
)
, (2.12)

R3
3 =

1

r2
R22. (2.13)

By inserting these values in eq (1.30) we get the Ricci scalar as

R =
2

r2
− 2e2λ

(
ν

′′ − ν ′
λ

′
+ ν

′2 +
2ν

′

r
− 2λ

′

r
+

1

r2

)
. (2.14)
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For our case the stress energy tensor of anisotropic �uid is given as

T ij = (−ρ, pr, pt, pt) . (2.15)

Inserting values in eq (2.8) we obtain the Einstein �eld equations as

1

r2
[
r
(
1− e−2λ

)]′
=ρ, (2.16)

− 1

r2
(
1− e−2λ

) 2ν
′

r
e−2λ =pr, (2.17)

e−2λ

(
v

′′
+ v

′2 +
v

′

r
− v′

λ
′ − λ

′

r

)
=pt. (2.18)

Here prime denotes di�erentiation with respect to r. Utilizing the following transfor-

mations [33]

xL2 = r2, y2 = e2ν(r), Z(x) = e−2λ(r) =
1

1 + x
. (2.19)

in eqs (2.16)-(2.18) we get

ρ =
1

L2

[
1

1 + x
+

2

(1 + x)2

]
, (2.20)

pr =
1

L2

[
4

1 + x

ẏ

y
− 1

1 + x

]
, (2.21)

pt =
1

L2

[
4x

1 + x

ÿ

y
+

(
4

1 + x
− 2x

(1 + x)2

)
ẏ

y
+

1

(1 + x)2

]
, (2.22)

=
1

L2

[
4xZ

(
d

dx

(
ẏ

y

)
+

(
ẏ

y

)2
)

+
(

4Z + 2xŻ
) ẏ
y

+ Ż

]
.

Here ÿ
y

=

(
d
dx

(
ẏ
y

)
+
(
ẏ
y

)2)
. The anisotropic factor denoted by ∆ has the expression

∆ = pt − pr =
1

L2

[
4x

1 + x
ÿ − 1

(1 + x)2

(
1 + 2x

ẏ

y

)
+

1

1 + x

]
. (2.23)

Notice that system of equations (2.20)-(2.22) involves four unknowns ρ, pr, pt and y.
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2.4 Solution of the Einstein Field Equations

We assume quadratic equation of state of the form

pr = αρ2 − γ. (2.24)

Here α > 0 and γ are constants. Using eqs (2.20) and (2.21) into eq (2.24) we get

ẏ

y
=

α (3 + x)2

4L2 (1 + x)3
+

1

4
− γL

2(1 + x)

4
. (2.25)

This is an ordinary di�erential equation with independent variable x and unknown y.

Integrating eq (2.25) yields

ln y =
1

8

(
x(2− γL2 (2 + x))− 4α (3 + 2x)

L2 (1 + x)2

)
+ ln d1 (1 + x)

α
4L2 . (2.26)

Taking exponential on both sides of eq (2.26) we get

y =d1 (1 + x)
α

4L2 exp

[
1

8

(
x(2− γL2 (2 + x))− 4α (3 + 2x)

L2 (1 + x)2

)]
. (2.27)

d1 is a constant of integration. Utilizing eq (2.27) in governing eqs (2.19)-(2.23) we

obtain

e2ν =d 2
1 (1 + x)

α
2L2 exp

[
1

4

(
x(2− γL2 (2 + x))− 4α (3 + 2x)

L2 (1 + x)2

)]
, (2.28)

ρ =
3 + x

L2 (1 + x)2
, (2.29)

pr =
α (3 + x)2

L4 (1 + x)4
− γ, (2.30)

pt =
1

4L6 (1 + x)7
[
x
(
(3 + x)

(
L4 (1 + x)5 + α2 (3 + x)3

)
+ 2αL2

(1 + x)2
(
x2 + x− 14

))
− 2L4 (1 + x)4

(
L2 (1 + x)2 (2 + x) +

α (3 + x)2 γ + L8 (1 + x)8 γ2
)

+ 4αL2 (3 + x)2 (1 + x)3
]
− γ.

(2.31)

∆ =
1

4L6 (1 + x)7
[
x
(
(3 + x)

(
L4 (1 + x)5 + α2 (3 + x)3

)
+ 2αL2 (1 + x)2(

x2 + x− 14
))
− 2L4 (1 + x)4

(
L2 (1 + x)2 (2 + x)

+α (3 + x)2 γ + L8 (1 + x)8 γ2
)]
.

(2.32)
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Now reverse substituting, x = r2

L2 , in governing eqs (2.27)-(2.32) yields

y =d1

(
1 +

r2

L2

) α
4L2

exp

[
1

8

(
r2

L2

(
2− γ

(
2L2 + r2

))
− 4α (3L2 + 2r2)

(L2 + r2)2

)]
. (2.33)

e2λ =1 +
r2

L2
, (2.34)

e2ν =d 2
1

(
1 +

r2

L2

) α
2L2

exp

[
1

4

(
r2

L2

(
2− γ

(
2L2 + r2

))
− 4α (3L2 + 2r2)

(L2 + r2)2

)]
, (2.35)

ρ =
3L2 + r2

(L2 + r2)2
, (2.36)

pr =
α(3L2 + r2)2

(L2 + r2)4
− γ, (2.37)

pt =
L8

4 (L2 + r2)7

[
r2

L2

((
3 +

r2

L2

)(
L4

(
1 +

r2

L2

)5

+ α2

(
3 +

r2

L2

)3
)

+2αL2

(
1 +

r2

L2

)2
((

r2

L2

)2

+
r2

L2
− 14

))
− 2L4

(
1 +

r2

L2

)4
(2.38)

(
L2

(
1 +

r2

L2

)2(
2 +

r2

L2

)
+ α

(
3 +

r2

L2

)2

+ L8

(
1 +

r2

L2

)8

γ2

)
γ

+4αL2

(
3 +

r2

L2

)2(
1 +

r2

L2

)3
]
− γ,

∆ =
L8

4 (L2 + r2)7

[
r2

L2

((
3 +

r2

L2

)(
L4

(
1 +

r2

L2

)5

+ α2

(
3 +

r2

L2

)3
)

+2αL2

(
1 +

r2

L2

)2
((

r2

L2

)2

+
r2

L2
− 14

))
− 2L4

(
1 +

r2

L2

)4

(
L2

(
1 +

r2

L2

)2(
2 +

r2

L2

)
+ α

(
3 +

r2

L2

)2

+ L8

(
1 +

r2

L2

)8

γ2

)
γ

]
.

(2.39)

2.5 Exterior spacetime and Boundary conditions

Exterior spacetime of a static and spherically symmetric object is described by the

Schwarzchild metric given in eq (1.61). Mass contained in sphere of radius r is given
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as

m(r) =
1

2

∫ r

0

ω2 (ρ(ω)) dω. (2.40)

Inserting eq (2.20) into eq (2.40) we get

m(r = R) = M =
R3

2(L2 +R2)
. (2.41)

Rearranging (2.41) we can �nd model parameter as

L =

√
R3

2M

(
1− 2M

R

)
. (2.42)

At the boundary r = R interior spacetime should match the Schwarzchild metric.

Equating eq (1.61) with eq (2.5) we obtain

e2ν(r=R) =

(
1− 2M

R

)
. (2.43)

We can evaluate value of the integration constant, d1, by substituting eqs (2.35) and

(2.41) in eq (2.43) and simplifying as

d 2
1 =

(
1 +

R2

L2

)−(1+ α
2L2 )

exp

[
4α (3L2 + 2R2)

(L2 +R2)2
− R2

L2

(
2− γ

(
2L2 +R2

))]
. (2.44)

Radial pressure vanishes at the surface of the boundary i.e. pr|r=R = 0. Utilizing this

boundary condition in eq (2.30) we get

γ =
α (3L2 +R2)

2

(L2 +R2)4
. (2.45)

Substituting eq (2.42) into eq (2.45) we have

γ =
4αM2 (4M − 3R)2

R8
. (2.46)

2.6 Physical Analysis of the Solution

The following conditions must be satis�ed by a feasible compact object
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1. Metric potentials and matter variables should be well behaved and free from

singularities.

2. Energy density should be positive and monotonically decreasing towards the

boundary, i.e.

ρ(r) ≥ 0,
dρ

dr
≤ 0. (2.47)

3. Radial and tangential pressures should be positive and their gradients should be

negative, i.e.

pr ≥ 0, pt ≥ 0, (2.48)
dpr
dr
≤ 0,

dpt
dr
≤ 0. (2.49)

4. Mass to radius ratio should be less than or equal to 4
9
(Buchdahl Limit [34]), i.e.

M

R
≤ 4

9
. (2.50)

5. Anisotropic factor should be zero at the centre, i.e.

pr(r = 0) = pt(r = 0) = 0. (2.51)

6. The redshift should be well de�ned and positive at the centre and the boundary.

g11 ≥ 0. (2.52)

If a solution satis�es these conditions then it can be considered a potential model of a

compact object.

Our model has following features:

(I) Metric potential, e2λ, given in eq (2.34) is well behaved and no geometric singu-

larites are present. Behaviour of e2λ is displayed in Fig. 2.1. Metric potential, e2ν , is

also well de�ned. Behaviour of e2ν is presented in Fig. 2.2.

25



(II) Energy density at centre of the compact object is

ρ(0) =
3

L2
, (2.53)

which is positive and from eq (2.36) it is clear that it remains positive and �nite

throughout the stellar interior. Graph in Fig. 2.3 shows its behaviour.

(III) Central radial and tangential pressures are

pr(0) = pt(0) =
9α

L4
− γ. (2.54)

These are positive if 9α
L4 > γ. Radial and tangential pressures are �nite throughout all

the interior except the boundary where pr vanishes. Behaviour of pr and pt are shown

in Fig. 2.4.

(IV) As radial and tangential pressures are equal at the centre so anisotropy vanishes

at the centre. pt is lagging behind pr upto some radial distance. After that pt takes

over. Anisotropy achieves its peak at the boundary. Behaviour of anisotropic factor is

represented in Fig. 2.5.

(V) Surface Red shift (SRF) depends on metric component g11. SRF at the origin

and boundary is �nite and positive.

Redshift at origin = Z(0) = 1, (2.55)

Redshift at boundary = Z(R) = 1 +
R2

L2
. (2.56)

(VI) Mass to radius ratio is 0.25697 which is less than 4
9
.

(VII) Taking derivative of eqs (2.36) with respect to r we get

dρ

dr
= −2r (5L2 + r2)

(L2 + r2)3
. (2.57)

Gradient of the density is negative as r and L2 are non negative which implies density

is monotonically decreasing. This behaviour is represented in Figure 2.6.
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(VIII) Taking derivative of eq (2.37) and eq (2.38) with respect to r we get

dpr
dr

=
−4αr (3L2 + r2) (5L2 + r2)

(L2 + r2)5
, (2.58)

dpt
dr

=
1

2L2 (L2 + r2)8

[
r
(
α2
(
3L2 + r2

)3 (
3L4 − 2r4 − 13L2r2

)
−

2α
(
L2 + r2

)2 (
102L8 − 54L6r2 − 9L4r4 + 8L2r6 + r8 + 3L2

×
(
L2 − r2

) (
L2 + r2

)2 (
3L2 + r2

)
γ
)

+
(
L2 + r2

)5 (
3L4

−L2r2 − 2
(
L2 + r2

) (
2L4 + 2L2r2 + r4

)
γ +

(
L2 + r2

)3
×
(
L2 + 2r2

)
γ2
))]

.

(2.59)

Here gradient of pr is negative as evident from its negative sign (α > 0) and gradient of

pt is also negative which implies both pressures are monotonically decreasing. Graphical

representation of gradients is given in Figure 2.7.

Figure 2.1: The metric potential, e2λ, plotted against radial parameter r by selecting
R = 9.1 and L = 8.89 [35].
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Figure 2.2: The metric potential, e2ν , plotted against radial parameter r by selecting
M = 1.58MS, R = 9.1, L = 8.89, α = 7, δ = .00104522 and d1 = 0.576662 [35].

Figure 2.3: ρ plotted against r by selecting M = 1.58MS, R = 9.1, L = 8.89, α = 7,
δ = .00104522 and d1 = 0.576662.
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Figure 2.4: pr and pt plotted against r by choosing M = 1.58MS, R = 9.1, L = 8.89,
α = 7, δ = .00104522 and d1 = 0.576662.

Figure 2.5: Di�erence of pressures are plotted against r by selecting M = 1.58MS,
R = 9.1, L = 8.89, α = 7, δ = .00104522 and d1 = 0.576662.
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Figure 2.6: Gradient of density is plotted against r by selectingM = 1.58MS, R = 9.1,
L = 8.89, α = 7, δ = .00104522 and d1 = 0.576662.

Figure 2.7: Gradient of pressures are plotted against r by selecting M = 1.58MS,
R = 9.1, L = 8.89, α = 7, δ = .00104522 and d1 = 0.576662.

30



2.7 Stability Analysis

A model of compact object is considered good if it is stable. In this section we analyse

two conditions for our models to be stable and determine stability region.

2.7.1 Energy Conditions

Matter content in a compact object must satisfy certain energy requirements are known

as energy conditions. These conditions are in the form of inequalities and should be

ful�lled within the stellar structure. Mathematical form of these conditions are:

1. Null Energy Condition ρ ≥ 0,

2. Weak Energy Condition ρ+ pr ≥ 0 , ρ+ pt ≥ 0,

3. Strong Energy Condition ρ+ pr + 2pt ≥ 0.

ρ is positive as discussed earlier so null energy condition is satis�ed. As ρ, pr, pt ≥ 0

so addition of any of these also gives a positive real number. Hence weak and strong

energy conditions are also satis�ed. Graph of energy conditions are presented in Figure

2.8.

2.7.2 Causality Condition

Speed of light is unity in relativistic units and speed of light is the maximum attainable

speed, so for a physically stable model speed of sound along transverse and radial

direction must be in the interval [0, 1]. Di�erentiating eq (2.24) with respect to ρ we

get vr which represents speed of sound in radial direction.

v2r =
dpr
dρ

= 2αρ =
2α (3L2 + r2)

(L2 + r2)2
, (2.60)
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For speed of sound in transverse direction we make use of chain rule.

v2t =
dpt
dρ

=
dpt
dr

dr

dρ

=− 1

4L2 (L2 + r2)5 (5L2 + r2)

[
α2
(
3L2 + r2

)3 (
3L4 − 2r4

−13L2r2
)
− 2α

(
L2 + r2

)2 (
102L8 − 54L6r2 − 9L4r4 + 8L2r6

+r8 + 3L2
(
L2 − r2

) (
L2 + r2

)2 (
3L2 + r2

)
γ
)

+
(
L2 + r2

)5(
3L4 − L2r2 − 2

(
L2 + r2

) (
2L4 + 2L2r2 + r4

)
γ +

(
L2 + r2

)3(
L2 + 2r2

)
γ2
)]
.

(2.61)

In Figure 2.9 graph is shown for certain values of parameters. It shows that the speed

of sound lies between 0 and 1. Hence causality condition is satis�ed.

Figure 2.8: Energy conditions are plotted against r by choosingM = 1.58MS, R = 9.1,
L = 8.89, α = 7, δ = .00104522 and d1 = 0.576662.

2.7.3 Region of Stability

The region where speed of sound in radial direction is greater than the speed of sound

in transverse direction is known as stable region [29, 30]. Stability parameter Sp is

shown in Figure 2.10. vr is lagging behind vt upto r = 3.5 km. After that vr takes
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Figure 2.9: Speeds of sound are plotted against r for M = 1.58MS, R = 9.1, L = 8.89,
α = 7, δ = .00104522 and d1 = 0.576662.

Figure 2.10: Behaviour of stability parameter against r for M = 1.58MS, R = 9.1,
L = 8.89, α = 7, δ = .00104522 and d1 = 0.576662 is depicted.

over vt, so we have the stable region. Stable region can be varied by choosing di�erent

values of parameters.
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Chapter 3

Models of Charged Anisotropic Fluid

Distribution

The interior spacetime metric is described by eq (2.5) and eq (2.7). The stress energy

tensor of charged anisotropic �uid is obtained by adding eq (1.42) and eq (1.44) as

T ab = (ρ+ pt) v
avb + (pr − pt)χaχb − ptgab + Ea

b. (3.1)

Here the electromagnetic �eld stress tensor is taken as

Ea
b =


E2 0 0 0
0 −E2 0 0
0 0 E2 0
0 0 0 E2

 . (3.2)

Inserting values of v, χand Ea
b from eqs (1.43)-(3.2), we get

T ab =
(
−ρ+ E2, pr − E2, pt + E2, pt + E2

)
. (3.3)

E is the electric �eld intensity. EMFEs for metric (2.5) with eq (2.7) and the stress

energy tensor given in eq (3.3) are

1

r2
[
r
(
1− e−2λ

)]′
=ρ+ E2, (3.4)

−1

r2
(
1− e−2λ

) 2ν
′

r
e−2λ =pr − E2, (3.5)

e−2λ

(
ν

′′
+ ν

′2 +
ν

′

r
− ν ′

λ
′ − λ

′

r

)
=pt + E2. (3.6)
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4L4

r2 (L2 + r2)

(
r2

L2
Ė + E

)2

=σ2, (3.7)

where σ2 represents the charge density and prime denotes di�erentiation with respect

to r. By utilizing transformations proposed in eq (2.19) we get

ρ =
1

L2

[
1

1 + x
+

2

(1 + x)2

]
− E2, (3.8)

pr =
1

L2

[
4

1 + x

ẏ

y
− 1

1 + x

]
+ E2, (3.9)

pt =
1

L2

[
4x

1 + x

ÿ

y
+

(
4

1 + x
− 2x

(1 + x)2

)
ẏ

y
+

1

(1 + x)2

]
− E2, (3.10)

σ2 =
4

x (1 + x)

(
xĖ + E

)2
. (3.11)

Here dot denotes derivative with respect to x. The anisotropic factor denoted by ∆

has the expression

∆ = pt − pr =
1

L2

[
4x

1 + x
ÿ − 1

(1 + x)2

(
1 + 2x

ẏ

y

)
+

1

1 + x

]
− 2E2. (3.12)

Notice that the system of three eqs (3.8)-(3.10) involves �ve unknowns namely y, ρ, E,

pr and pt. We assume electric �eld intensity of the form

E2 =
kx2

(1 + x)2
, (3.13)

where k is a constant.

3.1 Model 1

We choose linear equation of state of the form

pr = βρ− δ, (3.14)

where β > 0 and δ are constants. Inserting values of ρ and pr from eqs (3.8)-(3.9) into

eq (3.14) we get

ẏ

y
=
β(3 + x− kL2x2)

4(1 + x)
+

1

4
− L2kx2

4(1 + x)
− δL

2(1 + x)

4
. (3.15)
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Integrating eq (3.15) we get

y =C1 (1 + x)−
1
4(kL2(1+β)−2β) exp

[
1

4

(
x− δ

(
L2x+

L2x2

2

)
− 1

2
(1 + x)

(
kL2

(1 + β) (x− 3)− 2β))] ,

(3.16)

where C1 is a constant of integration. Using eq (3.16) in the governing equations

(3.8)-(3.12) we �nally obtain

e2ν =C2
1 (1 + x)−

1
2(kL2(1+β)−2β) exp

[
1

2

(
x− δ

(
L2x+

L2x2

2

)
− 1

2
(1 + x)(

kL2 (1 + β) (x− 3)− 2β
))]

,

(3.17)

ρ =
3 + x

L2 (1 + x)2
− kx2

(1 + x)2
, (3.18)

(3.19)

pr =
β(3 + x− kL2x2)

L2(1 + x)2
− δ, (3.20)

pt =
1

4L2(1 + x)3
[
−4kL2x2 (1 + x)− 2L2x4 (k (1 + β) + δ) (1 + β − 2L2δ)

−2x2
(
−2− 5β − 3β2 + 6kL2(2 + β) + 11L2δ + 7L2βδ − 2L4δ2

)
+x
(
3 + 9β2 − 16L2δ + L4δ2 + β

(
8− 6L2δ

))
+ L4x5 (k(1 + β) + δ)2

+x3
(
1 + 2β + β2 − 12L2δ − 10L2βδ + 6L4δ2 + 2kL2(1 + β)

(4− 3β + L2δ)
)

+ 12β − 4L2δ
]
,

(3.21)

σ2 =
4k2x3

(1 + x)7
, (3.22)

∆ =
1

4L2(1 + x)3
[
−4kL2x2 (1 + x)− 2L2x4 (k (1 + β) + δ) (1 + β − 2L2δ)

−2x2
(
−2− 5β − 3β2 + 6kL2(2 + β) + 11L2δ + 7L2βδ − 2L4δ2

)
+x
(
3 + 9β2 − 16L2δ + L4δ2 + β

(
8− 6L2δ

))
+ L4x5 (k(1 + β) + δ)2 +

x3
(
1 + 2β + β2 − 12L2δ − 10L2βδ + 6L4δ2 + 2kL2(4− 3β + L2δ)

(1 + β))− 4β(3 + x− kL2x2)(1 + x) + 4L2δ(1 + x)3 + 12β − 4L2δ
]
.

. (3.23)

36



Reverse substituting x = r2

L2 in eqs (3.17)-(3.23) to have

e2ν =C2
1

(
1 +

r2

L2

)− 1
2(kL2(1+β)−2β)

exp

[
1

2

(
r2

L2
− δ

(
r2

L2
+

r4

2L2

)
−1

2

(
1 +

r2

L2

)(
kL2 (1 + β)

(
r2

L2
− 3

)
− 2β

))]
,

(3.24)

ρ =
3L2 + r2

(L2 + r2)2
− kr4

(L2 + r2)2
, (3.25)

(3.26)

pr =
β(3L2 + r2 − kr4)

(L2 + r2)2
− δ, (3.27)

pt =
L4

4(L2 + r2)3

[
−4k

r4

L2

(
1 +

r2

L2

)
− 2

r8

L6
(k (1 + β) + δ) (1 + β − 2L2δ)

−2
r4

L4

(
−2− 5β − 3β2 + 6kL2(2 + β) + 11L2δ + 7L2βδ − 2L4δ2

)
+
r2

L2

(
3 + 9β2 − 16L2δ + L4δ2 + β

(
8− 6L2δ

))
+
r10

L6
(k(1 + β) + δ)2

+
r6

L6

(
1 + 2β + β2 − 12L2δ − 10L2βδ + 6L4δ2 + 2kL2(1 + β)

(4− 3β + L2δ)
)

+ 12β − 4L2δ
]
,

(3.28)

σ2 =
4k2L8r6

(L2 + r2)7
, (3.29)

∆ =
L4

4(L2 + r2)3

[
−4k

r4

L2
(1 + x)− 2

r8

L6
(k (1 + β) + δ) (1 + β − 2L2δ)

−2
r4

L4

(
−2− 5β − 3β2 + 6kL2(2 + β) + 11L2δ + 7L2βδ − 2L4δ2

)
+
r2

L2

(
3 + 9β2 − 16L2δ + L4δ2 + β

(
8− 6L2δ

))
+
r10

L6
(k(1 + β) + δ)2

+
r6

L6

(
1 + 2β + β2 − 12L2δ − 10L2βδ + 6L4δ2 + 2kL2(4− 3β + L2δ)

(1 + β))− 4β(3 +
r2

L2
− k r

4

L2
)(1 + x) + 4L2δ(1 +

r2

L2
)3 + 12β − 4L2δ

]
.

. (3.30)

3.1.1 Exterior Spacetime and Boundary Conditions

Exterior solution of a charged star is described by the Reissner-Nordstrom metric given

in eq (1.63) where Q = ER2 represents total charge and M is the total mass of the
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compact star within the boundary R. Mass contained in sphere of radius R is given as

M = m(R) =

∫ R

0

ω2
(
ρ(ω) + E2

)
dω. (3.31)

Substituting eq (3.8) and eq (3.13) into eq (3.31) we obtain

M =
R3

2(L2 +R2)
. (3.32)

From eq (3.32) we �nd the model parameter, L, as

L =

√
R3

2M
−R2. (3.33)

At r = R interior spacetime should match the Reissner-Nordstrom solution, which

requires

e2ν |r=R =

(
1− 2M

R
+
Q2

R2

)
. (3.34)

We obtain constant of integration by substituting eqs (3.24) and (3.32) in eq (3.34) as

C2
1 =

((
1 +

R2

L2

)−1+ 1
2(kL2(1+β)−2β)

exp

[
−1

2

(
−δ
(
R2 +

R4

2L2

)
− 1

2

(
1 +

R2

L2

)
(
k (1 + β)

(
R2 − 3L2

)
− 2β

)
+
R2

L2

)])(
1 +

kR4

L2(L2 +R2)

)
.

(3.35)

Radial pressure vanishes at the boundary i.e. pr|r=R = 0. Utilizing this condition along

with eq (3.33) we get

δ =
2βM

R4
(3R− 4M − 2kR2M). (3.36)

3.1.2 Physical Analysis of the Solution

Physical features of model are

� Metric potential, e2λ, is well behaved and free from geometric singularities as

evident from eq (2.34). Metric potential, e2ν , is also well de�ned and free from

singularities and is shown in Figure 3.1 for certain values of the constants.
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� Intensity of electric �eld is zero at the origin and for k > 0 increases towards

the boundary as evident from eq (3.13). Graph is shown in Figure 3.2. Charge

density is also �nite, positive and monotonically increasing. Graph is displayed

in Figure 3.3.

� Density is positive if

0 < k <
3L2 +R2

R4
. (3.37)

Energy density at centre of the compact object is ρ(0) = 3
L2 which is positive

and from eq (3.25) it is clear that it remains positive and �nite throughout the

interior and shown in Figure 3.4.

� Pressures at the centre are

pr(0) = pt(0) =
3β

L2
− δ. (3.38)

Pressures are positive if 3β
L2 > δ and �nite. Behaviour of pressures are displayed

in Figure 3.5.

� Anisotropy vanishes at the centre. Anisotropic factor shows complete dominance

of pt over pr. Figure 3.6 shows behaviour of ∆.

� Surface redshift at the origin and boundary is �nite and positive.

Redshift at origin = Z(0) = 1, (3.39)

Redshift at boundary = Z(R) = 1 +
R2

L2
. (3.40)

� Mass to radius ratio is M
R

= 0.232 ≤ 4
9
.

� Gradient of the energy density is

dρ

dr
= −2 (r3 + L2r (5 + 2kr2))

(L2 + r2)3
. (3.41)

Gradient is negative and it shows monotonically decreasing nature of density. Be-

haviour of gradient is presented in Figure 3.7.

39



� Gradient of pressures are

dpr
dr

=− 2β (r3 + L2r (5 + 2kr2))

(L2 + r2)3
, (3.42)

dpt
dr

=
r

2L2 (L2 + r2)4
[
L10δ2 + 2r8

(
k2r2 (1 + β)2 − k (1 + β)

(
1 + β − 2δr2

)
+

δ
(
−1− β + δr2

))
+ 2L8δ

(
−2− 3β + 3δr2

)
− 4kL6r

(
L2 + r2

)
+L6

(
3 + 9β2 − 12δr2 + 14δ2r4 + 6kr2 (1 + β)

(
δr2 − 4

)
− 4β

(
7 + 4δr2

))
+L2r4

(
−1− 3β2 + 5k2r4 (1 + β)2 − 8δr2 + 9δ2r4 − 4β

(
1 + 2δr2

)
+

2kr2 (1 + β)
(
−4− 4β + 7δr2

))
+ 2L4r2

(
1− 3β2 − 7δr2 + 8δ2r4+

β
(
2− 8δr2

)
+ kr2 (1 + β)

(
8δr2 − 9β − 6

))]
.

(3.43)

Gradient of radial pressure is negative as evident from eq (3.42). Negative behaviour

of gradient of the radial and tangential pressures are shown in Figure 3.15 for certain

values of constants.

Figure 3.1: The metric potential, e2ν , plotted for M = 1.46MS, R = 9.3, L = 10,
k = 0.00007, β = 0.1, δ = .00111 and C1 = 0.95340233.
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3.1.3 Stability Analysis

In this section we analyze conditions for our models to be stable and determine stability

region.

Energy Conditions

All ECs are satis�ed and graph is shown in Figure 3.9.

Causality Condition

Radial and transverse speeds of sound are:

v2r =β, (3.44)

v2t =− 1

4L2 (L2 + r2) (r2 + L2 (5 + 2kr2))

[
L10δ2 + 2r8

(
k2r2 (1 + β)2 − 4kL6r(

L2 + r2
)
− k (1 + β)

(
1 + β − 2δr2

)
+ δ

(
−1− β + δr2

))
+ L6

(
3 + 9β2 − 12δ

r2 + 14δ2r4 + 6kr2 (1 + β)
(
δr2 − 4

)
− 4β

(
7 + 4δr2

))
+ 2L8δ

(
−2− 3β + 3δr2

)
+L2r4

(
−1− 3β2 + 5k2r4 (1 + β)2 − 8δr2 + 9δ2r4 − 4β

(
1 + 2δr2

)
+ 2kr2

(1 + β)
(
−4− 4β + 7δr2

))
+ 2L4r2

(
1− 3β2 − 7δr2 + 8δ2r4 + β

(
2− 8δr2

)
+kr2 (1 + β)

(
8δr2 − 9β − 6

))]
.

(3.45)

Speed of sound lies in [0,1] for 0 < β < 1. Graph of speeds is shown in Figure 3.10.

Region of Stability

The stability parameter Sp = v2r −v2t ≥ 0 that shows whole region is stable. The graph

of Sp is shown in Figure 3.11.
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Figure 3.2: Variation of E with respect to r plotted for k = 0.00007 and L = 10.

Figure 3.3: Variation of the charge density with respect to r represents its increasing
behaviour.
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Figure 3.4: Variation of density with respect to r plotted for M = 1.46MS, R = 9.3,
L = 10, k = 0.00007, β = 0.1, δ = .00111 and C1 = 0.95340233.

Figure 3.5: Variation of pressure with respect to r plotted for M = 1.46MS, R = 9.3,
L = 10, k = 0.00007, β = 0.1, δ = .00111 and C1 = 0.95340233.
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Figure 3.6: Anisotropic factor with respect to r plotted for M = 1.46MS, R = 9.3,
L = 10, k = 0.00007, β = 0.1, δ = .00111 and C1 = 0.95340233.

Figure 3.7: Graph of density gradient is plotted for M = 1.46MS, R = 9.3, L = 10,
k = 0.00007, β = 0.1, δ = .00111 and C1 = 0.95340233.
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Figure 3.8: Variation of pressure gradients with respect to r depicts monotonically
decreasing behaviour for M = 1.46MS, R = 9.3, L = 10, k = 0.00007, β = 0.1,
δ = .00111 and C1 = 0.95340233.

Figure 3.9: Energy conditions for linear EoS shows sum of pressures are positive.
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Figure 3.10: Radial speed of sound is constant and greater than transverse speed of
sound.

Figure 3.11: Di�erence of speeds plotted against r showing that the whole region is
stable.
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3.2 Model 2

We assume a quadratic equation of state of the form

pr = αρ2 − γ. (3.46)

Here α > 0 and γ are constants. Inserting values of ρ and pr from eqs (3.8) and (3.9)

into eq (3.46) we get

ẏ

y
=
α (3 + x− kL2x2)

4L2 (1 + x)3
+

1

4
− L2kx2

4 (1 + x)2
− γL

2(1 + x)

4
. (3.47)

Integrating eq (3.47) yields

y =C2 (1 + x)
1
4

(
(1+6k2L4)α

L2 −kL2

)
exp

[
1

4

(
2kL2(1 + x)− 1

2
kL2 (1 + x)2 +

α

(
1

2
k2L2x2 − k

(
2 + 3kL2

)
x+

2 (−2− 3kL2 + 2k2L4)

L2 (1 + x)

−4kL2 − k2L4 − 4

2L2(1 + x)2

)
− γ

(
L2x+

1

2
L2x2

)
+ x

)]
,

(3.48)

where C2 is a constant of integration. ρ, σ, E are same as in the previous model.

Utilizing eq (3.48) in the governing equations (3.8)-(3.12) we get

e2ν =C2
2 (1 + x)

1
2

(
(1+6k2L4)α

L2 −kL2

)
exp

[
1

2

(
2kL2(1 + x)− 1

2
kL2 (1 + x)2 +

α

(
1

2
k2L2x2 − k

(
2 + 3kL2

)
x+

2 (−2− 3kL2 + 2k2L4)

L2 (1 + x)

−4kL2 − k2L4 − 4

2L2(1 + x)2

)
− γ

(
L2x+

1

2
L2x2

)
+ x

)]
,

(3.49)

pr =
α (3 + x− kL2x2)

2

L4 (1 + x)4
− γ, (3.50)

pt =
1

4L6 (1 + x)7
[
−4L6γ (1 + x)6 − 4L4 (1 + x)5 − 2L2 (1 + x)2 (2 + x) +

4kL6x2(1 + x)4 − 8kL6x(1 + x)5
(
kL4x2 (1 + x)2 − L2 (1 + x)3

−α
(
3 + x− kL2x2

)2
+ L4γ(1 + x)4

)
+
(
kL4x2(1 + x)2 − L2(1 + x)3

(3.51)
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−
(
3 + x− kL2x2

)2
+ L4γ(1 + x)3

)2
+ α

(
8L2 (1 + x)3

(
1− 2kL2x

)
(
3 + x− kL2x2

)
− 12L2 (1 + x)2

(
3 + x− kL2x2

)2)− 4kL6x2 (1 + x)5
]
,

∆ =
1

4L6 (1 + x)7
[
−4L6γ (1 + x)6 − 4L4 (1 + x)5 − 2L2 (1 + x)2 (2 + x)

+4kL6x2(1 + x)4 − 8kL6x(1 + x)5
(
kL4x2 (1 + x)2 − L2 (1 + x)3

−α
(
3 + x− kL2x2

)2
+ L4γ(1 + x)4

)
+
(
kL4x2(1 + x)2

−L2(1 + x)3 −
(
3 + x− kL2x2

)2
+ L4γ(1 + x)3

)2
+ α

(
8L2 (1 + x)3

×
(
1− 2kL2x

) (
3 + x− kL2x2

)
− 12L2 (1 + x)2

(
3 + x− kL2x2

)2)
−4kL6x2 (1 + x)5 − 4αL2

(
3 + x− kL2x2

)2
(1 + x)3

]
+ γ.

(3.52)

Reverse substituting x = r2

L2 in eqs (3.49)-(3.52) to get

e2ν =C2
2

(
1 +

r2

L2

) 1
2

(
(1+6k2L4)α

L2 −kL2

)
exp

[
1

2

(
2k(L2 + r2)− 1

2
kL2

(
1 +

r2

L2

)2

+α

(
1

2
k2
r4

L2
− k

(
2 + 3kL2

) r2
L2

+
2 (−2− 3kL2 + 2k2L4)

(L2 + r2)

−4kL2 − k2L4 − 4

2(L2 + r2)2

)
− γ

(
r2 +

1

2

r4

L2

)
+
r2

L2

)]
,

(3.53)

pr =
α (3L2 + r2 − kr4)2

(L2 + r2)4
− γ, (3.54)

pt =
1

4L6 (1 + x)7

[
−4

γ (L2 + r2)
6

L6
− 4

(L2 + r2)
5

L6
− 2

(L2 + r2)
2

(2L2 + r2)

L4
+

4kL2r4(1 +
r2

L2
)4 − 8kL4r2

(
1 +

r2

L2

)5
(
kr4
(

1 +
r2

L2

)2

−

L2

(
1 +

r2

L2

)3

− α
(

3 +
r2

L2
− k r

4

L2

)2

+ L4γ(1 +
r2

L2
)4

)
+(

kr4
(

1 +
r2

L2

)2

− L2(1 +
r2

L2
)3 −

(
3 +

r2

L2
− k r

4

L2

)2

+ L4γ

(3.55)
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(
1 +

r2

L2

)3
)2

+ α

(
8L2

(
1 +

r2

L2

)3(
1− 2kL2 r

2

L2

)(
3 +

r2

L2
− k r

4

L2

)

−12L2

(
1 +

r2

L2

)2(
3 +

r2

L2
− k r

4

L2

)2
)
− 4kL2r2

(
1 +

r2

L2

)5
]
,

∆ =
1

4L6 (1 + x)7

[
−4

γ (L2 + r2)
6

L6
− 4

(L2 + r2)
5

L6
− 2

(L2 + r2)
2

(2L2 + r2)

L4
+

4kL2r4(1 +
r2

L2
)4 − 8kL4r2

(
1 +

r2

L2

)5
(
kr4
(

1 +
r2

L2

)2

−

L2

(
1 +

r2

L2

)3

− α
(

3 +
r2

L2
− k r

4

L2

)2

+ L4γ(1 +
r2

L2
)4

)
+(

kr4
(

1 +
r2

L2

)2

− L2(1 +
r2

L2
)3 −

(
3 +

r2

L2
− k r

4

L2

)2

+ L4γ

(
1 +

r2

L2

)3
)2

+ α

(
8L2

(
1 +

r2

L2

)3(
1− 2kL2 r

2

L2

)(
3 +

r2

L2
− k r

4

L2

)

−12L2

(
1 +

r2

L2

)2(
3 +

r2

L2
− k r

4

L2

)2
)
− 4kL2r2

(
1 +

r2

L2

)5

−4αL2

(
3 +

r2

L2
− k r

4

L2

)2(
1 +

r2

L2

)3
]

+ γ.

(3.56)

We evaluate constant of integration by substituting eq (3.49) in eq (3.34) as

C2
2 =

(1 +
R2

L2

)−
(
1+ 1

2

(
(1+6k2L4)α

L2 −kL2

))
exp

[
−1

2

(
2k
(
L2 +R2

)
− 1

2
k

(L2 +R2)

L2

+
R2

L2
− γ

(
R2 +

R4

2L2

)
+ α

(
1

2
k2
R4

L2
− k

(
2 + 3kL2

) R2

L2
− 4kL4 − k2L6 − 4L2

2(L2 +R2)2

+
2 (−2− 3kL2 + 2k2L4)

(L2 +R2)

))])(
1 +

kR4

L2(L2 +R2)

)
.

(3.57)

Utilizing boundary condition (pr|r=R = 0) we evaluate

γ =
4αM2

R8
(3R− 4M − 2kR2M)2. (3.58)
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3.2.1 Physical Analysis of the Solution

Physical features of our model are as follows:

� Metric potential, e2ν , is well de�ned and free from singularities. Its behaviour is

shown in Fig. 3.12 for certain values of the constants.

� Pressures at the centre are

pr(0) = pt(0) =
9α

L4
− γ. (3.59)

Pressures are positive if 9α
L4 ≥ γ. Pressures are equal at the centre and radial

pressure vanishes at the boundary. Behaviour of pressures are displayed in Fig.

3.13.

� Behaviour of anisotropic factor is represented in Fig. 3.14. It shows pr dominates

over pt upto r = 7 and then pt takes over similar behaviour was reported by

Thirukkanesh [35] and Varela [36].

� Gradient of pressures are negative for both cases and are given by eqs (3.60)-

(3.61). Gradients is displayed in Fig. 3.15.

dpr
dr

=
−4α (3L2 + r2 − kr4) (r3 + L2r (5 + 2kr2))

(L2 + r2)5
, (3.60)

dpt
dr

=
r

2L2 (L2 + r2)8
[
L18γ2 + 2L16γ

(
5γr2 − 2

)
+ L14

(
3− 28γr2 − 18αγ+

44γ2r4 + 6kr2
(
γr2 − 4

))
− 2L4r6

(
84α2 + 8αr2 (1− 9kα) + 16r8(

k2α− k − γ
)

(k + 2γ) + r4
(
1 + 12kα− 54k2α2 − 18αγ

)
+ r6(

28k − 79k2α + 42k3α2 + 29γ − 62kαγ
))

+ L2r8
(
−31α2 + 4r2α

(12kα− 5)− 16r6 (2kα− 1)
(
k2α− k − γ

)
+ r4

(
2kα− 1 + 6k2

α2 + 6αγ
)

+ r8
(
−22k3α + 9k4α2 + 30kγ + 17γ2 + k2 (13− 26αγ)

))
+2L12

(
−102α + 4γr6 (5k + 14γ) + r2 (7− 72kα− 30αγ) + r4 (−43γ

(3.61)
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+18k (αγ − 3))) + L6r4
(
128αr2 − 378α2 + r4

(
5 + 12kα + 270k2α2 + 66αγ

))
+4r6

(
69k2α− 31γ + 32k (2αγ − 1)

)
− 2r8

(
7k3α− 85kγ − 70γ2 + 19k2

(2αγ − 1)) + 2r10
(
αr2 − α2 + k4α2r8 − 2k3αr6

(
r2 + α

)
− γr6 + γ2r8+

k2
(
3αr6 + r8 (1− 2αγ)

)
+ k

(
2α2r2 + 2γr8 + r6 (2αγ − 1)

))
+ L10

(
−300αr2

+81α2 + r4 (25− 222kα− 54αγ) + r8
(
114kγ + 182γ2 + k2 (5− 10αγ)

)
+8r6

(
10αk2 − 19γ + 5k (1αγ − 5)

))
+ 2L8r2

(
−3αr2 (54kα− 5)

−135α2 + r4 (10− 20kα + 12αγ) + r8
(
90kγ + 98γ2 + k2 (11− 22αγ)

)
+

r6
(
k (142αγ − 101) + 120k2α− 85γ

))
− 4kL6r

(
L2 + r2

)5]
.

� All ECs are satis�ed. Fig. 3.9 shows graph of ECs.

� Radial and transverse speeds of sound are

v2r =
dpr
dρ

=
2α(L2 + r2 − 4kr4)

(L2 + r2)2
, (3.62)

v2t =
−1

4L2 (r2 + L2 (5 + 2kr2)) (L2 + r2)5

[
L18γ2 − 4kL6r

(
L2 + r2

)5
γ

+2L16
(
5γr2 − 2

)
− 2L4r6

(
84α2 + 8αr2 (1− 9kα) + 16r8(

k2α− k − γ
)

(k + 2γ) + r4
(
1 + 12kα− 54k2α2 − 18αγ

)
+ r6(

28k − 79k2α + 42k3α2 + 29γ − 62kαγ
))

+ r4
(
2kα + L2r8

(
−31α2+

4r2α (12kα− 5)− 16r6 (2kα− 1)
(
k2α− k − γ

)
− 1 + 6k2α2 + 6αγ

)
+r8

(
−22k3α + 9k4α2 + 30kγ + 17γ2 + k2 (13− 26αγ)

))
+ 2L12 (−102α

+4γr6 (5k + 14γ) + r2 (7− 72kα− 30αγ) + r4 (−43γ + 18k (αγ − 3))
)

+L6r4
(
128αr2 − 378α2 + r4

(
5 + 12kα + 270k2α2 + 66αγ

))
+4r6

(
69k2α− 31γ + 32k (2αγ − 1)

)
− 2r8

(
7k3α− 85kγ

−70γ2 + 19k2 (2αγ − 1)
)

+ 2r10
(
αr2 − α2 + k4α2 + r8 − 2k3αr6(

r2 + α
)
− γr6 + γ2r8 + k2

(
3αr6 + r8 (1− 2αγ)

)
+k
(
2α2r2 + 2γr8 + r6 (2αγ − 1)

))
+ L10

(
−300αr2 + 81α2

(3.63)
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+r4 (25− 222kα− 54αγ) + r8
(
114kγ + 182γ2 + k2 (5− 10αγ)

)
+8r6

(
10αk2 − 19γ + 5k (1αγ − 5)

))
+ 2L8r2

(
−3αr2 (54kα− 5)

−135α2 + r4 (10− 20kα + 12αγ) + r8
(
90kγ + 98γ2 + k2 (11− 22αγ)

)
+

r6
(
k (142αγ − 101) + 120k2α− 85γ

))
+ L14

(
3− 28γr2 − 18αγ + 44γ2r4+

6kr2
(
γr2 − 4

))]
.

In Fig. 3.17 graph of speeds of sound are shown. Both speeds remain within the

expected range of 0 and 1.

� In our case, v2r is less than v
2
t when r varies from 0 to 4. So stability region lies

from r = 4 to onwards for selected values of the parameters. Stability parameter

is represented in Fig.3.18.

Figure 3.12: The metric potential, e2ν , plotted for M = 1.46MS, R = 9.3, L = 10,
k = 0.00007, k = 0.00007, α = 10, γ = .0012208 and C2 = 0.64454092.
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Figure 3.13: Variation of pressure with respect to r plotted for k = 0.00007, α = 10,
γ = .0012208 and C2 = 0.64454092.

Figure 3.14: Anisotropic factor is plotted against k = 0.00007, α = 10, γ = .0012208
and C2 = 0.64454092. It shows dominance of pr over pt from r = 0 to r = 7.
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Figure 3.15: Pressure gradients are plotted for k = 0.00007, α = 10, γ = .0012208 and
C2 = 0.64454092.

Figure 3.16: Energy conditions are plotted for k = 0.00007, α = 10, γ = .0012208 and
C2 = 0.64454092.
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Figure 3.17: Speeds of sound are plotted for k = 0.00007, α = 10, γ = .0012208 and
C2 = 0.64454092.

Figure 3.18: Stability parameter is plotted for k = 0.00007, α = 10, γ = .0012208 and
C2 = 0.64454092. It represents stability region lies from 4 ≤ r ≤ 9.3.
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Chapter 4

Conclusion

In this thesis a class of new solutions of the Einstein-Maxwell �eld equations is ob-

tained. To make the thesis self contained tensors and their algebra are reviewed in the

�rst chapter. In the same chapter, the Einstein �eld equations and some well known so-

lutions of these equations are also reviewed. This chapter is concluded with formation

of compact objects.

In Chapter 2, we have reviewed the work of Thirukkanesh [35]. Solutions are ob-

tained for spherical distribution of uncharged anisotropic �uid in paraboloidal space-

time. Physical analysis of the solution is also presented. Pressures and density are

positive, �nite and monotonically decreasing. Stability region shows partial stability

for the selected values of the parameters.

In Chapter 3, we have generalized the work of Thirukkanesh [35] in the presence

of charge. We have constructed models of charged compact objects with anisotropic

pressure in paraboloidal spacetime admitting linear and quadratic equations of state.

These models satisfy all the necessary conditions to be a physically feasible model.

Density and pressures are positive and �nite. For quadratic EoS case pr is dominating

over pt for most of the interior. On the contrary pt is exceeding pr in linear case.

Electric �eld intensity and charge density is showing increasing behaviour. Causality

condition and Energy conditions are satis�ed for both models. Stellar con�guration

with linear EoS is stable over the whole region while it is partially stable in quadratic

EoS case for the selected values of the parameter.
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