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Abstract 

Abstract 

Leukemia is one of the fatal diseases that originates in the bone marrow and causes 

abnormal proliferation of White Blood Cells (WBC), Red Blood Cells (RBC) and Platelets. 

A basic and usual investigation/screening test which may signify leukemia disease is CBC 

report. A CBC report measures the parameters and features of almost all different types of 

cells present in the blood. Current investigation procedure of leukemia using a CBC report 

is usually subjective. Thus, varies from practitioner to practitioner; hence, having high risk 

of mis/no diagnosis. Therefore, there is a need to develop objective data driven models for 

the prediction of leukemia. This study is designed to develop predictive models using 

logistic regression based on significant variables of a CBC report for screening of 

leukemia. Primary data of 302 CBC reports is collected from eight hospitals of Rawalpindi 

and Islamabad (twin cities of Pakistan). In these reports, 235 are disease/leukemic cases 

and 67 are normal/non-leukemic cases.  

The analysis consists of three sections. Section I deals with pre-processing of the 

variables. A CBC report usually consists of 21 variables namely Age, Gender, White Blood 

Cell count (WBC), Red Blood Cell count (RBC), Hemoglobin (Hb), Haematocrit 

(HCT/PCV), Mean Corpuscular Volume (MCV), Mean Corpuscular Haemoglobin 

(MCH), Mean Corpuscular Haemoglobin Concentration (MCHC), Platelet Count (PLT), 

Neutrophil Count (Neut), Lymphocytes count (LYM), Basophil Count (BASO), 

Eosinophil Count (Eo), Monocytes Count (Mo) , Neutrophil Percentage, Lymphocytes 

Percentage, Basophil Percentage, Eosinophil Percentage, Monocytes Percentage and 

Reticulocytes percentage (RT). In pre-processing step, variables with high percentage of 

missing values have been dropped like the variable “Reticulocytes percentage” having 

67.33% missing values. Overall, for any variable, all values with entry “zero (0)” are 

considered as missing values. In case any entry is missing in pair of values of the variables, 

complete entry is deleted. Therefore, a total of 15 cases have been deleted and 287 cases 

or entries have been used for further analysis. A CBC report includes duplicate information 

of few variables in terms of their counts as well as percentage, for instance, “Neutrophil”. 
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Abstract 

To avoid this duplication, variables having information of percentages have been dropped 

and final set of 15 variables have been selected for further analysis. These short-listed 

variables are Age, Gender, WBC, RBC, Haemoglobin, Haematocrit, MCV, MCH, MCHC, 

Platelet Count, Neutrophil Count, Lymphocyte count, Basophil Count, Eosinophil Count, 

Monocytes Count.  

Section II provides results of independent sample t-test to compare means of Normal 

vs Disease cases for the 14 quantitative variables. Results show that 11 variables have 

significant difference between means of normal and disease cases while 3 variables Age, 

MCV and MCH are showing insignificant difference.  

A bivariate correlation analysis has been performed to check the existence of 

multicollinearity in variables. Results show that variables have strong significant 

correlations between them. Therefore, inclusion of all the variables in the development of 

binary logistic regression is not appropriate and can introduce problem of multicollinearity. 

Section III deals with the development of binary logistic regression model. Seven 

different methods of model development namely Enter Method, Forward Stepwise 

Selection and Backward Stepwise Elimination (using Conditional, Likelihood Ratio, 

Wald’s criteria) have been used in the study. Features/variables selection has been done 

using Wald's criteria (p-value) and the odds ratios. The results of different combinations of 

model specification show that 5 variables Gender, Hemoglobin, MCHC, Neutrophil Count 

and Monocyte Count are statistically and biologically significant for the screening of 

leukemic patients using CBC report. For the binary logistic model based on these 5 

variables; the accuracy, sensitivity, specificity, and precision are about 92%, 94%, 86% 

and 95% respectively. The results of the study are useful for the physicians in decision 

making for the screening of leukemia using estimates of different characteristics/variables 

of a CBC report. A combination of objective and subjective judgment will improve 

accuracy and precision in early diagnosis or screening of leukemia using a 

common/cheaper test. 
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Introduction 

1 Introduction 

Leukemia is one of the fatal diseases. Its morbidity and mortality costs increasing 

globally[1] ,[2]. Leukemia is form of cancer that originates in the bone marrow and causes 

abnormal proliferation of white blood cells, red blood cells and platelets which results in 

various infections including anaemia and bleeding, etc[3]. 

In leukemia, the normal differentiation pathway is blocked at a stage of differentiation at 

which the cells continue to proliferate, and most cells do not move on to terminal 

differentiation[4]. The number of new cells in normal pathway are produced by asymmetric 

division of tissue stem cells. This division is equal to the number of cells that terminally 

differentiate as an outcome, the total number of cells in the tissue remains constant. While 

in leukemia some of the daughter cells do not differentiate into non-dividing cells as they 

retain the capacity to divide and die, which results in increase in the number of cancer cells 

with time [4]. 

Figure 1.1 shows the classification of leukemia occurrence, if maturation detention happens 

at an early stage of differentiation, in the myeloid stem cell, the result will be an acute 

undifferentiated leukemia. This acute leukemia can be acute myeloid leukemia or acute 

lymphocyte leukemia. If arrest occurs at a later stage of differentiation (myelocyte stage), 

the result will be a more chronic differentiated leukemia. This chronic leukemia can be 

chronic myeloid leukemia or chronic lymphocytic leukemia [4]. 

Studies showed that its early detection is very crucial for human living as it massively 

affects the production of appropriate blood cells [5]. Early diagnosis of leukemia generally 

increases the chances for successful treatment by focusing on detecting symptomatic 

patients as early as possible. Delays in accessing cancer care are common with late-stage 

presentation, particularly in lower resource settings and vulnerable populations. The 

consequences of delayed or inaccessible cancer care are lower likelihood of survival, 

greater morbidity of treatment and higher costs of care, resulting in  
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Figure 1.1: The normal renewal of blood cells that rapidly replaced through proliferation of stem and 

progenitor cells in the bone marrow whereas in disease it is different for Myeloid and Lymphoid Leukemia 

[1]. 

deaths and disability from cancer. Early detection through analysis improves outcomes by 

providing care at the earliest possible stage and is therefore an important public health 

strategy in all settings[5]. 

1.1 Subtypes of leukemia: 

Leukemia is further classified into four subtypes: 

I. Acute Myeloid Leukemia (AML) 

Insufficiency of hematopoietic cells normally results in AML and then leads toward 

anaemia, thrombocytopenia [5].   

II. Acute Lymphoid Leukemia (ALL) 

The abnormal production of lymphoid precursor cells known as lymphoblasts in 

the bone marrow with blocked development leads toward ALL [6] 

III. Chronic Myeloid Leukemia (CML) 

CLL is characterized by clonal proliferation and accumulation of B lymphocytes in 

the bone marrow and lymphoid tissues. 

IV. Chronic Lymphoid Leukemia (CLL) 
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If there is a malicious hematopoietic stem cells disorder that results not only in the 

increment of myeloid cells but also platelets and erythroid cells in the cellular 

components of blood and marked myeloid hyperplasia in the bone marrow leads 

toward CML [7]. 

1.2 Symptoms of leukemia: 

The clinical symptoms of leukemia include bone and joint pain, fatigue, fever, vomiting, 

pale skin and loss of appetite, weight loss, liver, bleeding due to the dysfunction of platelets 

and spleen enlargement, shortness of breath, gums and nose bleeding[8]. 

1.3 Risk factors: 

The growing rate of leukemia is a result of several factors, including population growth 

and aging, and the changing prevalence of some social and economic developments such 

as radiation exposure (from the explosion of atomic bomb or working in the atomic plant), 

infection of various viruses (human lymphotropic virus, Epstein-Barr virus, etc.) and 

interaction with electromagnetic fields [9]. Some of the social risk factors of leukemia are 

obesity and smoking as cigarettes has major cancer-causing agents[10],[11] . A person has 

two to four-fold increased risk among those with a first degree relative (the parent, the kid, 

or the sibling) suffered from leukemia[11]. Hematopoietic stem cell malignancy is also a 

cause for the occurrence of leukemia later in life[12]. 

1.4 Worldwide Statistics: 

Leukemia ranks at 10th position in World cancer statistics. The prevalence of leukemia in 

the globally over is 4.20% and contributes to about 25% of childhood cancers. More than 

300,000 new cases of leukemia (2.8% of all new cancer cases) are diagnosed annually 

worldwide[13].  



 

Page | 4  

 

Introduction 

1.5 Pakistan Statistics: 

Public in Pakistan have also been tormented by leukemia. Its incidence is increasing 

gradually as reported in several studies [14], [15], [16] from which approximately 58 % 

are males and 42 % are females[1], [17].In Northern areas of Pakistan, leukemias is 

reported as the second common cancer and is commonly develop in the male population 

[15], [16]. 

1.6 Subjective Screening of leukemia: 

Screening applies to the medical protocol for the risk of disease in the healthy population 

which may assist, or treatment of the detected condition based on subsequent diagnostic 

testing or procedures [18]. For prevention effort against leukemia, clinicians carried out 

various screening procedures to a person who has no signs or symptoms yet. Early 

diagnosis decreases the risk of infection and maximizes the probability of successful 

treatment[5]. Leukemia, though, is typically tested by bone marrow biopsy, 

immunophenotyping, blood chemistry testing, etc. Process of sample collection of these 

tests are painful, costly and time consuming. On the other hand, CBC is the simplest 

screening test. 

1.6.1 Physical Examinations and Health History: 

Doctors see the patients’ health history like he/she has any genetic syndromes, such as 

Down syndrome, Fanconi anemia or viral infection or any blood disorders. Beside it they 

also squared essential signs to see if patient have a fever and rapid heartbeat or skin for 

bruising and paleness etc. [19]. 

1.6.2  Complete Blood Counts (CBC): 

CBC is a common test suggested by doctors to detect, or monitor any disease and disorders 

affecting blood cells, such as anemia, infections, inflammation, bleeding disorders, or 

cancer. CBC report measures different parameters and features, including the number of 

cells and the physical properties of some of the cells. A standard CBC test includes Red 
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blood cells (RBC) counts, Hemoglobin (HB), Haematocrit (HCT), Mean corpuscular 

volume (MCV), Mean corpuscular hemoglobin (MCH), mean corpuscular hemoglobin 

concentration (MCHC), White blood cells (WBC) counts and counts of the five types of 

white blood cells (neutrophils, lymphocytes, monocytes, eosinophils, and basophils) and 

Platelets (PLT). Further examination using different tests is recommended by the doctor if 

there are any deregulation in any or few characteristics of the CBC report [20].Table 1.1 

shows the details of CBC reports in Pakistan with their reference ranges. 

Table 1.1: Details of a usual CBC Report [21]. 
Sr. # Blood Components Reference Ranges Unit 

1 Age - - 

2 Gender - - 

3 White Blood Cells 4 -10 ×10^9/L 

4 Red Blood Cells 3.8 - 4.8 ×10^12/L 

5 Haemoglobin 12.5 - 14.5 g/dl 

6 Haematocrit  % 

7 Mean Corpuscular Volume 80 – 95 f/l 

8 Mean Corpuscular Haemoglobin 27 – 32 Pg 

9 Mean Corpuscular Haemoglobin Concentration 31.5 - 34.5 g/dl 

10 Platelet Count 150 – 400 ×10^3/L 

11 Neutrophil Counts 2 – 7 ×10^3/L 

12 Lymphocyte Counts 1 -3 u/l 

13 Basophil Counts 0.02 - 0.1 u/l 

14 Eosinophil Counts 0.02 - 0.5 u/l 

15 Monocyte Counts 0.2 - 1 u/l 

16 Neutrophil Percentage 40% - 80% % 

17 Lymphocyte Percentage 20% - 40%  % 

18 Basophil Percentage 0.5% - 1% % 

19 Eosinophil Percentage 1% - 6% % 

20 Monocyte Percentage 2% - 10% % 

21 Reticulocyte Percentage 0.5% - 1.5% % 

Litre = L, Grams per decilitre = g/dL, Femtolitre = f/L, Picograms = Pg, 

Microlitre = u/L 
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1.7 Diagnoses of Leukemia: 

There exist various medical tests for the diagnose of Leukemia. These include blood 

chemistry tests, cytochemistry, immunophenotyping, flow cytometry, cytogenetic and 

molecular studies, lumbar punctures, and bone marrow biopsies and also many other test 

[3]. Short description of these tests is provided below table 1.2. 

Table 1.2: Short Description of Diagnose Tests. 
Sr.# Tests Description 

1.  Blood Chemistry Tests Blood chemistry tests measure certain synthetic/chemical compounds in 

the blood.[19]. 

2.  Cytochemistry Cytochemistry utilizes stains or dyes, to distinguish tissue structures and 

segments in blood or bone marrow cells. [22]. 

3.  Immunophenotyping Immunophenotyping is the study of proteins expressed by cells. It can be 

used to determine the type or subtype of leukemia.[23]. 

4.  Flow Cytometry Flow cytometry is a technique used to sort and classify cells using 

fluorescent labels on their surface [23]. 

5.  Lumbar puncture A lumbar puncture, or spinal tap, removes a small amount of 

cerebrospinal fluid (CSF) from the space around the spine to look at it 

under a microscope. CSF is a fluid that surrounds the brain and spinal 

cord. Lumbar punctures are performed to determine if the cancer has 

spread to the spinal fluid[24]. 

6.  Bone marrow 

aspiration and biopsy 

During bone marrow aspiration and biopsy, cells are removed from the 

bone marrow so that they can be examined in the laboratory. The report 

from the lab confirms whether the sample contains leukemia cells and if 

so, the type of leukemia[19]. 

 

These diagnostic tests are painful, time taking and costly such as bone marrow biopsy 

procedure takes 10-20 minutes for sample collection and its report duration is two to three 

weeks [25]. This is a painful procedure as a person feels pain for about a week. To manage 

this pain doctor may recommend medicines such as ibuprofen. After bone marrow biopsy 

a person may experience excessive bleeding, fever, and drainage. The cost of bone marrow 

biopsy is around 6000-8000 rupees [26]. In a developing country like Pakistan, people 

cannot afford the price of these tests and in such cases, this disease remains undiagnosed. 
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As compared to these expensive diagnostic tests CBC test is the simplest and cheap test as 

its cost is about 650-700 rupees.  CBC test takes just a few minutes, and it may take a few 

hours to a day for the results to be available.  

The aim of a diagnostic test is to assess the presence (or absence) of the disease in 

symptomatic or screen-positive individuals as a basis for treatment decisions (confirmatory 

test). The factors of time, money and painful procedures are common causes of late or no 

diagnosis of Leukemia because of affordability, etc. Moreover, the subjectivity factor in 

the examination of CBC reports may produce false positive results. Therefore, this study 

is designed to provide data driven models for the detection of Leukemia and its subtypes 

using all or significant characteristics of a CBC report. 

1.8 Problem Statement: 

Few or all CBC report variables have been used for the screening of various blood-related 

diseases, such as anaemia, infections, inflammation, bleeding disorders, or cancer. 

Literature also showed that machine learning algorithms have been used based on images 

for the detection of Leukemia. Very few studies, however, have used numerical values of 

various CBC report characteristics for informative and/or inferential analyses relevant to 

the screening of potential Leukemia patients. 

Propose Solution: 

The research aim is to analyze and model important CBC report variables. The outcomes 

of this research would be beneficial in the initial screening of suspected patients of 

leukemia. As screening tests are not considered diagnostic but are used to identify a subset 

of the population who should have additional testing to determine the presence or absence 

of disease as a result, the proposed model is not and cannot be used to diagnose or treat 

leukemia; however, it merely offers basic technical assistance for screening patients using 

numerical data derived from Pakistani CBC data. 
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1.9 Objectives: 

Based on the above-mentioned details, main objectives of the study are 

• Analyses of general trends and tendencies of various variables of CBC by 

comparing Leukemic (disease) cases and non-Leukemic (normal) cases. 

• Development of a predictive model based on significant variables of CBC 

reports for the screening of Leukemic or non-Leukemic cases. 
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2 Literature Review 

The success of a medical study however depends to a great extent, on the proper statistical 

analysis of the data originating study [27]. As statistical analysis enables a researcher to 

draw meaningful conclusions from a study in which data are collected through observation, 

survey, or experimentation. Predictive models help healthcare professionals in making 

clinical decisions. These techniques are capable of analyzing complex medical data. Their 

potential to exploit meaningful relationship within a data set can be used in the diagnosis, 

treatment and predicting outcome in many clinical scenarios [28].  

Medical Data mining includes analyzing a relationships and patterns within the medical 

data that would provide useful knowledge [29]. To enhance the medical diagnosis, data 

mining techniques have been applied to several medical domains[30], including prediction 

of survival of breast cancer[31]. The feature selection is one of the important and widely 

used techniques for pre-processing data mining applications in medicine. Sarojini and 

Ramaraj used the feature selection technique to find an optimal feature subset for Type II 

diabetes database. Symmetrical Uncertainty Attribute Set Evaluator and Fast Correlation-

Based Filter (FCBF) was utilized to excrete the subset and feature reduction was up to 

62.5% [32]. 

Jatoi et al, in 2018 performed a study to discover the core-relationship between Anemia 

and Thalassemia from CBC test. CBC is the basic and usual screening test which may 

signify blood related disease. For this purpose, the data was collected from Liaqat Medical 

University Hospital Jamshoro, Pakistan. The data was based on 400 patients in which 16% 

were males, 53% were children and 29% were females. Naive Bayes technique was used 

to find out the correlation between these two diseases. The result showed that the patients 

suffering from anemia had Iron deficiency because of low mean corpuscular volume 

(MCV), Mean Corpuscular Hemoglobin (MCH) and low hemoglobin (HB); however, 

Vitamin B12 deficiency occurred in them due to high MCV, high MCH and low HB. The 

patients diagnosed with thalassemia had low MCV, low MCH and high or normal red blood 

cells [20]. 
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Alshami et al. (2012) used data mining classifiers to analyze the presence of thalassemia. 

There were 46920 samples in the dataset used in the analysis. The study relied on CBC 

results that included information such as age, ethnicity, red blood cells, haemoglobin, and 

platelets. Decision tree, Nave Bayes, and Artificial Neural Network were the three data 

mining classifiers used in this study (ANN). These classifiers were used to distinguish 

between patients with thalassemia traits (of various levels), patients with other blood 

deficiencies, patients with iron deficiency, and healthy people. The results showed that 

ANN classifier was the most significant classifier to differentiate between the thalassemia 

and other blood diseases [33] 

Munir et al, 2019 performed a descriptive study in Khyber Teaching Hospital, considering 

data from January 2015 to July 2017. To determine the basic pattern of hematological 

parameters in leukemia total data collected about 109 cases out of 117. The data of 8 

patients, whose aspirates were insufficient, were excluded from the study. Their study 

included the cases of Chronic and Acute Leukemia by Nonprobability purposive sampling. 

For the remaining 109 cases, complete blood counts were done by Sysmex analyser. CBC 

findings were recorded and used for analysis. Mean and standard deviation were used for 

quantitative data, while frequency and percentages were used for qualitative data. Result 

shows increase in total leucocytes counts (TLC) and low hemoglobin as well platelets count 

patients. Thrombocytopenia and Anemia was also observed in cases. In their study, 61 

cases were males, and 48 cases were females[34]. 

Fathi et al., 2020 conducted an analysis to see whether neuro-fizzy could be used to 

diagnose acute leukemia in children using a full blood count test. The information was 

gathered at the Tehran Children's Medical Centre in Iran. There were 346 samples in all, 

with 172 being ALL and 74 being AML. The data represents 110 normal and 243 leukemic 

cases. Haemoglobin (Hb), red blood cells (RBC), white blood Cells (WBC), platelets (Plt), 

mean corpuscular volume (MCV), mean corpuscular haemoglobin (MCH), lactate 

dehydrogenase (LDH), erythrocyte sedimentation rate (ESR) and Uric acid were included 

in this study. For the diagnosis of children with Acute Leukemia disease, they used 
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Principal Component Analysis (PCA), neuro-fizzy, and Group System of Data Handling 

(GMDH) [35]. 

Syed Abdul et al, in 2020 performed a study on the cell population data (CPD) to screen 

hematological malignancies by using Machine Learning algorithms. The data collection 

was completed At Konkuk University Medical Center, Seoul with total of 882 cases. In 

those cases 457 were hematological malignancies and 425 hematological non-

malignancies cases. Seven machine learning models were used in the study: Stochastic 

Gradient Descent (SGD), Support Vector Machine (SVM), Random Forests (RF), Decision 

Tree (DT), Linear Regression, Logistic Regression, and Artificial Neural Networks 

(ANN). Stratified 10-fold cross validation was used to assess the efficiency of models, and 

metrics such as precision, accuracy, recall, and area under curve (AUC) were used for 

evaluation of model. Findings shows that the ANN model had superior performance 

relative to other ML models. The highest precision, precision, recall, and AUC±Standard 

Deviation was obtained by the diagnostic capacity of ANN as 82.8%, 82.8%, 84.9%, and 

93.5% ±2.6. According to this study, the CPD-based ANN algorithm appeared to be an 

important aid for clinical laboratory screening of hematologic malignancies. Results also 

show that in haematological malignancies male ratio was higher than the female and 

myeloid leukemia was predicted with high percentage 20.7% [2]. 

Rathee et al, 2014 performed a study on 650 blood samples of leukemia patients in Haryana 

state of India. Percentage of blast cell, red blood cell indices, white blood cell indices, 

number of platelets and the amount of hemoglobin was determined according to standard 

laboratory procedures. Diagnosis of leukemia was done by 20% blast criteria and then 

‘Sudan Black B’ was used to distinguish between leukemia. Analysis of variance 

(ANOVA) was used for interactions of factors (like age/gender/subtype) affecting 

leukemia patients. Data on leukemia patients was analyzed and then subjected to ANOVA. 

Acute and chronic leukemia accounts 71.4% and 62.6% male patients while 28.6% and 

37.4% female patients, respectively. [36]. 
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Pakistan had also been affected by leukemia, however there is limited data on the 

prevalence of various forms of leukemia. At present, there are no cancer registry programs 

in Pakistan which can keep a track and notify regarding the prevalence and incidence of 

various types of cancers including leukemia’s. This is of utmost importance as Pakistan is 

a developing country and cancer is becoming a serious health issue in country. In Asia 

Pacific countries leukemia being the leading cause of death [2]. 

Ahmad et al, 2019 studied the prevalence of different types of Leukemia in Khyber 

Pakhtunkhwa, Pakistan during the period of January 2015 to December 2016.  A sample 

of 400 patients were used taken from Institute of Radiotherapy and Nuclear Medicine 

(IRNUM) Peshawar. They observed that acute leukemia is more prevalent then chronic 

leukemia. About 80.75% were acute patients and 19.25% were chronic patients. In these 

patients, 258 were male and 152 were female. Study shows that the disease is male 

predominated [2]. 

Nighat et al, in 2013 conducted a survey analysis to investigate the prevalence of different 

types of leukemia. The study area was Lahore General Hospital which receives a variety 

of patients from various cities in the surroundings of Lahore like Kasur, Hasilpur, Dipalpur, 

etc. A sample size of 45 patients was collected during the period of two years from June 

2010 to June 2012. Sudan Black B was used to stain the peripheral blood smears. CBC test 

and bone marrow biopsy were performed on dataset. The results showed that 80% of the 

patients were observed with acute leukemia while 20% patients were observed with chronic 

leukemia. The study reveals that the ratio of acute and chronic cases is 4:1 with 58% males 

and 42% females[1]. 

Naeem et al, 2017 conducted a study in Pathology Department of King Edward Medical 

University, Lahore. For this purpose, CBC was performed on 77 cases of Acute Myeloid 

Leukemia. CBC was done by automated blood cell counters. The CBC data was assembled 

and analysed by SPSS software. The purpose of their study was to find the demographic 

and clinical features of various subtypes of acute leukemia. Descriptive statistics was done 
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on the blood counts and the mean of Haemoglobin, Platelets and TLC were calculated. 

Their study also showed the male predominance with male to female ratio of 1.5:1 [37]. 

In a study by Hossain et al, 2018, computational methods were used for the detection of 

Leukemia by analyzing the blood cells and its components from microscopic images. This 

analysis involves cell classification and blast counting. Generally, healthy or infected blood 

cell features were extracted from an image dataset based on the morphological analysis, 

this process was done by Principle Component Analysis (PCA) which reduces the data 

dimensions without losing any valuable information. Then, the Logistic Regression 

classifier was employed to predict the condition of a blood cell and classify it accordingly 

[5]. 

R Bhattacharjee et al, 2012, study shows that an automated method was designed to detect 

Acute Lymphocytic Leukemia (ALL) and Acute Myeloid Leukemia (AML) blast cells 

from human microscopic blood cell images. In this research the noise reduction was done 

by Principle Component Analysis (PCA) which uses an orthogonal transformation to 

completely de-correlate the centralized matrix. Morphological operations and Connected 

Component Analysis were used to count the number of blast cells present in the images. 

The performance evaluation was carried out in terms of accuracy based on comparison of 

number of blast cells detected by manual count and those detected by the selective 

thresholding based automated method [38]. 

Research Gap: 

Numerous model-based studies have been published using microscopic images for the 

prediction and detection of Leukemia. However, fewer studies have used numerical 

estimate of CBC report. 

In Pakistan, there is a scarcity of literature on informative and inferential analysis using 

various variables from CBC studies for objective leukemia screening. 
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3 Methodology 

Statistical procedures carry out a study which include planning, designing, data collection, 

data analysis, conclude significant description and reporting of the research outcomes. 

Statistical analysis provides meaning to the meaningless numbers and bring life to a lifeless 

data. The precision of results and interpretations depend on the use of proper statistical test 

[39].  

The focus of this research is to analyze important variables of CBC reports for predictive 

model development. This model would be useful for initial leukemia screening. The 

variables used in the binary logistic regression, the source of the data, sample size, and the 

tools used for analysis are all discussed in this chapter. This chapter also addresses model 

estimation and validation. The data have been analyzed by IBM SPSS (originally, 

Statistical Package for the Social Sciences). 

In the analysis, both quantitative and qualitative data are analyzed. Quantitative data are 

measures of values or counts and are expressed as numbers. Qualitative data are measures 

of 'types' and may be represented by a name, symbol, or a number code [40]. 14 numeric 

variables Age, White Blood Cells, Red Blood Cells, Hemoglobin, Hematocrit, Mean 

Corpuscular Volume, Mean Corpuscular Hemoglobin, Mean Corpuscular Hemoglobin 

Concentration Platelet Count Neutrophils Counts, Lymphocytes Counts, Basophil Counts, 

Eosinophil Counts, Monocytes Counts are included in the study. Categorical variables 

Gender is included the research. Detail of variables and its function is mentioned in Table 

3.2.  

The methodology includes measures related to pre-processing of the data, selecting of 

variables for the development of predictive model by using binary logistics regression, 

assessment analysis of the model, etc. Few details of these steps are provided below.
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Table 3.1: Variables and their Functions [41]. 

Sr.# Variables Abbreviations Definitions 

1 Gender M/F Male and Female 

2 Age  In years 

3 White Blood Cells WBC WBC make up about one percent of the cells in the blood by number. 

To recognize and target pathogens, such as invading bacteria, 

viruses, and other foreign species, WBC is mainly involved in the 

immune response. 

4 Red Blood Cells RBC RBC are specialized cells that circulate across the body providing 

oxygen to cells; they are produced in the bone marrow from stem 

cells. 

5 Hemoglobin Hb In red blood cells, hemoglobin is an essential protein which carries 

oxygen from the lungs to all parts of our body. In the CBC test, the 

quantity of hemoglobin is determined in the blood. 

6 Hematocrit HCT/PCV The sum of space (volume) taken up by red blood cells in the blood 

in the CBC Examination. A proportion of red blood cells in the 

amount of blood is given as the meaning. 

7 Mean Corpuscular 

Volume 

MCV Measures the size of RBC 

8 Mean Corpuscular 

Hemoglobin 

MCH Calculates the hemoglobin content of each RBC 

9 Mean Corpuscular 

Hemoglobin 

Concentration 

MCHC Quantity of per unit volume in RBC. 

10 Platelet Count PLT Platelets are not cells in truth, but small cell fragments. By 

concentrating at the site of an injury, sticking to the lining of the 

wounded blood vessel, and providing a platform on which blood 

coagulation can occur, they facilitate the blood clotting mechanism 

(or coagulation). 

11 Neutrophils Counts Neut Neutrophil is a WBC type that first responds to bacterial infection 

and participates in a smaller inflammatory phase. 

12 Lymphocytes 

Counts 

LYM They produce the antibodies in body. 

13 Basophil Counts BASO They are predominantly responsible for histamine release's antigenic 

and allergic reaction, inducing inflammation. 

14 Eosinophil Counts EO They react against infections by parasites. 

15 Monocytes Counts MO They are large devorating cells that consume endocytosis into 

foreign cells, dead cells, and waste cells. 



 

Page | 16  

 

Methodology 

3.1 Data Preprocessing: 

In a statistical analysis, the first and the foremost step is pre-processing/screening of the 

available data for analyses. Checking feasibility of the data in terms of completeness, 

adequacy, and recording, etc. Data screening is usually performed to ensure that the 

information is adequate, reliable, and valid for testing causal theory [42]. Missing data 

poses many issues. First, the lack of data decreases predictive strength, which relates to the 

likelihood that if it is wrong the study will reject the null hypothesis. Second, missing 

values reduces the statistical power and can give biased results. Thirdly, this could 

complicate the study's research. All these issues may lead toward the invalid assumptions 

[43]. 

Since the data is gathered from various sources; therefore, first data completeness has been 

checked. On inspection, there were few missing observations within the dataset. In second 

phases, this problem has been managed. Firstly, there were excluded cases that had more 

than 90% missing values and variables. All the zero are considered as missing values and 

Reticulocytes percentage variable were removed.  In total, 15 cases were omitted, while 

287 cases were analyzed further. Secondly, using the statistical form, Expected 

Maximization (EM), using the Statistical Package for Social Sciences (SPSS), the 

remaining missing values were estimated. Detail of missing variable is mentioned in figure 

3.1 which were estimated. 

Missing data can lead to a serious impact on quantitative research. It can lead to a biased 

estimate of parameters, loss of information, reduced statistical power, increment in 

standard errors, and reduced generalizability of outcomes [44], [45]. There are variety of 

techniques to manage the missing data which are Listwise or case deletion, Pairwise 

deletion, Mean substitution, Maximum likelihood, Expectation-Maximization, Multiple 

imputation. In this study Expected-Maximization (EM) method is used to estimate missing 

values. 
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3.2 Expected Maximization: 

Expectation-Maximization (EM) is a maximum likelihood approach for creating a new 

data set in which all incomplete values are imputed with values calculated by maximum 

likelihood methods[44]. For the partially missing data, this method assumes a distribution, 

and bases inferences on the probability under that distribution. There is an E step and a M 

step in each iteration. According to observed values and current estimates, the E stage 

determines the conditional expectation of the "missing" data. The "missing" data is then 

substituted for these expectations. In the M step, the parameters' maximum probability 

estimates are computed as when the missing data had been filled in. "Missing" is enclosed 

 

Figure 3.1: Missing Variable Information in terms of percentage. Reticulocyte percentage variable shows 

the highest missing values percentage 67.33% and Lymphocyte percentage variable shows the lowest missing 

values percentage 1.99%  
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in quotation marks so it does not explicitly fill in the missing values. Instead, functions in 

the log-likelihood are used for them[45]. 

3.3 Descriptive statistics: 

Descriptive or summary statistics are used to describe the essential data characteristics of 

single or set of variables. These include concise summaries of the sample and 

measurements. Descriptive Statistics are used in a simple manner to provide quantitative 

explanations. It very important because if we simply presented our raw data, it would be 

hard to visualize what the data was showing, especially if there was a lot of it.  There can 

be dozens of measurements in a sample analysis, or a massive number of respondents will 

be evaluated by each measure [46]. Common groups of descriptive statistics include 

measures of location, dispersion, and shape. These measures are useful to describe the 

trends and tendencies of the distribution of uni-variate information. To describe the trends 

and tendencies of each quantitative variable of CBC report, the study has used mean, 

standard deviation. 

We have 14 variables on which descriptive analysis was performed. These variables were 

Age, WBC, RBC, Hemoglobin, PCV, MCV, MCH, MCHC, Platelet Count, Neutrophil 

count, Lymphocyte count, Basophil count, Eosinophil count, Monocytes Count, 

Reticulocytes percentage. For descriptive analysis we find mean, standard deviation. 

3.3.1 Measures of Central tendency: 

Central-tendency assessments are the most fundamental and the most detailed definition of 

the characteristics of a population [46]. 

3.3.2 Measures of Dispersion: 

For a univariate information, dispersion refers to the distribution of values across the main 

trend. The Standard Deviation is a more common and useful approximation of dispersion 

for quantitative continuous normal random variables [46]. 
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3.3.3  Independent Sample t-test: 

Before proceeding for the development of logistic regression model based on significant 

characteristics of CBC reports, it is important to compare the distribution of variables of 

CBC report with respect to leukemic and non-leukemic (normal). Since the comparison of 

quantitative variables is based on two categories only. Therefore, independent sample t-

test is an appropriate choice. The methodology for the application of t-test for comparing 

means of two populations include formulation of hypotheses, deciding a level of 

significance, calculation of test statistic and its corresponding p-value to decide in favors 

or against the null hypothesis.  

To assess whether there is statistical evidence that the related population measures are 

substantially different, the Independent Samples t-test measures the means of two 

independent populations [47].For independent sample t-test hypothesis for each variable 

is: 

𝐻0: 𝜇𝑁𝑜𝑟𝑚𝑎𝑙 = 𝜇𝐷𝑖𝑠𝑒𝑎𝑠𝑒 

𝐻1: 𝜇𝑁𝑜𝑟𝑚𝑎𝑙 ≠ 𝜇𝐷𝑖𝑠𝑒𝑎𝑠𝑒 

𝛼 = 0.05 

For the application of independent sample t-test, a critical assumption is the verification of 

equality of variances of the two populations. A procedure based on F-distribution has been 

adopted for which the formulation of hypotheses is: 

𝐻0: 𝜎2
𝑁𝑜𝑟𝑚𝑎𝑙 = 𝜎2

𝐷𝑖𝑠𝑒𝑎𝑠𝑒 

𝐻1: 𝜎2
𝑁𝑜𝑟𝑚𝑎𝑙 ≠ 𝜎2

𝐷𝑖𝑠𝑒𝑎𝑠𝑒 

𝛼 = 0.05 
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3.4  Coefficient of Correlation: 

A coefficient of correlation, denoted by r, measures the intensity and direction of linear 

relationship between pairs of continuous variables [48]. 

Correlation coefficient range is -1 to +1. -1 shows that perfectly negative linear relationship 

exists between two variables and +1 shows that perfectly positive linear relationship exists 

between variables [48][49].Hypothesis for the correlation is show in equation below. 

𝐻𝑂 : 𝜌 = 0 

𝐻1: 𝜌 ≠ 0 

𝛼 = 0.05 

3.5  Model Development:  

Regression analysis is normally used to classify the relationship between a dependent 

variable usually denoted by T and one or more set of independent variables (usually 

denoted by X’s. If the outcome of the dependent variable is estimated or described using 

two or more independent variables, this is known as multiple regression. In this study 

diseased (leukemic cases) is dependent variable, while 14 variables are independent 

variables. Predicting the effect or impact of individual developments, trends and potential 

values and evaluating the intensity of various predictors involves the regression analysis 

[49]. 

3.5.1 Logistic Regression: 

Logistic regression is a statistical model which utilizes a logistic equation in its simplest 

form to model a binary dependent variable. In other words, the relationship between one 

or more independent and dependent variable can be evaluated by logistic estimation of 

probability [50]. The logistic regression model is a member of the supervised classification 

algorithm family, and its building block concepts can support deep learning when building 

neural networks [51]. Logistic regression refers to any single field that contains population 
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or categorical response variables such as biodiversity, fisheries, forestry, epidemiology, 

plant biology and environmental health [52]. 

Many statisticians assume that logistic regression is more accurate, optimal for modelling 

conditions, and competes with discriminatory analysis. Since logistic regression does not 

presume that the independent variables are normally distributed, this is assumed by 

discriminant analysis [53]. 

A logistic regression modelled the probability of a response dependent on individual 

characteristics. As probability is a ratio, what modeled the logarithm of the chance given 

by equation [54]. 

𝑙 = 𝑙𝑜𝑔𝑏 
(𝑝)

(1−𝑝)
= 𝛽0 +  𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝛽4𝑥4  + ⋯ + 𝛽𝑛𝑥𝑛 + 𝑒𝑖                (𝑒𝑞 3.1)             

Here p indicates the probability of an event of disease and 1-p indicates the event of normal 

case and β are the regression coefficients associated with the reference group and the x 

independent variables whereas 𝑒𝑖 is the error term. 

The association of a dichotomous dependent variable and predictors using odds ratios is 

quantified by logistic regression. The odds ratio is that the chances of an occurrence are 

divided by the chances of the event not occurring. The odds ratio for this analysis is the 

likely occurrence of a disease divided by the likelihood of a disease not occurring. 

Odds are calculated using the formula. 

   𝑂𝑑𝑑 =
𝑝 (𝐷𝑖𝑠𝑒𝑎𝑠𝑒)

𝑝 (𝑁𝑜𝑟𝑚𝑎𝑙)
   =

𝑃 (𝐷𝑖𝑠𝑒𝑎𝑠𝑒)

1−𝑝(𝑁𝑜𝑟𝑚𝑎𝑙)
                   (𝑒𝑞 3.2) 

Where, the probability of success (Disease) and is the probability of failure (Normal). The 

odds ratio has a starting value zero but has no upper bound. A lower value means that in 

all conditions the situation is not likely to prevail, and a higher value indicates a high 

probability of belonging. The greater the gap between the odds ratio and one, the better the 

partnership [55]. 
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The Wald statistics is another measure for the value of individual coefficients for logistic 

regression. If the test p-value is less than 0,05, the null hypothesis is dismissed (significance 

level). A coefficient with a Wald p-value below 0.05 means that the variable is significant 

in the model [55]. 

3.5.2 Logistic Regression Assumptions: 

Logistic regression is very different from linear regression. Firstly, logistic regression does 

not involve a linear relationship between dependent and independent variables; secondly, 

error terms (residuals) do not usually need to be distributed normally; thirdly, 

homoscedasticity is not required; and in logistic regression, the dependent variable is not 

evaluated on an interval or ratio scale [56]. 

  Structure of Outcome: 

The important assumptions are the required outcome variable configuration, which 

suggests that binary logistic regression needs the binary variable to be binary in the form 

of 0 or 1, and ordinal logistic regression needs the ordinal variable to be dependent [49], 

[56]. 

 Observation:  

The repetitive measurements or paired data don't include as an observation[49], [56]. 

 Multicollinearity: 

Logistic regression demands that of all the independent variables there be little or no 

multicollinearity. This implies that the independent variables should not be correlated with 

each other too positively[49], [56]. 
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 Independent Variables and Log Odds: 

While this analysis does not require that the dependent and independent variables be related 

linearly, it demands that the log odds be related linearly to the independent variables [49], 

[56]. 

 Sample Size: 

There should be large sample size and there must be at least 10 samples with the least 

frequent result for every independent variable in the model[49], [56]. 

3.5.3 Stepwise Logistic Regression: 

A systematic technique for statistically sequence of events separating variables for 

inclusion or exclusion from a model is known as stepwise logistic regression. There are 

essentially two types of incremental logistic regression: forward selection and backward 

exclusion [57]. 

When there are multiple independent variables, stepwise logistic regression is often used, 

and it employs a series of likelihood ratio tests, conditional tests, and Wald tests to assess 

the variables should be used or excluded from the model. It should be stressed that no 

single-size model is appropriate for any situation and so two or three models must be added 

to the same sample for comparative purposes. Thus, it is important. 

A null or primitive model (consisting only of the constant 𝛽0) is used to start the forward 

selection process. Backward elimination method begins from a complete model (one that 

includes all feasible explanatory variables) and eliminates irrelevant variables. [58] 

 Stepwise Forward Selection (Conditional):  

In this type of stepwise selection strategy begins with a null model, and then includes 

several variables one by one with the addition of meaning tests of the new variables in the 

evaluated model with the ranking. 
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The variable with the highest significant score statistic is added first, and the process is 

repeated until no significant variables remain outside the model. The meaning cut-off is p-

value = 0.05.  

Following the addition of each variable, the computer checks to see whether any variables 

can be omitted. The probability of the frequency ratio statistic of conditional parameter 

projections is used to evaluate variables for exclusion from the model [58]. 

 Stepwise Forward Selection (Likelihood Ratio): 

This is a step-by-step selection strategy with a null model and then include more variables 

one at a time test the importance of new variables to the model evaluated with a score 

statistic. 

The variable with the most significant score statistic is added to the model first and this 

process is continued until there is no significant variable left outside the model. The cut-

off for significance is p-value = 0.05 [58].  

The likelihood ratio statistic of conditional parameter estimates is used to evaluate 

variables for exclusion from the model. This entails comparing the current model to the 

model after the variables has been removed. If removing a variable result in a better-fitting 

model, it is removed; otherwise, the variable is retained in the model [58]. 

 Stepwise Forward Selection (Wald):  

This approach begins step by step with a null model and is evaluated using the statistics of 

the score. The probability of the Wald statistic is used for dropping the variables.  Variable 

with a large wald value is discarded [58]. 
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 Backward Elimination (Conditional):  

This process is progressively selected, starting with a complete model (including all 

variables) and excluding the variables from the model with the probability of the likelihood 

ratio statistic of estimated conditional parameter [58]. 

 Backward Elimination (Likelihood Ratio):  

It is a step-by-step selection process that begins with a complete model and variables are 

omitted by the probability of the likelihood ratio dependent on partial maximum probability 

estimates. The existing model is then compared with the model where the element is 

deleted. If the removal of the variable results in a stronger model, the variable is otherwise 

excluded from the model [58]. 

 Backward Elimination (Wald):  

This is a step-by-step selection process beginning with an entire model and the minor 

variables are omitted based on the Wald statistical likelihood. Variable with a large wald 

value is discarded [58]. 

 Enter Method:  

The enter method is a technique for variable selection that involves including all variables 

at a single step. Then one by one variables are dropped on the bases of Significance or 

insignificance of a variable using Wald test. 

3.5.4 Types of Logistic Regression: 

Based on the categorical variable / dependent variable nature, there are 3 types of logistic 

regression. When categorical variable /response has two possible outcome it falls under the 

binary logistic regression. If three or more categorical variable and order of outcomes does 

not matter it is known as multinomial logistic regression if order of outcomes matter it is 

known as ordinal logistic regression [50]. 
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 Binary Logistic Regression: 

A type of regression analysis, where the dependent variable is a dummy variable, is binary 

logistic regression. It is a variation of ordinary linear regression that is used where a 

dichotomous variable is the response variable and constant, categorical, or both are 

independent variables [59]. 

3.6  Model Evaluation: 

 In this study, the data is tested with.  

• True Positive (TP) as diseased cases are correctly identified as diseased. 

• False Positive (FP) as normal cases that are incorrectly identified to be diseased. 

• True Negative (TN) as real normal cases that are correctly identified as normal. 

• False Negative (FN) as diseased cases that are incorrectly identified as normal [18]. 

The 2*2 matrix is shown below: 

 

Four important measures of model assessment include sensitivity, specificity, accuracy, 

and precision. Details and formulas of these measures are as follows:  

• The outcomes of the precision output measurements tested denote the proportion 

of positive cases or TP predicted.  

𝑆𝑒𝑛𝑠𝑡𝑖𝑣𝑖𝑡𝑦                       𝑃𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                             (𝑒𝑞 3.4) 

 

 Actually Positive       Actually Negative  

Predicted Positive  True Positive (TP) False Positive (FP) 

Predicted Negative  False Negative (FN) True Negative (TN) 
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• Recall corresponds to sensitivity which recognizes all good cases or TP rates in 

medical terminology.  

𝑺𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦                       𝑃𝑛 =
𝑇𝑁

𝐹𝑁 + 𝐹𝑃
                     (𝑒𝑞 3.5) 

 

• Accuracy estimates the right sample ratio and is one of the most intuitive and 

fundamental output metrics for any model [2]. 

A𝑐𝑐𝑢𝑟𝑎𝑐𝑦                𝑃 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                (𝑒𝑞 3.6) 

 

• Precision evaluates the fraction of correctly classified instances or samples 

among the ones classified as positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛                  𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                          (𝑒𝑞 3.7) 
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4 Results and Discussion 

The results of the study are presented in this chapter. Data Collection, Comparative analysis 

of Normal vs Diseased case and Correlation matrix is explained in chapter. Different 

methods of model fitting were used for fitting multivariable binary logistic regression to 

predict the suspected patients of leukemia. The seven methods of model fitting were the 

Enter method, forward selection, and backward stepwise elimination method (Conditional, 

Likelihood Ratio and Wald respectively). A comparison of the models to determine the 

best model was also conducted. 

Data collection is the procedure of collecting and evaluating information on variables of 

interest, in an efficient way, which allows an individual to response the stated research 

questions, hypotheses testing and evaluation of the results [60], [61]. 

A primary data of about 302 CBC reports has been collected from various hospitals of 

Islamabad and Rawalpindi. Detail information about CBC reports sources is mentioned in 

Table 4.1. 

To perform this study first, the blood cells count is replaced with percentages (as we believe 

that these variables were carrying similar type of information) and performed the 

modelling. The results were insignificant in terms of predictive ability to discriminate 

between the normal and disease case. Therefore, these variables were replaced and in 

second stage we used counts instead of percentages. In this study percentages of blood cells 

such as neutrophil percentage, lymphocyte percentage, eosinophil percentage, basophil 

percentage and monocyte percentage are dropped from the analysis because these variables 

have less significant influence on leukemia. 
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 Table 4.1: Source of Information about CBC reports. 

 

 

4.1 Comparative Analysis: 

Mean, standard deviation and comparative analyses of location and dispersion 

characteristics of each variable with respect to normal and disease using t-test and F-test 

respectively is provided in Table 4.2. 

Out of 21, 14 variables were selected, on which descriptive analysis was performed. These 

variables were Age, WBC, RBC, Haemoglobin, PCV, MCV, MCH, MCHC, Platelet 

Count, Neutrophil count, Lymphocyte count, Basophil count, Eosinophil count, Monocytes 

Count. For descriptive analysis we find Mean, Standard Deviation.  

Chapter 2 literature review say that leukemia is the cancer of White Blood Cells so with 

respect to WBC there is an increase in the mean of blood count of disease. When WBC 

increases there occur decrease in the RBC. The mean Red Blood Cell Counts for disease 

Sr. No. Source of information Frequency of CBC 

reports 

Sample Size 

1. Fauji Foundation 144-Disease 

0-Normal 

144 

2. Pakistan Institute of Medical Sciences (PIMS) 26-Disease 

0-Normal 

26 

3. Shifa International Hospital 21-Disease 

0-Normal 

21 

4. Atta Ur Rahman School of Applied Biosciences 

Diagnostic Lab (ASAB) 

12-Disease 

15-Normal 

27 

5. Khan Research laboratories (KRL) 02-Disease 

22-Normal 

24 

6. Maroof International 0-Disease 

11-Normal 

11 

7. Quaid-e-Azam International 24-Disease 

20-Normal 

44 

8. Excel Labs 0-Disease 

05-Normal 

5 

9. Grand Total 234 -Disease 

68 -Normal 

302 
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is lower than the normal. When RBC counts decreases it also effects hemoglobin and 

hematocrit. 

WBC, RBC, Haemoglobin, Haematocrits, MCHC, Platelet Count, Neutrophil count, 

Lymphocyte count, Basophil count, Eosinophil count, Monocytes Count variables statistics 

shows that there is a significant difference between the mean of normal and disease cases. 

Table 4.2: Comparative Analysis between Normal vs Diseased 

n= number of observations, SD= Standard Deviation,N=Normal case, D= Diseased cases 

Sr.# Variable n Mean t Value p 

Value 

SD F Test p 

Value 

1. Age N=67 N=39.25 -0.94 0.35 N=19.49 2.34 0.13 

D=220 D=36.56 D=20.67 

2. WBC N=67 N=8.23 5.98 0.00 N=03.18 39.76 

 

0.00 

 D=220 D=46.07 D=93.73 

3. RBC N=67 N=4.49 -11.96 0.00 N=0.61 8.32 

 

0.00 

 D=220 D=3.37 D=0.84 

4. Haemoglobin N=67 N=12.99 -12.67 0.00 N=1.76 3.90 

 

0.05 

 D=220 D=09.70 D=2.19 

5. Haematocrit N=67 N=38.83 -13.53 0.00 N=4.84 8.66 0.00 

 D=220 D=28.79 D=6.66 

6. MCV N=67 N=86.15 -0.35 0.72 N=6.56 3.09 

 

0.08 

 D=220 D=85.81 D=8.38 

7. MCH N=67 N=28.86 0.96 0.34 N=2.90 0.15 0.70 

 D=220 D=29.27 D=3.12 

8. MCHC N=67 N=33.34 3.19 0.00 N=1.36 7.65 0.01 

 D=220 D=34.05 D=2.15 

9. Platelet Count N=67 N=251.75 -6.74 0.00 N=54.74 45.43 0.00 

 D=220 D=168.29 D=154.65 

10. Neutrophil Count N=67 N=04.60 5.57 0.00 N=0.88 27.33 

 

0.00 

 D=220 D=40.44 D=95.36 

11. lymphocyte 

Count 

N=67 N=02.37 4.75 0.00 N=0.94 18.71 

 

0.00 

 D=220 D=08.51 D=19.04 

12. Basophil Count N=67 N=0.25 4.48 0.00 N=0.24 20.34 

 

0.00 

 D=220 D=0.91 D=2.15 

13. Eosinophil Count N=67 N=0.23 4.46 0.00 N=0.18 20.69 

 

0.00 

 D=220 D=0.92 D=2.28 

14. Monocyte Count N=67 N=0.48 6.71 0.00 N=0.46 39.08 0.00 

 D=220 D=6.01 D=12.20 
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The p value of t test show that we have an evidence to reject the null hypothesis and able 

to accept the alternative hypothesis. 

Age, MCV and MCH statistics shows that there is insignificant difference between the 

mean of normal and disease cases. The p value of t test show that we have an evidence to 

accept the null hypothesis and able to reject the alternative hypothesis. 

Eleven out of fourteen variables showed a mean difference which is statistically significant 

at 5% level of significance. These eleven variables are WBC, RBC, Haemoglobin, 

Haematocrit, MCHC, Platelet Count, Neutrophil Count, lymphocyte Count, Basophil 

Count, Eosinophil Count and Monocyte Count Three variables namely Age, MCV and 

MCH showed a statistically insignificant difference between means of normal and disease 

cases. These results will also help in identification of relevant variables for inclusion in the 

development of logistic regression model. The binary coding for normal and disease case 

is ‘0’ and ‘1’ respectively. 

4.2 Correlation Matrix: 

Hypothesis for the correlation is show in equation below. 

HO : ρ = 0         

    H1: ρ ≠ 0 

As to attain objective, to develop a model using these variables as independent variables. 

Therefore, they should have a high correlation with the dependent variable and less or no 

correlation with the independent variables stated in the assumption of section 3.5.2.3. 

Results of correlation show that variables have strong significant correlations between 

them. Therefore, inclusion of all the variables in the development of binary logistic 

regression is not appropriate and can introduce problem of multicollinearity. 
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Table 4.3: Correlation Matrix: 
                                                                                                    Correlations 

 Age WBC RBC Hb HCT MCV MCH MCHC PLT Ct ANC LC BC EC MC 

Age 

CC 

(p-value) 

1 

0.15 

0.00 

0.09 

0.09 

0.05 

0.31 

0.09 

0.11 

0.06 

0.27 

-0.07 

0.23 

-0.23 

0.00 

0.00 

0.91 

0.22 

0.00 

-0.01 

0.74 

0.18 

0.00 

0.15 

0.01 

0.17 

0.00 

WBC 

CC 

(p-value) 

0.15 

0.00 

1 

-0.29 

0.00 

-0.27 

0.00 

-0.25 

0.00 

0.19 

0.00 

0.08 

0.14 

-0.14 

0.01 

0.12 

0.02 

0.81 

0.00 

0.31 

0.00 

0.84 

0.00 

0.67 

0.00 

0.70 

0.00 

RBC 

CC 

(p-value) 

0.09 

0.09 

-0.29 

0.00 

1 

0.86 

0.00 

0.92 

0.00 

-0.28 

0.00 

-0.38 

0.00 

-0.22 

0.00 

0.40 

0.00 

-0.27 

0.00 

-0.16 

0.00 

-0.22 

0.00 

-0.23 

0.00 

-0.27 

0.00 

Hb 

CC 

(p-value) 

0.05 

0.31 

-0.27 

0.00 

0.86 

0.00 

1 

0.94 

0.00 

0.07 

0.18 

0.06 

0.31 

0.01 

0.81 

0.41 

0.00 

-0.24 

0.00 

-0.18 

0.00 

-0.20 

0.00 

-0.19 

0.00 

-0.24 

0.00 

HCT 

CC 

(p-value) 

0.09 

0.11 

-0.25 

0.00 

0.92 

0.00 

0.94 

0.00 

1 

0.03 

0.60 

-0.10 

0.07 

-0.23 

0.00 

0.40 

0.00 

-0.24 

0.00 

-0.13 

0.02 

-0.18 

0.00 

-0.21 

0.00 

-0.21 

0.00 

MCV 

CC 

(p-value) 

0.06 

0.27 

0.19 

0.00 

-0.28 

0.00 

0.07 

0.18 

0.03 

0.60 

1 

0.83 

0.00 

0.00 

0.98 

-0.00 

0.92 

0.17 

0.00 

0.14 

0.01 

0.17 

0.00 

0.14 

0.01 

0.24 

0.00 

MCH 

CC 

(p-value) 

-0.07 

0.23 

0.08 

0.14 

-0.38 

0.00 

0.06 

0.31 

-0.10 

0.07 

0.83 

0.00 

1 

0.50 

0.00 

-0.05 

0.33 

0.15 

0.00 

-0.03 

0.55 

0.12 

0.03 

0.15 

0.00 

0.10 

0.06 

MCHC 

CC 

(p-value) 

-0.23 

0.00 

-0.14 

0.01 

-0.22 

0.00 

0.01 

0.81 

-0.23 

0.00 

0.00 

0.98 

0.50 

0.00 

1 

-0.07 

0.20 

-0.00 

0.87 

-0.26 

0.00 

-0.07 

0.22 

0.03 

0.57 

-0.16 

0.00 

PLT Ct 

CC 

(p-value) 

0.00 

0.91 

0.12 

0.02 

0.40 

0.00 

0.41 

0.00 

0.40 

0.00 

-0.00 

0.92 

-0.05 

0.33 

-0.07 

0.20 

1 

0.12 

0.03 

-0.13 

0.02 

0.10 

0.08 

0.27 

0.00 

0.01 

0.80 

ANC 

CC 

(p-value) 

0.22 

0.00 

0.81 

0.00 

-0.27 

0.00 

-0.24 

0.00 

-0.24 

0.00 

0.17 

0.00 

0.15 

0.00 

-0.00 

0.87 

0.12 

0.03 

1 

0.09 

0.10 

0.87 

0.00 

0.63 

0.00 

0.59 

0.00 

LC 

CC 

(p-value) 

-0.01 

0.74 

0.31 

0.00 

-0.16 

0.00 

-0.18 

0.00 

-0.13 

0.02 

0.14 

0.01 

-0.03 

0.55 

-0.26 

0.00 

-0.13 

0.02 

0.09 

0.10 

1 

0.12 

0.03 

0.08 

0.13 

0.25 

0.00 

BC 

CC 

(p-value) 

0.18 

0.00 

0.84 

0.00 

-0.22 

0.00 

-0.20 

0.00 

-0.18 

0.00 

0.17 

0.00 

0.12 

0.03 

-0.07 

0.22 

0.10 

0.08 

0.87 

0.00 

0.12 

0.03 

1 

0.52 

0.00 

0.70 

0.00 

EC 

CC 

(p-value) 

0.15 

0.01 

0.67 

0.00 

-0.23 

0.00 

-0.19 

0.00 

-0.21 

0.00 

0.14 

0.01 

0.15 

0.00 

0.03 

0.57 

0.27 

0.00 

0.63 

0.00 

0.08 

0.13 

0.52 

0.00 

1 

0.27 

0.00 

MC 

CC 

(p-value) 

0.17 

0.00 

0.70 

0.00 

-0.27 

0.00 

-0.24 

0.00 

-0.21 

0.00 

0.24 

0.00 

0.10 

0.06 

-0.16 

0.00 

0.01 

0.80 

0.59 

0.00 

0.25 

0.00 

0.70 

0.00 

0.27 

0.00 

1 

 

 

CC = Correlation Coefficient, PLT Ct = Platelet Count, ANC = Absolute Neutrophil Count 

LC = Lymphocyte Count, BC = Basophil Count, EC = Eosinophil Count, MC = Monocyte Count 
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4.2.1 AGE: 

Age has statistically significant correlation with 6 variables. These variables are WBC, 

MCHC, Neutrophil Count, Basophil Count, Eosinophil Count and Monocyte Count. It has 

weak and insignificant correlation with 7 variables. These variables are RBC, 

Haemoglobin, Haematocrit, MCV, MCH, Platelet Count and Lymphocyte Count. 

4.2.2 WBC: 

WBC has statistically significant correlation with 12 variables. These variables are Age, 

RBC, Hemoglobin, Hematocrit, MCV, MCHC, Platelet Count, Neutrophil Count, 

Lymphocyte Count, Basophil Count, Eosinophil Count and Monocyte Count. WBC has 

weak and insignificant correlation with 1 variable which is MCH.  

4.2.3 RBC: 

RBC has statistically significant correlation with 12 variables. These variables are WBC, 

Haemoglobin, Haematocrit, MCV, MCH, MCHC, Platelet Count, Neutrophil Count, 

Lymphocyte Count, Basophil Count, Eosinophil Count and Monocyte Count. Variable Age 

has weak and insignificant correlation with RBC.  

4.2.4 Haemoglobin: 

Haemoglobin has statistically significant correlation with 9 variables. These variables are 

WBC, RBC, haematocrit, Platelet Count, Neutrophil Count, Lymphocyte Count, Basophil 

Count, Eosinophil Count and Monocyte Count. It has weak and insignificant correlation 

with 4 variables which are Age, MCV, MCH and MCHC. 

4.2.5 PCV: 

Hematocrit has statistically significant correlation with 10 variables. These variables are 

WBC, RBC, Hemoglobin, MCHC, Platelet Count, Neutrophil Count, Lymphocyte Count, 

Basophil Count, Eosinophil Count and Monocyte Count. Hematocrit has weak and 

insignificant correlation with 3 variables which are Age, MCV and MCH.  
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4.2.6 MCV:  

MCV has statistically significant correlation with 8 variables. These variables are WBC, 

RBC, MCH, Neutrophil Count, Lymphocyte Count, Basophil Count, Eosinophil Count and 

Monocyte Count. It has weak and insignificant correlation with 5 variables. These variables 

are Age, Hemoglobin, Hematocrit, MCHC and Platelet Count. 

4.2.7 MCH:  

MCH has statistically significant correlation with 6 variables and these variables are RBC, 

MCV, MCHC, Neutrophil Count, Basophil Count and Eosinophil Count. MCH has weak 

and insignificant correlation with 7 variables. These variables are Age, WBC, Hemoglobin, 

Hematocrit, Platelet Count, Lymphocyte Count and Monocyte Count. 

4.2.8 MCHC:  

MCHC has statistically significant correlation with 7 variables. These variables are Age, 

WBC, RBC, MCH, Hematocrit, Lymphocyte Count and Monocyte Count. It has weak and 

insignificant correlation with 6 variables. These variables are Hemoglobin, MCV, Platelet 

Count, Neutrophil Count, Basophil Count and Eosinophil Count. 

4.2.9 Platelet Counts: 

Platelet Count has statistically significant correlation with 7 variables. These variables are 

WBC, RBC, Hemoglobin, Hematocrit, Neutrophil Count, Eosinophil Count and 

Lymphocyte Count. It has weak and insignificant correlation with 6 variables. These 

variables are Age, MCV, MCH, MCHC, Basophil Count and Monocyte Count 

4.2.10 Neutrophil Counts: 

Neutrophil Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, MCH, MCV, Hemoglobin, Hematocrit, Platelet Count, Basophil 

Count, Eosinophil Count and Monocyte Count. It has weak and insignificant correlation 

with 2 variables. These variables are MCHC and Lymphocyte Count. 
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4.2.11 Lymphocyte Count: 

Lymphocyte Count has statistically significant correlation with 9 variables. These variables 

are WBC, RBC, Hematocrit, Hemoglobin, MCV, MCHC, Platelet Count, Basophil Count 

and Monocyte Count. It has weak and insignificant correlation with 4 variables. These 

variables are Age, MCH, Neutrophil Count and Eosinophil Count  

4.2.12 Basophil Count: 

Basophil Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, Hematocrit, Hemoglobin, MCV, MCH, Neutrophil Count, 

Lymphocyte Count, Eosinophil Count Monocyte Count. It has weak and insignificant 

correlation with 2 variables. These variables are MCHC and Platelet Count. 

4.2.13 Eosinophil Count: 

Eosinophil Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, Hematocrit, Hemoglobin, MCV, MCH, Neutrophil Count, Platelet 

Count, Basophil Count and Monocyte Count. It has weak and insignificant correlation with 

2 variables. These variables are MCHC, and Lymphocyte Count.  

4.2.14 Monocyte Counts: 

Monocyte Count has statistically significant correlation with 11 variables. These variables 

are Age, WBC, RBC, Hematocrit, Hemoglobin, MCV, MCHC, Neutrophil Count, 

Lymphocyte Count Basophil Count and Eosinophil Count. It has weak and insignificant 

correlation with 2 variables. These variables are MCH and Platelet Count. 

4.3 Development of Logistic Regression Model: 

There are three main methods to develop the model using SPSS software. 

• Enter method. 

• Forward stepwise method 
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• Backward stepwise method. 

Forward and backward methods are further divided into 3 types. Conditional, Likelihood 

Ratio and Wald, respectively. 

4.3.1 Enter Method: 

Enter method means in which all the variables in a block are entered in a single move. Then 

one by one variables are dropped on the bases of Significance or insignificance of a variable 

using Wald test. 

Table 4.4 shows the value of coefficient, Wald value, Wald significant vale (p value) and 

odd ratio. One by one drop the following variables having insignificant values. 

1. Dropping Platelet count: The p-value of Wald test is 0.870. 

It has strongly positive and significant correlation with 7 variables. Highest positive 

relation is with WBC (0.02). Weak and insignificant correlation with 6 variables. 

Highly insignificant relation is with MCV (0.92). 

2. Dropping Eosinophil count: The P-value of Wald test is 0.247.  

It has strong positive and significant correlation with 11 variables. Highest positive 

relation is with MCV and age (0.01) respectively. Weak and insignificant correlation 

with 2 variables which are MCHC and Lymphocyte Count. 

3. Dropping WBC: The P-value of Wald test is 0.094. 

It has strong positive and significant correlation with 12 variables. WBC has weak and 

insignificant correlation with 1 variable which is MCH. 

4. Dropping Lymphocyte Count: The P-value of Wald test is 0.375. 

It has strong positive and significant correlation with 9 variables. Highest positive 

relation is with Haematocrit (0.02). It has weak and insignificant correlation with 4 

variables and highly insignificant relation is with Age (0.74). 
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Table 4.4: Results of Binary Logistic Regression including all available independent. 

5. Dropping MCV: The P-value of Wald test is 0.110. 

It has strong positive and significant correlation with 8 variables. Highest positive 

relation is with Lymphocyte Count (0.01). It has weak and insignificant correlation 

with 5 and highly insignificant relation is with MCHC (0.98). 

6. Dropping RBC: The P-value of Wald test is 0.294. 

It has strong positive and significant correlation with 12 variables. RBC has weak and 

insignificant correlation with 1 variable which is age (0.09). 

7. Dropping Haematocrit: The P-value of Wald test is 0.152. 

It has strong positive and significant correlation with 10 variables. Haematocrit has 

weak and insignificant correlation with 3 variables which are Age, MCV and MCH. 

8. Dropping Age: The P-value of Wald test is 0.52. 

It has strong positive and significant correlation with 6 variables. It has weak and 

insignificant correlation with 7 variables. Highly insignificant relation is with Platelet 

count (0.91). 

Sr. # Variables B Wald df Sig. Exp(B) 

1.  Gender (1) 2.783 10.676 1 0.001 16.169 

2.  Age -0.028 3.824 1 0.051 0.973 

3.  WBC 0.062 2.754 1 0.097 1.064 

4.  RBC 5.256 4.399 1 0.036 191.794 

5.  Hemoglobin 4.059 3.907 1 0.048 57.898 

6.  Hematocrit -1.571 3.681 1 0.055 0.208 

7.  MCV 0.278 0.770 1 0.380 1.320 

8.  MCH -0.049 0.004 1 0.951 0.952 

9.  MCHC -1.822 8.261 1 0.004 0.162 

10.  Platelet Count 0.000 0.029 1 0.865 1.000 

11.  Neutrophil Count -0.273 15.317 1 0.000 0.761 

12.  Lymphocyte Count -0.089 2.899 1 0.089 0.915 

13.  Basophil Count 3.714 3.654 1 0.056 41.010 

14.  Eosinophil Count -1.241 1.422 1 0.233 0.289 

15.  Monocyte Count -1.936 10.010 1 0.002 0.144 
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9. Dropping Basophil count: The P-value of Wald test 0.004, shows that basophil count 

has statistically significant relation but has logical odds ratio is 27.505. 

Table 4.5: Final Results of Binary Logistic Regression using Enter method.  

 

 

The fitted model using the enter method is in Table 4.5. 

 

𝑙𝑜𝑔
𝑝

1 − 𝑝
 =  1.716𝑥1 + 1.080𝑥2 − 0.628𝑥3 − 0.169𝑥4 − 1.246𝑥5 + 𝑒𝑖               (𝑒𝑞 4.1) 

 

Selected variable in enter method are x1 is Gender (1), x2 is Haemoglobin, x3 is MCHC, 

x4 is Neutrophil Count and x5 is Monocyte Count. 

 

 

Table 4.6: Binary Logistic Regression Forward Stepwise method 

  

4.3.2 Stepwise Forward Selection Criteria: 

Forward Conditional Stepwise method, Forward Likelihood Ratio Stepwise and Forward 

Wald Stepwise methods show the same results. 

 This section provides details of the development of logistic regression using stepwise 

forward selection method. The process includes 5 steps to provide a suitable model. This 

criterion has selected “Hematocrit” as the most significant variable at first step, followed 

Sr.# Variables B Wald df Sig. Exp(B) 

1.  Gender (1) 1.716 8.095 1 0.004 5.560 

2.  Haemoglobin 1.080 40.658 1 0.000 2.946 

3.  MCHC -0.628 15.826 1 0.000 .534 

4.  Neutrophil Count -0.169 10.551 1 0.001 .844 

5.  Monocyte Count -1.246 7.011 1 0.008 .288 

Sr.# Variables B Wald df Sig. Exp(B) 

1.  Gender (1) 1.421 5.601 1 0.018 4.140 

2.  Hemoglobin 1.184 46.103 1 0.000 3.268 

3.  MCHC -0.623 16.907 1 0.000 0.536 

4.  Neutrophil Count -0.153 11.065 1 0.001 0.858 
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by “Gender” at step 2, then followed by “Neutrophil Count” at step 3, then followed by 

“MCHC” at step 4, then followed by “Hemoglobin” at the last step. Details of estimates of 

coefficients, their significance using Wald’s method and odds ratios of the final model are 

provided in Table 4.6. 

Table 4.7: Binary Logistic Regression Backward Stepwise method 

 

4.3.3 Stepwise Backward Elimination Criteria: 

In backward selection criteria, we start with the model having all the independent variables. 

Then dropping insignificant variables one after another based on their rate of 

insignificance. Corresponding p-value of the Wald test has been used for exclusion of 

insignificant variables[62]. 

Backward stepwise method using conditional, likelihood ratio and Wald’s criteria shows 

the same results. Variables entered in step are Gender, Age, WBC, RBC, Haemoglobin, 

Haematocrit, MCV, MCH, MCHC, Platelet Count, Neutrophil Count, Lymphocyte Count, 

Basophil Count, Eosinophil Count and Monocyte Count. Details of estimates of 

Sr.# Variables B Wald df Sig. Exp(B) 

1.  Gender (1) 2.821 11.320 1 0.001 16.789 

2.  Age -0.029 4.775 1 0.029 0.971 

3.  WBC 0.052 2.800 1 0.094 1.053 

4.  RBC 5.197 4.046 1 0.044 180.784 

5.  Hemoglobin 4.144 5.787 1 0.016 63.045 

6.  Hematocrit -1.584 4.981 1 0.026 0.205 

7.  MCV 0.256 3.281 1 0.070 1.292 

8.  MCHC -1.903 10.025 1 0.002 0.149 

9.  Neutrophil Count -0.272 16.287 1 0.000 0.762 

10.  Lymphocyte Count -0.095 3.333 1 0.068 0.910 

11.  Basophil Count 3.392 4.187 1 0.041 29.716 

12.  Monocyte Count -2.028 10.309 1 0.001 0.132 
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coefficients, their significance using Wald’s method and odds ratios of the final model are 

provided in Table 4.7. 

Table 4.8: Comparison of all methods 

 

4.4 Summary of Logistic Regression Variable Selection Methods: 

This study has used 7 different methods for the selection of significant variables in the 

development of binary logistic regression. Based on the provided details, a summary of the 

inclusion or exclusion of variables in summarized in Table 4.8. The table shows the set of 

Sr. # Variables Enter Likelihood Wald Conditional Selected 

 Forward Backward Forward Backward Forward Backward Variables 

1.  Gender (1) ✓  ✓  ✓  ✓  ✓   ✓  6/7 

2.  Age     ✓    ✓  ✓  ✓  4/7 

3.  WBC     ✓    ✓  ✓  ✓  4/7 

4.  RBC     ✓    ✓  ✓  ✓  4/7 

5.  Hemoglobin ✓  ✓  ✓  ✓  ✓   ✓  6/7 

6.  Hematocrit     ✓       ✓  3/7 

7.  MCV     ✓    ✓  ✓  ✓  4/7 

8.  MCHC ✓  ✓    ✓  ✓   ✓  5/7 

9.  MCH     ✓      ✓   2/7 

10.  Platelet Count           ✓   1/7 

11.  Neutrophil 

Count 

✓  ✓  ✓  ✓  ✓  ✓  ✓  7/7 

12.  Lymphocyte 

Count 

    ✓    ✓  ✓  ✓  4/7 

13.  Basophil Count     ✓    ✓  ✓  ✓  4/7 

14.  Eosinophil 

Count 

        ✓ ✓   1/7 

15.  Monocyte 

Count 

✓    ✓    ✓  ✓  ✓  5/7 
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statistically significant variables which are finally selected after the comparison of different 

methods. These variables are following. 

1. Gender (1) 

2. Hemoglobin 

3. MCHC 

4. Neutrophil Count 

5. Monocyte Count 

 

Table 4.9: Estimates, Significance, and Odds ratios of Variables of the Final Binary 

Logistic Model. 

 

4.5 Binary Model Equation: 

𝑙𝑜𝑔
𝑝

1 − 𝑝 
 = 1.989 (𝐺𝑒𝑛𝑑𝑒𝑟) + 1.091 (𝐻𝑒𝑚𝑜𝑔𝑙𝑜𝑏𝑖𝑛) − 0.394( 𝑁𝑒𝑢𝑡𝑟𝑜𝑝ℎ𝑖𝑙 𝐶𝑜𝑢𝑛𝑡)

− 0.161 (𝑀𝐶𝐻𝐶) − 1.254(𝑀𝑜𝑛𝑜𝑐𝑦𝑡𝑒 𝐶𝑜𝑢𝑛𝑡)               (𝑒𝑞 4.2) 

The coefficient of Gender as shown in Table 4.9 was 1.989, this implies that 

𝑒𝑥𝑝 (1.989) ≈ (0.000). Thus, a unit increase in male gender leads to an increase about 

7.3% in the odds of increase in chance of occurs of disease. Thus, Male has more chance 

of occurs of disease as compared to the female. 

 

The coefficient of Haemoglobin as shown in Table 4.9 was 1.091, this implies that 

𝑒𝑥𝑝 (1.091) ≈ (0.000). Thus, a unit increase in haemoglobin leads to an increase about 

2.98% in the odds of increase in chance of occurs of disease. 

 

Sr.# Variables B Wald df Sig. Exp(B) 95% Confidence Interval 

 Lower Upper 

1.  Gender (1) 1.989 12.402 1 0.000 7.311 2.416 22.123 

2.  Hemoglobin 1.091 42.415 1 0.000 2.976 2.143 4.132 

3.  
Neutrophil 

Count 
-0.161 10.802 1 0.000 0.851 0.773 0.937 

4.  MCHC -0.394 38.982 1 0.001 0.674 0.596 0.763 

5.  
Monocyte 

Count 
-1.254 6.813 1 0.009 0.285 0.111 0.732 
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The coefficient of Neutrophil Count as shown in Table 4.9 was -0.161, this implies that 

𝑒𝑥𝑝 (−0.161) ≈ (0.000). Thus, a unit increase in Neutrophil Count leads to a declined 

about 0.85% in the odds of increase in chance of occurs of disease. Thus, high value of 

Neutrophil Count is associated with in decease in chance of occurs of disease. 

 

The coefficient of MCHC as shown in Table 4.9 was -0.394, this implies that 

𝑒𝑥𝑝 (−0.394) ≈ (0.001). Thus, a unit increase in MCHC leads to a decline about 0.67% 

in the odds of increase in chance of occurs of disease. Thus, high value of MCHC is 

associated with in decease in chance of occurs disease. 

 

The coefficient of Monocytes Count as shown in Table 4.9 was -1.254, this implies that 

𝑒𝑥𝑝 (−1.254) ≈ (0.009). Thus, a unit increase in monocytes leads to a decrease about 

0.28% in the odds of increase in chance of occurs of disease. Thus, high value of monocytes 

count is associated with the decrease in disease occurs. 

The literature also gives the evidence of the presence of these variables in previous studies. 

Such as gender, hemoglobin and total leucocyte counts (neutrophil count and monocyte 

count) are also present in studies conducted by Rathee et al, 2014, Naeem et al, 2017 and 

Munir et al, 2019. 

 

Table 4.10: Model Evaluation Statistics 

Case Statistic Statistic 

Diseased (1) TP=207 FN=13 

Normal (0) TN=57 FP=10 

 

4.6 Model Evaluation: 

Statistics shows that 13 cases of diseased people are incorrectly identified as normal out of 

220 cases. These cases are knowns as False Negatives cases. While 207 cases are correctly 

identified as diseased case which are known as True Positive. 10 cases are identified 
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incorrectly as diseased where they had to be predicted as normal cases.  Out of 67 case 57 

cases are predicted correctly as normal case. 

4.6.1 Classification Accuracy: 

𝑃 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝑃 =
207 + 57

207 + 57 + 10 + 13
 

𝑃 =
264

287
 

𝑃 = 0.9198 

In terms of percentage the accuracy is 92%. 

4.6.2 Sensitivity: 

Sensitivity is the accuracy of positive prediction or the true positive rate. The formula for 

calculating sensitivity is: 

𝑃𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑃𝑃 =
207

207 + 13
 

𝑃𝑃 = 0.94 

In terms of percentage the sensitivity is 94%. 

4.6.3 Specificity: 

Specificity is the accuracy of negative prediction or true negative rate. The formula for 

calculating specificity is: 
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𝑃𝑛 =
𝑇𝑁

𝐹𝑁 + 𝐹𝑃
 

𝑃𝑛 =
57

57 + 10
 

𝑃𝑛 = 0.86 

In terms of percentage the specificity is 86%. 

4.6.4 Precision or Positive Predicted Value (PPV): 

Precision is the hit rate. The formula for precision is: 

𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑃𝑃𝑉 =
207

207 + 10
 

𝑃𝑃𝑉 =
207

217
 

𝑃𝑃𝑉 = 0.95 

In terms of percentage the precision is 95%. 
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5 Conclusions and Recommendations 

The main objective of the research is to develop a model by using Binary Logistic 

Regression for screening of suspected patients of Leukemia on the base of significant 

variables of CBC reports. Another important aim of study is to provides an analysis of the 

general trend and tendencies of variables considered in CBC reports by comparing means 

of Leukemic and non-Leukemic cases. To achieve the objective different steps are followed 

the major finding of steps are mentioned below: 

I. CBC contain about 21 variables; out of them 15 variables are selected for the 

analysis by dropping information of percentages of various variables to avoid 

duplication. 

II. Descriptive analysis shows variations in the values of mean for non-Leukemic 

(Normal) vs Leukemic (Disease) cases.  

III. Comparative analysis by applied t-test results shows that three variables Age, MCV 

and MCH has statistically insignificant difference between the means of non-

Leukemic (Normal) vs Leukemic (Disease) cases.  

IV. To select a suitable variable to be used as independent variables in development of 

Binary Logistic regression model seven different combination of methods have 

been used. These methods are Enter method, Forward stepwise selection, and 

Backward stepwise elimination.   

V. Final selected variables based on these methods are MCHC, haemoglobin, 

neutrophil count, monocyte count and gender. 

VI. The performance evaluation shows that in case of Normal vs Disease the accuracy 

is 92%, sensitivity is 94%, specificity is 86% and precision is 95%. 

The results of research showed that the established model can be used for the subjective 

screening of cancer, namely leukemia. The proposed model does not intend the 

conventional diagnostic tests for leukemia such as bone marrow biopsy, flow cytometry, 

etc. It provides basic technical support for the objective screening of patients using data 

driven models.  



 

Page | 46  

 

Conclusions and Recommendations 

Therefore, the accuracy of leukemia diagnosis at an early stage can be improved by 

combining subjective and quantitative evaluation. 

Limitations of the Study: 

Every study has some limitations, below some of the limitations are mentioned about this 

study: 

I. Class imbalance: Between the case of Normal and Disease there was a class 

distinction. Just 67 cases of normal relative to the case of disease were found in 

our sample. Instead of disease, there are 235 cases. 

II. Objective Assessment: Only quantitative evaluation of cancer, i.e., leukemia, is 

available from this model. 

III.  Validation: No analysis by external evidence is available in this report 

 

Future Recommendations: 

The future suggestions for this study are:  

I. Additional analytical evidence will be gathered. 

II. Data would be entered to solve the problem of class imbalance. 

III. The study machine learning and cluster analysis will be carried out between the 

CBC report variables. 
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