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Abstract 

 

Speed Estimation makes use of computer vision and machine learning algorithms in order 

to detect, keep track, and estimate speed of vehicle under surveillance. Speed estimation can be 

integrated with other traffic analysis solutions like vehicle counting, classification and license plate 

recognition system. My approach uses the vanishing points (VP) geometry and scene scale in the 

scene to calculate a perspective transformation matrix. This transformation makes us able to 

simplify the task of detecting 3D bounding boxes to the task of detecting 2D bounding boxes with 

one extra parameter using an efficient object detector. Additionally, I have proposed algorithm of 

automatic video mask generation which eliminates this manual step from pipeline. This improved 

algorithm has improved speed measurement accuracy by reducing mean speed measurement error 

by 5% and the median speed error to 3%. 

Key Words: 3D Bounding box, Vehicle speed estimation, Traffic serveilance, Camera 

calibration
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Chapter 1: Introduction 

1.1 Background 

The modern advancement in commercially available cameras has improved their video 

quality and reduced their price. This technological advancement has introduced boom in camera 

usage for traffic surveillance. As the modern research in deep learning methods associated with 

computer vision has matured, a lot of intelligent traffic surveillance use cases has been emerged 

to assist the traffic monitoring departments. 

These intelligent and automatic traffic surveillance systems aim to provide information 

about subject vehicle being monitored like its type, make, speed, dimensions, and license plate 

recognition. These objectives are considered to be important aspects of intelligent transportation 

system design.  

Intelligent traffic sureveillance system relies accurate detection on vehicle, precise camera 

calibration of video capturing equipment. Vehicle detection is one of the major tasks in the vehicle 

speed estimation pipeline. Background subtraction, keypoint feature based detection falls in 

classical computer vision domain and neural network-based detection approached fall in modern 

deep learning domain. Deep convolutional neural networks CNN are being used to extract features 

from images, and a supplementary layers of network use extracted features for object detection in 

the scene. I decided to deploy the object detector, RetinaNet [1] as a base network for vehicle 

detection because it gives balance between detection accuracy and low inference time. 

The complete task of vehicle speed estimation is based on two different steps. First step is 

known as camera calibration and finding essential parameters of transformation. And the second 

step is continuous measurement of speed in video. The first step is usually one time in ideal 

scenario but there are chances of misorientation of camera facing towards road due to unknown 

reason. That misalignment can result in daviation from camera calibration parameters which 

ultimately affect measured speed value of vehicle. To handle this problem I have proposed a 

method to periodically perform the camera calibration task, transformation matrix calculation and 

automatic video mask generation. This video mask helps in eliminating unwanted parts of road 

from frame and focuses on region of interest.  
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1.2 Problem Statement 

Although multiple techniques [2] have been developed and being used for vehicle speed 

estimation in traffic surveillance, but estimation of vehicle using monocular camera using 

resource-constrained computational unit is still a challenge. The current vision-based speed 

estimation systems heavily rely on manual camera calibration or assistance of non-vision based 

technologies like RADAR sensors. The latest vision based systems take use of deep learning 

techniques to detect, track and measure speed of vehicle using 2D bounding boxes and 

transformation of viewing screen to 3D roadplane coordinates. So, there is need to utilize 3D 

bounding boxes for speed estimation as they can serve other surveillance objectives like vehicle 

fine-grain classification and re-identification. 
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Chapter 2: Literature Review  

Estimation of speed of vehicle captured by a monocular camera is a multi-step pipeline 

which includes detection of vehicle and tracking of detected vehicles followed by calculation of 

the distance they travelled using camera calibration parameters. Merging these tasks into a single 

pipeline is normally difficult so in the last section of this chapter, I have focused on the available 

methods of measuring the accuracy of the complete pipeline. 

 

2.1 Camera Calibration 

Multiple techniques have been proposed in classical computer vision for camera 

calibration. Most of the times camera calibration is used to rectify distortion from image like 

curvilinear barrel or pincushion distortion. 

 

 

Figure 1: Pincushion and barrel distortion 

 

Camera calibration is essential part for measurement of 3D world distances in 2D captured 

frames from camera. A detailed review of camera calibration techniques has already been proposed 

by Sochor et al. [3] In that review the author has discussed that most of the camera calibration 

methods are less automatic and need manual input like chessboard type pattern [2], drawing other 

calibration pattern on road [4], using lane marking lines on road [5] [6] or some other physical 

measurement of real object in frame related to scene. [7] [8] 

There have been multiple techniques proposed for automatic and accurate camera 

calibration. Filipiak et al. [9] presented an automatic technique which was based on evolutionary 

algorithm, but it used zoomed footage and application was for license plate recognition. But this 

approach is unusable for current objective which contains multi-lane road view. 
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In another attempt of automatic camera calibration, Duska et al. [10] proposed a method of 

finding three orthogonal points which he named as Vanishing Points. The first vanishing point is 

calculated by intersection of all lines which corresponds to vehicle movement. Second vanishing 

point is calculated by finding the intersection of all the lines which corresponds to edges of vehicle 

which do not correspond to first vanishing point. The author has proposed a method of using hough 

transform on these lines to accumulate them in a diamond space based on parallel coordinates. The 

third and last vanishing point is just mathematical calculation of orthogonal point to previous two 

using vector product in homogeneous coordinates. 

Scene scale is another parameter in camera calibration which enables measurement of 

distance on road plane. There are manual, semi-automatic and automatic approaches for scene 

scale measurement.  Dubska et al [10] has proposed taking 3D bounding boxes of detected vehicle 

and finding height, width and length of detected vehicle and compare it with statistical data based 

on typical traffic dimension of that specific country. This approach has further been improved by 

Sochor et al. [3] who tried to fit 3D model of specific vehicle to the detected vehicle in frame.  

 

2.2 Object Detection 

With the recent advancement of convolutional neural networks, object detection task has 

significantly matured. There are two common categories in object detectors, single-stage detector 

and two-stage detector.  

The single stage object detectors work on a structure of anchor boxes as output last layer 

of neural network. Each anchor box corresponds to a possible bounding box with a classification 

score to determine to which class this object belongs to. [11] The alignment of bounding box to 

the object is done by regression. In these detectors, [12] [13] there are more than one anchor boxes 

at output for one object to rectify this problem non-maximum supperession is used to get only one 

bounding box for each object. 

Two-stage detectors like Faster R-CNN [14] uses a first part of the neural network for 

region proposal and the later part of neural network does object classification and positioning. This 

architecture delivers higher accuracy on the cost of inference time and compute power. 
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Figure 2: Single stage and Double stage object detector structure 

 

2.3 Vehicle Detection 

Most of the cameras deployed on roadside are stationary. Therefore, many techniques of 

background subtraction have been proposed for vehicle detection. But these methods are subject 

to lighting conditions and shadows can affect there performance significantly. Moreover, these 

methods cannot handle occlusion. Elder fit and Corral-Soto [15] a mixture model to distribute 

vehicle dimensions on data that is labeled. This method is used together with geometry of scene 

which is known before hand to calculate configuration for blobs of vehicle that were estimated 

with background subtraction.  

 

2.4 Bounding Box Construction 

The technique of 2D bounding box for traffic surveillance is easier than 3D bounding boxes 

but later has added benefits in other traffic surveillance objectives like fine-grained vehicle 

classification [16] [17] and vehicle re-identification [18].  
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Dubska et al. uses object contour detection network [19] after detecting vehicle with Faster 

R-CNN for vehicles in frame. The countour of vehicle are similar to segmentation output. Tangent 

lines from vanishing point to this contour are then used for construction of 3D bounuding box. But 

in this method the order of using vanishing points was important based on the movement angle of 

vehicle from center line. 

 

Figure 3: Architecture of the fully convolutional encoder-decoder network 

 

2.5 Vehicle Tracking 

Vehicle tracking is crucial part in vehicle counting and speed estimations tasks. Since 

object detector may fail in some of the frames, a reliable object tracker is required. Kalman filter 

has been a robust method to handle the task of vehicle tracking. Recent advancement in deep 

learning methods has led to object tracking networks which use convolutional neural networks 

together with recurrent neural networks [20] [21]. For my project I have found out that a basic 

object tracker which is capable of association of vehicle in subsequent frames based on IoU is 

enough. 

 

2.6 Vehicle Speed Estimation Datasets 

Sochor et al in presented a detailed review of evaluation of vehicle speed estimation 

methods, camera calibration techniques and evaluation datasets. Authors has stated in his review 

[22] that most of the results that has been published are calculated on relatively smaller datasets 

and ground truth of speed values is known for very few vehicles. And most of the datasets for 

previously published research are not available for public. Thus, author presented his own dataset 

called BrnoCompSpeed [23]. It contains 1-hour long videos for 7 different locations with three 

different camera angles for each location. The collective video content contains around 20 

thousand vehicle instances with ground truth values of speed with the help of laser gates. 
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There is another dataset from Luvizon et al. [24] which contains 5 hours of video from one 

intersection alone. The dataset has ground truth speed values measured by inductive loop installed 

under the intersection. The mapping of vehicle with ground truth is done by license plate 

recognition for which author has proposed his own pipeline of license plate recognition. The 

pipeline starts from generating candidate regions around the horizontal lines of moving vehicle. 

T-HOG descriptor [25] is then used to validate these regions and SVM classifier to classify them. 

For tracking task, a few feature points within the license plate are selected and pyramidal KLT 

tracker [26] is used for tracking. For vehicle speed estimation, a manual homography matrix 

determines the real-world coordinates of those feature points. 

 

 

Figure 4: Sample image from Luvizon speed dataset 
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Chapter 3: Proposed Algorithm 

 

The main task of my algorithm is to get 3D bounding box of vehicle using monocular 

camera. The camera should be placed above the road plan and there should be no curvilinear 

distortion in the image. Then a common KLT tracker is used to track vehicle and develop 

associations with previous frames. In the end I use framerate of camera for time difference and 

frontal bottom center of 3D bounding box as reference point for calculation of speed. I will 

describe the pipeline as a whole and then I will provide detailed explanation if each part in sections. 

The camera calibration process is not the part of main pipeline but this process can be done 

on daily basis as it is automatic process so it will adopt with any minor movement in camera 

position or angle. The first part of the pipeline is to apply a mask on viewing window which filters 

out the unwanted scene from frame like adjacent lane of road or parked vehicles on side of road. 

In the second step I apply perspective transformation using position of vanishing points which are 

calculated from camera calibration. Further in pipeline I use a pretrained model RetinaNet [1] 

object detector to detect vehicles. The output of this step is 2D bounding box with one extra 

parameter. This output is then goes to vehicle tracking and 3D bounding box construction. IoU 

matric is used for vehicle tracking in two consecutive frames. After getting 3D bounding box on 

transformed image, it is then undergoes inverse perspective transform to get 3D bounding box real 

scene. The center point of 3D bounding box’s bottom of frontal edge is then used for interframe 

distance covered in pixels. The pixel distance then undergoes transformation to get real-world 

distance covered on road plane.  

 

 

Figure 5: General vehicle speed estimation pipeline structure 
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3.1 Automatic Construction of Video Mask 

In the reference work [27] author has used manual steps to get image mask. This mask is 

normally used to filter the unwanted vehicles from the scene. Although this step is required only 

once while installation of camera, but it is prone to errors in longer term use where camera may 

get disoriented due to any reason which can lead to miscalculations. So, I have proposed an 

automatic approach for calibrating video image mask frequently to adopt any disorientation in 

camera. This calibration can be done once in a week to keep image mask updated. Following the 

algorithm for automatic image mask construction using optical flow, [28] 

1. Track feature points via KLT tracker [26] got get vehicle motion lines. 

2. Filter out all the lines which are not in the direction of motion. 

3. Filter out all the line which have small length. 

4. Get convex hull around all these lines left after filtering. 

5. Draw tangent lines from VP1 on both sides of convex hull. 

6. Draw tangent lies from VP2 to both sides of convex hull. 

7. The resulting closed shape after intersection of these four lines will be image mask 

 

 

 

Figure 6: Automatic image mask generation steps (left to right) 
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3.2 Camera Calibration from vanishing points 

The procedure of calculating camera projection matrix P from detected vanishing points 

has been a classical computer vision problem and several solutions are present in literature. 

Projection matrix P transforms a world point [xw, yw, zw, 1]’ into point [xp, yp, 1]’ in the image 

plane i.e 

𝜆𝑝[x𝑝, 𝑦𝑝, 1]
′

= 𝐏[𝑥𝑤, 𝑦𝑤, 𝑧𝑤 , 1]’ 

The projection matrix can be decomposed into three matrices, one with intrinsic parameter 

of camera and two having extrinsic camera parameter known as rotation R and translation T 

𝑷 = 𝑲[𝑹 𝑻] 

If we assume of zero skew, and location of principal point is in the center of image plane, 

aspect ratio is unity, the only parameter left is focal length f. by using first two vanishing points 

we can find third vanishing point and this parameter f too. Let say VP1 is u and VP2 is v, then 

principal point P and third vanishing point VP3 as w can be calculated as 

𝒖 = (𝑢𝑥, 𝑢𝑦) 

𝒗 = (𝑣𝑥, 𝑣𝑦) 

𝒑 = (𝑝𝑥, 𝑝𝑦) 

𝑓 =  √(𝑈 − 𝑃). (𝑉 − 𝑃) 

We can use this focal length parameter to represent u, v and p in image plane coordinates 

in 3D as 𝒖, 𝒗 and 𝒑 

𝒖 = (𝑢𝑥, 𝑢𝑦, 𝑓) 

𝒗 = (𝑣𝑥 , 𝑣𝑦, 𝑓) 

𝒑 = (𝑝𝑥, 𝑝𝑦, 𝑓) 

𝒘 =  𝒖  ×  𝒗 

To get roadplane normal vector 

𝑛 =
𝒘

|𝒘|
 

𝜌 = [𝑛𝑇 , 𝛿]𝑇 
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With this known roadplane 𝜌 we can project any point from image plane to real world 

points. 

 

3.3 Image Transformation 

There are some rules for image transformation regarding camera position and orientation. 

The camera must be placed above the road plane and resultant frame from camera should have no 

curvilinear effect. One other consideration is that principal point should be in center of the image. 

After getting vanishing point as in any point in the image can be projected on road place. To 

measure distances on road place one last parameter of camera calibration is required which is 

known as scene scale. 

The target of image transformation is to get an image so that the lines related to one 

vanishing point get parallel to one image axis and line related to other vanishing point get parallel 

to another image axis. And lines related to third vanishing point should be preserved in original 

direction. For this task I used perspective transformation. The benefit of this perspective 

transformation is that axis of vehicle that corresponds to those vanishing poing get aligned with 

image axis and any kind of distortion gets eliminated. 

In the reference work [27], the author proposed an algorithm in which he used VP2 and 

VP3 for perspective transformation and he used complete frame for calculating parameters of 

transformation. Author also mentioned that this approach sometimes failed in specific camera 

positions. This failure was due to distorted and very small part of image that was transformed by 

inadequate transformation. To rectify this issue author has presented a manual approach to crop 

the frame. Moreover, that approach failed to deliver transformation for the VP1 and VP2 pair. 

Now I have proposed an automatic approach which sets the condition byitself to get the 

maximum information from transformation. First part of the approach is to use mask of concerned 

road section which covers the speccific lane to be monitored. For automatic construction of mask, 

I have discussed algorithm in detail in previous section. Luckily the BrnoCompSpeed dataset 

contain these masks already, so I have used them for consistency of evaluation. Second part of the 

approach is that I have set condition that atleast 80% of the pixels in transformed image should 

relate to inside of the mask. I have observed that this small tweak has made the process automatic 

and improved the speed measurement accuracy. 
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The steps for transformation are as following: 

1. From three possible pairs of three vanishing points select either VP2-VP3 or VP1-VP2.  

2. For each of the chosen vanishing point, put two lines which are tangent to mask. This step 

will output four lines. 

3. These four lines will intersect with each other and will give four intersection points. 

4. Make pair of each intersection point with the output frame of transformed image such that 

it maintains the vehicle movement direction. 

5. Find perspective transformation from four intersection point to four points of desired 

transformed frame. 

6. Apply the transformation on the masked image. There should be atleast 80% of the area 

from original mased frame present in transformed image. If this is not the case them crop 

the mask frame one pixel from bottom and repeat from step 2. If the condition is satisfied 

then finalize the transformation for use. 

 

 

 

Figure 7: Step 1-4 Perspective transformation algorithm using VP1-VP2 
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Figure 8: Step 5-6 Perspective transformation algorithm 

 

There is one limitation in this method as suggested in that line intersecting the pair of vanishing 

point should not intersect the mask section of the frame. In BrnoCompSpeed dataset this 

limitation is not faced as there is condition of three vanishing point to be orthogonal. The third 

pair VP1-VP3 which was not suggested in the transformation algorithm was due to fact that 

line connecting these points always intersect the masked section of frame. It also simplifies the 

task of 3D bounding box reconstruction. 

 

3.4 Parameterization of 3D bounding box 

A 3D bounding box (BB) contains 12 edges and 8 vertices. Since we have aligned 3D 

bounding box with vanishing points and lines connecting to vanishing point are aligned with image 

axis after transformation, we get 8 of the 12 edges aligned with image axes. Since 2D BB encloses 

3D BB, this makes us able to represent 3D bounding with 2D BB with one extra parameter as cc 

which is by definition a relative height of 3D bounding box in 3D bounding box. This parameter 

is calculated by calculating vertical distance between top front facing edge of 3D BB and top edge 

of 2D BB. This distance is then divided by total height of 2D bounding box to make the parameter 

in [0, 1] range for ease in training process. 
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Figure 9: Parameterization of 3D bounding box 

 

3.5 Re-Construction of 3D bounding box 

The algorithm to cinstruct3D bounding box from 2D bounding box with one extra 

parameter is derived from previous work of. But due to improvements in the perspective 

transformation algorithm, some additional cases have emerged, so I have generalized algorithm 

for these new cases. 

The steps to re-construct follow the check of vanishing point position, specifically the point 

which was not used in the transformation. To proceed further we need to know the relative position 

of this vanishing point with respect to transformed 2D bounding box. For this we first apply same 

perspective transformation of vanishing point let say VP. Because of the geometry of three 

vanishing points there are two possible relative positions of VP with respect to bounding box. This 

VP is either below or above the bounding box. Let’s first take the case in which VP is above the 

2D bounding box. 
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Figure 10: 3D bounding box construction bounding box is on right side of VPU 

 

In this case, horizontal position of VP and 2D BB can be placed in three possible options. 

If VP is on the right side of 2D BB then the left most end of line corresponding cc will be vertex 

of 3D bounding box.  

 

 

Figure 11: 3D bounding box construction bounding box is on left side of VPU 



 

16 

On the other hand, if the VP is on left side of 2D BB then right most end of the line is used 

for vertex. The third possible option left is if VP is in the center of 2D BB then any one of the end 

of the line can be used. The process is shown in figure. In this process VPU is on the left of the 2D 

BB. 

To handle false output from neural network, I have proposed to detect and ignore that 

detection. This event can be detected when one of the lines of 3D BB goes beyond the area enclosed 

by 2D BB. 

Once the 3D bounding box is constructed, the inverse perspective transformation is used 

to get real world view of 3D bounding box.  

  

Figure 12: Top: Good vehicle detection, Bottom: Failure cases 

 

3.6 Vehicle Tracking 

The output of the vehicle detector is 2D bounding box along with parameter cc in each 

frame of inference. To make tracking smooth and robust some rules are defined in tracking process. 

Once I parse 2D bounding boxes from inference of network, these boxes are then compared with 
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previous frame based on IoU matric for each track. If the IoU score of a specific detected box is 

more than 0.2 for atleaset one track, then bounding box with highest IoU is appended to the track. 

If no track has IoU more than 0.2 then one new track is initiated, and that detection gets associated 

with it. If any track gets no detection associated with it for last 10 frames then it gets moved to 

result. I discard the detections in any track which are close to boundary of frame. Algorithm also 

discards any track which has low age or low distance or in other words which has less than 5 

detection and only moved 100 pixels or less.  

 

3.7 Speed Estimation 

3D bounding box re-construction is done in parallel to vehicle track accumulation. Only 

valid detections which pass the checks of tracking are moved further down the pipeline for 3D BB 

re-construction. This process has been explained in previous sections. For speed estimation task I 

have choosed frontal bottom center of 3D BB as reference point for calculation od distance covered 

in two consecutive frames. First this distance is in pixels which cannot be used for real speed 

estimation. Camera calibration parameters are used to get a transformation from 2D road 

projection on from to real world road plane. 

 

𝜌 = [𝑛𝑇 , 𝛿]𝑇 

𝒑 = [𝑝𝑥, 𝑝𝑦, 𝑓 ]𝑇 

𝐏 =  −
1

[𝒑
𝑻

, 0] . 𝜌
𝒑 

 

 Since I have selected reference point, which is very close to road plane, so it gives better 

results as compared to any other reference which are on height from road plane. Since roadplane 

is at unit distance we need a third camera parameter, λ for real world scaling  

 

𝑑 = 𝜆||𝑃1 − 𝑃2|| 

 

To measure the average speed of vehicle in a track I have used same method as in reference 

work, by calculation median of speed values of interframe detection in complete track. Given a 
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tracked car with reference point pi and timestamps ti where i =1, … N the speed can be calculated 

by projecting reference points pi to the ground plane Pi  

 

For the stability of speed and avoid noise in sampling, I have used τ = 5, take next sample 

for speed measurement after 5 frames. 
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Chapter 4: Evaluation and Testing 

 

This chapter discusses about evaluation setup and testing results with different setup. I have 

also discussed and compared evaluation setups of reference work and setups of evaluation dataset 

being used in this project. In the attached resource CD, I have included two videos with 3D 

bounding box detection and speed estimation values. These two videos correspond to two different 

setups, one with VP2-VP3 and other with VP1 and VP2. The false positives of the network are 

also shown to showcase which were removed at the stage of tracking.  

 

4.1 Speed measurement accuracy 

To evaluate modified pipeline and compare it from reference work, I have used same test 

cases as done by author. The BrnoCompSpeed dataset [23] has a split C which has been used for 

evaluation. The evaluation results can be referred in table. The evaluation results of the reference 

work has been provided by author. Which are named as Previous3D I have also compared with 

original method by Dubska et al known as DubskaAuto. And its modified and enhanced version 

by Socho et al. He has implemented two methods: SochorAuto and SochorManual, which are more 

accurate approaches.  

For evaluation comparison I have named this modified approach as Modified3D in table. 

All the test runs are done on Intel core i7 7th gen 16GB RAM and the GPU Nvidia 1080Ti. The 

results shows that models with relatively bigger input size give better results on the cost of 

inference time. Results also show that VP2-VP3 gives better performance as compared with pair 

VP1-VP2.  

 

Model VP Set Input Size Error Mean Error Median Recall 

Dubska Auto - - 8.22 7.87 90.08 

Sochor Auto - - 1.10 0.97 83.34 

SochorManual - - 1.04 0.89 83.34 

Previous3D VP2-VP3 640x360 0.86 0.67 89.32 

Modified3D VP2-VP3 640x360 0.79 0.60 83.32 

 VP1-VP2 360x640 1.17 0.88 86.32 



 

20 

Table 1 Comparison of DubskaAuto, SochorAuto, SochorManual & proposed 

method 

 

 

 

4.2 Evaluating the influence of recall on accuracy 

Since all the approaches in comparion list have used their own tracking algorithm and post 

processing steps after detection, it is quite possible that finalized tracks will be different in count 

and ordering. This fact results in variance to recall in the evaluation comparison. A method with 

better detector and tracker can yield higher recall and a method with weaker detector and tracker 

will suffer from the lower recall. To eliminate this effect, I have filtered only those ground truth 

tracks which yielded 100% recall on all methods. In other words which geve proper detection and 

tracking. Thus 7274 tracks have been marked as ground truth from 13,703 tracks of 

BrnoCompSpeed’s split C dataset and the output results have been shown in table. 

 

Method VP Pair Input Size Mean Error 

(km/h) 

Median Error 

(km/h) 

DubskaAuto - - 8.16 8.35 

SochorAuto - - 1.05 0.90 

SochorManual - - 1.08 0.89 

Previous3D VP2-VP3 640x360 0.83 0.84 

Modified3D VP2-VP3 640x360 0.79 0.68 

 VP1-VP2 360x640 1.02 0.87 

Table 2 Comparison of speed measurement error on filtered tracks 

 

4.3 Computational cost 

The normal surveillance camera has 25 FPS for real time traffic monitoring. After 

evaluation for inference time, all my test cases run at more than 30 FPS at mentioned hardware 

setup which is more than real time. The BrnoCompSpeed dataset contain videos at 50 FPS. If the 

hardware setup is of lower specs, then one should resample videos at lower FPS to meet the 

realtime nature of traffic speed estimation task. I donot have FPS information of evaluation setups 
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I am comparing with but it is clear that SochorAuto and SochorManual uses Faster R-CNN which 

is computationally heavy than RetinaNet that is used in this project. 

 

 

# Detector Type Input Dimension FPS 

1 RetinaNet 3D 480x270 120 

2 RetinaNet 3D 640x360 70 

3 RetinaNet 3D 960x540 30 

Table 3 Output FPS with different model sizes on Nvidia GTX1080ti GPU 
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Chapter 7: Future Work  

 

This chapter presents the discussion about future action item which can further improve 

speed measurement accuracy 

5.1 Better detector  

The speed estimation task dependes accurate calculation of distance measured in two 

consecutive frames. Since 3D bounding boxes are new standards for this task in computer vision 

domain, it is essential that 3D bounding box should enclose vehicle completely and there should 

be not extra space be accupied by 3D bounding box. In simple words it should enclose just the 

vehicle nothing less and nothing extra. For this purpose, an accurate vehicle detector is necessary. 

Moreover, tracking should be intelligent in cases of vehicle occlusion or large volume of traffic. 

 

5.2 Automatic adoptive calibration 

The speed estimation task is prone to error if installed camera gets disoriented or displaced 

due to unwanted reasons like strong winds, birds’ intervention, or any other possible reason. 

Although I have proposed a method to periodically perform task to calculate parameters of camera 

calibration, video mask and perspective transformation parameters but there should be a method 

to detect disorientation and displacement of camera automatically. 
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Chapter 8: Conclusion 

 

I have proposed several improvements to previously published reference work [27]. My 

improvements in algorithm of automatic video mask construction eliminates the need of manual 

video mask construction. The second improvement is related to automatic perspective 

transformation, and I proposed to use specific rules to eliminate distortion in perspective 

transformation which resulted in lower recall in reference work. 

To gauge the speed measurement accuracy with different configurations, I have extended 

the analysis of experiment by providing range of different configuration. These configuarations 

include detector threshold value, tracker IoU threshold parameter and different check to eliminate 

noise in speed measurement. Based on different setting of these parameter one can get better 

accuracy depending on which set of parameters work best in that situation. For specific camera 

scene where there is distortion in detection while vehicle is leaving scene or video mask, we can 

set condition which will ignore detections which are close to boundary of video mask which is in 

direction of leaving vehicle. Since a leaving vehicle is not complete rather it is partially visible in 

couple of frames, the 3D bounding boxes are not perfect, there reference point does not follow the 

movement of vehicle, so this filtering is necessary. 

All detection networks run in real time on commercially available GPUs in market. The 

inference time depends on model input size, and I have tested on 3 different models all having 

different input dimensions of frame. There is a trade of in detection accuracy and inference speed, 

so one must select appropriate input dimenstion for model to get optimal results. 

The improved fully automatic led to better speed estimation results on BrnoCompSpeed 

dataset. Compared to published reference work of author, I have reduced mean speed measurement 

error by 5% and the median speed error to 3%. In terms of speed values, the mean speed error has 

been reduced from 0.83 km/h to 0.79km/h and median speed error has been reduced from 0.60 

km/h to 0.59 km/h. 
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