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Abstract

This dissertation is divided into two parts. The first part describes the work on magnetohydro-

dynamics boundary layer flow past a non-linear stretching surface in the presence of variable

fluid characteristics. The second part is associated with the study of unsteady magnetohydro-

dynamics (MHD) stagnation point flow of bio-nanofluid near a shrinking/stretching surface.

We use the relevant similarity transformation to convert the partial differential equations

(PDEs) of the concerned problem into ordinary differential equation (ODEs). The shooting

method has been used to obtain the numerical results of reduced coupled ODEs of the con-

cerned problem. The acquired results from shooting method are compared with the bvp4c

MATLAB solver. We also present a new numerical technique, namely, simplified finite dif-

ference method (SFDM) in our study and present some useful results by using it. Graphs

are plotted to perceive the influence of several pertinent parameters on the fluid flow field

while considering constant and variable fluid properties together. The current analysis of the

first part describes the boundary layer flow with variable liquid properties past a non-linear

stretching surface. Most of the studies were given on constant fluid properties. Whereas very

few discuss the variable fluid properties in their study. To bridge this gap between constant

and variable liquid properties. The comparison of constant and variable fluid characteristics

is made in our study. The obtained results of constant and variable fluid properties are com-

pared through graphs and tables. It is determined that the obtained results are different for

variable and constant fluid characteristics. The heat and mass transfer rates in constant fluid

properties are higher than the variable fluid properties. The wall resistance coefficient rises

for changeable liquid characteristics when compare to constant liquid characteristics. It is also

noted that width of boundary layer in Case B (variable fluid properties) is different compared

to Case A (constant fluid properties). In the second part of the thesis, we investigate the

xi



unsteady MHD stagnation point bio-nanofluid flow past a shrinking/stretching surface. The

flow modeled PDEs are first reduced to non-linear coupled ODEs by appropriate transforma-

tion. The numerical outcomes of the reduced coupled ODEs are obtained through shooting

and bvp4c method. We noticed an excellent resemblance between the present numerical re-

sults and the published results in the literature. It is found that boundary layer thickness is

different in stretching sheet case when compared to shrinking sheet case also density of motile

microorganism declines for raising values of Nb, Lb and Pe.
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Preface

Studying basic physics of fluid flow due to a stretching surface is very significant as it has

several practical and industrial applications. A production of sheeting materials takes place

in a number of industrial manufacturing procedures and involves sheets of metal and polymer,

such as cooling an infinite metal plate in a cooling bath, the boundary layer along material

handling conveyors, aerodynamic extrusion of plastic sheets, the boundary layer along a liquid

film in a condensation process, glass blowing, paper production, drawing plastic films and

metal spinning.

Constant fluid properties of Newtonian and non-Newtonian fluids have been found in most

of the published literature. Variable fluid properties analysis is uncommon with exponential

and variable thickness stretching sheets. We analyzed the constant and variable fluid proper-

ties, to find difference between these two studies.Furthermore, we introduce a new numerical

procedure name simplified finite difference method (SFDM) to find solution of the ODEs.

The arrangement of the dissertation is as follows:

Chapter 1 is an introduction to the dissertation. It describes the problem statement, research

objectives, basic definitions, conservation laws and literature review. Details regarding the

shooting method, bvp4c and SFDM is also appended to this chapter.

In Chapter 2, magnetohydrodynamic free stream and heat transfer of nanofluid flow over

an exponentially radiating stretching sheet with variable fluid properties is investigated. First

we transform the PDEs into set of coupled ODEs by using appropriate transformation and

then obtained the numerical results of reduced ODEs by using shooting method and MATLAB

xiv



built in solver bvp4c. The outcomes of physical parameters namely, magnetic parameter M ,

viscosity parameter θr, Brownian motion parameter Nb, small thermal conductivity param-

eter ε, thermophoresis parameter Nt, Prandtl number Pro, Lewis number Le and radiation

parameter Rd are conveyed through graphs. A complete analysis of the acquired results is

also incorporated. The content of this chapter is published in Frontier in Physics available

from 15 November 2019.

Thermophoretic MHD free stream flow with variable internal heat generation/absorption

and variable liquid characteristics in a permeable medium past a radiative exponentially

stretching surface is presented in chapter 3. The governing equations and boundary con-

ditions of the problem are modified into dimensionless form by utilizing the suitable similarity

transformation and then solved the resulting dimensionless ODEs by using shooting and bvp4c

method. The acquired numerical results are displayed in the form of tables and figures against

pertinent physical parameters. The comparison of the study with published data is also in-

cluded in the chapter. The interpretation of the chapter is also presented at the end. The

investigation of this work is published in Journal of Materials Research and Technology

available from (2020), 9(3), pp. 4855-4866.

Chapter 4 is concerned with the study of a new computational technique design for EMHD

nanofluid flow over a variable thicked surface with variable liquid characteristics. The govern-

ing PDEs reduced to non-linear ODEs by incorporating suitable transformation. The modeled

ODEs are solved by employing SFDM and bvp4c. The influences of relevant physical param-

eters namely, electric field parameter, porosity parameter, viscosity parameter, wall thickness

parameter, radiation parameter, Prandtl number, Biot number, Eckert number, Brownian mo-

tion parameter, thermophoresis parameter and Lewis number are analyzed through plots. The

comparison of the study with published results is also made and is presented in the chapter.

Finally, the conclusion of the Chapter is presented. The outcomes of the current chapter is

published in Frontier in Physics available from 8th April 2020.

Chapter 5 predicts the effects of SFDM for EMHD Powell-Eyring nanofluid flow featuring

xv



variable thickness surface and variable fluid Characteristics. The governing PDEs reduced to

ODEs by suitable similarity transformation. SFDM and bvp4c method are employed to solve

the developed non-linear ODEs. The numerical results of the chapter in the form of graphs

and tables are presented. To see the accuracy of the developed numerical scheme SFDM, com-

parison has been made with published results. Present results developed with SFDM shows

good resemblance with the already published results. The conclusion is also discussed at the

end of the chapter. The observation of this chapter is published in Mathematical Problem

in Engineering.

Chapter 6 reports the modeling and analysis of unsteady MHD stagnation point flow of

bio-nanofluid along with internal heat generation/absorption and thermal radiation near a

stretching/shrinking sheet. The modeled PDEs converted to dimensionless system of non-

linear ODEs by applying appropriate transformation. The transformed coupled ODEs then

solved by shooting and bvp4c method to obtain the numerical results. The numerical results

are discussed through graphs and tables. To check the validity of the present results, compar-

ison with the published literature has been made. The outcomes are discussed at the end of

this chapter. This work is published in Mathematical Problem in Engineering.

A theoretical model for bio-nanofluid with variable fluid characteristics over a slippery

sheet is analyzed in Chapter 7. The PDEs involve temperature dependent quantities have

been transformed into ODES by applying relevant transformation. The shooting method and

bvp4c have been used to find the numerical solution of modeled problem. To figure out the

impact, graphs are plotted against pertinent parameters. The obtained data of the skin fric-

tion coefficient, the local Nusselt number, the local Sherwood number and the local density

of motile organisms is tabulated against various parameters. The data obtained for physical

parameters have a close agreement with the already published literature. The conclusion is

presented at the end of the chapter. This work is published in Mathematical Problem in

Engineering.

Chapter 8 contains the conclusions and outlook of the thesis.
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Chapter 1

Introduction

The fundamental definitions of fluid dynamics is presented in this chapter. A detailed literature

survey on the topic under investigation is also provided in this chapter.

1.1 Literature Review

A study of fluid past a stretching sheet is essential as it has many practical and industrial ap-

plications. In a number of industrial and manufacturing processes, material production occurs

and involves sheets of metal, and polymer. For instance, cooling an infinite metal plate in a

cooling bath, the boundary layer along material handling conveyors, plastic sheet aerodynamic

extrusion, the boundary layer along a liquid film in condensation procedures, paper manufac-

turing, glass blowing, steel spinning and plastic film drawing. The flow over a flat stretching

surface was first investigated by Crane [1]. Magyari and Keller [2] discussed the boundary layer

flow of heat and mass transfer due to an exponentially stretching continuous surface. A new

dimension is added to this investigation by Elbashbeshy [3] who discussed the flow and heat

transfer characteristics due to an exponentially stretching permeable sheet. MHD stagnation

point flow and heat transfer over an exponentially stretching sheet was discussed by Rajendar

et al. [4]. Many researchers have extended the work for different flow model. But most of

those studies have been focusing on constant fluid properties. The analysis of free stream

boundary layer flow over a flat plate while variable fluid properties taking into consideration

was investigated by Bachok et al. [5]. The magnetic field influence on a third grade fluid with

1



chemically reactive species has been put forward in Hayat et al. [6]. Pramanik [7] studied

the impact of thermal radiation on Casson fluid flow and heat transfer past an exponentially

porous stretching surface. Umar et al. [8] discussed the effect of thermo-diffusion on MHD

nanofluid flow over a stretching surface. Suzilliana et al. [9] made the analysis on the impact of

magnetohydrodynamics fluid flow with slip condition over a radiating exponentially surface.

Mabood et al. [10] discussed the non-Darcian MHD convective flow and claimed that tem-

perature rise depends on Eckert number. From the context of a stretching sheet for variable

thickness, Fang et al. [11] has tackled the boundary layer flow and analyzed multiple solutions.

Reddy et al. [12] investigated the MHD flow and heat transfer of Williamson nanofluid over

variable thickness sheet with variable thermal conductivity and identified that the velocity

profile decreases with wall thickness parameter when m < 1.

Magnetohydrodynamics (MHD) is the study of the flow of electrically conducting fluids

in an electro-magnetic-fields. MHD flow research is of significant concern in contemporary

processes of metallurgy and metalworking. The study of MHD flow is of considerable interest

in modern metallurgical and metal-working process. Mukhopadhyay [13] discussed the slip

effects on MHD flow over a radiating exponentially stretching sheet with suction/blowing.

Mabood et al. [14] investigated heat transfer of nanofluid flow towards a nonlinear stretching

surface. Reddy et al. [15] studied the MHD boundary layer flow of nanofluid and heat transfer

over a porous exponentially stretching sheet in presence of thermal radiation and chemical

reaction with suction. The effect of heat and mass transfer in magnetohydrodynamic Casson

fluid over an exponentially permeable stretching surface was reported by Raju et al. [16]. The

influence of MHD stagnation point flow of nanofluid over a stretching sheet with convective

boundary condition was studied by Ibrahim and Rizwan [17]. Noreen et al. [18] examined

the magnetohydrodynamic flow of tangent hyperbolic fluid over a stretching surface. They

showed that the local skin friction coefficient rises with an increment in magnetic parameter

M . Mukhopadhyay et al. [19] conducted the study to assess the effects of fluid flow with con-

stant and changeable viscosity on heated surface. They noticed that the decrease in viscosity

makes the velocity decrease with increasing distance of the stretching sheet. Nadeem et al. [20]

examined MHD three-dimensional Casson fluid flow through a porous linear stretching plate

and concluded that the stretching parameter resulted in decreasing behavior of velocity pro-
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file. Zhang et al. [21] discussed the MHD and heat transfer of nanofluid while taking porous

media, chemical reaction and variable surface into account. They examined three types of

nanoparticles. Sheikholeslami et al. [22] discussed the convective heat transfer of nanofluid

flow and showed that heat transfer rises with Hartmann number. Patel [23] studied the effects

of heat generation, thermal radiation and hall current on hydro magnetic Casson fluid flow

towards an osculating plate. They stated that the Hall current boosts mobility in both direc-

tions. Farooq et al. [24] discussed the MHD flow of Maxwell fluid with nanomaterials due to

an exponentially stretching surface. The role of thermophoresis parameter is negligible on the

temperature distribution. Magnetohydrodynamic (MHD) boundary layer flow past a wedge

with heat transfer and viscous effects of nanofluid embedded in porous media was investigated

by Ibrahim and Tulu [25]. They discover that the boundary layer thickness is influenced by

the pressure gradient. The impact of 3D Maxwell nanofluid heat and mass transfer evaluation

onto an exponentially stretching surface was explored by Ali et al. [26]. They showed that the

skin friction coefficient decrease with Deborah number.

The thermal radiation plays an important role in industrial and engineering processes.

Thermal radiation is a phenomenon in which energy is transported through indirect contact.

Most activities exist at higher temperatures in manufacturing environments, so experience

of radiative heat transfer of heat is very necessary when constructing equipment. Raptis et

al. [27] reported the effect of thermal radiation on the MHD flow of a viscous fluid past a semi-

infinite stationary plate. Devi et al. [28] presented analysis of the radiation and heat source

effects on MHD flow over an exponentially stretching surface. Mukhopadhyay [29] discussed

the MHD flow with slip effects over a radiating stretching surface. The influence of radiation

effect over an exponentially stretching sheet was studied by Ishak [30] and Mabood et al. [31].

Bidin and Nazar [32] carried out a numerical study to investigate the impact of radiation on

boundary layer flow due to an exponentially stretching surface. Poornima and Reddy [33]

scrutinized an analysis of MHD free convective heat transfer flow of nanofluid over a nonlinear

radiative stretching surface. Khalili et al. [34] examined the MHD flow with radiation effect

and heat source past an exponentially stretching surface. Izadi et al. [35] discussed thermal ra-

diation in a micropolar nanoliquid in a porous chamber. They applied Galerkin finite element

method to compute numerical solution. Daniel et al. [36] presented theory on entropy analysis
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for EMHD nanofluids considering thermal radiation and viscous dissipation. Muhammad et

al. [37] obtained numerical solution via shooting method and bvp4c for the significant rule

nonlinear thermal radiation played in 3D eyring-Powell nanofluid. Sohail et al. [38] described

entropy analysis of Maxwell nanofluid in gyrotactic microorganism with thermal radiation.

Gireesha et al. [39] provides hybrid nanofluid flow across a permeable longitudinal moving fin

with thermal radiation.

Because of the unique physical and chemical properties of nanometer-sized products,

nanofluids have many applications in the industrial sector. Nanofluids are composite of solid-

liquid materials, typically 1-100 nm, consisting of powerful nanoparticles or liquid-suspended

nanofibers. The term nanofluid was suggested by Choi [40]. He revealed that supplying a

tiny quantity of nanoparticles to base fluids improved the thermal conductivity of the fluid

by approximately two times. Nield and Kuznestov [41] studied convected heat transfer flow

of nanofluid in a permeable medium. They considered natural convection past a vertical flat

plate. Khan et al. [42] analyzed non-aligned hydro magnetic stagnation point nanofluid flow

with changeable viscosity over a stretching surface along with radiation effect. They found

that non-alignment of the reattachment point decreases with an increase in magnetic parame-

ter M. Bachok et al. [43] discussed stagnation-point nanofluid flow and heat transfer analysis

due to an exponentially shrinking/stretching surface. They discovered that the solution ob-

tained for shrinking sheet is not unique. Nada et al. [44] examined the effects of nanofluid

while variable properties are taken into account. Malik et al. [45] studied Casson nanofluid’s

boundary layer flow over a cylinder that stretches exponentially and found solution numeri-

cally. Eid [46] addressed the impact of chemical reaction towards an exponentially stretching

surface on the MHD flow of two-phase nanofluid. They investigated that thermal boundary

layer is dependent on the reaction and source parameter. Gangaiah et al. [47] examined the

MHD nanofluid flow in the presence of viscous dissipation over an exponentially stretching

surface. They showed that thermal boundary layer depends on viscous dissipation parameter.

The effect of different variables like changeable viscosity, buoyancy and changeable thermal

conductivity on mixed convective heat transfer towards a stretching sheet was discussed by

Abel et al. [48]. They obtained solution numerically. In Yousaf et al. [49] and Ellahi et al. [50],

they have discussed MHD Carreau and non-Newtonian nanofluid flow over an exponentially
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and slippery walls, respectively. Unsteady flow with CNT-based MHD nanofluid, variable

viscosity and a permeable shrinking surface have been discussed in Ahmed et al. [51]. See also

Thoi et al. [52] for a different fluid flow aspects in a Y-shaped fin.

Thermophoresis arises when small particles transported from the sheet to the fluid. This

phenomena is important in many industrial applications including filters, combustion and tur-

bine blades. Many investigation connected to heat and mass transfer include Dufour and Soret

impacts with thermophoretic. These type of effects arises when density difference is present in

the flow system. Soret and Dufour impacts are useful in fields like as geosciences, petrology,

hydrology etc. Hayat et al. [53] discussed Soret and Dufour effects in 3D flow with chemical

reaction and convective condition in Maxwell fluid. Ramzan et al. [54] examined 3D bound-

ary layer flow of a viscoelastic nanofluid with Soret and Dufour effects. MHD slip flow with

Soret-Dufour effects in an exponentially stretching surface was discussed by Sravanthi [55].

Zaidi et al. [56] explored the study of Soret and Dufour effects of wall jet MHD flow with

suction/injection. The study of thermophoretic MHD flow and non-linear radiative convective

heat transfer over a non-linearly stretching sheet was investigated by Jain and Choudhar [57].

Muhaimin et al. [58] studied the impact of thermophoresis particle deposition and chemical

reaction on unsteady non-Darcy mixed convective flow over a porous wedge in the presence

of temperature-dependent viscosity. Makinde et al. [59] found stagnation point flow in chemi-

cally reacting nanofluid with slip conditions. Rehman et al. [60] have also addressed stagnation

point flow but on the inclined surface. They noticed that nanoparticles concentration improves

with thermophoresis parameter. Nonaligned stagnation point flow with changeable viscosity

over a surface have been discussed in Khan et al. [61]. They indicated that reattachment

point in nonalignment reduces with magnetic field strength. Ibrahim and Makinde [62] ex-

plored convective heat transfer of Casson nanofluid with slip conditions. They recorded the

decline of the local Nusselt and Sherwood numbers with Casson parameter. In yet another

work, Ibrahim and Makinde [63] discussed power-law nanofluid with slip conditions. They

stated that skin friction falls with slip parameter and increases with power-law index. Bhatti

et al. [64] computed numerical solution of Hall current in peristaltic flow. Thoi [65] et al.

studied NEPCM solidifying heat storage unit in a Y-shaped fin. Tlili et al. [66] discussed

convection in magnetic hybrid nanofluid. They ended-up finding that the radiation parameter
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boosts the local Nusselt number. Bhatti et al. [67] used shooting method for finding solution

of non-Newtonian hyperbolic tangent nanofluid with Hall current. They noticed that the Hall

parameter raised the fluid velocity dramatically. Sheikholeslami [68] found computational

results for energy under Lorentz force. Sheikholeslami et al. [69] did experimental study to

find ways in enhancing boiling heat transfer. Sheikholeslami [70] discussed nanofluid trans-

portation inside a permeable medium. They noticed that radiation causes the temperature

gradient to decrease. Nanofluids have been in demand because of its use in energy efficient

devices due to its high performance contribution in thermal conductivity compared to a tra-

ditional fluid [71], [72], [73]. Nanofluids have recently been used in detergent, vehicle coolant,

sensing in microelectromechanical systems (MEMS), thermal energy storage [74]. Thus, it

can be used in heating and electronic devices to make it more cost effective by minimization

of energy lost in heat transfer process. There are a number of applications where nanofluid

have been used such as in biomedical engineering, fluid power, mechanical and manufacturing

industry, hydraulics etc. The nanofluids are a composite solution containing nanoparticles and

the base fluid [75]. The scope of nanofluid has been further enlarged by coalescing nanopar-

ticles with blood to cultivate comprehension of biological sciences as well. Such a fluid is

ordinarily known as bionanofluid. The bionanofluid has instigated research in cancer therapy,

nanotechnology and medical devices etc.

Bioconvection is a process in which microorganisms convection occur in the fluid [76]. Khan

and Makinde [77] investigated nanofluids in motile gyrotactic microorganisms. In [78] found

analytical solution of bioconvection of oxytactic bacteria. Winifred and Makinde [79] dis-

cussed hydromagnetic bioconvection due to microorganisms and solution is obtained numer-

ically. Recently, Naganthran et al. [80] applied extrapolation technique in time dependent

bionanofluid. Zaimi et al. [81] discussed stagnation point flow not only containing nanoparti-

cles but also gyrotactic microogranisms. Ali and Zaib [82] discussed time dependent Eyring-

Powell nanofluid flow. Zeng and Pedley [83] discussed gyrotactic micro-organisms in complex

three dimensional flow. Shah et al. [84] have developed a fractional model in discussing a

natural convection of bio-nanofluids between two vertical plates. Amiersom et al. [85] have

discussed melting bioconvection nanofluid with second order slip with thermal physical proper-

ties. Khader et al. [86] performed experimental study to determine the thermal and electrical

conductivity to develop a new correlation in bio-nanofluid. For other details in this direc-
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tion [87], [88], [89], [90], [91], [92].

There exists a very extensive literature with and without nanofluid on the topic of a

constant fluid properties. But not many studies were dedicated to explore the impacts of

changeable liquid characteristics on nanofluid flow. To bridge that gap, the present research

focuses on the influences of changeable viscosity and changeable thermal conductivity on

the boundary layer nanofluid flow. The investigation on the unsteady bionanofluid over a

stretching and shrinking sheet is also discussed.

1.2 Problem Statement

The present study is carried to cover a gap between constant and variable fluid properties

of Newtonian and non-Newtonian fluid flow over a stretching sheet. The comparison of both

constant and variable liquid characteristics is made to see the difference between both the

studies. The current study also discussed the MHD bio-nanofluid flow past an unsteady

stretching sheet considering constant and variable thermophysical properties. It comes to

conclude that the use of variable properties offers distinct effects on fluid flow motion.

1.3 Research Questions

1. What are the impacts of variable viscosity and variable thermal conductivity on nanofluid

flow past an exponentially stretching sheet?

2. What are the impacts of variable viscosity and variable thermal conductivity on Powell-

Eyring nanofluid flow past a variable thickness stretching surface?

3. What are the impacts of MHD unsteady stretching/shrinking sheet on bio-nanofluid?

4. What are the impacts of MHD unsteady stretching sheets considering variable thermo-

physical properties on bio-nanofluid.?
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1.4 Objectives and Scope

The objectives of this dissertations are:

1. To find the numerical solution of MHD flow of nanofluid with variable fluid properties

over an exponentially stretching sheet.

2. To find the numerical solution by applying the SFDM on Newtonian and non-Newtonian

fluid flow over a variable thickness stretching sheet while considering varying liquid

characteristics.

3. To solve unsteady MHD flow of bio-nanofluid over a stretching/shrinking sheet numeri-

cally.

4. To find the numerical solution of unsteady MHD flow of bio-nanofluid with variable

thermophysical properties by using shooting method.

1.5 Fluid

A fluid is a material which continuously deforms under the action of applied shearing forces.

Types of fluids, are characterized into liquids and gases.

Figure 1.1: Molecular activity in liquid and gas (Source: Internet).

1.6 Nanofluid

The nanofluids are a composite solution containing nanometer sized particle and the base fluid.

The nanoparticles usually consists of metals, carbides or oxides. Water, oil and ethylene gly-
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col are some examples of the base fluid. There are a number of applications where nanofluids

have been used such as in biomedical engineering, fluid power, mechanical and manufacturing

industry, hydraulics, etc.

Figure 1.2: Nanofluid (Source: Internet).

1.7 Stress

The ratio of force to area is called stress. Mathematically stress expressed as,

τ1 =
F1

A1

, (1.1)

Where F1 is the force applied on area A1.
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Figure 1.3: Stress (Source: Internet).

1.8 Dynamic Viscosity

A ratio of shear stress to strain rate is called dynamic viscosity. It is denoted by µ1.

µ1 =
shear stress
strain rate

. (1.2)

kg
ms

is a unit of dynamic viscosity.

Table 1.1: Water as a function of temperature (White [101]).
T1(C) ρ1(

kg
m3 ) µ1 × 10−3Ns

m2

0 1000 1.788

10 1000 1.307

20 998 1.003

30 996 0.799

40 992 0.657

50 988 0.548

60 983 0.467

70 978 0.405

80 972 0.355

90 965 0.316

100 958 0.283

1.8.1 Newton’s Law of Viscosity

According to Newton’s law of viscosity shear stress τ1 is directly proportional to the shear

rate. Mathematically,

τ1 = µ1
du1
dy1

, (1.3)

where µ1 is coefficient of viscosity.
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1.8.2 Kinematic Viscosity

The fraction of dynamic viscosity µ1 to the density of fluid ρ1 is called kinematic viscosity. It

is defined by,

ν1 =
µ1

ρ1
. (1.4)

The unit of ν1 is m2/s.

1.9 Types of Flows

Some key types of fluids are described given below.

1.9.1 Steady vs Unsteady Flow

Flow is steady, if the velocity of fluid flow remains constant function of time. Whereas flow is

unsteady, if the velocity of fluid is variable with respect to time.

Figure 1.4: Steady vs Unsteady Flow (Source: Internet).

1.9.2 Laminar Flow and Turbulent Flow

If the velocity of the fluid flow is not changing with respect to time then flow is laminar . On

the other hand if the velocity of flow is variable with time then flow is turbulent.
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Figure 1.5: Laminar vs Turbulent Flow (Source: Internet).

1.9.3 Viscous Flow

In viscous flows, effects of fluid friction is significant.

1.9.4 Inviscid Flow

If there is no viscosity effect (µ1 = 0) on the fluid flow then flow is called inviscid flow.

1.9.5 Newtonian and Non-newtonian Fluid

Those real or viscous fluids which follow the Newton’s law of viscosity are known as Newtonian

fluids. Water and air are the examples of newtonian fluids. While on the other hand Non-

Newtonian fluids do not obey the Newton’s law of viscosity. Mathematically,

τ1 = µ1(
du1
dy1

)n,where n 6= 1. (1.5)
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Figure 1.6: Newtonian and Non-Newtonian Fluids (Source: Internet).

1.9.6 Incompressible and Compressible Flow

If the density ρ1 is constant function of time then the fluid flow is incompressible. Mathemat-

ically,
dρ1
dt1

= 0. (1.6)

Whereas if the density ρ1 changes with time then the fluid flow is compressible.

Figure 1.7: (Source: Internet).
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Figure 1.8: Ranges of Mach number (Source: Internet).

1.10 Some Basic Laws

1.10.1 Law of Conservation of Mass (Continuity Equation)

The mathematical form of continuity equation is,

∂ρ1
∂t1

+∇.(ρ1.V ) = 0, (1.7)

where V indicates the fluid flow velocity and ρ1 denotes fluid density. The above equation for

incompressible flow reduces to,

∇.V = 0. (1.8)

In cartesian coordinate three dimensional continuity equation can be expressed as,

∂u1
∂x1

+
∂v1
∂y1

+
∂w1

∂z1
= 0. (1.9)

1.10.2 Law of Conservation of Momentum

According to conservation of momentum, the quantity called linear momentum, of an isolated

system remains unchanged. In vector form, it can be written as

ρ1
dV
dt1

= ∇.τ1 + ρ1b. (1.10)

14



The inertial force is represented on the L.H.S, whereas on R.H.S the first term is surface force

and second term is body force. ρ denotes density, V is the velocity field, b the body force

and d
dt1

material time. Cauchy stress tensor is τ1 = −p1I1 + S1. Here p1, I1 and S1 represent

pressure, identity tensor and extra stress tensor respectively. In Cartesian coordinates and

considering the velocity field V = [u1(x1, y1, t1), v1(x1, y1, t1), w1(x1, y1, t1)] and momentum

equation gives

ρ1

(
∂u1
∂t1

+ u1
∂u1
∂x1

+ v1
∂u1
∂y1

+ w1
∂u1
∂z1

)
=
∂τ1xx
∂x1

+
∂τ1xy
∂y1

+
∂τ1xz
∂z1

+ ρ1bx1 , (1.11)

ρ1

(
∂v1
∂t1

+ u1
∂v1
∂x1

+ v1
∂v1
∂y1

+ w1
∂v1
∂z1

)
=
∂τ1yx
∂x1

+
∂τ1yy
∂y1

+
∂τ1yz
∂z1

+ ρ1by1 , (1.12)

ρ1

(
∂w1

∂t1
+ u1

∂w1

∂x1
+ v1

∂w1

∂y1
+ w1

∂w1

∂z1

)
=
∂τ1zx
∂x1

+
∂τ1zy
∂y1

+
∂τ1zz
∂z1

+ ρ1bz1 . (1.13)

1.10.3 Navier-Stokes Equation

The Navier-Stokes equation, in component form is:

ρ
Dui
Dt1

= −∂ρ1
∂xi

+ ρ1gi +
∂

∂xj
[2µ1eij −

2

3
µ1(∇.V)δij], (1.14)

where µ1 is the dynamic viscosity, p1 is the hydrostatic pressure, g is the gravity and δij is

the Kronecker delta, defined by

δij =

1 , if i = j

0 , if i 6= j

(1.15)

and

eij =
1

2
(
∂ui
∂xj

+
∂uj
∂xi

), (1.16)

if µ1 is constant then it can be taken outside and Eq. (1.14) takes the form

ρ1
Dui
Dt

= −∂ρ1
∂xi

+ ρ1gi + 2µ1
∂eij
∂xj
− 2

3
µ1

∂

∂xi
(∇.V), (1.17)

= − ∂ρ
∂xi

+ ρgi + µ1[∇2ui +
1

3

∂

∂xi
(∇.V)], (1.18)
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where

∇2ui =
∂2ui
∂xj∂xi

=
∂2ui
∂x21

+
∂2ui
∂x22

+
∂2ui
∂x23

, (1.19)

is Laplacian of ui. For incompressible fluids ∇.V = 0 and using vector notation, the Navier-

Stokes equation is

ρ1
DV
Dt1

= −∇P + ρ1g + µ1∇2V. (1.20)

Above equation is valid only for incompressible fluid. If viscous effects are negligible then

ρ1
DV
Dt1

= −∇P + ρ1g. (1.21)

which are the Euler equations of motion.

1.10.4 Prandtl Boundary Layer Equation

The deduction of the boundary layer equations was one of the most important advances in

fluid dynamics. Using an order of magnitude analysis, the well-known governing Navier Stokes

equations of viscous fluid flow can be greatly simplified within the boundary layer. The two

dimensional Navier Stokes for steady incompressible flow in cartesian coordinates is given as:

u1
∂u1
∂x1

+ v1
∂u1
∂y1

=
−1

ρ1

∂p1
∂x1

+ ν1(
∂2u1
∂x21

+
∂2u1
∂y21

), (1.22)

Prandtl deducted that boundary layer near the surface must be extremely thin and applied

following order of magnitude assumptions.

Variables Order of magnitude

u1 1

v1 δ

∂u1
∂x1

1
1

= 1

∂u1
∂y1

1
δ

p1 1

An inertia term in Navier Stokes equation in cartesian coordinates is ρ1u1 ∂u1∂x1
and a viscous

term µ1
∂2u1
∂y21

. We can estimate the order of magnitude for each term of sheet having length L

as follows:

ρ1u1
∂u1
∂x1
∼ ρ1U∞

L
,
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µ1
∂2u1
∂y21

∼ µ1U∞
δ2

,

As the viscous force in the boundary layer is comparable order to inertial force,

ρ1U∞
L
∼ µ1U∞

δ2
.

After some simplification, we have δ2 ∼ ν1L
U∞

= 1√
ReL

Now, apply the order of magnitude on equation (1.22),

u1
∂u1
∂x1

+ v1
∂u1
∂y1

= −1
ρ1

∂p1
∂x1

+ 1√
ReL

(∂
2u1
∂x21

+ ∂2u1
∂y21

). (1.23)

1 1 + δ 1
δ

= δ2 (1 + 1
δ2

)

As, clearly we can see that ∂2u1
∂x21
∼ o(δ2), which is very small and can be neglected.

1.10.5 Energy Conservation

First law of thermodynamics we have,

ρ1cp
dT1
dt1

= −div.−→q1 + hp∇.j̃p, (1.24)

where cp denotes specific heat of fluid, T1 temperature, hp the enthalpy for nanoparticles, −→q1
energy flux and nanoparticles diffusion mass flux j̃p. Energy flux −→q1 and nanoparticles diffusion

mass flux j̃p are given by

−→q1 = −k1∇T1 + hpj̃p, (1.25)

j̃p = −ρ1DB∇C1 − ρ1pDt
∇T1
T∞

. (1.26)

Here ρ1p , k1, DB, DT and C1 are nanoparticle mass density, thermal conductivity, Brownian

motion parameter, thermophoretic diffusion coefficient nanoparticle volume fraction respec-

tively. In view of Eqs. (1.24) and (1.25) Eq. (1.26) becomes

ρ1cp
dT1
dt1

= −k1∇2T1 + ρ1pcp

[
DB∇C1.∇T1 −DT

∇T1.∇T1
T∞

]
. (1.27)
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1.10.6 Concentration Law

The concentration equation for nanofluid is

∂C1

∂t1
+ V.∇C1 =

−1

ρ1p
∇.j̃p, (1.28)

after insertion of Eq. (1.26) into Eq. (1.28),

∂C1

∂t1
+ V.∇C1 = DB∇2C1 +DT

∇2T1
T∞

. (1.29)

1.11 Some Common Useful Non-Dimensional Parameters

1.11.1 Reynolds Number

The ratio of inertial to viscous force is called Reynolds number(Re). Mathematically, it is

defined by,

Re =
inertial force
viscous force

=
ρ1u1L

µ1

. (1.30)

1.11.2 Prandtl Number

The fraction of momentum to heat diffusivity is called Prandtl number. Mathematically,

Pr =
momentum diffusivity

heat diffusivity
=
ν1
α1

=
cpµ1

k1
. (1.31)

1.11.3 Grashof Number

The Grashof is a dimensionless parameter that arise in heat transfer analysis of fluid dynamics

to examine the velocity and temperature profiles in the mixed and free convection flows. The

fraction of buoyancy to viscous forces is called Grashof nuumber. Mathematically, Gr is

defined by

Gr =
gβ∆T1l

3

ν21
. (1.32)

Where l is the vertical length.
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1.11.4 Eckert Number

The Eckert number is defined as the fraction of kinetic energy to enthalpy. Mathematically,

Ec =
V 2
1

cp∆T1
. (1.33)

1.11.5 Schmidt Number

The Schmidt number is a dimensionless number defined as the ratio of kinematic viscosity

(momentum diffusivity) and mass diffusivity, and is used to characterize fluid flows in which

there are simultaneous momentum and mass diffusion convection processes. The Schmidt

number describes the mass momentum transfer, and the equations can be seen below:

Sc =
ν1
D

=
viscous diffusion rate
mass diffusion rate

. (1.34)

1.11.6 Lewis Number

The Lewis number is a dimensionless number defined as the ratio of thermal diffusivity to

mass diffusivity.

Le =
α1

D
. (1.35)

1.11.7 Biot Number

The fraction of heat transfer resistances inside and at the surface of a body is called Biot

number (Bi).

Bi =
hL

k1
=

convective heat transfer
thermal conductivity

. (1.36)

1.11.8 Nusselt Number

The Nusselt number is a fraction of convective to conductive heat transfer. Mathematically,

NuL =
h1L1

k1
. (1.37)
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1.11.9 Sherwood Number

The Sherwood number is a fraction of convective to diffusive mass transfer. Mathematically,

Sh =
K1L1

D
=

convective mass transfer coefficient
diffusive mass transfer coefficient

. (1.38)

1.12 Boundary Layer

A layer of fluid close to a solid surface of wall where the impacts of viscosity are significant.

Figure 1.9: Velocity Boundary Layer(Source: Internet).

Where δ is a boundary layer thickness.

1.13 Numerical Techniques

1.13.1 Shooting Method for 2nd order Non-Linear Differential Equa-

tion

The shooting method is explained through the following second order ODE,

z′′ = h(x, z, z′), α1 ≤ x ≤ β1 (1.39)

along with the boundary conditions,

z(α1) = a1, z(β1) = b1. (1.40)

In 1st step we turn down the BVP Into the IVP,
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z′′ = g(x, z, z′) for α1 ≤ x ≤ β1

with

z(α1) = a1, z′(α1) = u (unknown).

where u is an unknown which needs to be find out.

lim
t−→∞

z(β1, ut) = z(β1) = b1. (1.41)

Use uo as an initial approximation to generate u1, u2,....

The process of finding u must be stop when

z(β1, u)− b1 = 0. (1.42)

Above equation is nonlinear in u. We apply Newton Raphson method to create the sequence

ut . We required only an initial guess uo in Newton’s method and can find the remaining terms

by

ut = ut−1 −
(z(β1, ut−1)− b1)

dz
du

(b1, ut−1)
. (1.43)

For multi variables the Newton’s method is,

ut = ut−1 −
(z(β1, ut−1)− b1)

|J1|
. (1.44)

where J1 is the Jacobian matrix.
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Figure 1.10: Flow chart of shooting method.

1.13.2 bvp4c

BVP can also be solved by using MATLAB solver bvp4c. bvp4c algorithm utilize the collocation

approach in the background. To find solution of BVP by using bvp4c algorithm, we need initial

guess, domain size and the number of points. Please see reference [95] for more detail and

examples.
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Third order ODE in f

Reduce order by f ′ = F

Linearize 2nd order ODEs

Apply Finite differences

Get a system AF = s

Thomas algorithm

Obtain F

The solution f from f
′
= F

Repeat for θ and φ

Figure 1.11: Flow Chart of SFDM

1.13.3 Simplified Finite Difference Scheme (SFDM)

The solution of non-linear coupled ODEs can also be found through simplified finite difference

scheme (SFDM). The simplified finite difference scheme is explained through the following

necessary steps.

1. First we bring down the third order ODE into a system of first and second order ODEs.

This reduction of order simplify the process of finite difference approximation. The ODE

already written in second order cannot be reduced.

2. Further, the set of non-linear ODEs is linearized by using Taylor series.

3. The finite difference approximation formulas is used in place of derivatives of ODEs.

4. In the end, we obtain system of algebraic equations that can be solved by Thomas

algorithm.

5. The process will be repeated for energy and concentration equations.
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1.13.4 Simplified Finite Difference Scheme for Linear Differential

Equation

Consider the second order ODE,

d2u

dv2
+ A(v)

du

dv
+B(v)u = C(v). (1.45)

Subject to the boundary constraints,

u(0) = α1, u(L1) = β1. (1.46)

Grid points are taken as,

v0 = 0, vn = vn−1 + h, n = 1, 2, 3, , , , N .

The variable u and its derivatives at vn are taken as,

u = un,
du

dv
=
un+1 − un−1

2h
,

d2u

dv2
=
un+1 − 2un + un−1

h2
(1.47)

Insert Eq.(1.47) into Eq.(1.45), Eq.(1.45) reduces to,

1

h2
(un+1 − 2un + un−1) +

A(v)

2h
(un+1 − un−1) +B(v)un = C(v) (1.48)

Eq. (1.48) can also be written as,

anyn−1 + bnyn + cnyn+1 = rn (1.49)

Where,

an = 1− 1

2
hA(vn), bn = h2B(vn)− 2, cn = 1 +

1

2
hA(vn), rn = h2C(vn) (1.50)

The boundary condition are taken as,

uo = α1, uN = β1 (1.51)

In matrix form Eq. (1.49) and Eq. (1.50) can be written as,

AU = S (1.52)
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Where, U =



u1

u2

−

−

−

uN


, S =



s1

s2

−

−

−

sN


=



r1 − α1a1

r2

−

−

−

rN−1 − β1rN−1


,

A =



b1 c1 − −

a2 b2 c2

− −

− −

aN−2 bN−2 CN−2

aN−1 bN−1


In the end, we will apply the Thomas algorithm to obtain the solution of system of algebraic

equations. Further we have discussed the detailed process of simplified finite difference method

for non-linear coupled ODEs in Chapter 4 and 5.
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Chapter 2

MHD Flow of Nanofluid over an

Exponentially Stretching Sheet with

Varying Fluid Properties

In this chapter we investigates the study of nanofluid and heat transfer flow of the MHD

free stream over an exponentially radiating stretching sheet accompanied by constant and

variable fluid characteristics together. The underlying governing PDEs have been translated

into nonlinear ODEs by incorporating adequate transformations.The corresponding ODEs are

effectively solved by using the shooting technique and the MATLAB algorithm bvp4c. The

impact on the skin resistance coefficient (quantifying resistance), the local Nusselt number

Nux1 (heat transfer rate) and the local Sherwood number Shx1 (mass transfer rate) on the

surface due to the flow field variables have been computed against various parameters. To

study the impact of pertinent parameters on momentum, thermal and concentration distribu-

tions, graphs are also plotted. It has been noted by raising the value of ε, the heat transfer

rate reduces for variable fluid properties. On the other hand, raising Pro increases the heat

transfer rate.

The arrangement of this chapter is given below.

The introduction of the chapter is presented in Section 2.1. The theoretical model and the

governing equations of the chapter are described in Section 2.2. Section 2.3 consists on the
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fluid properties. We discuss the numerical procedures in Section 2.4. Section 2.5 covers the

results and discussion of the chapter with the help of graphs and tables. We draw a conclusion

of this chapter in Section 2.6.

2.1 Introduction

Andersson and Aarseth [112] investigated the properties of fluid under the influence of tem-

perature. The impact of thermal radiation on steady MHD flow over a stretching surface

considering variable thermal conductivity and mass transfer was discussed by Ibrahim and

Suneetha [113]. Makinde et al. [114] examined the MHD flow of nanofluid considering viscos-

ity as variable towards a stretching surface. Mukhopadhyay et al. The influence of temperature

on viscosity during heating surface was investigated by Elbashbeshay and Bazid [115].The ef-

fect of hydro-magnetic flow with variable liquid characteristic towards a nonlinearly stretching

surface was discussed by Popley et al. [116]. The influence of MHD free stream and heat

transfer flow with temperature-dependent fluid properties past a nonlinearly stretching sur-

face was studied by Prasad et al. [117]. Sharif et al. [118]examined the study of nanofluid

while considering changeable liquid properties. The influence of heat generation and radiation

on nanofluid over an exponentially stretching sheet was reported by Murugesan et al. [119].

They sorted out two types of nanofluid in their study. There exists very extensive literature

with and without nanofluid on the topic of a constant fluid properties. But not many studies

were dedicated to explore the effects of variable fluid properties on nanofluid. To fill that gap,

the present work focuses the impacts of variable viscosity and variable thermal conductivity

on nanofluid over an exponentially radiating sheet.

2.2 Theoretical Model

We consider a laminar, MHD, radiative heat transfer of nanofluid flow due to an exponentially

stretching surface. The sheet is situated at y1 = 0. A changeable magnetic field B1(x1) =

Boe
x1
2L has been implemented normal to the surface. Fig. 2.1 is the geometry of the flow, in

which x1-axis is along and y1-axis is taken as normal to the sheet.
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x1 axis

y1 axis
Momentum boundary layer

Thermal boundary layer
Concentration boundary layer

Stretching sheet

Uw Tw, Cw

y1 = 0

u1 → U∞, T1 → T∞, C1 → C∞, y1 →∞

B1(x1) = B0e
x1/2L

Figure 2.1: Geometry of the problem.
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Let uw = ae
x1
L is the wall velocity, whereas u∞ = be

x1
L is a free stream velocity, in which

stretching parameters a, b > 0. The sheet has been kept at constant wall temperature Tw

whereas T∞ point out the ambient temperature. The boundary layer equations with Buon-

giorno model [96], Popley et al. [116] and Khalili et al. [34] which regulate the above flow

are

∂u1
∂x1

+
∂v1
∂y1

= 0, (2.1)

u1
∂u1
∂x1

+ v1
∂v1
∂y1

= u∞
du∞
dx1

+
1

ρ1

∂

∂y1

(
µ1∂u1
∂y1

)
− σB2

1

ρ1
(u1 − u∞) , (2.2)

u1
∂T1
∂x1

+ v1
∂T1
∂y1

=
1

ρ1cp

∂

∂y1

(
k1∂T1
∂y1

)
+

τ1

(
DB

∂T1
∂y1

∂C1

∂y1
+
DT

T∞
(
∂T1
∂y1

)2
)
− 1

ρ1cp

∂qr
∂y1

, (2.3)

u1
∂C1

∂x1
+ v1

∂C1

∂y1
= DB

∂2C1

∂y21
+
DT

T∞

∂2T1
∂y21

, (2.4)

where the coordinates of velocities (u1, v1) are along x1− and y1− axes, respectively. µ1 is

a fluid viscosity coefficient, B1(x1) is a variable magnetic field along the y1− axis. Here T1

is the temperature, C1 is the nanoparticles concentration. The parameters DT and DB are

characterized as thermophoretic diffusion and Brownian diffusion coefficients respectively. In

τ1 = (ρ1c)p
(ρ1c)f

, (ρ1c)p is the effective heat capacity of the nanoparticle and (ρ1c)f is the effective

heat capacity of the fluid and qr represents the radiative heat flux.

Appropriate boundary conditions complete the above system by

u1 = uw(x1) = ae
x1
L , v1 = 0,

T1 = Tw, C1 = Cw at y1 = 0,

u1 −→ u∞(x1) = be
x1
L , T1 −→ T∞,

C1 −→ C∞ as y1 −→∞. (2.5)

Using the following similarity transformation defined in khalili et al. [34] as:

η =

√
a

2ν1L
e

x1
2Ly1, ψ =

√
2aν1Le

x1
2Lf(η), θ =

T1 − T∞
Tw − T∞

,

u1 = ae
x1
L f

′
(η), v1 = −

√
ν1a

2L
e

x1
2L (f(η) + ηf

′
(η)). (2.6)
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Eq. (2.1) is identically satisfied. Moreover, when above similarity variables used in Eqs. (2.2),

(2.3) and (2.4) which yields:(
µ1

µo
f
′′
(η)

)′
+ 2(λ2 − (f

′
(η))2) + f(η)f

′′
(η)−M(f

′
(η)− λ) = 0, (2.7)(

1 +
4

3
Rd

)(
k1
ko
θ
′
(η)

)′
+ Pro(fθ

′
(η)− f ′(η)θ(η) +Nbθ

′
(η)φ

′
(η) +Nt(θ

′
(η))2) = 0, (2.8)

φ
′′
(η) +

Nt

Nb

θ
′′
(η) + Le(fφ

′
(η)− f ′(η)φ(η)) = 0. (2.9)

The boundary conditions transformed into:

f(η) = 0, f ′(η) = 1, θ(η) = 1, φ(η) = 1, at η = 0,

f ′(η) = λ, θ(η) = 0, φ(η) = 0, as η −→∞. (2.10)

where M =
2σB2

0L

ρ1a
represents a magnetic parameter. Pro = µocpo

ko
represents the ambient

Prandtl number. The parameters Nb = τ1DB(Cw−C∞)
ν1

and Nt = τ1DT (Tw−T∞)
T∞ν1

are characterized

as Brownian motion and thermophoresis diffusion coefficients respectively. The parameter

λ = b
a
is characterized as free stream velocity. Rd = 4σ∗T 3

∞
k0k∗

denotes the radiation parameter

and Le = ν1
DB

is the Lewis number.

2.3 Analysis on Fluid Properties

This section comprises of two subsections. Firstly, an overview of the constant fluid properties

will be presented followed by the discussion on variable fluid properties.

2.3.1 Case A: Constant Fluid Properties

For this case, Eqs. (2.7), (2.8) and (2.9) can be adjusted as follows to incorporate constant

fluid properties:

f
′′′

(η) + 2(λ2 − (f
′
(η))2) + f(η)f

′′
(η)−M(f

′
(η)− λ) = 0, (2.11)(

1 +
4

3
Rd

)
θ
′′
(η) + Pro(f(η)θ

′
(η)− f ′(η)θ(η) +Nbθ

′
(η)φ

′
(η) +Nt(θ

′
(η))2) = 0, (2.12)

φ
′′
(η) +

Nt

Nb
θ
′′
(η) + Le(f(η)φ

′
(η)− f ′(η)φ(η)) = 0. (2.13)
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2.3.2 Case B: Variable Fluid Properties

For this case, viscosity and thermal conductivity in Eqs. (2.7) and (2.8) is considered variable

and taken as a function of a temperature. For viscosity we write

µ1(T ) =
µref

1 + γ(T1 − Tref )
, (2.14)

where we follow Andersson and Aarseth [112] and reference within to write above expression

(2.14). In above γ1 is a fluid property. If To ≈ Tref then above formula (2.14) becomes,

µ1 =
µo

1− T1−To
θr(Tw−To)

=
µo

1− θ(η)
θr

, (2.15)

here θr = −1
γ1(Tw−To) . If the above viscosity relation is incorporated in the Eq. (2.7), then it

can be rewritten as

θr
(θr − θ(η)

f
′′′

(η) +
f
′′
(η)θ

′
(η)θr

(θr − θ(η))2
+ 2(λ2 − (f

′
(η))2) + f(η)f

′′
(η)−M(f

′
(η)− λ) = 0. (2.16)

The variable thermal conductivity is expressed in terms of temperature by following Prasad

et al. [117] as,

k1(T ) = ko(1 + εθ), (2.17)

Under this above relation the mathematical form of Eq. (2.8) can be described as

(1+
4

3
Rd)((1+εθ(η))θ

′′
(η)+ε(θ

′
(η))2)+Pro(f(η)θ

′
(η)−f ′(η)θ(η)+Nbθ

′
(η)φ

′
(η)+Nt(θ

′
(η))2) = 0.

(2.18)

To measure the roughness, heat and mass transport rates onto the sheet, we calculate the Cfx1
( skin friction coefficient ), Nux1 (the local Nusselt number ) and the Shx1 (local Sherwood

number ) respectively, i.e.

Cfx1 =
τw
ρ1u2w

=
f
′′
(0)√

2Rex1
, (2.19)

Nux1 = − x1qw
Tw − T∞

= −
√
x1Rex1

2L
θ
′
(0) , (2.20)

Shx1 = − x1jw
Cw − C∞

= −
√
x1Rex1

2L
φ
′
(0). (2.21)
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2.4 Numerical Procedure

2.4.1 Shooting Method

To apply the shooting technique to Cases A and B together with the boundary conditions,

we transformed BVP into an IVP and convert higher order ODEs into a set of first order

ODEs. The Newton-Raphson technique was used to locate the root. After that, the order five

Runge-Kutta method was implemented to determine the IVP solution. The shooting method

is implemented in MATLAB. For Cases A and B, the system of first order ODEs are written

as,

(a) Case A:

f = z1, f
′
= z2, f

′′
= z3, f

′′′
= z

′

3 = −2(λ2 − z22)− z1z3 +M(z2 − λ),

z4 = θ, z5 = θ
′
, θ
′′

= z
′

5 = − Pro
(1 + 4

3
)Rd

(z1z5 − z2z4 +Nbz5z7 +Ntz
2
5),

z6 = φ, z7 = φ
′
, φ
′′

= z
′

7 = −Le(z1z7 − z2z6)−
Nt

Nb

z
′

5.

(b) Case B:

f = z1, f
′
= z2, f

′′
= z3, f

′′′
= z

′

3 =
(z3z5)

(z4 − θr)
+

(z4 − θr)
θr

(2(λ2 − z22) + z1y3 −M(z2 − λ)),

z4 = θ, z5 = θ
′
, θ
′′

= z
′

5 =
−εz25

1 + εz4
− Pro

(1 + εz4)(1 + 4
3
Rd)

(z1z5 − z2z4 +Nbz5z7 +Ntz25),

z6 = φ, z7 = φ
′
, φ
′′

= z
′

7 = −Le(z1z7 − z2z6)−
Nt

Nb
z
′

5.

2.4.2 bvp4c

Using MATLAB bvp4c algorithm, BVP can even be solved. bvp4c solver employs the colloca-

tion technique in the background. It manages to find a solution after supplying initial guess,

domain size and the number of points. Please see reference [95] for more detail and examples.

The bvp4c scheme for table 2.1-2.4 is described below.

The system of first order ODEs for Cases A and B are written as,
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(a) Case A:

f = z1, f
′
= z2, f

′′
= z3, f

′′′
= z

′

3 = −2(λ2 − z22)− z1z3 +M(z2 − λ),

z4 = θ, z5 = θ
′
, θ
′′

= z
′

5 = − Pro
(1 + 4

3
)Rd

(z1z5 − z2z4 +Nbz5z7 +Ntz
2
5),

z6 = φ, z7 = φ
′
, φ
′′

= z
′

7 = −Le(z1z7 − z2z6)−
Nt

Nb

z
′

5.

(b) Case B:

f = z1, f
′
= z2, f

′′
= z3, f

′′′
= z

′

3 =
(z3z5)

(z4 − θr)
+

(z4 − θr)
θr

(2(λ2 − z22) + z1y3 −M(z2 − λ)),

z4 = θ, z5 = θ
′
, θ
′′

= z
′

5 =
−εz25

1 + εz4
− Pro

(1 + εz4)(1 + 4
3
Rd)

(z1z5 − z2z4 +Nbz5z7 +Ntz25),

z6 = φ, z7 = φ
′
, φ
′′

= z
′

7 = −Le(z1z7 − z2z6)−
Nt

Nb
z
′

5.

The boundary conditions implemented in MATLAB are as follows:

z1(0) = 0, z2(0) = 1, z4(0) = 1, z6(0) = 1, y2(∞) = λ, z4(∞) = 0, z6(∞) = 0.

2.5 Results and Discussion

In Table 2.1, we compute the local Nusselt number and compared its values with published

results for distinct parameters Prandtl number Pr0, radiation parameter Rd and magnetic

parameter M .

Table 2.2 illustrates that Cfx1 is not significantly changed whereas Nux1 drops for ε and

increases for the values of λ. The local Sherwood number grows with the rise of λ and ε.

It is observed in Table 2.3 that Nux1 and Shx1 rises with a rise of λ but Cfx1 held opposite

behavior. For fixed values of λ = 0, 0.5 and an increase in θr brings the increasing change in

the Cfx1 but Nux1 and Shx1 has revealed decreasing behavior. Table 2.4 demonstrates that as

Pro and Rd rises, there is a negligible change in Cfx1 . But Nux1 decreases and Shx1 increases

for increasing values of Rd. Moreover, the Nux1 enhances by enhancing Prandtl number but

Shx1 decreases for increasing values of Pro.

Fig. 2.2 shows that the width of velocity distribution is reduced by enhancing M . It

happens because of a transverse magnetic field as it opposes the phenomenon of transport.
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Table 2.1: (For Case A)Resemblance of −θ′(0) against various values of M , Rd and Pr0, when

λ = Nb = Nt = Le = 0.

Rd M Pr0 Magyari and Keller [2] Ishak [30] Mukhopadhay [13] Mabood et al. [31] Present results

0 0 1 0.9548 0.9548 0.9548 0.95478 0.9548

2 - - 1.4715 1.47151 1.4715

3 1.8691 1.8691 1.8691 1.86909 1.8691

5 2.5001 2.5001 2.5001 2.50012 2.5001

10 3.6604 3.6604 3.6604 3.66039 3.6603

1 0 1 - - 0.5312 0.53121 0.5312

0 1 1 - - 0.8611 0.86113 0.8611

0.5 0 2 - 1.0735 1.0735 1.07352 1.0735

3 - 1.3807 - 1.38075 1.3808

1 - 1.1214 - 1.12142 1.1214

1 1 - - 0.4505 0.45052 0.4505

The Lorentz force generates resistance to the fluid flow with a rise of M and slows down the

velocity.

In Fig. 2.3, we observe that by rising θr, a momentum boundary layer thins. Fig. 2.4

shows that there is a rise in temperature distribution for increasing values of ε.

Fig. 2.5 and Fig. 2.6 are plotted for several values of Nb and we observe that by increasing

Nb temperature distribution rises while concentration distribution decreases by increasing Nb.

As seen in Figs. 2.7 and 2.8 that by increasing Nt, temperature and concentration profiles

increases.

Fig. 2.9 indicates that by increasing Pro the thermal boundary layer thickness decreases.

This is because, when Pro increases, the thermal diffusivity decreases and thus the heat is dif-

fused away from the heated surface more slowly and in consequence increase the temperature

gradient at surface.

Fig. 2.10 shows that temperature and thermal boundary layer thickness increases when

the radiation parameter intensifies.
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Table 2.2: (For Case B)Comparison of −f ′′(0) , −θ′(0) and −φ′(0) for distinct values of ε and λ

when Rd =M = 0, P r0 = 1, θr = −5, Le = 1.3.

λ ε −f ′′(0) −f ′′(0) −θ′(0) −θ′(0) −φ′(0) −φ′(0)

bvp4c method Shooting technique bvp4c method Shooting technique bvp4c Shooting Method

0 0 1.4218 1.4218 0.6162 0.6162 0.8951 0.8951

0 0.2 1.4204 1.4204 0.5604 0.5604 0.9188 0.9188

0 0.4 1.4193 1.4192 0.5163 0.5163 0.9367 0.9367

0.5 0 0.9771 0.9771 0.6898 0.6898 1.1075 1.1075

0.5 0.2 0.9762 0.9762 0.6383 0.6383 1.1292 1.1292

0.5 0.4 0.9755 0.9755 0.5975 0.5975 1.1455 1.1455

2 0 -3.0187 -3.0188 0.9261 0.9261 1.6143 1.6143

2 0.2 -3.0163 -3.0165 0.8716 0.8716 1.6337 1.6337

2 0.4 -3.0143 -3.0145 0.8274 0.8274 1.6482 1.6483

Fig. 2.11 describe the influence of Le on concentration profile. We observe that by in-

creasing Le there is decrease in concentration profile. Lewis number is the ratio of Prandtl

number and Schmidt number, so with the increase in Lewis number Le, molecular diffusivity

decreases. As a result, increase in Le the nanoparticle fraction is lowered.

Fig. 2.12 and Fig. 2.13 shows the impact of Nb on thermal and concentration bound-

ary layers respectively. The temperature distribution rises while concentration distribution

reduces for increasing values of Nb.

Fig 2.14 and Fig. 2.15 predicts the influence of Nt on temperature and concentration pro-

files respectively. By raising the values of Nt, both thermal and concentration boundary layers

thickness increases.

Fig. 2.16 presents the effect of ε on temperature profile. It is noted that by raising ε,

temperature distribution increases.

Fig. 2.17 depicts the influence of Le on concentration profile. It is observed that concen-
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Table 2.3: (For Case B)Comparison of −f ′′(0), −θ′(0) and −φ′(0) for different values of θr and λ

when M = 0, P r0 = 10, ε = 0.

λ θr −f ′′(0) −f ′′(0) −θ′(0) −θ′(0) −φ′(0) −φ′(0)

bvp4c method Shooting technique bvp4c method Shooting technique bvp4c method Shooting technique

0 -10 1.3539 1.3539 0.6223 0.6223 0.9082 0.9081

0 -1 1.8658 1.8657 0.5753 0.5753 0.8085 0.8085

0 -0.5 2.2863 2.2863 0.5360 0.5360 0.7281 0.7281

0.5 -10 0.9299 0.9299 0.6923 0.6923 1.1119 1.1119

0.5 -1 1.2869 1.2868 0.6744 0.6744 1.0814 1.0814

0.5 -0.5 1.5816 1.5810 0.6220 0.6620 1.0611 1.0611

2 -10 -2.8719 -2.8720 0.9227 0.9227 1.6088 1.6088

2 -1 -3.9846 -3.9848 0.9459 0.9459 1.6457 1.6457

2 -0.5 -4.9021 -4.9026 0.9611 0.9611 1.6692 1.6692

tration boundary layer decreases for rising values of Le.

Fig. 2.18 depicts the skin friction coefficient against the magnetic parameter M with vari-

ations in θr. The skin friction coefficient increases with increase in Kp and θr.

Fig. 2.19 portrays the effects of ε and θr on local Nusselt number. The local Nusselt

number reduces for elevating values of ε and Rd.

Fig. 2.20 is drawn to see the impacts of Le and Nt on Sherwood number. It is analyzed

that Sherwood number elevates for higher values of Le and Nt.
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Table 2.4: (For Case B)Comparison of −f ′′(0), θ′(0) and φ′(0) for different values of Rd and Pr0

when M = λ = ε = 0, θr = −5, Nb = 0.8, Nt = 0.5, Le = 1.3

Rd Pro −f ′′(0) −f ′′(0) −θ′(0) −θ′(0) −φ′(0) −φ′(0)

bvp4c method Shooting technique bvp4c method Shooting technique bvp4c method Shooting technique

0 1 1.4218 1.4218 0.6162 0.6162 0.8951 0.8951

2 1.4264 1.4263 0.7611 0.7610 0.8452 0.8452

3 1.4285 1.4285 0.8193 0.8193 0.8274 0.8274

5 1.4304 1.4304 0.8608 0.8608 0.8186 0.8186

10 1.4319 1.4319 0.8805 0.8805 0.8196 0.8196

0.5 1 1.4181 1.4181 0.4910 0.4910 0.9396 0.9396

2 1.4231 1.4231 0.6585 0.6585 0.8802 0.8802

3 1.4257 1.4257 0.7423 0.7423 0.8514 0.8514

5 1.4285 1.4285 0.8193 0.8193 0.8274 0.8274

10 1.4309 1.4309 0.8687 0.8687 0.8182 0.8182

1 1 1.4158 1.4158 0.4162 0.4163 0.9689 0.9689

2 1.4207 1.4207 0.5790 0.5790 0.9082 0.9082

3 1.4235 1.4235 0.6738 0.6738 0.8749 0.8749

5 1.4268 1.4268 0.7726 0.7726 0.8415 0.8415

10 1.4299 1.4299 0.8517 0.8517 0.8199 0.8199
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Figure 2.2: Velocity profile f
′
(η) for different M

(For Case B).
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Figure 2.3: Velocity profile f
′
(η) for different θr

(For Case B).
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Figure 2.4: Temperature profile θ(η) for different

ε (For Case B).
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Figure 2.5: Temperature profile θ(η) for different

Nb (For Case B).
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Figure 2.6: The concentration profile φ(η) for

different Nb (For Case B).
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Figure 2.7: Temperature profile θ(η) for different

Nt (For Case B).
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Figure 2.8: Concentration profile φ(η) for differ-

ent Nt (For Case B).
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Figure 2.9: Temperature profile θ(η) for different

Pro (For Case B).
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Figure 2.10: Temperature profile θ(η) for differ-

ent Rd (For Case B).
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Figure 2.11: Concentration profile φ(η) for dif-

ferent Le (For Case B).

39



Table 2.5: (For Case B)Comparison of −f ′′(0) , −θ′(0) and −φ′(0) for distinct values of ε and λ

when Rd =M = 0, P r0 = 6.8, θr = −5, Le = 1.3.

λ ε −f ′′(0) −θ′(0) −φ′(0)

bvp4c method bvp4c method bvp4c method

0 0 1.4312 0.8726 0.8183

0 0.2 1.4305 0.8493 0.8282

0 0.4 1.4299 0.8279 0.8371

0.5 0 0.9808 0.7861 1.1090

0.5 0.2 0.9805 0.7750 1.1126

0.5 0.4 0.9802 0.7641 1.1160

2 0 -3.0219 0.7244 1.8063

2 0.2 -3.0217 0.7406 1.7933

2 0.4 -3.0213 0.7529 1.7826
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Figure 2.12: Temperature profile θ(η) for differ-

ent Nb (For Case B).
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Figure 2.13: Concentration profile φ(η) for dif-

ferent Nb (For Case B).
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Figure 2.14: Temperature profile θ(η) for differ-

ent Nt (For Case B).
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Figure 2.15: Concentration profile φ(η) for dif-

ferent Nt (For Case B).
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Figure 2.16: Temperature profile θ(η) for differ-

ent ε (For Case B).
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Figure 2.17: Concentration profile φ(η) for dif-

ferent Le (For Case B).
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Figure 2.18: The skin friction coefficient with

variations of M and θr (For Case B).
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Figure 2.19: The reduced Nusselt number with

variations of ε and Rd (For Case B).
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Figure 2.20: The reduced Sherwood number with variations of Nt and Le (For Case B).
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2.6 Conclusions

The current study offers the findings of a two-dimensional, incompressible, MHD flow through

an exponentially stretched surface whereas treating viscosity and thermal conductivity con-

stant in Case A and variable for Case B. The significance of distinct pertinent parameters on

velocity, temperature and concentration distributions are examined. The study’s main results

for Case B are as follows:

• Momentum boundary layer thickness decrease by increasing θr and M .

• Thermal boundary layer thickness increases by increasing ε, Nb and Nt.

• Thermal boundary layer thickness decreases by increasing Pr0 whereas increases for Rd.

• Thickness of concentration boundary layer stretches by rising Nt whereas decreases by

increasing Nb and Le.
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Chapter 3

Thermophoretic MHD Flow with

Variable Fluid Properties over a

Radiative Exponentially Stretching Sheet

This chapter analyzed the impact of changeable viscosity and thermal conductivity due to an

exponentially stretching surface in MHD radiating free stream Newtonian fluid through porous

media along with internal heat generation/absorption. The underlying problem consists of

mass, momentum and energy equations, which are transformed by implying appropriate sim-

ilarity transformations into ODEs. Employing the shooting technique, the reduced nonlinear

ODEs has been solved numerically and tested with MATLAB built-in solver bvp4c. The nu-

merical data produced for cfx1 , Nux1 and Shx1 are matched with the published literature,the

produced results shows close agreement. In addition, the profiles of momentum, thermal, and

concentration are discussed through graphically. It is noted that Cfx1 enhances for enhancing

values of θr, M and Kp which causes reduction in velocity of the fluid flow. On the other

Nux1 and Shx1 decreases for higher values of θr and ε. Heat transfer rate is higher for constant

fluid properties when compared with variable fluid properties.

Structuring of this chapter is given below.

Introductory part of this chapter is described in section 3.1. Theoretical model of the chapter

is discussed in section 3.2. The study regrading fluid properties is presented in section 3.3.
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We explore the numerical procedures in Section 3.4. The results and discussion part of the

chapter is described in section 3.5 through graph and tables. The conclusion of the chapter is

drawn in Section 3.6.

3.1 Introduction

The effect of thermophoresis, viscous dissipation and Joule heating on MHD flow was discussed

by Reddy [120]. Swain et al. [121] analyzed the impact of heat and mass transfer MHD

flow with changeable liquid characteristics in porous medium. Ali et al. [122]discussed the

thermophoresis effect of MHD thin film fluid flow with variable fluid characteristics. The effect

of thermophoretic diffusion and Brownian motion while considering variable fluid properties

was analyzed by irfan [123]. He reported the aspects of chemical reaction and heat source sink.

Ogunseye et al. [124] examined the influence of thermophoresis on powell-eyring nanofluid flow

with chemical reaction and changeable thermal conductivity. Khan et al. [125] explored non-

Newtonian fluid flow considering variable fluid properties past an unsteady stretching sheet.

The study of thermophoresis and thermal radiation for second grade fluid over a stretching

surface with variable fluid properties was investigated by Khan et al. [126]. All previous studies

mostly considered constant fluid properties. Nonetheless addressing variable fluid properties is

equally important. For deeper understanding, the objective of this work is to present constant

and variable physical effects together so that comparison between two is easier.

3.2 Problem Formulation

We examine MHD thermophoretic, steady, laminar flow through an exponentially stretched

surface along with thermal radiation, variable viscosity, variable thermal conductivity, variable

heat generation and variable permeability. The sheet is taken at y1 = 0. A constant magnetic

field Bo has also been applied normal to the surface. Flow geometry is displayed in Fig. 3.1

where x1 and y1 axes are along and perpendicular to the surface respectively.

The velocity of stretching surface and free stream are designated as Uw = ae
x1
L , U∞ = be

x1
L

respectively (a, b > 0). A changeable magnetic field B(x1) = Boe
x1
2L has been implemented

normal to the sheet. Tw and Cw are the temperature and concentration at the surface of the
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Figure 3.1: Geometry of the problem.

sheet respectively. T∞ and C∞ are designated as ambient temperature and concentration,

respectively. The two dimensional magnetohydrodynamic flow equations are given as Swain

et al. [121] and Reddy [120],
∂u1
∂x1

+
∂v1
∂y1

= 0, (3.1)

u1
∂u1
∂x1

+ v1
∂u1
∂y1

= u∞
du∞
dx1

+
1

ρ1

∂

∂y1
(
µ1∂u1
∂y1

)− σB2
o

ρ1
(u1 − u∞)− µ1

ρ1Kp∗(x)
(u1 − u∞), (3.2)

u1
∂T1
∂x1

+ v1
∂T1
∂y1

=
1

ρ1cp

∂

∂y1
(
k1∂T1
∂y1

)− 1

ρ1cp

∂qr
∂y1

+
µ1

ρ1cp
(
∂u1
∂y1

)2 +
σB2

o

ρ1cp
(u∞ − u1)2+

µ1

ρ1cpKp∗(x1)
(u∞ − u1)2 +

Q(x1)

ρ1cp
(T1 − T∞), (3.3)

u1
∂C1

∂x1
+ v1

∂C1

∂y1
= D1

∂2C1

∂y21
− ∂

∂y1
(VT1(C1 − C∞)), (3.4)

where VT1 = −tpµ1
ρ1Tf

∂T1
∂y1

is the thermophoretic velocity, µ1 is the coefficient of fluid viscosity, σ

is the electrical conductivity of fluid, Bo is uniform magnetic field along positive y1 direction,

u1 and v1 are th components of velocity in x1− and y1− directions respectively. Here T1
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is the temperature, C1 is the concentration of nanoparticles, Kp∗(x) = Kpoe
−x1
L is perme-

ability of the porous medium, cp is the specific heat constant, D is the molecular diffusivity

coefficient, qr is the radiative heat flux, and Q(x1) = Qoe
x1
L is the volumetric rate of heat

generation/absorption.

The above system is completed with the following appropriate boundary conditions as Swain

et al. [121],

u1 = Uw(x1) = ae
x1
L , v1 = 0, T1 = Tw, C1 = Cw at y1 = 0,

u1 −→ U∞(x1) = be
x1
L , T1 −→ T∞, C1 −→ C∞ as y1 −→∞. (3.5)

The non-dimensional similarity variables are presented as Ishak [30]:

η =

√
a

2ν1L
e

x1
2Ly1, ψ =

√
2aν!Le

x1
2Lf(η), θ(η) =

T1 − T∞
Tw − T∞

, φ(η) =
C1 − C∞
Cw − C∞

,

u1 = ae
x1
L f

′
(η), v1 = −

√
ν1a

2L
e

x1
2L (f(η) + ηf

′
(η)).

(3.6)

After employing non-dimensional variables stated in Eq. (3.6) into (3.1)-(3.4). We acquired

the transformed ODEs as:

(
µ1

µo
f
′′
)
′
+ 2(λ2 − f ′2) + ff

′′ − (M +Kp
µ1

µo
)(f

′ − λ) = 0, (3.7)

(1 +
4

3
Rd)(

k1
ko
θ
′
)
′
+ Pro(fθ

′ − f ′θ + Ec(M +Kp
µ1

µo
)(f

′ − λ)2 + Ec
µ1

µo
f
′′2

+ sθ) = 0, (3.8)

φ
′′

+ Sc(fφ
′ − f ′φ)− τSc(µ1

µo
θ
′
φ
′
+ φ(

µ1

µo
θ
′
)
′
) = 0. (3.9)

The transformed boundary conditions corresponding to above non-dimensional variable is

presented as:

f(η) = 0, f ′(η) = 1, θ(η) = 1, φ(η) = 1 at η = 0,

f ′(η) = λ, θ(η) = 0, φ(η) = 0, and η →∞. (3.10)

where local magnetic field constant is designated as M =
2σB2

0L

ρa
,Kp = 2νL

aKpo
is the porosity

parameter, Rd = 4σT 3
∞

kok∗
denotes the radiative heat transfer parameter, Eckert number is denoted

by Ec = U2
w

(Tw−T∞)cp
(Rao et al. [160]), s = 2LQo

aρ1cp
local heat source/sink parameter, τ = −tp(Tw−T∞)

Tf

is thermal diffusion coefficient,Pro = µocp
ko

denotes the ambient Prandtl number and Sc = ν1
D

is Schmidt number.
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3.3 Analysis on Fluid Properties

In this section, we illustrate the main theme of this work in the following two subsections.

3.3.1 Constant Fluid Properties

For this case we rewrite Eqs. (3.7), (3.8) and (3.9) into the set of ODEs as,

f
′′′

+ 2(λ2 − f ′2) + ff
′′ − (M +Kp)(f

′ − λ) = 0, (3.11)

(1 +
4

3
Rd)θ

′′
+ Pro(fθ

′ − f ′θ + Ec(M +Kp)(λ− f ′)2 + Ecf
′′2

+ sθ) = 0, (3.12)

φ
′′

+ Sc(fφ
′ − f ′φ)− τSc(φ′θ′ + φθ

′′
) = 0. (3.13)

3.3.2 Variable Fluid properties

In this case we write viscosity and thermal conductivity as defined below,

µ1(T1) =
µref

1 + γ1(T1 − Tref )
. (3.14)

We follow Andersson and Aarseth [112] to write above expression (3.14) in which the γ is a

fluid property. If T∞ ≈ Tref the above formula becomes,

µ1 =
µo

1− T1−T∞
θr(Tw−T∞)

=
µo

1− θ(η)
θr

, (3.15)

here θr = −1
γ1(Tw−T∞)

. If the above viscosity relation is incorporated in Eq. (3.7) and (3.9) then

it can be rewritten as,

θr
(θr − θ)

f
′′′

+
f
′′
θ
′
θr

(θr − θ)2
+ 2(λ2 − f ′2) + ff

′′ − (M +Kp
θr

θr − θ
)(f

′ − λ) = 0, (3.16)

φ
′′

+ Sc(fφ
′ − f ′φ)− τSc( θr

θr − θ
)(θ

′
φ
′
+ θ

′′
φ+

θ
′2
φ

θr − θ
) = 0. (3.17)

The variable thermal conductivity is expressed in terms of temperature by following Prasad

et al. [117] as,

k1(T ) = ko(1 + εθ). (3.18)

Under this above relation the mathematical form of Eq. (3.8) can be described as

(1+
4

3
Rd)((1+εθ)θ

′′
+εθ

′2
)+Pro(fθ

′−f ′θ+Ec(M+(
θr

θr − θ
)Kp)(λ−f ′)2+Ec( θr

θr − θ
)f
′′2

+sθ) = 0.

(3.19)

48



Expression for the skin resistance Cfx1 , local Nusselt number Nux1 and local Sherwood number

Shx1 , are indicated as,

Cfx1 =
τ̃w
ρ1u2w

, Nux1 = − x1qw
ko(Tw − T∞)

and Shx1 = − x1jw
Cw − C∞

, (3.20)

where qw is heat flux, τ̃w is wall shear stress and jw is mass flux.

τ̃w = µ1(
∂u1
∂y1

)y1=0, qw = ko(
∂T1
∂y1

)y1=0 and jw = −DB(
∂C1

∂y1
)y1=0, (3.21)

By inserting the values of Eq. (3.21) into Eq. (3.20) the Cfx1 , Nux1 and Shx1 are converted

to

Cfx1 =
θr

(θr − 1)

1√
Rex1

f
′′
(0), Nux1 = −(1 +

4Rd

3
)

√
x1Rex1

2L
θ
′
(0) and Shx1 = −

√
xRex1

2L
φ
′
(0).

(3.22)

3.4 Numerical Procedure

3.4.1 Shooting Method

The system of ODEs for Case A and Case B is solved by using shooting technique in MATLAB.

To apply the shooting algorithm, we transformed the BVP into an IVP and reduce the higher

order ODEs into a system of first order ODEs. We have applied Newton-Raphson method to

locate the root. Finally, the Runge-Kutta method of order five was implemented to determine

the solution of IVP. The transformed system of first order ODEs for Case A and Case B are

written as,

(a) Case A:

f = z1, f
′
= z2, f

′′
= z3, f

′′′
= z

′

3 = −2(λ2 − z22)− z1z3 + (M +Kp)(z2 − λ),

z4 = θ, z5 = θ
′
, θ
′′

= z
′

5 = − Pro
(1 + 4

3
Rd)

(z1z5 − z2z4 + Ec(M +Kp)(λ− z2)2 + Ecz23 + sz4),

z6 = φ, z7 = φ
′
, φ
′′

= z
′

7 = −Sc(z1z7 − z2z6) + τSc(z5z7 + z6z
′

5).

49



(b) Case B:

f = z1, f
′
= z2, f

′′
= z3,

f
′′′

= z
′

3 =
(z3z5)

(z4 − θr)
+

(z4 − θr)
θr

(2(λ2 − z22) + z1z3 − (M +Kp(
θr

θr − z4
))(z2 − λ)),

z4 = θ, z5 = θ
′
, θ
′′

= z
′

5 =
−εz25

1 + εz4
− Pro

(1 + εz4)(1 + 4
3
Rd)

(z1z5 − z2z4 +

Ec(M +Kp(
θr

θr − z4
))(λ− z2)2 + Ec(

θr
θr − z4

)z23 + sz4),

z6 = φ, z7 = φ
′
, φ
′′

= z
′

7 = −Sc(z1z7 − z2z6) + τSc(
θr

θr − z4
)(z6z

′

5 + z5z7 +
z25z6
θr − z4

).

3.4.2 bvp4c

By bvp4c algorithm, we can solve the BVP for ODEs. The results obtained by shooting

method is validated by using MATLAB built-in solver bvp4c, which uses collocation method

in the background. It starts solution with an initial guess supplied at an initial mesh points

and changes step-size (hence changes mesh) to get the specified accuracy.

3.5 Result and Discussion

For the verification of accuracy of the applied numerical scheme, comparisons of the present

results corresponding to the values of −θ′(0) for separate values of Pro, Rd and M are made

with the available published results and presented in Table 3.1. The obtained results are found

in excellent agreement.

Effect of various governing parameters on Cfx1 , Nux1 and Shx1 for both constant and

variable fluid properties cases are shown in Tables 3.2 and 3.3 respectively. It is observed that

Cfx1 is higher in Case B when compared to Case A for increasing values ofM , Kp and λ. It is

observed that Nux1 declines in Case B compared to Case A for distinct values of M , Kp, Rd,

s, λ and Pro. It is analyzed that the Shx1 shows reduction in Case B as compared to Case A

for the higher values of λ, Pro, Sc and τ , M , Kp, Rd and s.
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Table 3.1: Comparison of −θ′(0) for distinct values of Pro and Rd, M (Case A).

Rd M Pro Mabood et al. [31] Rajendar et al. [4] Isa et al. [9] Khalili et al. [34] Current Results

0 0 1 0.95478 0.954705 0.9548 0.954955 0.9548

2 1.47151 1.471551 1.4715 1.471421 1.4715

3 1.86909 1.86958 1.8691 1.869044 1.8691

5 2.50012 2.50221 2.5001 2.500109 2.5001

10 3.66039 3.670012 3.6604 - 3.6603

1 0 1 0.53121 0.53108 0.5313 - 0.5312

0 1 1 0.86113 0.86096 0.8615 - 0.8611

0.5 0 2 1.07352 1.073455 1.0735 - 1.0735

0 3 1.38075 1.38078 1.3807 - 1.3808

1 0 3 1.12142 1.12137 1.1214 - 1.1214

1 1 1 0.45052 0.45045 0.4506 - 0.4505

Fig. 3.2 describes the velocity profile for different values of λ. It shows that the velocity

rises by increasing free stream parameter λ and we notice an inverted boundary layer structure

for λ > 1. This inverted boundary layer is constructed, when the stretching surface velocity

is lower than that of free stream velocity.

Fig. 3.3 presents the velocity profile for different M . It is observed that the presence of M

introduce Lorentz force in the flow. This Lorentz force produce a retarding force. Therefore,

by increasing magnetic parameter the retarding force also increases due to which velocity pro-

file decreases. Velocity has a higher value for Case A as compare to Case B.

Fig. 3.4 illustrates the influence of θr on velocity distribution. It is noticed that an en-

hancement in θr produce more friction, which lowers the velocity of flow field.

The effect of Kp is depicted in Fig. 3.5. It can be recognized that velocity distribution

decreases by increasing porosity parameter. The presence of Kp causes higher diminution,

which in turns decelerate the velocity of the flow field. Velocity has a higher value for Case A

as compare to Case B.
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Table 3.2: Comparison of −f ′′(0), −θ′(0) and −φ′(0) for distinct M , Kp, λ,Pro, Rd, s, τ , Ec and

Sc (Case A).

bvp4c S.M bvp4c S.M bvp4c S.M

M Kp λ Pro Rd s Ec Sc τ −f ′′(0) −f ′′(0) −θ′(0) −θ′(0) −φ′(0) −φ′(0)

0 0.2 0.1 1 0.2 0.1 0.2 1 0.2 1.3169 1.3169 0.6841 0.6841 1.0631 1.0631

0.3 1.4065 1.4065 0.6480 0.6480 1.0403 1.0403

0.6 1.4906 1.4906 0.6153 0.6153 1.0195 1.0196

0.3 0 0.1 1 0.2 0.1 0.2 1 0.2 1.3475 1.3475 0.6716 0.6717 1.0552 1.0552

0.5 1.4906 1.4906 0.6153 0.6153 1.0195 1.0196

1 1.6211 1.6211 0.5667 0.5667 0.9889 0.9889

0.3 0.2 0 1 0.2 0.1 0.2 1 0.2 1.4665 1.4664 0.5423 0.5423 0.9842 0.9842

0.5 0.9480 0.9480 0.8816 0.8816 1.2152 1.2152

0.9 0.2177 0.2177 1.0473 1.0473 1.3644 1.3644

0.3 0.2 0.1 0.71 0.2 0.1 0.2 1 0.2 1.4065 1.4065 0.5170 0.5173 1.0204 1.0205

1 1.4065 1.4065 0.6480 0.6480 1.0403 1.0403

2 1.4065 1.4065 0.9963 0.9964 1.0951 1.0951

0.3 0.2 0.1 1 0 0.1 0.2 1 0.2 1.4065 1.4065 0.7535 0.7536 1.0566 1.0566

0.4 1.4065 1.4065 0.5719 0.5720 1.0287 1.0287

0.8 1.4065 1.4065 0.4682 0.4683 1.0132 1.0132

0.3 0.2 0.1 1 0.2 0 0.2 1 0.2 1.4065 1.4065 0.7172 0.7172 1.0511 1.0511

0.1 1.4065 1.4065 0.6480 0.6480 1.0403 1.0403

0.2 1.4065 1.4065 0.5652 0.5652 1.0275 1.0275

0.3 0.2 0.1 1 0.2 0.1 0.3 1 0.2 1.4065 1.4065 0.5981 0.5981 1.0315 1.0315

0.7 1.4065 1.4065 0.3986 0.3986 0.9965 0.9965

1 1.4065 1.4065 0.2490 0.2490 0.9702 0.9702

0.3 0.2 0.1 1 0.2 0.1 0.2 0.7 0.2 1.4065 1.4065 0.6480 0.6480 0.8209 0.8209

1 1.4065 1.4065 0.6480 0.6480 1.0403 1.0403

1.3 1.4065 1.4065 0.6480 0.6480 1.2350 1.2350

0.3 0.2 0.1 1 0.2 0.1 0.2 1 0 1.4065 1.4065 0.6480 0.6480 0.9475 0.9475

0.5 1.4065 1.4065 0.6480 0.6480 1.1831 1.1831

1 1.4065 1.4065 0.6480 0.6480 1.4301 1.4301
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Table 3.3: Comparison of −f ′′(0), −θ′(0) and −φ′(0) for various M , Kp, λ,Pr, Rd, s, Ec, τ , θr, ε

and Sc (Case B)

bvp4c S.M bvp4c S.M bvp4c S.M

M Kp λ Pro Rd s Ec Sc τ θr ε −f ′′(0) −f ′′(0) −θ′(0) −θ′(0) −φ′(0) −φ′(0)

0 0.2 0.1 1 0.2 0.1 0.2 1 0.2 -5 0.2 1.4500 1.4500 0.5847 0.5847 1.0138 1.0138

0.3 1.5483 1.5483 0.5532 0.5532 0.9916 0.9916

0.6 1.6405 1.6405 0.5249 0.5249 0.9717 0.9717

0.3 0 0.1 1 0.2 0.1 0.2 1 0.2 -5 0.2 1.4929 1.4929 0.5712 0.5712 1.0044 1.0044

0.5 1.6274 1.6274 0.5283 0.5283 0.9740 0.9740

1 1.7505 1.7506 0.4916 0.4922 0.9480 0.9481

0.3 0.2 0 1 0.2 0.1 0.2 1 0.2 -5 0.2 1.6093 1.6093 0.4496 0.4496 0.9329 0.9329

0.5 1.0486 1.0486 0.7727 0.7727 1.1702 1.1702

0.9 0.2413 0.2413 0.9258 0.9258 1.3208 1.3208

0.3 0.2 0.1 0.71 0.2 0.1 0.2 1 0.2 -5 0.2 1.5446 1.5446 0.4390 0.4390 0.9775 0.9775

1 1.5483 1.5483 0.5532 0.5532 0.9916 0.9916

2 1.5577 1.5577 0.8616 0.8616 1.0311 1.0311

0.3 0.2 0.1 1 0 0.1 0.2 1 0.2 -5 0.2 1.5512 1.5512 0.6462 0.6461 1.0033 1.0033

0.4 1.5462 1.5462 0.4866 0.4866 0.9834 0.9834

0.8 1.5433 1.5433 0.3970 0.3970 0.9724 0.9724

0.3 0.2 0.1 1 0.2 0 0.2 1 0.2 -5 0.2 1.5502 1.5502 0.6183 0.6183 0.9999 0.9999

0.1 1.5483 1.5483 0.5532 0.5532 0.9916 0.9916

0.2 1.5458 1.5458 0.4734 0.4734 0.9817 0.9817

0.3 0.2 0.1 1 0.2 0.1 0.3 1 0.2 -5 0.2 1.5476 1.5476 0.5140 0.5140 0.9859 0.9859

0.7 1.5449 1.5449 0.3579 0.3579 0.9628 0.9628

1 1.5429 1.5429 0.2411 0.2411 0.9456 0.9456

0.3 0.2 0.1 1 0.2 0.1 0.2 0.7 0.2 -5 0.2 1.5483 1.5483 0.5532 0.5532 0.7830 0.7830

1 1.5483 1.5483 0.5532 0.5532 0.9916 0.9916

1.3 1.5483 1.5483 0.5532 0.5532 1.1767 1.1767

0.3 0.2 0.1 1 0.2 0.1 0.2 1 0 -5 0.2 1.5483 1.5483 0.5532 0.5532 0.9273 0.9273

0.5 1.5483 1.5483 0.5532 0.5532 1.0904 1.0904

1 1.5483 1.5483 0.5532 0.5532 1.2608 1.2608

0.3 0.2 0.1 1 0.2 0.1 0.2 1 0.2 -10 0.2 1.4795 1.4795 0.5595 0.5595 1.0083 1.0083

-1 2.0003 2.0003 0.5123 0.5123 0.9016 0.9016

-0.5 2.4335 2.4334 0.4764 0.4764 0.8367 0.8366

0.3 0.2 0.1 1 0.2 0.1 0.2 1 0.2 -5 0 1.5504 1.5504 0.6341 0.6341 1.0025 1.0025

0.5 1.5458 1.5458 0.4684 0.4683 0.9806 0.9806

1 1.5439 1.5439 0.3779 0.3779 0.9694 0.9694
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Fig. 3.6 is plotted to perceive the effect of ε on temperature distribution. It is observed

that temperature of the flow enhances for higher values of small thermal conductivity param-

eter.

Fig. 3.7 portrays the influence of Rd on temperature distribution. It is noted that an

increase in Rd results an increment in thermal boundary layer thickness. The enhancement in

Rd provides more energy to the fluid which supply additional heat to the flow. Temperature

has a higher value for Case B than Case A.

Fig. 3.8 illustrates the temperature profile for different values of Pro. It is shown that an

increase in the Prandtl number results in lowering the thickness of thermal layer. The reason

of this reduction is that smaller values of Prandtl number are equivalent to increasing the

thermal conductivities. Therefore, heat is diffused away from the boundary more rapidly for

higher values of Pr0. Temperature has a higher value for Case B as compare to Case A.

Fig. 3.9 shows the effect of s on temperature profile. It is analyzed that the temperature

increases with an increase in s. The improve values of heat generation parameter provide more

thermal energy to the fluid which results rises the temperature of flow. Temperature has a

higher value for Case B as compare to Case A.

Fig. 3.10 depicts the impacts of Sc on concentration distribution. We observe that by

increasing Sc there is a reduction in concentration profile. The Schmidt number is a quotient

of the momentum and mass diffusivity, so with an increment in Sc mass diffusivity decreases.

As a result, increase in Sc causes reduction in nanoparticle concentration. Concentration has

a higher value for Case B as compare to Case A.

Fig. 3.11 demonstrates the variation of τ on concentration distribution. It is noted that

for escalating values of τ concentration boundary layer thickness reduces. Concentration has

a higher value for Case B as compare to Case A.
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Fig. 3.12 and Fig. 3.13 depict the influences of θr on concentration distribution for Pro = 1

and Pro = 6.2. It is analyzed that nanoparticles concentration elevates in both figures for

increasing values of θr.

Fig. 3.14 is drawn to see the impacts of Ec on temperature profile for Pro = 6.2. It is

noticed that an increment in Ec causes enhancement in temperature profile.

Fig. 3.15 is plotted to perceive the effects of ε on temperature profile for Pro = 6.2. It is

analyzed that by raising ε temperature of the fluid increases.

Fig. 3.16 and 3.17 portray the impacts of Rd and s on temperature profile respectively. It

is observed that the thickness of thermal boundary layer increases for increasing values of Rd

and s.

Fig. 3.18 presents the influence of τ on concentration profile. It is observed that concen-

tration boundary layer rises for raising values of τ .

Fig. 3.19 presents the influence of Kp and M on skin friction coefficient. It is reported

that skin friction coefficient declines for incremental values of Kp and M .

Fig. 3.20 categorizes the effects of s and Rd on local Nusselt number. It is inspected that

an incremental values of s and Rd causes reduction in local Nusselt number.

Fig. 3.21 illustrates the impacts of Sc and τ on local Sherwood number. An enhancement

in Sc and τ Shows intensification in local Sherwood number.
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Figure 3.2: Velocity profile f ′(η) for different λ.
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Figure 3.3: Velocity profile f ′(η) for differentM .

0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

f′
(η

)

Pr
o
=Le =1.3, M=n=Nb=0.5, Rd=Nt=Ec=0.2,s=0.1,E

1
=0,α=0.3,ε=0.5

 

 

Case B (θ
r
 = −10)

 Case B (θ
r
 = −1)

Case B (θ
r
 = −0.5)

Figure 3.4: Velocity profile f
′
(η) for different θr.
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Figure 3.6: The temperature profile θ(η) for dif-

ferent ε.
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Figure 3.7: The temperature profile θ(η) for dif-

ferent Rd.
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Figure 3.8: The temperature profile θ(η) for dif-

ferent Pr.
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Figure 3.9: The temperature profile θ(η) for dif-
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Figure 3.11: The concentration profile φ(η) for

different τ .
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Figure 3.12: The concentration profile φ(η) for

different θr.
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Figure 3.13: The concentration profile φ(η) for

different θr.
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Table 3.4: Comparison of −f ′′(0), −θ′(0) and −φ′(0) for various M , Kp, λ,Pr, Rd, s, Ec, τ , θr, ε

and Sc (Case B)

bvp4c bvp4c bvp4c

M Kp λ Pro Rd s Ec Sc τ θr ε −f ′′(0) −θ′(0) −φ′(0)

0 0.2 0.1 6.8 0.2 0.1 0.2 1 0.2 -5 0.2 1.4808 1.8163 1.1821

0.3 1.5794 1.7179 1.1501

0.6 1.6717 1.6261 1.1208

0.3 0 0.1 6.8 0.2 0.1 0.2 1 0.2 -5 0.2 1.5212 1.7769 1.1696

0.5 1.6619 1.6349 1.1231

1 1.7890 1.5073 1.0824

0.3 0.2 0 6.8 0.2 0.1 0.2 1 0.2 -5 0.2 1.6443 1.6239 1.0942

0.5 1.0689 2.1291 1.3526

0.9 0.2459 2.4432 1.5232

0.3 0.2 0.1 5 0.2 0.1 0.2 1 0.2 -5 0.2 1.5735 1.4590 1.1129

6.8 1.5794 1.7179 1.1501

10 1.5869 2.0925 1.2056

0.3 0.2 0.1 6.8 0 0.1 0.2 1 0.2 -5 0.2 1.5840 1.9405 1.1829

0.4 1.5757 1.5532 1.1263

0.8 1.5701 1.3207 1.0934

0.3 0.2 0.1 6.8 0.2 0 0.2 1 0.2 -5 0.2 1.5813 1.8342 1.1678

0.1 1.5794 1.7179 1.1501

0.2 1.5773 1.5933 1.1314

0.3 0.2 0.1 6.8 0.2 0.1 0.3 1 0.2 -5 0.2 1.5765 1.5096 1.1181

0.7 1.5652 0.6818 0.9905

1 1.5571 0.0667 0.8956

0.3 0.2 0.1 6.8 0.2 0.1 0.2 0.7 0.2 -5 0.2 1.5794 1.7179 0.8987

1 1.5794 1.7179 1.1501

1.3 1.5794 1.7179 1.3767

0.3 0.2 0.1 6.8 0.2 0.1 0.2 1 0 -5 0.2 1.5794 1.7179 0.9303

0.5 1.5794 1.7179 1.4909

1 1.5794 1.7179 2.0846

0.3 0.2 0.1 6.8 0.2 0.1 0.2 1 0.2 -10 0.2 1.4954 1.7259 1.1814

-1 2.1250 1.6683 0.9989

-0.5 2.6210 1.6247 0.9052

0.3 0.2 0.1 6.8 0.2 0.1 0.2 1 0.2 -5 0 1.5824 1.9366 1.1839

0.5 1.5755 1.4877 1.1153

1 1.5705 1.2399 1.0789
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Figure 3.14: The temperature profile θ(η) for

different Ec.
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Figure 3.15: The temperature profile θ(η) for

different ε.
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Figure 3.16: The temperature profile θ(η) for

different Rd.
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Figure 3.17: The temperature profile θ(η) for

different s.
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Figure 3.18: The temperature profile θ(η) for

different τ .
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Figure 3.19: The skin friction coefficient with

variations of Kp and M .
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Figure 3.20: The reduced Nusselt number with

variations of s and Rd.
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Figure 3.21: The Sherwood number with varia-

tions of τ and Sc.
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3.6 Conclusions

The present study gives the results of two dimensional MHD thermophoretic, incompressible,

free stream flow over an exponentially radiating stretched surface while taking heat genera-

tion/absorption, permeability, viscosity and thermal conductivity as a variable. The influence

of distinct parameters have been studied on momentum, thermal and nanoparticles concen-

tration profiles for constant and variable fluid properties. The key findings of the study for

Cases A and B are as follows:

• Thermal boundary layer thickness increases for higher values of ε, Rd and s while de-

crease for Pr0.

• Momentum boundary layer thickness shows decrement for higher values of θr, M and

Kp.

• Concentration boundary layer thickness shows increment for increasing values of θr,

whereas it lowers for τ and Sc.

• Momentum boundary layer thickness for Case A is higher when compared to Case B

(except when λ < 1) while thermal boundary layer is higher in Case B as compared to

Case A.

• Graphs shows that the numerical results of Case A and Case B are different.
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Chapter 4

EMHD Flow of Nanofluid with Varying

Fluid Properties over a Variably Thicked

Stretching Sheet

The objective of this chapter comprises in two key points: descriptive mathematical model for

constant and variable fluid flows over a variable thickness sheet by inducting applied electric

and magnetic fields, porosity, radiative heat transfer, heat generation/absorption and seeking

their solution by constructing a novel numerical method, the SFDM. We resort to similarity

transformations to implicate PDEs into a set of ODEs. Optimal results for a pair of ODEs

obtained from SFDM are assessed by drawing a comparison with bvp4c and existing litera-

ture values. SFDM has been implemented in MATLAB for both constant and variable fluid

properties. Tabulated numerical values of Cfx1 , Nux1 and Shx1 are measured and scrutinized

against different parameters. Influence of distinct parameters on velocity, temperature, and

nanoparticles volume fraction have been explained in great detail via diagrams. The Cfx1 for

variable fluid properties is greater than the constant fluid properties. However, Nux1 is less

for variable fluid properties when compare with constant fluid properties. Surprisingly, the

high precision computational results are achieved from the SFDM.

This chapter is arranged as follows.

Section 4.1 gives the introduction of the chapter. In Sections 4.2 and 4.3 mathematical model
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and the analysis on fluid properties are presented. In Section 4.4, we presents physical quanti-

ties. The numerical procedure is analyzed in Section 4.5. The results and discussion with the

help of graphs and table is described in Section 4.6. In Section 4.7 conclusion of the chapter

is given.

4.1 Introduction

Hayat et al. [127, 128] analyzed the consequences on fluid flow by Cattaneo-Christov heat

flux and a temperature-dependent fluid thermal conductivity over a variable thickness sheet

and showed that the variable conductivity enhances temperature distribution. They also

maintained that temperature profile decrease with thermal relaxation paramter. Khader and

Ahmed [129] have computed the numerical solution for variable sheet thickness with slip veloc-

ity and pointed out that the skin friction coefficient increases with wall thickness parameter.

Daniel et al. [130] discussed the MHD radiative flow of nanofluid taking thermal radiation into

account for variable thickness sheet. They submitted that the thermal stratification effect re-

duces temperature. Daniel et al. [131] examined the effect of electrical MHD nanofluid flow

with thermal radiation towards a variable thickness surface and concluded that the thermal

radiation did impact the nanofluid temperature. Seth and Mandal [132] presented the analysis

on EMHD stagnation point flow of nanofluid past a variable thickness surface. They showed

that intensification in electric field slows down the flow velocity. Qayyum et al. [133] studied

the aspects of third grade nanofluid with chemical reaction over a variable thickness stretching

sheet. They found that heat generation/ absorption decrease in the heat transfer rate. This

analysis achieved two goals. Firstly, an assessment of distinctive features for constant and

variable properties. Secondly, we adopted a new numerical process, the SFDM, to compute

solutions and compared its accuracy with bvp4c.

4.2 Mathematical Model

We assume an electrical magnetohydrodynamics, steady, laminar nanofluid flow through a

nonlinear variable thickness stretching surface. The variable magnetic field B1(x1) = Bo(x1 +

b∗)
n−1
2 (n 6= 1) and variable electrical field E(x1) = Eo(x1 + b∗)

n−1
2 (n 6= 1) is applied normal to
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Uw = U0(x1 + b∗)n,−k1 ∂T1∂y1
= hs(Tf − T1),DB

∂C1

∂y1
+DT

∂T1
∂y1

= 0

y = A(x1 + b∗)n

u1 → 0, T1 → T∞, C1 → C∞, y1 →∞

Electromagnetic

field

slit

Figure 4.1: Schematic diagram of the problem.

the direction of flow. The sheet is stretching with non-linear velocity Uw = Uo(x1+b∗)n(n 6= 1)

where b∗ is the dimensional constant and Uo is the reference velocity. Therefore, the surface

is considered not to be flat and its thickness varies as y = A(x1 + b∗)
1−n
2 (n 6= 1), where A is

a very small constant to hold the sheet thin enough. We also observed that for n = 1 the

current problem reduce to a flat sheet. The geometry of the problem is shown in Figure 4.1

where x1 and y1 axes is taken along and normal to the stretching surface respectively.

The equations governing this flow are Daniel et al. [130,131]

∂u1
∂x1

+
∂v1
∂y1

= 0, (4.1)

u1
∂u1
∂x1

+ v1
∂u1
∂y1

=
1

ρ1

∂

∂y1
(
µ1∂u1
∂y1

)− σ

ρ1
(E(x1)B1(x1)−B2(x1))u1 −

µ1

ρ1K(x)
u1, (4.2)

u1
∂T1
∂x1

+ v1
∂T1
∂y1

=
1

ρ1Cp

∂

∂y1
(
k1∂T1
∂y1

) + τ1(DB
∂T1
∂y1

∂C1

∂y1
+
DT

T∞
(
∂T1
∂y1

)2)− 1

ρ1Cp

∂qr
∂y1

+

σ

ρ1Cp
(u1B(x1)− E(x1))

2 +
Q(x1)

ρ1Cp
(T1 − T∞), (4.3)

u1
∂C1

∂x1
+ v1

∂C1

∂y1
= DB

∂2C1

∂y21
+
DT

T∞

∂2T1
∂y21

, (4.4)
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here u1 and v1 are the velocity components parallel to x1− and y1− axis, respectively. Further,

µ1 symbolizes the viscosity, ρ1 denotes the density, ν1 is designated as kinematic viscosity, Cp

is the specific heat capacity, B1 is the magnetic field. Temperature of fluid and nanoparticle

fraction are symbolized as T1 and C1 respectively. The wall and ambient fluid temperatures

are designated as Tw and T∞ respectively. Q(x1) = Q0(x1 + b∗)
n−1
2 is the volumetric rate of

heat generation and K(x1) = K0(x1 + b∗)n−1 is a variable permeability.

The above system is completed with the following appropriate boundary conditions taking in

view of [97] and [98]

u1 = Uw(x1) = Uo(x1 + b∗)n, v1 = 0, −k1
∂T1
∂y1

= hs(Tf − T1), DB
∂C1

∂y1
+DT

∂T1
∂y1

= 0

at y1 = A(x1 + b∗)
1−n
2 ,

u1 −→ 0, T1 −→ T∞, C1 −→ C∞ as y1 −→∞. (4.5)

The following are the relevant transformations:

ψ =

√
2

n+ 1
ν1Uo(x1 + b∗)n+1f(η), ξ = y1

√
(
n+ 1

2
)
Uo(x1 + b∗)n−1

ν1
, α = A

(
(n+ 1)U0

2ν1

) 1
2

,

η = ξ − α = y1

√
(
n+ 1

2
)
Uo(x1 + b∗)n−1

ν1
− α,

θ =
T1 − T∞
Tw − T∞

, φ =
C1 − C∞
Cw − C∞

, u1 = Uo(x1 + b∗)nf
′
(η),

v1 = −
√

2

n+ 1
ν1Uo(x1 + b∗)n−1(f(η) + η

n− 1

n+ 1
f
′
(η)).

(4.6)

Eq. (4.1) is identically satisfied. In addition, when above similarity variables applied to Eqs.

(4.2), (4.3) and (4.4) yielding:

(
µ1

µo
f
′′
(η))

′ − 2n

n+ 1
f
′2

(η) + f(η)f
′′
(η) +M(E1 − f

′
(η))−Kpµ1

µo
f
′
(η) = 0, (4.7)

(1 +
4

3
Rd)(

k1
ko
θ
′
(η))

′
+ Pro(f(η)θ

′
(η) +Nbθ

′
(η)φ

′
(η) +Nt(θ

′
)2(η) +MEc(f

′
(η)− E1)

2

+
2

n+ 1
sθ(η)) = 0, (4.8)

φ
′′
(η) +

Nt

Nb
θ
′′
(η) + LeProf(η)φ

′
(η) = 0. (4.9)
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The equivalent boundary conditions in terms of similarity variables are specified as:

f(η) = α(
1− n
1 + n

), f ′(η) = 1, , θ
′
(η) = −Bi(1− θ(η)), Nbφ

′
(η) +Ntθ

′
(η) = 0, at η = 0,

f
′
(η) = 0, θ(η) = 0, φ(η) = 0, as η →∞.

(4.10)

where M = 2σB2
o

ρ1Uo(n+1)
is a magnetic parameter, α is the wall thickness parameter, E1 =

Eo

BoUo(x1+b∗)n
(Daniel et al. [130, 131]) is the electric field, Kp = 2ν1

KoUo(n+1)
is the permeability

constant. Pro = µoCp

ko
is the Prandtl number, Nb = τ1DB(Cw−C∞)

ν1
is the Brownian motion

parameter, Nt = τ1DT (Tw−T∞)
T∞ν1

is the thermophoresis parameter, Ec = U2
w

Cp(Tw−T∞)
(Daniel et

al. [130, 131]) is the local Eckert number, Rd = 4σ∗T 3
∞

kok∗
denotes the radiation parameter, s =

Qo(x1+b∗)
ρ1uwCp

(Hayat et al. [158]) is the heat source parameter, Bi is the Biot number and Le = ν1
DB

is Lewis number.

4.3 Fluid Properties Analysis

In this section, we illustrate the main theme of this work in the following two subsections.

4.3.1 Case A: Constant Fluid Characteristics

For this case, we rewrite Eqs. (4.7), (4.8) and (4.9) into the following set of equations:

f
′′′ − 2n

n+ 1
f
′2

+ ff
′′

+M(E1 − f
′
)−Kpf ′ = 0, (4.11)

(1 +
4

3
Rd)θ

′′
+ Pro(fθ

′
+Nbθ

′
φ
′
+Nt(θ

′
)2 +MEc(f

′ − E1)
2 +

2

n+ 1
sθ) = 0, (4.12)

φ
′′

+
Nt

Nb
θ
′′

+ ProLefφ
′
= 0. (4.13)

4.3.2 Case B: Variable Fluid properties

In this case, we write viscosity and thermal conductivity as a function of temperature Popley

et al. [116]

µ1(T1) =
µref

1 + γ1(T1 − Tref )
, (4.14)
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Assuming To ≈ Tref then we get,

µ1 =
µo

1− T1−To
θr(Tw−To)

=
µo

1− θ(η)
θr

. (4.15)

here θr = −1
γ1(Tw−To) . Inserting Eq. (4.15) in Eq. (4.7) we get

θr
(θr − θ)

f
′′′

+
f
′′
θ
′
θr

(θr − θ)2
− 2n

n+ 1
f
′2

+ ff
′′

+M(E1 − f
′
)−Kp θr

θr − θ
f
′
= 0. (4.16)

Following Hayat et al. [97] the changeable thermal conductivity is expressed as,

k1(T ) = ko(1 + εθ). (4.17)

Using Eq. (4.17) into Eq. (4.8) we get

(1 + 4
3
Rd)((1 + εθ(η))θ

′′
(η) + ε(θ

′
(η))2) + Pro(f(η)θ

′
(η) +Nbθ

′
(η)φ

′
(η) +Nt(θ

′
(η))2

+MEc(f
′
(η)− E1)

2 + 2
n+1

sθ(η)) = 0. (4.18)

4.4 Physical Quantities

The important physical parameters are defined as

4.4.1 The Skin Friction Coefficient

The wall resistance coefficient for case A and case B are defined as,

Cfx1 =
τw
ρ1u2w

=

√
1 + n

2Rex1
f
′′
(0).(CASE A) (4.19)

Cfx1 =
τw
ρ1u2w

=
θr

θr − θ0

√
1 + n

2Rex1
f
′′
(0).(CASE B) (4.20)

4.4.2 The Local Nusselt Number

The local Nusselt number for Cases A and B are same and can be written as,

Nux1 = − (x1 + b∗)qw
ko(Tw − T∞)

= −(1 +
4

3
Rd)

√
(1 + n)Rex1

2
θ
′
(0). (4.21)
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4.4.3 The Local Sherwood Number

The local Sherwood number for Case A and Case B is,

Shx1 = −(x1 + b∗)jw
Cw − C∞

= −
√

(1 + n)Rex1
2

φ
′
(0). (4.22)

4.5 Numerical Procedure

The system of ODEs for Case A and Case B are first modified into a system of first order

ODEs. We use two numerical methods to find the solution of these ODEs. The first method

is the SFDM [99] and the second is implemented through MATLAB built-in solver bvp4c. The

details of the methods and its implications are described below.

4.5.1 Simplified Finite Difference Method (SFDM)

The algorithm with necessary details for the simplified SFDM are as follows:

1. We first reduce the third order ODE into a group of first and second order ODEs. This

reduction of order simplify the process of finite difference approximation. The ODE

already written in second order cannot be reduced.

2. For further simplification, we use Taylor series to linearize the system of nonlinear ODEs.

3. We replace the derivatives in linear ODEs with the corresponding finite difference ap-

proximation formulas.

4. In the end, we reach at algebraic system of equations that can be solved efficiently by

Thomas algorithm.

5. The process will be repeated for energy and concentration equations.

The explanation of SFDM has been shown in the flowchart. Generally, we find the results

when N = 1000 grid points in the η direction. The domain to achieve steady state varies due
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to effect of different parameters, however, the domain η = 7 seems enough for our results. To

initiate we assume f ′ = F in ((4.11)) then we get

d2F

dη2
=

2n

n+ 1
F 2 − f dF

dη
−M(E1 − F ) +KpF (4.23)

we can write this expression for the function f as

χ1(η, F, F
′
) =

2n

n+ 1
F 2 − f dF

dη
−M(E1 − F ) +KpF

(4.24)

let us approximate dF
dη

in above equation by forward difference approximation

χ1(η, F, F
′
) =

2n

n+ 1
F 2
i − fi(

Fi+1 − Fi
h

)−M(E1 − Fi) +KpFi (4.25)

The coefficients of second order ODE read as

An = −∂χ1

∂F ′
= −(−f) = f = fi (4.26)

Bn = −∂χ1

∂F
= −(

4n

n+ 1
F +M +Kp) = −(

4n

n+ 1
Fi +M +Kp) (4.27)

Dn = χ1(η, F, F
′
) +BnFi + An

Fi+1 − Fi
h

(4.28)

After some manipulation (4.28) becomes

aiFi−1 + biFi + ciFi+1 = ri, i = 1, 2, 3...., N (4.29)

where

ai = 2− hAn, bi = 2h2Bn − 4, ci = 2 + hAn , ri = 2h2Dn (4.30)

In matrix-vector form it is written in compact as

AF = s (4.31)

70



where

A =



b1 c1

a2 b2 c2

....

aN−2 bN−2 cN−2

aN−1 bN−1


(4.32)

F =



F1

F2

.

.

FN−1


s =



s1

s2

.

.

sN−1


(4.33)

The matrix A is tridiagonal matrix and is written in LU-Factorization as [100]

A = LU (4.34)

where

L =



β1

a2 β2

....

aN−2 βN−2

aN−1 βN−1


(4.35)

and

U =



1 γ1

1 γ2

....

1 γN−2

1


(4.36)

where L and U are the lower and upper triangular matrices, respectively. Here the un-

knowns (βi, γi), i = 1, 2, ..., N − 1 are to be related as [100]

β1 = −1− λ

h
, γ1 =

λ

β1h
(4.37)
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βi = bi − aiγi−1, i = 2, 3, ..., N − 1 (4.38)

βiγi = ci, i = 2, 3, ...., N − 2 (4.39)

After defining these relations (4.34) becomes

LUF = s, UF = z, and Lz = s (4.40)

we have



β1

a2 β2

....

aN−2 βN−2

aN−1





z1

z2

z3

.

.

.

zN−2

zN−1



=



s1

s2

s3

.

.

.

sN−2

sN−1



(4.41)

The unknown elements of z can be found by

z1 = s1/β1, zi =
si − aizi−1

βi
, i = 2, 3, ..., N − 1 (4.42)

and



1 γ1

1 γ2

....

1 γN−2

1





F1

F2

.

.

.

FN−2

FN−1


=



z1

z2

.

.

.

zN−2

zN−1


(4.43)

We then get

Fi−1 = zi−1, Fi = zi − γiFi+1, i = N − 2, N − 3, ..., 3, 2, 1 (4.44)
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which is a solution of (4.23). We can easily find f from f
′
= F which in discretization form

fi+1 − fi
h

= Fi (4.45)

gives a required solution of (4.11). A similar procedure can also opted for solutions θ and

φ. For the sake of brevity we only present coefficients for these ODEs and leave the details

which follows on the same line as presented above. For example the energy equation(4.12) is

d2θ

dη2
= −(

Pro
(1 + 4

3
Rd)

(f
dθ

dη
+Nb

dθ

dη

dφ

dη
+Nt(

dθ

dη
)2 +MEc(

df

dη
− E1)

2 +
2

n+ 1
sθ))

χ2(η, θ, θ
′
) = −(

Pro
(1 + 4

3
Rd)

(fi(
θi − θi−1

h
) +Nb(

θi − θi−1
h

)(
φi − φi−1

h
)

+Nt(
θi − θi−1

h
)2 +MEc(Fi − E1)

2 +
2

n+ 1
sθi))

(4.46)

Ann = − ∂χ
∂θ′

= −(− Pro
(1 + 4

3
Rd)

(f +Nbφ
′
+ 2Ntθ

′
)) (4.47)

Ann =
Pro

(1 + 4
3
Rd)

(fi +Nb(
φi − φi−1

h
) + 2Nt

θi − θi−1
h

)) (4.48)

Bnn =
2Pro

(n+ 1)(1 + 4/3Rd)
s (4.49)

d2φ

dη2
=
−Nt
Nb

d2θ

dη2
− LeProfφ

′
(4.50)

χ3(η, φ, φ
′
) =
−Nt
Nb

θi−1 − 2θi + θi+1

h2
− LePro(fi

φi − φi−1
h

) (4.51)

Similarly, the coefficients for (4.13) are written as

Annn = ProLefi, Bnnn = 0 (4.52)

Boundary conditions can easily be discretized by following the above procedure.

73



4.5.2 bvp4c

To solve the system of ODEs for Case A and Case B, we first transformed the system into a

first order ODEs to compute the solution using bvp4c. For Case A it gives,

(a) Case A:

f = v1, f
′
= v2, f

′′
= v3, f

′′′
= v

′

3 =
2n

n+ 1
v22 − v1v3 −M(E1 − v2) +Kpv2,

v4 = θ, v5 = θ
′
, θ
′′

= v
′

5 = − Pro
(1 + 4

3
)Rd

(v1v5 +Nbv5v7 +Ntv25 +MEc(v2 − E1)
2 +

2

n+ 1
sv4),

v6 = φ, v7 = φ
′
, φ
′′

= v
′

7 = −LeProv1v7 +
Nt

Nb
v
′

5.

(b) Case B: The transformed ODEs for Case B are,

f = u1, f
′
= u2, f

′′
= u3, f

′′′
= u

′

3 =
(u3u5)

(u4 − θr)
+

(u4 − θr)
θr

(− 2n

n+ 1
u22 + u1u3+

M(E1 − u2)−Kpu2),

u4 = θ, u5 = θ
′
, θ
′′

= u
′

5 =
−εu25

1 + εu4
− Pro

(1 + εu4)(1 + 4
3
Rd)

(u1u5+

NbNtu5u7 +Ntu25 +MEc(u2 − E1)
2 +

2

n+ 1
su4),

u6 = φ, u7 = φ
′
, φ
′′

= u
′

7 = −LeProu1u7 +
Nt

Nb
u
′

5.

4.6 Results and Discussion

In this section, we present outcomes of our results both in tabulated and graphical forms.

In Table 4.1, we compare our results with literature for the −f ′′(0) against distinct values

of n while fixing α = 0.25 and α = 0.5. The SFDM shows an excellent agreement when

compared with bvp4c and the literature. In summary, the skin friction coefficient is higher for

Case B and lower values for Case A.

In Table 4.2, Cfx1 is measured for various parameters like M , n, E1, Kp, α and θr. Its

value goes up by making change in M , n, α, Kp and θr, while it gets lower by changing E1.
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Table 4.3 shared the heat and mass transfer rates for different parameters.

An electric field parameter E1 enhances the velocity of the fluid as can be seen in Fig. 4.2.

Lorentz force is responsible in increasing velocity due to the fact that Cfx1 (as shown in Table

2) decreases.

In Fig.4.3, we noticed that momentum boundary layer thickness thins by increasing Kp.

This decrease in velocity profile is due to increase in Cfx1 for increasing values of Kp.

Fig. 4.4 describes influence of θr on momentum distribution. It is analyzed that momen-

tum boundary later thins by escalating θr. Relating to Table 2 where we can see that by

increasing θr, magnitude of Cfx1 increases, which causes the reduction in velocity. By increas-

ing viscosity provide more resistance to the fluid motion since high shear stress required to

more viscous fluids.

The effect of α on temperature can be seen in Fig. 4.5. It is observed that only some energy

is transmitted from the surface to that of the liquid when we raise the wall thickness parameter.

Fig. 4.6 is plotted to perceive the effect of Rd on temperature profile. It is found that

with the rise in Rd the temperature of fluid enhances significantly as an increment in the Rd

provides more energy to the fluid which increases the thickness of the thermal boundary layer.

In Fig. 4.7, it is noticed that enhancement in Pro causes the reduction in temperature

profile. The reason for this decrease is that Prandtl number Pr0’s smaller values are equiva-

lent to increasing thermal conductivity. Since thermal conductivity of air is higher ultimately

temperature is higher. However, for high Prandtl number corresponds to low thermal conduc-

tivity and lower temperature flow.

In Fig. 4.8, we illustrate the influence of Biot number Bi on the temperature profile. It

is seen that for higher values of Bi the thermal boundary layer thickness increases. This in-

crease in temperature profile is due to the heat transfer rate. Since the thermal conductivity
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is dominant compare to convection, therefore, heat transport more as Biot number increases.

To examine the effects of Ec on thermal profile we plot Fig. 4.9. For higher values of

Ec, it is evaluated that somehow the temperature of the fluid rises and the thermal boundary

layer gets thinner. Eckert number is the ratio of kinetic energy of fluid and enthalpy. For

increasing values of Eckert number the kinetic energy increases which causes enhancement in

fluid temperature.

Fig. 4.10 is plotted to perceive the effect of Nb on concentration profile. It is concluded

that higher values of Nb causes reduction in nanoparticles concentration profile.

Fig. 4.11 is presented to characterize the behaviour of Nt on concentration profile. It is

noted that by increasing Nt, we find reduction of the nanoparticles in concentration profile.

In Figs.4.12 (Pro = 1) and 4.13(Pro = 6.8), it is found that increase in ε enhances the

temperature profile. Table 3 indicates that Nux1 decreases with increasing ε. Due to this heat

transfer rate increases and hence temperature profile increases.

Fig. 4.14 and Fig. 4.15 is drawn to see the impacts of Ec and Rd on temperature distri-

bution respectively. It is noted that temperature profile increases for increasing values of Ec

and Rd.

Fig. 4.16 shows the effects of Bi on temperature profile. It is shown that an enhancement

in Bi causes enhancement in temperature distribution.

The effects of Kp and M on skin friction is presented in Fig. 4.17. It is examined that

skin friction shows improvement for rising values of Kp and M for both cases A and B.//

Impacts of Rd and Ec on local Nusselt number are displayed in Fig. 4.18. The local

Nusselt number shows enhancement for higher values of Rd and Ec.
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Fig. 4.19 is portrayed to see impacts of Le and Pro on local Sherwood number. It is

interpreted that local sherwood number climbs up for incremental values of Le.

Table 4.1: Resemblance of −f ′′(0) from literature for various n values (CASE A)

n α Fang et al. [11] Khader and Ahmed [129] Present result (bvp4c) Present Result (SFDM)

10 0.25 1.1433 1.1433 1.1433 1.1433

9 1.1404 1.1404 1.1404 1.1404

7 1.1323 1.1322 1.1323 1.1323

5 1.1186 1.1186 1.1186 1.1186

3 1.0905 1.0904 1.0905 1.0905

1 1.0000 1.0000 1.0000 1.0000

0.5 0.9338 0.9337 0.9338 0.9338

0 0.7843 0.7843 0.7843 0.7843

-1/3 0.5000 0.5000 0.5000 0.5025

-0.5 0.0833 0.0833 0.0833 0.0892

10 0.5 1.0603 1.0603 1.0603 1.0603

9 1.0589 1.0588 1.0589 1.0589

7 1.0550 1.0551 1.0551 1.0551

5 1.0486 1.0486 1.0486 1.0486

3 1.0359 1.0358 1.0359 1.0359

2 1.0234 1.0234 1.0234 1.0234

1 1.0000 1.0000 1.0000 1.0000

0.5 0.9799 0.9798 0.9799 0.9798

0.00 0.9576 0.9577 0.9576 0.9577

-0.5 1.1667 1.1667 1.1667 1.1661
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Table 4.2: Resemblance of −f ′′(0) for separate values of M,n, α,E1 and θr.

Case B Case A

M n α E1 Kp θr −f ′′(0)(bvp4c) −f ′′(0)(SFDM) −f ′′(0)(bvp4c) −f ′′(0) (SFDM)

0 0.5 0.3 0.1 0.1 -5 1.075408 1.075408 0.996308 0.996308

0.3 1.184031 1.184031 1.097247 1.097247

0.7 1.335487 1.335487 1.236298 1.236298

0.1 0 0.983771 0.987475 0.907889 0.907889

0.5 1.106245 1.106245 1.025923 1.025923

1 1.160763 1.160763 1.078835 1.078835

0.5 0.4 1.125682 1.125682 1.043448 1.043448

0.7 1.185376 1.185376 1.097515 1.097515

1 1.247097 1.247097 1.153791 1.153791

0.3 0.5 1.025633 1.025633 0.954581 0.954581

1 0.940761 0.940761 0.877466 0.877466

1.5 0.864007 0.864007 0.807036 0.807036

0.1 0.1 1.106245 1.106245 1.025923 1.025923

0.3 1.205899 1.205899 1.12657 1.12657

0.5 1.294325 1.294325 1.216757 1.216757

0.1 -10 1.066455 1.066455

-1 1.391356 1.391356

-0.5 1.703479 1.703479
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Figure 4.2: Velocity f ′(η) for different E1.(danial

et al. [130])
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Table 4.3: Comparison of −θ′(0) and −φ′(0) for Rd, Ec, Le, Nb, Nt, n, Pro, s, α and ε of Case B

with Case A, respectively .

Case B Case A

Rd Ec Le Nb Nt n Pro s α ε -θ′(0) -φ′(0) −θ′(0) -φ′(0)

0.4 0.1 1 0.1 0.2 0.5 1 0.1 0.3 0.2 0.2125241 -0.4250431 0.2477734 -0.4955469

0.7 0.1682977 -0.3365954 0.2047175 -0.409435

1 0.1331988 -0.2663976 0.1704 -0.3407401

0.2 0.2 0.2450324 -0.4900648 0.2790463 -0.5580926

0.6 0.2263721 -0.4527441 0.2603162 -0.5206325

1 0.2077006 -0.4154012 0.2415691 -0.4831381

0.1 0.7 0.2507037 -0.5014074 0.2847274 -0.5694548

1 0.2496957 -0.4993915 0.2837261 -0.5674523

1.3 0.2489893 -0.4979786 0.283001 -0.566002

1 0.2 0.2496958 -0.2496958 0.2837261 -0.2837261

0.5 0.2496958 -0.0998783 0.2837261 -0.1134905

0.7 0.2496958 -0.07134165 0.2837261 -0.08106461

0.1 0.1 0.2532452 -0.2532452 0.2869886 - 0.2869886

0.2 0.249657 -0.4993915 0.2837261 -0.5674523

0.4 0.2424194 -0.969777 0.2770397 -1.108159

0.2 0 0.28097 -0.5619401 0.3176236 -0.6352471

0.5 0.2496957 -0.4993915 0.2837261 -0.5674523

1 0.236645 -0.4732899 0.268578 -0.5371561

0.5 0.7 0.1808165 -0.361633 0.2169344 -0.4338689

1 0.2496957 -0.4993915 0.2837261 -0.5674523

1.3 0.3014584 -0.6029168 0.3334471 -0.6668941

1 0 0.3226349 -0.6452698 0.3492327 -0.6984654

0.1 0.2496957 -0.4993915 0.2837261 -0.5674523

0.1 0.4 0.2597021 -0.5194042 0.2935494 -0.5870988

0.7 0.2886493 -0.5772986 0.3219052 -0.6438104

1 0.3160671 -0.6321342 0.3486554 -0.6973109

0.3 0.3 0.2380814 -0.4761629

0.5 0.2168179 -0.4336357

0.8 0.1892523 -0.3785047
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Ec .

0 1 2 3 4 5 6 7
−0.1

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

η

 φ
(η

)

Pr
o
=Le =1.3, M=n=0.5, Ec=Nt=Rd=0.2,s=0,E

1
=0,Kp=0.1,α=0.3,ε=0.5,θ

r
=−0.5

 

 

Case A (Nb = 0.1)
Case A (Nb = 0.2)
 Case A (Nb = 0.3)
 Case B (Nb = 0.1)
 Case B (Nb = 0.2)
Case B (Nb = 0.3)

Figure 4.10: Concentration profile φ(η) for dif-
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Figure 4.11: Concentration profile φ(η) for dif-
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Figure 4.12: Temperature profile θ(η) for differ-

ent ε .
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Figure 4.13: Temperature profile θ(η) for differ-

ent ε.
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Figure 4.14: temperature profile θ(η) for differ-

ent Ec .
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Figure 4.15: Temperature profile θ(η) for differ-

ent Rd.
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different Bi .
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Table 4.4: Comparison of −θ′(0) and −φ′(0) for Rd, Ec, Le, Nb, Nt, n, Pro, s, α and ε of Case B

with Case A, respectively .

Case B

Rd Ec Le Nb Nt n Pro s α ε -θ′(0) -φ′(0)

0.4 0.1 1 0.1 0.2 0.5 6.8 0.1 0.3 0.2 0.5799 -1.1598

0.7 0.4610 -1.0781

1 0.5046 -1.0092

0.2 0.2 0.6010 -1.2019

0.6 0.5561 -1.1122

1 0.5113 -1.0225

0.1 0.7 0.6135 -1.2269

1 0.6122 -1.2243

1.3 0.6110 -1.2219

1 0.2 0.6122 -0.6122

0.5 0.6122 -0.2449

0.7 0.6122 -0.1749

0.1 0.1 0.6145 -0.6145

0.2 0.6122 -1.2243

0.4 0.6072 -2.4289

0.2 0 0.6878 -1.3756

0.5 0.6122 -1.2243

1 0.5626 -1.1252

0.5 5 0.5596 -1.1192

6.8 0.6122 -1.2243

10 0.6729 -1.3458

6.8 0 0.6461 -1.2921

0.1 0.6122 -1.2243

0.1 0.4 0.6296 -1.2592

0.7 0.6754 -1.3508

1 0.7129 -1.4258

0.3 0.3 0.6053 -1.2107

0.5 0.5917 -1.1834

0.8 0.5714 -1.1428
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4.7 Conclusions

This analysis establishes two goals. Firstly, assessment on distinctive features for constant and

variable properties has been done. Secondly, we adopted new numerical process, the SFDM,

to compute solution and compared its accuracy with bvp4c. The notable results for both cases,

Case A and B are as follows:

• The numerical technique, the SFDM, has produced excellent results with high accuracy

as shown in Table 1 and 2.

• Momentum boundary layer thickness grows by increasing E1 whereas it decreases with

Kp and θr.

• Thermal boundary layer thickness raises by raising Rd, Bi, Ec, ε while decreases for

higher values of α and Pro.

• Concentration boundary layer thickness decreases by increasing Nb and increases by

increasing Nt.

• It is shown that the results are different for constant and variable fluid properties. For

variable fluid properties heat transfer and mass transfer rates are lower than the con-

stant fluid properties. The skin friction coefficient increases for variable fluid properties

compare to constant fluid properties.

85



Chapter 5

EMHD Flow of Powell-Eyring Nanofluid

Featuring Variable Liquid Characteristic

and Variable Thickness Stretching

Surface

This chapter investigates the constant and variable fluid properties together to analyze their ef-

fect on electrical magnetohydrodynamics (EMHD) Powell-Eyring nanofluid flow with thermal

radiation and heat generation over a variable thickness sheet. The similarity variables assist

in having ODEs acquired from PDEs. A novel numerical procedure, the SFDM, is developed

to calculate the physical solution. The SFDM described here is simple, efficient and accurate.

To highlight its accuracy, results of the SFDM are compared with the literature. The results

seems to indicate that the SFDM and the literature give a close agreed solutions. The velocity,

temperature and concentration distributions, when drawn at the same time for constant and

variable physical features, are observed to be affected against incremental values of the flow

variables. Furthermore, the impact of contributing flow variables on the Cfx1 (drag on the

wall), Nux1 (heat transfer rate on the wall) and Shx1 (mass transfer on the wall) are illustrated

by data distributed in tables. The non dimensional skin friction coefficient experience higher

values for constant flow regimes especially in comparison with changing flow features.
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This chapter is organized as follows.

Introduction of the chapter is presented in Section 5.1. In Sections 5.2 and 5.3 theoretical

model and the analysis on fluid properties are explained. Section 5.4 illustrates SFDM. The

result and discussion part of the chapter is presented in Section 5.5. Section 5.6 analyzed the

conclusion of the chapter.

5.1 Introduction

Hayat et al. [134] discussed melting heat transfer for Powell-Eyring fluid. Jalil and Asghar [135]

also used Powell-Eyring fluid for their analysis and found solution by Lie group method. Fluid

flow with numerical and series solutions over an exponentially stretchable surface with Powell-

Eyring model have been discussed in Mushtaq et al. [136]. In Javed et al. [137] the flow

of Eyring-Powell non-Newtonian fluid have been discussed. Mustafa et al. [138] discussed

MHD boundary layer nanofluid for second grade fluid. Motsumi et al. [139] discussed thermal

radiation and viscous dissipation on boundary layer flow of nanofluids over a permeable moving

flat plate. Hayat et al. [140] investigated the MHD eyring-Powell nanofluid flow past a variable

thickness surface. They reported that impacts of thermophoresis parameter on temperature

and concentration distributions are similar. The novelty of the current work lies in addressing

the nanofluid of Powell-Eyring along with constant and variable fluid properties. A novel

computational technique, the SFDM, has been tested for the PowellŰEyring nanofluids in

addition to theoretical modeling of fluid flow. The SFDM is simple, accurate, and easy to

implement in MATLAB.

5.2 Theoretical Model

Consider a magnetohydrodynamic (MHD) Powell-Eyring nanofluid due to an uneven stretch-

ing surface emerges from the narrow slit with variable fluid characteristics. Assume that vary-

ing magnetic field B1(x1) = B0(x1+b∗)
n−1
2 is directed perpendicular to the flow motion. In ad-

dition, variable electric field is chosen as E∗1(x1) = E0(x1+b∗)
n−1
2 . AlsoK(x1) = K0(x1+b∗)1−n

is the variable permeability. The surface has a nonlinear stretching velocity Uw = a0(x1 +b∗)n.

Furthermore, the thickness of the sheet is varying by the relation y1 = A(x1 + b∗)
1−n
2 , in which
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x1

y1

Momentum Boundary Layer

Thermal boundary layer

Concentration boundary layer

Variable sheet

thickness

Uw = a0(x1 + b∗)n, Tw DB
∂C1

∂y1
+DT

∂T1
∂y1

= 0

y1 = A(x1 + b∗)n

u1 → 0, T1 → T∞, C1 → C∞, y1 →∞

EMHD

slit

Figure 5.1: Geometry of the problem.

A is a very small constant. Fluid flow configuration is illustrated in Fig. 5.1.

After incorporating aforementioned fluid flow assumptions, in view of Daniel et al. [131] and

Hayat et al. [140], the following equations of motion we get:

∂u1
∂x1

+
∂v1
∂y1

= 0, (5.1)

u1
∂u1
∂x1

+ v1
∂u1
∂y1

=
1

ρ1

∂

∂y1

(
µ1(T1)

∂u1
∂y1

)
+

1

ρ1β1d

∂2u1
∂y21

− 1

2ρ1β1d3

(
∂u1
∂y1

)2
∂2u1
∂y21

+

σ

ρ1

(
E∗1(x1)B1(x1)−B2

1(x1)u1
)

+ gβ(T1 − T∞)− µ1u1
ρ1K(x1)

, (5.2)

u1
∂T1
∂x1

+ v1
∂T1
∂y1

=
1

ρ1Cp

∂

∂y1

(
k1(T1)

∂T1
∂y1

)
− 1

ρ1Cp

∂qr
∂y1

+
σ

ρ1Cp
(u1B1(x1)− E∗1(x1))

2 +

Q1(x1)

ρCp
(T1 − T∞) + τ1

(
DB

∂T1
∂y1

∂C1

∂y1
+
DT

T∞

(
∂T1
∂y1

)2
)
, (5.3)

u1
∂C1

∂x1
+ v1

∂C1

∂y1
= DB

∂2C1

∂y21
+
DT

T∞

∂2T1
∂y21

, (5.4)

Where (u1, v1), µ1, ρ1, Cp are the velocity components, the dynamic viscosity, the density and

the specific heat capacity, respectively. Moreover, E∗1(x1), B1(x1), T1 and C1 are the electric
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field, the magnetic field, fluid temperature and nanoparticle concentration, respectively. Also,

Tw and T∞ are wall and free stream temperatures respectively. The parameters DB and DT

are characterized as the Brownian diffusion and thermophoretic diffusion coefficients, respec-

tively. In τ1 = (ρ1c)p
(ρ1c)f

, (ρ1c)p is the effective heat capacity of the nanoparticle and (ρ1c)f is

the heat capacity of the fluid. qr represents radiation due to heat flow and Q1(x1) is heat

generation/absorption parameter.

The boundary conditions needed to solve (5.1), (5.2), (5.3) and (5.4) are given by

u1 = Uw(x1) = ao(x1 + b)n, v1 = 0, T1 = Tw, DB
∂C1

∂y1
+
DT

T∞

∂T1
∂y1

= 0 at y1 = A(x1 + b∗)
1−n
2 ,

u1 −→ 0, T1 −→ T∞, C1 −→ C∞ as y1 −→∞.

(5.5)

With the following transformations

ξ =

√(
n+ 1

2

)
a0(x1 + b∗)n−1

ν0
y1, ψ =

√
2

n+ 1
ν0a0(x1 + b∗)n+1F (ξ), α = A

(
(n+ 1)a0

2ν0

) 1
2

,

η = ξ − α = y1

√(
n+ 1

2

)
a0(x1 + b∗)n−1

ν0
− α. (5.6)

Θ̃ =
T1 − T∞
Tw − T∞

, Φ̃ =
C1 − C∞
Cw − C∞

, u1 = a0(x1 + b∗)nF̃
′
(ξ),

v1 = −
√
n+ 1

2
ν0a0(x1 + b∗)n−1F̃ (ξ)− ξ

(
n− 1

n+ 1

)
F̃
′
(ξ)

√
n+ 1

2
ν0a0(x1 + b∗)n−1. (5.7)

Eq. (5.1) is satisfied through ψ. In above ν0 = µ0
ρ1

is an ambient kinematic viscosity. By using

above transformations Eqs. (5.2), (5.3) and (5.4) resulted into:(
µ1

µo
F̃
′′
(ξ)

)′
+NF̃

′′′
(ξ)−Nλ

(
n+ 1

2

)
F̃
′′2

(ξ)F̃
′′′

(ξ)− 2n

n+ 1
F̃
′2

(ξ) + F̃ (ξ)F̃
′′
(ξ) +M

(
E − F̃ ′(ξ)

)
−Kpµ1

µo
F̃
′
(ξ) +GrΘ̃(ξ) = 0, (5.8)

(1 +
4

3
Rd)

(
k1
k0

Θ̃
′
(ξ)

)′
+ Pr0(F̃ (ξ)Θ

′
(ξ) +NbΘ̃

′
(ξ)Φ̃

′
(ξ) +Nt(Θ̃

′
(ξ))2 +MEc

(
F̃
′
(ξ)− E

)2
+

2

n+ 1
sΘ̃(ξ) = 0, (5.9)

Φ̃
′′
(ξ) +

Nt

Nb
Θ̃
′′
(ξ) + LePr0F̃ (ξ)Φ̃

′
(ξ) = 0. (5.10)
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Boundary conditions of the current problem are modified as:

F̃ = α

(
1− n
1 + n

)
, F̃ ′ = 1, NbΦ̃

′
+NtΘ̃

′
= 0, Θ̃ = 1, at α = A

(
(n+ 1)a0

2ν0

) 1
2

,

Θ̃ = 0, F̃
′
= 0, Φ̃ = 0,when ξ →∞. (5.11)

Assuming F̃ (ξ) = f̃(ξ − α) = f̃(η) we get

(
µ1

µo
f̃
′′
(η))

′
+Nf̃

′′′
(η)−Nλ(

n+ 1

2
)f̃
′′2(η)f̃

′′′
(η)− 2n

n+ 1
f̃
′2(η) + f̃ f̃

′′
(η) +M(E − f̃ ′(η))

−Kpµ1

µo
f̃
′
(η) +Gr ˜θ(η) = 0, (5.12)

(1 +
4

3
Rd)(

k1
k0
θ̃
′
(η))

′
+ Pr0(f̃(η)θ̃′(η) +Nbθ̃

′
(η)φ̃

′
(η) +Nt(θ̃

′
(η))2 +MEc(f̃

′
(η)− E)2

+
2

n+ 1
s ˜θ(η)) = 0, (5.13)

φ̃
′′
(η) +

Nt

Nb
θ̃
′′
(η) + LePr0f̃(η)φ̃

′
(η) = 0. (5.14)

The transformed boundary conditions on the new domain are written as:

f̃(η) = α(
1− n
1 + n

), f̃ ′(η) = 1, Nbφ̃
′
(η) +Ntθ̃

′
(η) = 0, θ̃(η) = 1, at η = 0,

θ̃(η) = 0, f̃
′
(η) = 0, φ̃(η) = 0,when η →∞. (5.15)

The quantities appear above are grouped into:

M = 2σB2
o

ρ1a0(n+1)
, E = E0

B0a0(x1+b∗)n
(Daniel et al. [131]), Kp = 2νo

Koa0(n+1)
, N = 1

dβ1µo
, λ1 =

a30(x1+b)
3n−1

2d2ν0
( Hayat et al. [140]), Pr0 = µ0Cp

k0
, Nb = τ1DB(Cw−C∞)

ν0
, Nt = τ1DT (Tw−T∞)

T∞ν0
, Ec =

U2
w

Cp(Tw−T∞)
, Rd = 4σT 3

∞
kok∗

, s = Qo

ρ1a0Cp
, Gr = 2gβ(Tw−T∞)

a20(n+1)(x1+b∗)2n−1 , Le = ν0
DB

here α is the wall thickness parameter, b∗ is a positive constant, a0 is a rate of stretching sheet,

Ec and ε symbolize the Eckert number and thermal conductivity parameter respectively, M

is a magnetic parameter, s is a heat source parameter, σ is an electrical conductivity, Pr0

indicates an ambient Prandtl number, Gr is the Grashof number and B0 is applied magnetic

field, The Lewis number is designated by Le, Kp is a permeability parameter, Nb and Nt are

symbols of the Brownian and thermophoresis diffusion coefficients, Rd is a thermal radiation

parameter.
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5.3 Analysis on Fluid properties

First consider constant thermo-physical properties of liquids then followed by the variable

physical properties.

5.3.1 Case A: Constant Fluid Features

In such scenario, Eqs. (5.12), (5.13) and (5.14) reduce into the following:

f̃
′′′

+Nf̃
′′′ −Nλ(

n+ 1

2
)f̃
′′2
f̃
′′′ − 2n

n+ 1
f̃
′2

+ f̃ f̃
′′

+M(E − f̃ ′)−Kpf̃
′
+Grθ̃ = 0, (5.16)

(1 +
4

3
Rd)θ̃

′′
+ Pro

(
f̃ θ̃
′
+Nbθ̃

′
φ̃
′
+Nt(θ̃

′
)2 +MEc(f̃

′ − E)2 +
2

n+ 1
sθ̃

)
= 0, (5.17)

φ̃
′′

+
Nt

Nb
θ̃
′′

+ Lef̃ φ̃
′
= 0. (5.18)

Illustration of the skin friction coefficient in Table 1 reveals an outstanding alignment of

the SFDM (discussed below) with Daniel et al. [130] and Fang et al. [11].

Table 5.1: Presenting −f̃ ′′(0) both for varying n and specific α = 0.25 (Case A).

n Fang et al. [11] Daniel et al. [130] Present result (SFDM)

10 1.1433 1.143316 1.143301

9 1.1404 1.140388 1.140431

7 1.1323 1.132281 1.132301

5 1.1186 1.118587 1.118602

3 1.0905 1.090490 1.090400

0.5 0.9338 0.933828 0.933796

-1/3 0.5000 0.500000 0.502557

-0.5 0.0833 0.083289 0.086736

5.3.2 Case B: Variable Fluid Features

The variation in viscosity for water due to change in temperature is illustrated in Table 5.2

( see White [101]). The viscosity decreases by a factor of 6. However, less change is noted
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in density. This motivates us to study the variable fluid properties. Therefore, viscosity and

thermal conductivity vary accordingly with temperature [116]

µ1(T ) =
µr

1 + γ1(T1 − Tr)
, (5.19)

where γ1 is a fluid property. Hereafter, the subscript ’r’ denotes reference value. When To ≈ Tr

we obtain,

µ1 =
µo

1− T1−To
θr(Tw−To)

=
µo

1− θ̃(η)
θr

. (5.20)

here θr = −1
γ1(Tw−To) is the fluid viscosity parameter. Including Eq. (5.20) into Eq. (5.12) we

get

θr

(θr − θ̃)
f̃
′′′

+
f̃
′′
θ̃
′
θr

(θr − θ̃)2
+Nf̃

′′′−Nλ
(
n+ 1

2

)
f̃
′′2
f̃
′′′− 2n

n+ 1
f̃
′2

+f̃ f̃
′′
+M(E−f̃ ′)−Kp

θr

θr − θ̃
f̃
′
+Grθ̃ = 0.

(5.21)

Similarly, the variable thermal conductivity is articulated by varying temperature as [98],

k1(T1) = ko(1 + εθ̃), (5.22)

Introducing Eq. (5.22) in Eq. (5.13) one obtains

(1+
4

3
Rd)

(
(1 + εθ̃)θ̃

′′
+ ε(θ̃

′
)2
)

+Pro

(
f̃ θ̃
′
+Nbθ̃

′
φ̃
′
+Nt(θ̃

′
)2 +MEc(f̃

′ − E)2 +
2

n+ 1
sθ̃

)
= 0.

(5.23)

The skin friction coefficient Cf is determined in the following manner:

Cfx1 =
τw
ρ1U2

w

, (5.24)

in which τw is wall shear stress defined as

τw =

(
µ1
∂u1
∂y1

+
1

β1d

∂u1
∂y1
− 1

6β1d3
(
∂u1
∂y1

)3
)
. (5.25)

Using Eq. (5.25) in Eq. (5.24), the skin friction coefficient in dimensionless form is defined in

the following section.

5.3.3 The Skin Friction Coefficients (Cases A, B)

The skin friction coefficients for Cases A and B are written as:

Cfx1
√
Rex1

2
=

√
n+ 1

2

(
(1 +N)f̃

′′
(0)− n+ 1

2

Nλ

3
(f̃
′′
(0))3

)
, (5.26)
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Cfx1
√
Rex1

2
=

√
n+ 1

2

((
θr

θr − θ(0)
+N

)
f̃
′′
(0)− n+ 1

2

Nλ

3
(f̃
′′
(0))3

)
. (5.27)

Likewise, defining the local Nusselt and the Sherwood numbers in the following manners.

5.3.4 The Local Nusselt Number:

Nux1 = − (x1 + b)qw
ko(Tw − T∞)

= −(1 +
4

3
Rd)

√
(1 + n)Rex1

2
θ̃
′
(0). (5.28)

5.3.5 The Local Sherwood Number:

Shx1 = − x1jw
Cw − C∞

= −
√

(1 + n)Rex1
2

φ̃
′
(0). (5.29)

Here Rex1 is local Reynolds number.

Table 5.2: Water as a function of temperature (White [101]).
T1(C) ρ1(

kg
m3 ) µ1 × 10−3Ns

m2

0 1000 1.788

10 1000 1.307

20 998 1.003

30 996 0.799

40 992 0.657

50 988 0.548

60 983 0.467

70 978 0.405

80 972 0.355

90 965 0.316

100 958 0.283
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Given third order ODE in f̃

Reduce order by defining f̃ ′ = F

Linearization of second order ODE

Apply finite differences

Get a system A1F = s

Apply Thomas algorithm on system

Obtaining intermediate solution F

Computing solution f̃ from the relation f̃ ′ = F

Repeating

process for

θ̃ and φ̃

Figure 5.2: Flow diagram of SFDM [102].

5.4 Simplified Finite Difference Method (SFDM)

The simplified finite difference method has been introduced in [102]. This scheme is motivated

from the work by Na [103]. The algorithmic steps involved in the SFDM are:

1. Reduction of higher order ODE into a system of first and second order ODEs.

2. Linearization of nonlinear ODE through the use of Taylor series.

3. Use finite differences to discretize the linear second order ODE.

4. Finally, the obtained algebraic system is solved efficiently by LU-decomposition.

5. Repeating above procedure will produce solutions in θ̃ and φ̃

The summary of the involved steps in the SFDM is also shown in Fig. 5.2. The results are

computed for N=1000 grid points in the η direction. However, the number of grid points was

varied in some calculations to achieve better accuracy, The iterative procedure has been done

with tolerance of machine epsilon in MATLAB. Assuming f ′ = F in equation (5.16), we may

write

The results are computed for N = 1000 grid points in the η direction. However, number

of grid points varied in some calculations to achieve better accuracy. Assume f̃ ′ = F in Eq. (
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5.16), we may write

d2F

dη2
=

(
1

1 +N −Nλ(n+1
2

)(dF
dη

)2

)(
2n

n+ 1
F 2 − f̃ dF

dη
−M(E − F ) +KpF −Grθ

)
. (5.30)

Then writing this expression as

χ(h, F, F
′
) =

(
1

1 +N −Nλ(n+1
2

)(dF
dη

)2

)(
2n

n+ 1
F 2 − f̃ dF

dη
−M(E − F ) +KpF −Grθ

)
,

(5.31)

and replace dF
dη

by forward difference approximation

χ(h, F, F
′
) = (

1

1 +N −Nλ(n+1
2

)(
Fj+1−Fj

h
)2

(
2n

n+ 1
F 2
j − f̃j(

Fj+1 − Fi
h

)−

M(E − Fj) +KpFj)−Grθ). (5.32)

The coefficients of second order ODE read

Qn = − ∂χ

∂F ′
=

(
1

(1 +N −Nλ(n+1
2

)(dF
dη

)2)2

)
[(λN(n+ 1))(

−2n

n+ 1
F 2+

f̃
dF

dη
+M(E − F )−KpF +Grθ)− f̃

(
1 +N −Nλ(

n+ 1

2
)(
dF

dη
)2
)

] =(
1

(1 +N −Nλ(n+1
2

)(
Fj+1−Fj

h
)2)2

)
[λN(n+ 1)(

−2n

n+ 1
F 2
j +

f̃j
Fj+1 − Fj

h
+M(E − F )−KpFj +Grθ)− fj

(
1 +N −Nλ(

n+ 1

2
)(
Fj+1 − Fj

h
)

)
],

(5.33)

Rn = − ∂χ
∂F

= −

(
1

1 +N −Nλ(n+1
2

)(dF
dη

)2

)(
4n

n+ 1
F +M +Kp

)

= −

(
1

1 +N −Nλ(n+1
2

)(
Fj+1−Fi

h
)2

)(
4n

n+ 1
Fj +M +Kp

)
,

(5.34)

Sn = χ(h, F, F
′
) +RnFj +Qn

Fj+1 − Fj
h

. (5.35)

After manipulating Eqs. ( 5.30)-( 5.35) the linear algebraic system in F are written as [102]

XjFj−1 + YjFj + ZjFj+1 = Wj, j = 1, 2, 3...., N. (5.36)
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where the coefficients are defined by

Xj = 2− hQn, Yj = 2h2Rn − 4, Zj = 2 + hQn , Wj = 2h2Sn. (5.37)

In matrix-vector format, it is

A1F = S, (5.38)

where

A1 =



Y1 Z1

X2 Y2 Z2

....

XN−2 YN−2 ZN−2

XN−1 YN−1


, (5.39)

is a tridiagonal matrix. The column vectors F and s are

F =



F1

F2

.

.

FN−1


, s =



s1

s2

.

.

sN−1


. (5.40)

5.4.1 Thomas Algorithm

The Thomas algorithm [104] is implemented in MATLAB to compute the solution F . An

LU-Factorization has been chosen for the matrix factorization of A1 i.e.

A1 = L1U1, (5.41)

where

L1 =



Λ1

X2 Λ2

....

XN−2 ΛN−2

XN−1 ΛN−1


, (5.42)
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and

U1 =



1 ζ1

1 ζ2

....

1 ζN−2

1


. (5.43)

It is clear that L1 and U1 are the lower and unit upper triangular matrices, respectively.

Variables (Λj, ζj), j = 1, 2, ..., N − 1 are related by

Λ1 = −1− λ

h
, ζ1 =

λ

Λ1h
, (5.44)

Λj = Yj −Xjζj−1, j = 2, 3, ..., N − 1, (5.45)

Λjζj = zj, j = 2, 3, ...., N − 2. (5.46)

After defining these relations, Eq. ( ) becomes

L1U1F = S, U1F = z, and L1z = S, (5.47)

we have



Λ1

X2 Λ2

....

XN−2 ΛN−2

XN−1





z1

z2

z3

.

.

.

zN−2

zN−1



=



S1

S2

S3

.

.

.

SN−2

SN−1



. (5.48)

The unknown elements z is computed from

z1 = S1/Λ1, zj =
Sj −Xjzj−1

Λj

, j = 2, 3, ..., N − 1, (5.49)

and
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1 ζ1

1 ζ2

....

1 ζN−2

1





F1

F2

.

.

.

FN−2

FN−1


=



z1

z2

.

.

.

zN−2

zN−1


. (5.50)

We get

Fj−1 = zj−1, Fj = zj − ζjFj+1, j = N − 2, N − 3, ..., 3, 2, 1. (5.51)

The above Eq. ( 5.51) is a solution of Eq. ( 5.30). Discretizing the relation f ′ = F like

f̃j+1 − f̃j
h

= Fj, (5.52)

which gives a required solution of Eq. ( 5.16). Repeating above process one can easily

get θ̃ and φ̃ appear in Eqs. ( 5.17) and ( 5.18). However, all the details for these variables

have been omitted for brevity. The reader is referred to [102] for further details on the SFDM.

Since the SFDM results for both constant and variable fluid properties have been discussed in

detail in [102], thus in the current work only Table 2 is produced from the SFDM to compare

accuracy with the literature. However, we obtain −Re1/2x1 Cfx1 and −Re−1/2x1 Nux1 for Case A

and Case B (Table 5.3 and Table 5.4) by using MATLAB built-in solver bvp4c. [95].

5.5 Results and Discussion

The comparison of −Re1/2x1 Cfx1 for Case A and Case B is given in Table 5.3. The surface

resistance rises for higher values of M , n, α, n and Kp while it decreases by increasing

parameter λ1, Gr and E. The same phenomenon is noticed for the wall resistance coefficient

in both Cases A and B. The surface resistance declines for larger values of θr in Case B. Table

5.4 shows the variation of −Re−1/2x1 Nux1 for Cases A and B in relation to different pertinent

parameter. Note that −Re−1/2x1 Nux1 went up for larger values of n and α while it went down
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for M , Pro, Nt, Rd, E, and s. The −Re−1/2x1 Nux1 for case B lowers for larger values of small

thermal conductivity parameter ε. In these tables, we can see the difference in values for

−Re1/2x1 Cfx1 and −Re−1/2x1 Nux1 . The wall resistance coefficient and local Nusselt numbers for

the results of constant fluid properties have higher values when compared with the results

obtained for variable fluid properties.

Fig. 5.3 describes the role of α in the fluid’s velocity. Noting that the velocity profile

diminishes significantly for both Cases A and B with a rise in the values of α. Because it

is observed that higher values of α corresponds to deformation due to stretching wall which

results decline in velocity distribution. Fig. 5.4 is plotted to perceive the influence of E on

velocity distribution. It is shown that increase in electric field parameter enhance the velocity

of nanofluid. Because the electrical force introduces accelerating body force which acts to the

direction of the electrical force. The force, known as Lorentz force, accelerates the boundary

layer flow and thickness the momentum boundary layer. Hence, it is resulted in a reduction

in Cfx1 . Fig. 5.5 is presented the effect of M on velocity profile. From Fig. (5.5) we conclude

that a rise inM causes reduction in the velocity of fluid. An increase inM generates a resistive

force called Lorentz force in the fluid layers. This resistive force causes the reduction in velocity

profile. Fig. 5.6 is constructed to know the consequences of n on momentum profile. It is

analyzed that for higher values of n velocity profile remains unchanged. Fig. 5.7 is reflecting

the influence of θr has on the velocity. The larger values of θr intensifies the skin friction,

which causes the reduction in the velocity profile. Fig. 5.8 demonstrates the effect of N on

the velocity distribution. It can be seen that velocity profile enhances for higher values of N .

Fig. 5.9 is constructed to know the outcomes of Gr on velocity distribution. The velocity goes

down with larger values of Gr. Fig. 5.10 highlights effect of Kp on velocity profiles. It is seen

that velocity profile decreases with increase in Kp. Fig. 5.11 demonstrates the effect of α on

thermal profile. It is observed that an enhancement in α reduce the thermal boundary layer.

The behavior of E on temperature distribution is portrayed in Fig. 5.12. It is noted that

enhancement in E decreases the thermal boundary layer thickness. Fig. 5.13 is presented to

describe the influence of ε on temperature profile. It is examined that increment in ε causes

enhancement in temperature profile. Fig. 5.14 is presented to examine the outcomes of Pr0

on temperature distribution. It is noted that by increasing Pr0 reduces thermal conductivity

of fluid which decreases temperature profile. Fig. 5.15 demonstrates the impacts of Rd
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on temperature profile. It is seen that small increment in Rd intensifies the temperature

profile. Because an increment in radiation parameter provides more heat to fluid that causes

enhancement in the thermal boundary layer thickness. Fig. 5.16 displays the impacts of s on

temperature profile. It is observed that by increasing s temperature of the fluid enhances and

hence thermal boundary layer increases. Fig. 5.17 displays the influences of n on temperature

distribution. It is noted that by increasing n increases the temperature profile. Figs. 5.18-

5.19 show the effect of Nb on the temperature and concentration profiles respectively. It is

noticed that for higher values of Nb there is no significant increase or decrease in temperature

profile but by increasing Nb concentration boundary layer thickness increase. Figs. 5.20-5-21

describes the effect of Nt on temperature and concentration profile respectively. It is found

that an increment in thermophoretic parameter enhance both temperature and concentration

profiles. Fig. 5.22 depicts the influence of Le on concentration profile. We have seen that for

larger values of Le, the concentration boundary layer thickness is decreased. The reason is

that by raising Le reduces the diffusivity rate of concentration and hence concentration profile

decreases. Fig. 5.23 and Fig. 5.24 are plotted to see the impacts of α and Rd on temperature

profile. It is examined that by raising the values of α causes decrement in thermal boundary

layer thickness while thermal boundary thickness magnify for elevating values of Rd. In Fig.

5.25 we noticed that by enhancing s temperature profile increases. Fig. 5.26 inspects the

effects of Le on concentration distribution. It is interpreted that concentration boundary

layer thins for rising values of Le. Fig. 5.27 and Fig. 5.28 scrutinized the influence of Nt on

thermal and concentration boundary layer respectively. It is explored that thermal boundary

layer width increases while concentration boundary layer width thins for incremental values

of Nt. Fig. 5.29 shows the influences of θr and Kp on skin friction coefficient. It is noted that

skin friction coefficient rises for raising values of skin friction coefficient. Fig. 5.30 is plotted to

perceive the effects of Ec and Pro on local Nusselt number. It is observed that by raising Ec

local Nusselt number increases. Fig. 5.31 presents the effects of Le and Nt on local Sherwood

number. It is noticed that an increment in Le shows enhancement in local Sherwood number.
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Figure 5.3: Velocity profile for different α.

0 2 4 6 8 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

 f
~
′(

η
)

Pr=Le =1, M=α = 0.3, N=n=0.5,Gr=λ=Rd=Nt=Ec=0.2,Nb=Kp=0.1,s=0, ε=0.8,θ
r
=−0.5

 

 

Case A (E = 0)
Case A (E = 0.3)
 Case A (E = 0.6)
 Case B (E = 0)
 Case B (E = 0.3)
Case B (E = 0.6)

Figure 5.4: Velocity profile for different E.
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Figure 5.5: Velocity profile for different M .
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Figure 5.6: Velocity profile for different n.
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Table 5.3: Numerical values of −Cfx1Re
1/2
x1 for distinct involved parameter α, λ, M , N and n when

Nb = s = 0.1, Pro = 1, Le = 1, Nt = Ec = Rd = 0.2.

Case A Case B

M n λ α N Gr E Kp θr −Cfx1Re
1/2
x1 −Cfx1Re

1/2
x1

0.0 0.5 0.2 0.3 0.5 0 0 0.2 -10 2.1927 2.1231

0.4 2.5751 2.4938

0.6 2.7458 2.6588

0.3 0.4 0.2 0.3 0.5 0 0 0.2 -10 2.3729 2.2989

0.6 2.5925 2.5097

0.8 2.7939 2.7033

0.3 0.5 0.0 0.3 0.5 0 0 0.2 -10 2.4957 2.4183

0.3 2.4798 2.4008

0.6 2.4630 2.3821

0.3 0.5 0.2 0.0 0.5 0 0 0.2 -10 2.3954 2.3154

0.2 2.4550 2.3760

0.4 2.5158 2.4379

0.3 0.5 0.2 0.3 0.0 0 0 0.2 -10 2.0547 1.9586

0.3 2.3219 2.2378

0.5 2.4852 2.4068

0.3 0.5 0.2 0.3 0.5 0.2 0 0.2 -10 2.2394 2.1527

0.4 2.0119 1.9198

0.6 1.7955 1.6989

0.3 0.5 0.2 0.3 0.5 0 0.2 0.2 -10 2.3220 2.2484

0.4 2.1687 2.0984

0.7 1.9511 1.8844

0.3 0.5 0.2 0.3 0.5 0 0 0.5 -10 2.7458 2.6403

1 3.1300 2.9840

1.5 3.4692 3.2834

0.3 0.5 0.2 0.3 0.5 0 0 0.2 -5 2.3380

-3 2.2586

-1 1.9935
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Table 5.4: Numerical values of −Nux1Re
−1/2
x1 for involved parameter n, M , α, Nb, Nt, Pro and Le,

where Gr = 0, Kp = Ec = λ = 0.2, N = 0.5, θr = −10.

Case A Case B

M n Pro Le Nt Nb α Rd E s ε −Nux1Re
−1/2
x1 −Nux1Re

−1/2
x1

0.0 0.5 1 1 0.2 0.1 0.3 0.2 0 0.1 0.2 0.4801 0.4028

0.3 0.4158 0.3430

0.7 0.3365 0.2673

0.3 0.2 1 1 0.2 0.1 0.3 0.2 0 0.1 0.2 0.4055 0.3326

0.5 0.4157 0.3430

1 0.4427 0.3685

0.3 0.5 0.7 1 0.2 0.1 0.3 0.2 0 0.1 0.2 0.2742 0.2094

1 0.4157 0.3430

1.3 0.5268 0.4427

0.3 0.5 1 0.7 0.1 0.3 0.2 0 0.1 0.2 0.4187 0.3453

1.0 0.4157 0.3430

1.3 0.4136 0.3413

0.3 0.5 1 1.0 0 0.1 0.3 0.2 0 0.1 0.2 0.4362 0.3610

0.2 0.4157 0.3430

0.4 0.3952 0.3250

0.3 0.5 1 0.2 0.2 0.3 0.2 0 0.1 0.2 0.4157 0.3430

0.5 0.4157 0.3430

0.7 0.4157 0.3430

0.3 0.5 1 1.0 0.2 0.1 0.0 0.2 0 0.1 0.2 0.3469 0.2827

0.4 0.4385 0.3627

0.8 0.5301 0.4413

0.3 0.5 1 1.0 0.2 0.2 0.3 0.0 0 0.1 0.2 0.4092 0.3433

0.5 0.4142 0.3379

0.8 0.3890 0.2994

0.3 0.5 1 1.0 0.2 0.1 0.0 0.2 0.2 0.1 0.2 0.4930 0.4121

0.4 0.4 0.4789 0.3942

0.8 0.7 0.4285 0.3420

0.3 0.5 1 1.0 0.2 0.3 0.2 0 0 0.2 0.5699 0.4892

0.1 0.4157 0.3430

0.15 0.2940 0.2127

0.3 0.5 1 1.0 0.2 0.1 0.3 0.2 0 0.1 0 0.4069

0.4 0.5 0.2751

0.8 1 0.2003
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Table 5.5: Numerical values of −Nux1Re
−1/2
x1 for involved parameter n, M , α, Nb, Nt, Pro and Le,

where Gr = 0, Kp = Ec = λ = 0.2, N = 0.5, θr = −10.

Case B

M n Pro Le Nt Nb α Rd E s ε −Nux1Re
−1/2
x1

0.0 0.5 1 1 0.2 0.1 0.3 0.2 0 0.1 0.2 1.4268

0.3 1.2922

0.7 1.1353

0.3 0.2 1 1 0.2 0.1 0.3 0.2 0 0.1 0.2 1.3653

0.5 1.2922

1 1.2492

0.3 0.5 0.7 1 0.2 0.1 0.3 0.2 0 0.1 0.2 1.1105

1 1.2922

1.3 1.5067

0.3 0.5 1 0.7 0.1 0.3 0.2 0 0.1 0.2 1.3435

1.0 1.2922

1.3 1.2551

0.3 0.5 1 1.0 0 0.1 0.3 0.2 0 0.1 0.2 1.6044

0.2 1.2922

0.4 1.0159

0.3 0.5 1 0.2 0.2 0.3 0.2 0 0.1 0.2 1.2922

0.5 1.2922

0.7 1.2922

0.3 0.5 1 1.0 0.2 0.1 0.0 0.2 0 0.1 0.2 1.0286

0.4 1.3836

0.8 1.7650

0.3 0.5 1 1.0 0.2 0.2 0.3 0.0 0 0.1 0.2 1.1648

0.5 1.4526

0.8 1.5860

0.3 0.5 1 1.0 0.2 0.1 0.0 0.2 0.2 0.1 0.2 1.2922

0.4 0.4 1.3207

0.8 0.7 1.2268

0.3 0.5 1 1.0 0.2 0.3 0.2 0 0 0.2 1.5225

0.1 1.2922

0.15 1.1642

0.3 0.5 1 1.0 0.2 0.1 0.3 0.2 0 0.1 0 1.4759

0.4 0.5 1.1025

0.8 1 0.9032
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Figure 5.7: Velocity profile for different θr.
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Figure 5.8: Velocity profile for different N .
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Figure 5.9: Velocity profile for different Gr.

0 2 4 6 8 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

 f
~
′(

η
)

Pr=Le =1, M=α = 0.3, N=n=0.5,Gr=λ=Rd=Nt=Ec=0.2,Nb=0.1,s=E=0, ε=0.8,θ
r
=−0.5

 

 

Case A (Kp = 0)
Case A (Kp = 2.5)
 Case A (Kp = 5)
 Case B (Kp = 0)
 Case B (Kp = 2.5)
Case B (Kp = 5)

Figure 5.10: Velocity profile for different Kp.
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Figure 5.11: Temperature profile for different α.

0 2 4 6 8 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

 θ
~
(η

)

Pr=Le =1, M=α = 0.3, N=n=0.5,Gr=λ=Rd=Nt=Ec=0.2,Nb=Kp=0.1,s=0, ε=0.8,θ
r
=−0.5

 

 

Case A (E= 0)
Case A (E = 0.4)
 Case A (E = 0.8)
 Case B (E = 0)
 Case B (E = 0.4)
Case B (E = 0.8)

Figure 5.12: Temperature profile for different E.
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Figure 5.13: Temperature profile for different ε.
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Figure 5.14: Temperature profile for different

Pro.
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Figure 5.15: Temperature profile for different

Rd.
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Figure 5.16: Temperature profile for different s.
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Figure 5.17: Temperature profile for different n.
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Figure 5.18: Temperature profile for different

Nb.
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Figure 5.19: Concentration profile for different

Nb.
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Figure 5.20: Temperature profile for different

Nt.
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Figure 5.21: Concentration profile for different

Nt.
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Figure 5.22: Concentration profile for different

Le.
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Figure 5.23: Temperature profile for different α.
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Figure 5.24: Temperature profile for different

Rd.
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Figure 5.25: Temperature profile for different s.
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Figure 5.26: Concentration profile for different

Le.
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Figure 5.27: Temperature profile for different

Nt.
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Figure 5.28: Concentration profile for different

Nt.
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Figure 5.29: The skin friction coefficient with

variations in θr and Kp.
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5.6 Conclusions

The present study gives the results of two dimensional EMHD Powell-Eyring nanofluid flow

through an uneven non-linear stretched surface in a porous medium with variable thickness

and variable liquid properties. The numerical solutions is obtained with the help of SFDM for

constant fluid properties. However, bvp4c is implemented for variable fluid properties. The

key findings of the present study are as follows:

• Momentum boundary layer thickness is higher for E, N , Gr whereas it is going down

for M , Kp, α and θr (for variable properties only).

• Momentum boundary layer remains almost constant when we increase n and λ1.

• Thermal boundary layer thickness increases by increasing Rd, ε, s, n and Nt.

• Thermal boundary layer thickness lowers for α, E and Pr0 whereas there is constant

effect in thermal boundary layer when increasing in Nb.

• Concentration boundary layer thickness declines by increasing Nt whereas increases by

increasing Nb and Le.

• Difference of the Cases A and B is seen with the help of graphs. Graphs show that

boundary layer thickness of Case B is different when compared to Case A. Furthermore,

the skin friction coefficient is higher for constant fluid properties when seen in comparison

with variable properties. The same is observed for the local Nusselt number.

• Lastly, the accuracy of the SFDM has been observed when comparison is drawn with

the literature.
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Chapter 6

Unsteady Bio-Nanofluid Flow through a

Stretching/ Shrinking Surface While

Considering Chemical Reaction and

Thermal Radiation

This chapter analyzed to explore the computational results of the unsteady, MHD, stagnation

point, bio-nanofluid flow in a porous media with internal heat generation/absorption though a

stretching and shrinking surface. The fundamental principles of the similarity transformations

applied to the governing PDEs that leads to an ODEs. The transformed ODEs are numeri-

cally solved by the shooting algorithm implemented in MATLAB and verification is done from

MATLAB built-in solver bvp4c. The numerical data produced for Cfx1 , the Nux1 and Shx1 are

equated with available result and found to be in a close agreement. Impact of involved phys-

ical parameters on velocity, temperature, nanoparticles volume fraction and microorganisms

distributions are scrutinized through graphs.It is analyzed that the wall resistance enhances

for raising unsteady parameter A, magnetic parameter M and porosity parameter Kp. In

addition, we observe that the density of motile microorganisms profile enhances for a larger

values of Lb and Pe while decreases for increasing values of an unsteady parameter A.

The sections division of chapter 6 is described below..
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The introduction of the current chapter is presented in Section 6.1. Section 6.2 covers the

problem formulation and governing equations. The numerical procedure is discussed in Section

6.3. Section 6.4 presents the numerical results through graphs. In Section 6.5 conclusion of

the chapter is scrutinized.

6.1 Introduction

Raees et al. [141] recorded homotopy analysis method (HAM) solution for an unsteady bio-

convection flow in a channel and showed that the velocity component decreases with the

increase in time. Uddin et al. [142] discussed bio-convection nanofluid over a wavy surface

with slip flow in application to nano-biofuel cells. Uddin et al. [143] investigated Stefan blow-

ing with multiple slip effects in bioconvection. For finding similarity transformation they used

Lie group analysis. Reddy and Naveen [144] reported results for activation energy and thermal

radiation. Aziz et al. [145] discussed free convection flow in nanofluid with microorganism.

They discovered that the bio-convection parameter effects heat transfer rate. Mutuku and

Makinde [146] discussed hydromagnetic fluid flow in microorganism. Tausif et al. [147] pre-

sented multiple slip effects in the presence of microorganism. Ali et al. [148] discussed hybrid

nanofluid with slip conditions for Jeffrey fluid. Mburu et al. [149] reported magnetic and ther-

mal radiation effect over an inclined cylinder. In aforementioned literature studies, the chief

emphasis has been made on various physical situations to find an in-depth understanding of

physics but the route of bionanofluid along with other situations of unsteady effect in a free

stream flow is mostly absent from the literature.

6.2 Problem Formulation

Assuming MHD, stagnation point, bio-nanofluid flow in the presence of thermal radiation,

chemical reaction and internal heat generation/absorption adjacent to a stretching sheet with

thermal radiation. A water based nanofluid containing nanoparticles and gyrotactic microor-

ganisms is considered. It is assumed that the presence of nanoparticles have no affect on the

swimming direction of microorganisms and on their swimming velocity. This assumptions

holds only for less than 1% concentration of nanoparticles. The magnetic Reynolds number of
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Figure 6.1: Geometry of the problem.

the flow is taken to be very small, so that induced magnetic field is presumed to be negligible.

The applied magnetic field β2
o is taken along the normal to the sheet. ue = ε1ax1(1−A1t1)

−1

indicates the velocity stretching sheet for ε1 > 0 whereas it describes the velocity of shrinking

sheet for ε1 < 0 while ε1 = 0 is an illustration of stationary sheet. The configuration of the

flow is given in Fig. ??.

Under the above assumptions, the governing model of flow reads [94], [93]:

∂u1
∂x1

+
∂v1
∂y1

= 0, (6.1)

∂u1
∂t1

+ u1
∂u1
∂x1

+ v1
∂u1
∂y1

= ue
∂ue
∂x1

+ ∂ue
∂t1

+ ν1
∂2u1
∂y21
− ν1

k∗
(u1 − ue)− σB2

o

ρ1
(u1 − ue), (6.2)

∂T1
∂t1

+ u1
∂T1
∂x1

+ v1
∂T1
∂y1

= α1
∂2T1
∂y21

+ τ1(DB
∂T1
∂y1

∂C1

∂y1
+ DT

T∞
(∂T1
∂y1

)2)− 1
ρ1cp

∂qr
∂y1

+ µ1
ρ1cp

(∂u1
∂y1

)2)

+ (T1−T∞)Q
ρ1cp

, (6.3)
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∂C1

∂t1
+ u1

∂C1

∂x1
+ v1

∂C1

∂y1
= DB

∂2C1

∂y21
+
DT

T∞

∂2T1
∂y21

− (C1 − C∞)Kc, (6.4)

∂N1

∂t1
+ u1

∂N1

∂x1
+ v1

∂N1

∂y1
+

b1wc
Cw − C∞

(
∂

∂y1
(N1

∂C1

∂y1
)) = Dn

∂2N1

∂y21
. (6.5)

while the boundary conditions corresponding to considered model is taken as,

t1 ≮ 0 : v1 = 0, , u1 = 0, T1 = T∞, C1 = C∞, N1 = N∞,

t1 > 0 : u1 = ε1 uw(x1, t1) = ε1 ax1(1− A1t)
−1,with A1t1 6= 1, v1 = 0, T1 = Tw,

C1 = Cw, N1 = Nw at y1 = 0,

u = ue(x1, t1) = ax1(1− A1t1)
−1 with A1t1 6= 1, v1 = 0, T1 = T∞,

C1 = C∞, N1 = N∞ as y1 −→∞. (6.6)

Introducing the similarity solutions as follows:

η =

√
a

ν1(1− A1t1)
y1, ψ =

√
aν1

1− A1t1
x1f(η), θ(η) =

T1 − T∞
Tw − T∞

,

φ(η) =
C1 − C∞
Cw − C∞

, χ(η) =
N1 −N∞
Nw −N∞

. (6.7)

By inserting Eq. (6.7) into Eqs. (6.1)-(6.5), we acquire the modified ODEs:

f
′′′

+ ff
′′ − f ′2 + 1 + A− A(f

′
+
η

2
f
′′
)− (M +Kp)(f

′ − 1) = 0, (6.8)

(1 +
4

3
Rd)θ

′′
+ Prfθ

′
+Nbθ

′
φ
′
+Ntθ

′2
+ Pr(Ecf

′′2
+ sθ − η

2
θ
′
A) = 0, (6.9)

φ
′′

+
Nt

Nb
θ
′′

+ LePrfφ
′ − η

2
LePrAφ

′ − LePrKrφ = 0, (6.10)

χ
′′

+ LbPrfχ
′ − Pe

(
φ
′
χ
′
+ (χ+ σ1)φ

′′
)
− η

2
LbPrAχ

′
= 0. (6.11)

Similarly, the relevant boundary conditions are:

f(η) = 0, f
′
(η) = ε1, θ(η) = 1, φ(η) = 1, χ(η) = 1, at η = 0,

f(η) = 1, θ(η) = 0, φ(η) = 0, χ(η) = 0, as η →∞. (6.12)

we put the values as:

A = A1

a
, Kp = ν1(1−A1t)

ak∗
(Mijankwi et al. [159]), M = σB2

o(1−A1t1)
ρ1a

(Mijankwi et al. [159]),

Pr = ν1
α
, Rd = 4σT 3

∞
k∗k1

, Nb = τ1DB(Cw−C∞)
α1

, Nt = τ1DT (Tw−T∞)
T∞α1

, Ec = u2e
cp(Tw−T∞)

(Mijankwi et

al. [159]), s = Q(1−A1t)
aρ1cp

, Le = α1

DB
, Kr = Kc(1−A1t1)

a
(Mijankwi et al. [159]), Lb = α

Dn
Pe = bwc

Dn
,

σ1 = N∞
Nw−N∞
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The physical quantities Cfx1 (local skin friction), Nux1 (local Nusselt number) , Shx1 (local

Sherwood number) and Nnx1 (local density number of motile microorganisms) presented as,

Cfx1 =
µ1(

∂u1
∂y1

)y1=0

ρ1u2e
, Nux1 =

−kx1(∂T1∂y1
)y1=0

k1(Tw − T∞)
, Shx1 =

−DBx1(
∂C1

∂y1
)y1=0

DB(Cw − C∞)
,

Nnx1 =
−Dnx1(

∂N1

∂y1
)y1=0

Dn(Nw −N∞)
. (6.13)

Inserting Eq. (6.7) into Eq. () yields the following expressions:

Re1/2x1
Cfx1 = f

′′
(0), Re−1/2x1

Nux1 = −(1 +
4

3
Rd)θ

′
(0), Re−1/2x1

Shx1 = −φ′(0),

Re−1/2x1
Nnx1 = −χ′(0). (6.14)

6.3 Numerical Procedure

6.3.1 Shooting Method

The physical model of ODEs alongside boundary conditions quantitatively evaluated by the

shooting algorithm implemented in MATLAB. The shooting approach involves two stages:

Converting the BVP into an IVP and the higher-order ODEs into a system of first order

ODEs. We employed Newton-Raphson approach in locating roots. The Runge-Kutta method

is executed in determining the solution of the IVP. The system of first order ODEs reads as

follows:

f = u1, f
′
= u2, f

′′
= u3, f

′′′
= u

′

3 = −u1u3 + u22 − 1− A+ A(u2 +
η

2
u3) + (M +Kp)(u2 − 1),

u4 = θ, u5 = θ
′
, θ
′′

= u
′

5 =
−1

(1 + 4
3
Rd)

(Pru1u5 +Nbu5u7 +Ntu25 + Pr(Ecu23 + su4 −
η

2
Au5)),

u6 = φ, u7 = φ
′
, φ
′′

= u
′

7 = −Nt

Nb

u
′

5 − LePru1u7 +
LePrηA

2
u7 + LePrKru6,

u8 = χ, u9 = χ
′
, χ
′′

= u
′

9 = −LbPru1u9 + Pe(u7u9 + (u8 + σ1)u
′

7) +
η

2
LbPrAu9.

The converted form of boundary conditions into an initial conditions for the shooting method

is rewritten as,

u1(0) = 0, u2(0) = ε1, u4(0) = 1, u6(0) = 1, u8(0) = 1, u3(0) = λ̃1,

u5(0) = λ̃2, u7(0) = λ̃3, u9(0) = λ̃4.
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Table 6.1: Comparison of −f ′′(0), −θ′(0) and −φ′(0) when ε1 = 1, Le = 2,M = Kp = A = Rd =

Ec = s = Kr = Lb = Pe = 0,Nt = Nb = 0.5 and Pr = 1.

Ibrahim et al. [93] Zaimi et al. [81] Naganthran et al. [94] Present result (Shooting Method)

f
′′
(0) 0 0 0 0

-θ′(0) 0.4767 0.476737 0.476737 0.4767

-φ′(0) 1.0452 1.045154 1.045154 1.0452

6.3.2 bvp4c

Having found numerical results from the shooting method, we verify these results using MAT-

LAB built-in solver bvp4c [105], [106]. The bvp4c is a collocation solver which uses Gauss-

Lobatto points to compute accurate results. In bvp4c the first order system of ODEs remains

the same as discussed in Section 3.1. However the boundary conditions implemented in MAT-

LAB are as follows:

u1(0) = 0, u2(0) = ε1, u4(0) = 1, u6(0) = 1, u8(0) = 1, u2(∞) = 1,

u4(∞) = 0, u6(∞) = 0, u8(∞) = 0.

6.4 Results and Discussion

A summary of the current and the reported findings is seen with minimal disparity in Table

1. The data in Tables 2 and 3 shows computational results for the Cfx1 , Nux1 , the Shx1
and Nnx1 obtained with shooting and bvp4c algorithm . In Table 2 it is revealed that Cfx1
increases with escalating values of A, M and Kp. However, decreasing trend is seen in Nux1
against A, Rd, Nb, Nt, Ec and s. The local Nusselt number enhances for the increasing values

of Pr. Shx1 increases for higher values of Pr, Rd, Nb, Ec, s, Le and Kr. The local Sherwood

number decreases for higher values of Nt. Nnx1 shows decreasing trend for higher values of

A and Nt is observed while increases by enhancing Pr, Rd, Nb, Ec, s, Le, Kr, Lb and Pe.

In Figs. 6.2-6.3, we present velocity profile results against parameters M and Kp with

ε1 = −0.5, 0.5 corresponding to a shrinking and stretching sheets. In both cases, the bound-
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Table 6.2: (Shooting Method)Numerical values of −f ′′(0),−θ′(0), −φ′(0) and −χ′(0) for several

values of involved parameter A, M , Kp, Pr, Rd, Nb, Nt, Ec, s, Le, Kr, Lb, and Pe where ε1 = 0.5.

S.M S.M. S.M. S.M

A M Kp Pr Rd Nb Nt Ec s Le Kr Lb Pe −f ′′(0) −θ′(0) −φ′(0) −χ′(0)

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4109 0.5780

0.3 0.8576 0.3700 0.4109 0.5541

0.5 0.8784 0.3346 0.4121 0.5292

0.1 0.1 1 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.7749 0.4019 0.4082 0.5748

0.3 0.8062 0.4025 0.4095 0.5764

0.5 0.8364 0.4029 0.4108 0.5780

0.1 0.5 0 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8062 0.4025 0.4095 0.5764

0.3 0.8512 0.4032 0.4115 0.5787

0.5 0.8799 0.4035 0.4127 0.5802

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

1.0 0.8364 0.4627 0.4919 0.6788

1.3 0.8364 0.5158 0.5681 0.7716

0.1 0.5 0.2 0.72 0 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4343 0.3812 0.5679

0.3 0.8364 0.3897 0.4232 0.5822

0.7 0.8364 0.3477 0.4611 0.5955

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.3827 0.5386 0.6244

0.5 0.8364 0.3262 0.6138 0.6519

0.7 0.8364 0.2919 0.6272 0.6568

0.1 0.5 0.2 0.72 0.2 0.1 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4170 0.5116 0.6121

0.2 0.8364 0.4029 0.4108 0.5780

0.4 0.8364 0.3761 0.2685 0.5380

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

0.4 0.8364 0.3807 0.4518 0.5976

0.7 0.8364 0.3472 0.5132 0.6271

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0 1 0.1 0.5 0.5 0.8364 0.4501 0.3345 0.5431

0.1 0.8364 0.4029 0.4108 0.5780

0.2 0.8364 0.3527 0.4916 0.6148

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.1 0.7 0.1 0.5 0.5 0.8364 0.4066 0.2662 0.5221

1 0.8364 0.4029 0.4108 0.5780

1.3 0.8364 0.4005 0.5261 0.6242

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

0.4 0.8364 0.4007 0.6112 0.6658

0.8 0.8364 0.3984 0.8266 0.7617

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

1 0.8364 0.4029 0.4108 0.7347

2 0.8364 0.4029 0.4108 0.9490

0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

1 0.8364 0.4029 0.4108 0.7394

3 0.8364 0.4029 0.4108 1.4396
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Table 6.3: (BVP4C)Numerical values of −f ′′(0),−θ′(0), −φ′(0) and −χ′(0) for distinct A, M , Kp,

Pr, Rd, Nb, Nt, Ec, s, Le, Kr, Lb, and Pe where ε1 = 0.5.

bvp4c bvp4c. bvp4c. bvp4c

A M Kp Pr Rd Nb Nt Ec s Le Kr Lb Pe −f ′′(0) −θ′(0) −φ′(0) −χ′(0)

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

0.3 0.8576 0.3700 0.4109 0.5541

0.5 0.8784 0.3346 0.4121 0.5292

0.1 0.1 1 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.7749 0.4019 0.4082 0.5748

0.3 0.8062 0.4025 0.4095 0.5764

0.5 0.8364 0.4029 0.4108 0.5780

0.1 0.5 0 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8062 0.4025 0.4095 0.5764

0.3 0.8512 0.4032 0.4115 0.5787

0.5 0.8798 0.4035 0.4127 0.5801

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

1.0 0.8364 0.4627 0.4919 0.6788

1.3 0.8364 0.5158 0.5681 0.7717

0.1 0.5 0.2 0.72 0 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4343 0.3812 0.5679

0.3 0.8364 0.3897 0.4232 0.5822

0.7 0.8364 0.3477 0.4611 0.5955

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.3827 0.5386 0.6244

0.5 0.8364 0.3262 0.6138 0.6519

0.7 0.8364 0.2919 0.6272 0.6568

0.1 0.5 0.2 0.72 0.2 0.1 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4170 0.5116 0.6121

0.2 0.8364 0.4029 0.4108 0.5779

0.4 0.8364 0.3761 0.2685 0.5380

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5779

0.4 0.8364 0.3807 0.4518 0.5976

0.7 0.8364 0.3472 0.5132 0.6271

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0 1 0.1 0.5 0.5 0.8364 0.4501 0.3345 0.5431

0.1 0.8364 0.4029 0.4108 0.5779

0.2 0.8364 0.3527 0.4916 0.6148

0.1 0.5 0.2 0.72 0.2 0.2 0.2 0.1 0.7 0.1 0.5 0.5 0.8364 0.4066 0.2662 0.5221

1 0.8364 0.4029 0.4108 0.5779

1.3 0.8364 0.4005 0.5261 0.6242

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

0.4 0.8364 0.4006 0.6112 0.6658

0.8 0.8364 0.3984 0.8266 0.7617

0.1 0.5 0.2 0.72 0.2 0.1 0.2 0.1 1 0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

1 0.8364 0.4029 0.4108 0.7347

2 0.8364 0.4029 0.4108 0.9490

0.1 0.5 0.5 0.8364 0.4029 0.4108 0.5780

1 0.8364 0.4029 0.4108 0.7394

3 0.8364 0.4029 0.4108 1.4396
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ary layer thickness decreases.

Figs. 6.4-6.6 demonstrates the impact of Nb on the temperature, nanoparticles concen-

tration and the microorganisms distributions for the case of stretching sheet (ε1 = −0.5) and

shrinking sheet (ε1 = −0.5), respectively. Fig. 6.4 gives an incremental thermal boundary

layer thickness results as Nb increases. The thermal boundary layer thickness for Nb with

stretching sheet is lower than the shrinking sheet. From Fig. 6.5, it is noticed that by increas-

ing Nb the concentration boundary layer thickness reduces in both stretching and shrinking

sheet cases. Fig. 6.6 exhibits that for higher values of Nb the density of motile microorganisms

decreases. This decrease in density of motile microorganisms is higher in shrinking sheet case

as compared to stretching sheet case.

The impact of Nt on temperature, concentration and density of motile microorganisms can

be seen in Fig. 6.7-6.9. Fig. 6.7 reveals that the thermal boundary layer thickness increases

for lager values of Nt. Figs. 6.8 is not acceptable because theoretically, the concentration

of the nanoparticles should be < 1. The concentration distribution for the shrinking case, as

shown in fig. 6.8, portray values of the nanoparticles concentration greater than one, and this

is due to the concentration overshoot along the shrinking surface which forms the backward

flow that may disrupt the laminar flow. Fig. 6.9 indicates that the motile microorganisms

increases by increasing Nt.

Fig. 6.10 depicts the behavior of Rd on the temperature profile. We observe that by

increasing radiation parameter thermal boundary layer thickness increases in both stretching

and shrinking sheet cases.

Fig. 6.11 characterizes the influence of Ec on temperature distribution. We conclude that

increment in Eckert number enhances the temperature profile.

Fig. 6.12 scrutinizes the impact of s on the temperature profile. It is seen that for higher

values of s magnify the temperature profile.
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Fig. 6.13 examines the effect of Pr on the temperature profile. We analyzed that enhance-

ment in Pr causes reduction in thermal boundary layer thickness.

Fig. 6.14 is drawn to perceive the impact of Lb on the density of motile microorganisms

profile. It is observed that higher values of Lb lowers the boundary layer thickness of motile

microorganisms profile.

Fig. 6.15 represents the influence of Pe on microorganisms profile. It is validated the fact

that increment in Peclet number causes reduction in motile microorganisms boundary layer

thickness.

Fig. 6.16 and 6.17 portrays the impact of Le and Kr on concentration profile. It is ana-

lyzed that by increasing both the parameter Le andKr the concentration boundary layer thins.

Fig. 6.18 depicts the the skin friction coefficient against Kp with variations A and M . The

skin friction seems to increase with the porosity parameter and with the increasing values of

A and M .

Fig. 6.19 illustrates the impacts of s and Ec on local Nusselt number. The local Nusselt

number increases for enhancing values of M .

Fig. 6.20 reflects the influences of Kr and Le on local Sherwood number. It is inspected

that local Sherwood number shows improvement for higher values Kr.

Impact of Pe and Lb on density of motile microorganisms is demonstrated in fig. 6.21. It

is perceived that by enhancing Pe density of microorganisms increases.
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Figure 6.2: Velocity profile f ′(η) for differentM .
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Figure 6.3: Velocity profile f ′(η) for differentKp.
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Figure 6.4: Temperature profile θ(η) for different

Nb.

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

η

φ
(η

)

Pr = 6.8, M=Kp=A=Rd=Kr=0.2, σ
1
=Nb=Nt=s=0.1, Le=Lb=Pe=0.5, Ec=0

 

 

ε=−0.5(Nb=0.2)
ε=−0.5(Nb=1.5)
 ε=−0.5(Nb=3)
 ε=0.5(Nb=0.5)
 ε=0.5(Nb=1.5)
ε=0.5(Nb=3)

Figure 6.5: Concentration profile φ(η) for differ-

ent Nb.
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Figure 6.6: Microorganisms profile χ(η) for dif-

ferent Nb.
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Figure 6.7: Temperature profile θ(η) for different

Nt.
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Figure 6.8: Concentration profile φ(η) for differ-

ent Nt.
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Figure 6.9: Microorganisms profile χ(η) for dif-

ferent Nt.
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Figure 6.10: Temperature profile θ(η) for differ-

ent Rd.
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Figure 6.11: Temperature profile θ(η) for differ-

ent Ec.
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Figure 6.12: Temperature profile θ(η) for differ-

ent s.
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Figure 6.13: Temperature profile θ(η) for differ-

ent Pr.
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Figure 6.14: Microorganisms profile χ(η) for dif-

ferent Lb.
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Figure 6.15: Microorganisms profile χ(η) for dif-

ferent Pe.
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Figure 6.16: Concentration profile φ(η) for dif-

ferent Le.
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Figure 6.17: Concentration profile φ(η) for dif-

ferent Kr.
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Figure 6.18: The skin friction coefficient with

variations in M and Kp.
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Figure 6.19: The local Nusselt number with vari-

ations in s and Ec.
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Figure 6.20: The local Sherwood number with

variations in Kr and Le.

0.1 0.2 0.3 0.4 0.5 0.6
1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3

Lb

−
χ
’(
0

)

Pr = 6.8, Rd=Kr=0.2, Nb=Nt=s=0.1, Le=Lb=Pe=0.5, Ec=0

Pe=0.5,1,1.5Pe=0.5,1,1.5Pe=0.5,1,1.5

Figure 6.21: The density of motile microorgan-

isms with variations in Pe and Lb.
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6.5 Conclusion

Current analysis focuses on the unsteady MHD stagnation point bio-nanofluid flow in a per-

meable medium with thermal radiation and chemical reaction into account over a stretching

and shrinking sheet. The significant findings of the problem are summarized below:

• The skin friction coefficient enhances for higher values of unsteady parameter A, mag-

netic parameter M and porosity parameter Kp.

• The increment in Nb, Nt, Rd, Ec, s causes enhancement in thermal boundary layer

thickness while higher values of Pr causes reduction in thermal boundary layer thickness.

• The concentration boundary layer thickness increases for Nt whereas it decreases for

higher values of Nb, Le and Kr.

• The increment of Nb, Lb and Pe reduces the density motile microorganisms while it

increases for larger values of Nt.

• Different trends have been seen for boundary layer thickness through graphs. Graphs

describe that boundary layer thickness is different in stretching sheet case when compared

to shrinking sheet case.
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Chapter 7

MHD Time Dependant Bio-Nanofluid

Flow Past a Slippery Sheet While

Considering Variable Thermo-Physical

Properties

In this chapter, a theoretical model with a numerical solution is brought forward for a bio-

nanofluid with varying fluid features over a slippery sheet. The PDEs involve temperature

dependent quantities have been translated into ODEs by using dimensionless variables. It is

followed by finding a numerical solution in adopting shooting method and bvp4c. To figure out

the influence the graphs are plotted against various parameters for the velocity, temperature,

concentration and microorganism curves. The boundary layer thickness of microorganism pro-

file reduces with Schmidt number and Peclet number. In addition to adding radiative heat

flux, we added heat generation, rate of chemical reaction, first order slip. By adding these

parameters brought new aspects to the underlying profiles. Moreover, the obtained data of

cfx1 , Nux1 , Shx1 and Nnx1 is tabulated against various parameters for the physical parame-

ters. From the results, it is apparent that the Nux1 decreases with enhancement in Nb and

Nt. The data obtained for physical parameters has a close agreement with the published one.

Finally, the graphs for slip conditions are significantly different when the comparison is drawn

with no-slip condition.
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Chapter 7 is divided into following sections.

Section 7.1 gives the introduction of the chapter. In Section 7.2 problem formulation and

governing equations of the problem is discussed. In Section 7.3 we presents the numerical

procedure. Section 7.4 includes numerical results and graphs against pertinent parameters.

In Section 7.5 we discuss the conclusion of the chapter.

7.1 Introduction

The thermal radiation with variable fluid properties is reported in [150]. They found that

the skin friction coefficient increases with viscosity parameter. Anwar et al. [151] discussed

MHD flow in a porous channel with generalized conditions. Fatumbi and Adeniyan [152] re-

ported nonlinear thermal radiation in fluid flow with variable properties. Dandapat et al. [153]

discussed thin film unsteady flow with variable fluid properties. Vajravelu and Prasad [154] dis-

cussed unsteady convective flow in a vertical surface with variable fluid properties. Shahsavar

et al. [155] investigated the impact of variable fluid properties in hybrid nanofluid. Naganthran

et al. [156] found results of stretching and shrinking sheet with variable fluid properties. They

discussed dual solutions in this rotating disk. Salahuddin et al. [157] discussed variable fluid

properties for viscoelastic fluid between two rotating plates. This study covers a variable ther-

mophysical properties of bio-nanofluid with slip conditions taking into account. The viscosity

of a fluid however, relies heavily on temperature than other on other factors. It comes out

that the use of variable properties offers distinct effects on fluid flow motion.

7.2 Problem Development

The present theocratical model considers unsteady two-dimensional magnetohydrodynamic

flow of an incompressible viscous nanofluid in the presence of a thermal radiation and inter-

nal heat generation/absorption over a stretching sheet with variable liquid characteristic. A

water based nanofluid containing nanoparticles and grotactic microorganisms is considered.

It is assumed that the presence of nanoparticles have no affect on the swimming direction of

microorganisms and on their swimming velocity. This assumptions holds only for less than
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1% concentration of nanoparticles. The applied magnetic field β2
o is taken along the normal

to the surface. Uw = ax1(1−A1t1)
−1 is designated as stretching sheet velocity. In such cases,

the model problem can be expressed asAmirson et al. [85]:

∂u1
∂x1

+
∂v1
∂y1

= 0, (7.1)

∂u1
∂t1

+ u1
∂u1
∂x1

+ v1
∂u1
∂y1

= 1
ρ∞

∂
∂y1

(µ1(T1)
∂u1
∂y1

)− σβ2
o

ρ∞
u1 − µ1(T1)

ρ∞K∗
u1, (7.2)
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∂T1
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= 1
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σB2

ou
2
1

ρ∞cp
+

µ1(T1)u21
cpk∗

, (7.3)

∂C1

∂t1
+ u1

∂C1

∂x1
+ v1

∂C1

∂y1
= ∂

∂y1
(DB(C1)

∂C1

∂y1
) +

DT1

T∞
∂2T1
∂y21
− (C1 − C∞)Kc, (7.4)

∂N1

∂t1
+ u1

∂N1

∂x1
+ v1

∂N1

∂y1
+ b1wc

Cw−C∞ ( ∂
∂y1

(N1
∂C1

∂y1
)) = ∂

∂y1
(Dm(C1)

∂N1

∂y1
). (7.5)

The boundary conditions corresponding to considered model is taken as,

u1 = Uw(x1, t1) +N∗ ∂u1
∂y1
, v1 = 0, T1 = Tw(x1, t1) +D1

∂T1
∂y1
, C1 = Cw, N1 = Nw, at y1 = 0,

u1 −→ 0, T1 −→ T∞, C1 −→ C∞, N1 −→ N∞, as y1 −→∞. (7.6)

The following dimensionless variables introduced to get the similarity solution of the governing

equations

η =

√
a

ν1(1− A1t1)
y1, ψ =

√
aν1

1− A1t1
x1f(η), θ(η) =

T1 − T∞
Tw − T∞

,

φ(η) =
C1 − C∞
Cw − C∞

, χ(η) =
N1

Nw

. (7.7)

By inserting Eq. (7.7) into Eqs. (7.1)-(7.5), we obtain the following modified ODEs:

(µ(T )
µ∞

f
′′
)
′ − f ′2 + ff

′′ − A(f
′
+ η

2
f
′′
)− (M +Kp(µ(T )

µ∞
))f

′
= 0, (7.8)

(k(T )
k∞

θ
′
)
′
+ 4

3
Rdθ

′′
+Nb(DB(C)

DB,∞
)θ
′
φ
′
+Ntθ

′2
+ Pr∞(fθ

′ − ηA
2
θ
′
+ Ec(µ(T )

µ∞
)f
′′2

+MEcf
′2

+ EcKp(µ(T )
µ∞

)f
′2

+ sθ) = 0, (7.9)

(DB(C)
DB,∞

φ
′
)
′
+ Nt

Nb
θ
′′

+ Sc(fφ
′ − Aη

2
φ
′ −Krφ) = 0, (7.10)

(Dm(C)
Dm,∞

χ
′
)
′
+ Sb(fχ

′ − Aη
2
χ
′
)− Pe(φ′χ′ + χφ

′′
) = 0. (7.11)

Using Eq. (7.7), the associated boundary conditions reduce as follows:

f(0) = 0, f
′
(0) = 1 + δf

′′
(0), θ(0) = 1 + γθ

′
(0), φ(0) = 1, χ(0) = 1,

f
′
(∞) = 0, θ(∞) = 0, φ(∞) = 0, χ(∞) = 0. (7.12)
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Amirsom et al. [107] expressed viscosity, thermal conductivity, nanoparticle and microorgan-

isms diffusivities as a function of temperature with the following mathematical functions:

µ1(T1) = µ∞[1 + h1(T∞ − T1)] = µ∞(1 + h2 − θ(η)h2),

k1(T1) = k∞[1 + h3(T∞ − T1)] = k∞(1 + h4θ(η)),

DB(C1) = DB,∞[1 + h5(C1 − C∞)] = DB,∞(1 + h6φ(η)),

Dm(C1) = Dm,∞[1 + h7(C1 − C∞)] = Dm,∞(1 + h8φ(η)). (7.13)

Using above variable function defined in Eq. (7.13) in Eq. (7.8-7.11) we get

(1 + h2 − h2θ)f
′′′ − h2θ

′
f
′′ − f ′2 + ff

′′ − A(f
′
+ η

2
f
′′
)−

(M +Kp(1 + h2 − h2θ))f
′
= 0, (7.14)

(1 + h4θ + 4
3
Rd)θ

′′
+ h4θ

′2
+Nb(1 + h6φ)θ

′
φ
′
+Ntθ

′2
+ Pr∞(fθ

′ − Aη
2
θ
′
+ Ec(1 + h2 − θh2)f

′′2

+MEcf
′2

+KpEc(1 + h2 − h2θ)f
′2

+ sθ) = 0, (7.15)

(1 + h6φ)φ
′′

+ h6φ
′2

+ Sc(fφ
′ − Aη

2
φ
′ −Krφ) + Nt

Nb
θ
′′

= 0, (7.16)

(1 + h8φ)χ
′′

+ h8φ
′
χ
′
+ Sb(fχ

′ − Aη
2
χ
′
)− Pe(φ′χ′ + χφ

′′
) = 0. (7.17)

The parameters are defined by:

A = A1

a
, Kp = ν∞(1−A1t1)

ak∗
, M = σB2

o(1−A1t1)
ρ∞a

, Pr∞ = ν∞
α∞

, Rd = 4σT 3
∞

k1k∞
, Nb =

τ1DB,∞(Cw−C∞)

α∞
,

Nt = τ1DT (Tw−T∞)
T∞α

, Ec = u2w
cp(Tw−T∞)

, s = Q(1−A1t1)
a

, Sc = ν∞
DB,∞

, Kr = Kc(1− A1t1)a, Sb = ν∞
Dm,∞

Pe = b1wc

Dm,∞
, δ = N1(

a
ν∞(1−A1t)

)
1
2 , γ = D1(

a
ν∞(1−A1t)

)
1
2 .

Expressions for Cfx1 , Nux1 , Shx1 and Nnx1 are,

Cfx1 =
µ1(T1)(

∂u1
∂y1

)y1=0

ρ1u2w
, Nux1 =

−k1(T1)x( ∂T1∂y1
)y1=0

k1(T1)(Tw−T∞)
,

Shx1 =
−DB,∞x1(

∂C1
∂y1

)y1=0

DB,∞(Cw−C∞)
, Nnx1 =

−Dm,∞x1(
∂N1
∂y1

)y1=0

Dm,∞Nw)
. (7.18)

Inserting Eq. (7.7) into Eq. (7.18) yields the following expressions:

Re1/2x1
Cfx1 = −(1 + h2φ)f

′′
(0), Re−1/2x1

Nux1 = −(1 +
4

3
Rd)θ

′
(0),

Re−1/2x1
Shx1 = −φ′(0), Re−1/2x1

Nnx1 = −χ′(0). (7.19)
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7.3 Numerical Process

7.3.1 Shooting Method

The transformed system of ODEs are solved numerically by employing shooting algorithm in

MATLAB. To apply the shooting technique, we transformed the BVP into an IVP and reduce

the higher order ODEs into a system of first order ODEs. We have applied Newton-Raphson

method to locate the root. Finally, Runge-Kutta method of order five was implemented to

determine the solution of IVP. The transformed system of first order ODEs are

f = v1, f
′
= v2, f

′′
= v3, f

′′′
= v

′
3 = 1

(1+h2−y4h2)(h2v5v3 + v22 − v1v3

A(v2 + η
2
v3) + (M +Kp(1 + h2 − h2v4)v2),

v4 = θ, v5 = θ
′
, θ
′′

= v
′
5 = −1

(1+h4v4+
4
3
Rd)

(h4v
2
5 +Nb(1 + h6v6)v5v7 +Ntv25

+Pr∞(v1v5 − η
2
Av5 + Ec(1 + h2 − v2v4)v23 + sv4 +MEcv22 +KpEc(1 + h2 − h2v4)v22)),

v6 = φ, v7 = φ
′
, φ
′′

= v
′
7 = −1

(1+h6v6)
(Nt

Nb
v
′
5 + h6v

2
7 + Scv1v7 + ScηA

2
v7 − ScKrv6),

v8 = χ, v9 = χ
′
, χ
′′

= v
′
9 = −1

(1+h8v6)
(h8v7v9 − Sb(ηA2 v9 − v1v9)− Pe(v7v9 + v8v

′
7)).

The results produced from the shooting method has been verified with the MATLAB built-in

function bvp4c. The bvp4c is a collocation solved which computes solution of the boundary

value problem. For details on bvp4c the reader is referred to [105].

7.4 Results and Discussion

Comparison of −f ′′(0) is presented in Tables 1 and 2 with available literature. The obtained

results shows good agreement.

The data in Table 3 shows computational results for the Nux1 , Shx1 and Nnx1 obtained

with the bvp4c. The local Nusselt number Nux1 reduced against Nb, Nt, Ec, s and h4. The

local Nusselt number enhances for the increasing values of Pr∞ and Rd. The local Sherwood

number Shx1 increases for higher values of Nb, Nt, Sc and Kr. The local Sherwood number
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Table 7.1: Comparison of surface resistance coefficient −f ′′(0) for M when Pr∞ = 1 and Kp = δ =

γ = h2 = h4 = h6 = h8 = 0.

M Hayat et al. [108] Mabood and Mastroberardino [109] Amirsom et al. [107] shooting method bvp4c

0 1.0000 1.000008 1.0000002 1.0000 1.0001

1 1.41421 1.4142135 1.41422211 1.4142 1.4142

5 2.44948 2.4494897 2.4494901 2.4495 2.4495

10 3.31662 3.3166247 3.3166229 3.3166 3.3166

50 7.14142 7.1414284 7.1414279 7.1414 7.1414

100 10.04987 10.049875 10.049868 10.0499 10.0499

500 22.38302 22.383029 22.383031 22.3830 22.3830

1000 31.63858 31.638584 31.638578 31.6386 31.6386

decreases for higher values of mass diffusivity parameter h6. For Nnx1 shows decreasing trend

for higher values of mass diffusivity parameter h6 and microorganisms diffusivity parameter

h8. While it is increasing for increasing values Sb and Pe.

Figs. 7.1 and 7.2 displays the impacts of M and Kp on velocity profile with and without

hydrodynamic slip. The boundary layer thickness reduces with an increasing values of M and

Kp.

Fig. 7.3 portrays the influences of Pr∞ on the temperature profile. It is noted that an

enhancement in Prandtl number causes reduction in temperature distribution. The smaller

values of Pr∞ corresponds to increase in thermal conductivities which causes reduction in a

thermal boundary layer.

Fig. 7.4 depicts the influence of Rd on the temperature profile. It is seen that an increment

in Rd elevates the temperature distribution.

Fig. 7.5 reports the impacts of Ec on temperature distribution. It is evaluated that higher

values of Ec elevates the temperature of the fluid. For increasing values of Ec kinetic energy

enhances, which causes an increase in fluid temperature.
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Table 7.2: Comparison of −f ′′(0) for δ when Pr∞ = 1 and Kp =M = γ = h2 = h4 = h6 = h8 = 0.

δ Andersson [110] Hamad et al. [111] Amirsom et al. [107] shooting method bvp4c

0 1.0000 1.00000000 1.00000000 1.0000 1.0001

0.1 0.8721 0.87208247 0.87204247 0.8721 0.8722

0.2 0.7764 0.77637707 0.77593307 0.7764 0.7765

0.5 0.5912 0.59119548 0.59119589 0.5912 0.5913

1.0 0.4302 0.43015970 0.43016000 0.4302 0.4303

2.0 0.2840 0.28397959 0.28398932 0.2840 0.2841

5.0 0.1448 0.14484019 0.14464015 0.1448 0.1449

10.0 0.0812 0.08124198 0.08124091 0.0812 0.0813

20.0 0.0438 0.04378834 0.04378790 0.0438 0.0439

50.0 0.0186 0.01859623 0.01857868 0.0186 0.0186

100.0 0.0095 0.00954997 0.00954677 0.0095 0.0096

Fig. 7.6 illustrates the impact of s on the temperature distribution. It is observed that

temperature of the fluid increase with an increment in heat generation parameter.

Fig. 7.7 examines the effect of temperature dependent thermal conductivity parameter h4

on temperature profile. It is noted that the thickness thermal boundary layer rises by raising

h4.

Figs. 7.8 and 7.9 are plotted to perceive the consequences of Nb on the temperature and

concentration profiles. It is revealed that by increasing Nb thermal boundary layer thickness

rises while concentration boundary layer thickness decline.

Figs. 7.10 and 7.11 conveys the impacts of Nt on temperature and nanoparticles volume

fraction profiles. It is observed temperature and concentration profile grow up for escalating

values of Nt.

Fig 7.12 portray the influence of Kr on concentration profile. It is examined that rising
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Table 7.3: Numerical values of Nux,Shx and Nnx for several values of involved parameter Pr∞, Rd,

Nb, Nt, Ec, s, Sc, Kr, Sb, Pe,h2, h4, h6, h8 with A = 0.1, M = 0.5, Kp = 0.2, δ = 0 and γ = 1

(bvp4c).

bvp4c bvp4c bvp4c

Pr∞ Rd s Ec Nb Nt Sc Kr Sb Pe h2 h4 h6 h8 −(1 + 4
3
Rd)θ

′
(0) −φ′(0) −χ′(0)

4 0.5 0.1 0.1 0.1 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.4578 1.6306 2.0202

5 0.5132 1.6123 2.0097

6.8 0.5745 1.5948 2.0020

6.8 1 0.1 0.1 0.1 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.7276 1.6018 2.0002

1.5 0.8362 1.6165 2.0072

2 0.9054 1.6330 2.0171

6.8 0.5 0 0.1 0.1 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.6771 1.4737 1.8969

0.1 0.5745 1.5947 2.0020

0.2 0.4183 1.7713 2.1544

6.8 0.5 0.1 0.1 0.1 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.5745 1.5947 2.0020

0.15 0.4468 1.7580 2.1461

0.2 0.3198 1.9198 2.2889

6.8 0.5 0.1 0.1 0.5 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.4974 1.6452 2.0171

1 0.4000 1.6505 2.0179

1.5 0.3040 1.6514 2.0170

6.8 0.5 0.1 0.1 0.1 1 5 0.2 2 1 0.1 0.1 0.1 0.1 0.5080 1.7646 2.3215

1.5 0.4626 2.1563 2.7886

2 0.4141 2.7811 3.4623

6.8 0.5 0.1 0.1 0.1 0.2 3 0.2 2 1 0.1 0.1 0.1 0.1 0.5780 1.1072 1.6118

5 0.5745 1.5947 2.0020

10 0.5712 2.4438 2.7096

6.8 0.5 0.1 0.1 0.1 0.2 5 0 2 1 0.1 0.1 0.1 0.1 0.5763 1.1491 1.6338

0.5 0.5729 2.0765 2.4069

1 0.5716 2.6584 2.9040

6.8 0.5 0.1 0.1 0.1 0.2 5 0.2 0.5 1 0.1 0.1 0.1 0.1 0.5745 1.5947 1.6129

1 0.5745 1.5947 1.7596

3 0.5745 1.5947 2.2000

6.8 0.5 0.1 0.1 0.1 0.2 5 0.2 2 0.5 0.1 0.1 0.1 0.1 0.5745 1.5947 1.3577

1 0.5745 1.5947 2.0020

3 0.5745 1.5947 4.6914

6.8 0.5 0.1 0.1 0.1 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.5745 1.5947 2.0020

0.5 0.5573 1.6336 2.0454

0.9 0.5386 1.6690 2.0830

6.8 0.5 0.1 0.1 0.1 0.2 5 2 1 0.1 0.1 0.1 0.1 0.5745 1.5947 2.0020

0.5 0.5493 1.6101 2.0127

0.9 0.5258 1.6229 2.0213

6.8 0.5 0.1 0.1 0.1 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.5745 1.5947 2.0020

0.5 0.5715 1.2788 1.7325

0.9 0.5686 1.0845 1.5698

6.8 0.5 0.1 0.1 0.1 0.2 5 0.2 2 1 0.1 0.1 0.1 0.1 0.5745 1.5947 2.0020

0.5 0.5745 1.5947 1.5143

0.9 0.5745 1.5947 1.2232
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values of Kr results in decline of the concentration boundary layer.

Fig. 7.13 depicts the effects of Sc on concentration distribution. We analyze that rise

in Sc causes reduction in concentration profile. As higher the Schmidt number means lower

the mass diffusivity which is the reason of reduction in concentration boundary layer thickness.

Fig. 7.14 presents the influence of mass diffusivity parameter h6 on concentration profile.

We observed that rise in mass diffusivity parameter h6 results an increase in concentration

profile.

Fig. 7.15 describes the influence of Pe on microorganisms profile. It is noticed that incre-

mental values of Pe causes reduction in motile microorganisms boundary layer thickness.

Fig. 7.16 investigates the effect of Sb on the motile microorganisms profile. It is shown

that rising values of Sb lowers the boundary layer thickness of motile microorganisms profile.

Figs. 7.17 and 7.18 are drawn to perceive the effect of mass diffusivity parameter h6 and

microorganisms diffusivity parameter h8. It is noted that increasing values of mass diffusivity

parameter and microorganisms diffusivity parameter elevates the boundary layer thickness of

motile microorganisms profile.

Influence of Kp and M on skin friction coefficient is illustrated in Fig. 7.19. It is noted

that skin friction coefficient shows intensification for improving values of Kp.

Fig. 7.20 is drawn to see effects of s and Pro. on local Nusselt number. It is noticed that

local Nusselt number shows decrement for incremental values of s.

Fig. 7.21 illustrates the influence of Sc and Kr on local Sherwood number. It is analyzed

that an increment in Sc causes enhancement in local Sherwood number.
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In Fig. 7.22, we presents the effects of Sb and Pe on density of motile microorganisms. It

is observed that density of motile microorganisms increases by raising Sb.
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Figure 7.1: Velocity profile f
′
(η) for differentM .
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Figure 7.2: Velocity profile f
′
(η) for different

Kp.
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Figure 7.3: Temperature profile θ(η) for different

Pr∞.
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Figure 7.4: Temperature profile θ(η) for different

Rd.
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Figure 7.5: Temperature profile θ(η) for different

Ec.
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Figure 7.6: Temperature profile θ(η) for different

s.
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Figure 7.7: Temperature profile θ(η) for different

h4.
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Figure 7.8: Temperature profile θ(η) for different

Nb.
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Figure 7.9: Concentration profile φ(η) for differ-

ent Nb.
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Figure 7.10: Temperature profile θ(η) for differ-

ent Nt.
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Figure 7.11: Concentration profile φ(η) for dif-

ferent Nt.
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Figure 7.12: Concentration profile φ(η) for dif-

ferent Kr.
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Figure 7.13: Concentration profile φ(η) for dif-

ferent Sc.
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Figure 7.14: Concentration profile φ(η) for dif-

ferent h6.
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Figure 7.15: Microorganisms profile φ(η) for dif-

ferent Pe.
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Figure 7.16: Microorganisms profile φ(η) for dif-

ferent Sb.
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Figure 7.17: Microorganisms profile φ(η) for dif-

ferent h6.
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Figure 7.18: Microorganisms profile φ(η) for dif-

ferent h8.
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Figure 7.19: The skin friction coefficient with

variations in Kp and M .
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Figure 7.21: The local Sherwood number with

variation in Sc and Le.
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7.5 Conclusion

The focus of the chapter involves MHD unsteady flow of bio-nanofluid in a permeable medium

with chemical reaction over a stretching surface with changeable thermo-physical properties.

The notable findings of the problem are outlined below:

• The incremental values of Nb, Nt, Rd, Ec, s magnify the thermal boundary layer thick-

ness while rise in Pr∞ causes reduction in thermal boundary layer thickness.

• The concentration boundary layer thickness rises for Nt and h6 whereas it declines for

higher values of the Nb, Sc and Kr.

• The increment in Sb and Pe reduces the boundary layer thickness of motile microor-

ganisms while motile microorganisms boundary layer shows inverse behavior for mass

diffusivity parameter h6 and microorganisms parameter h8.

• Graph have been drawn with and without slip conditions. Difference can clearly be

seen through graphs as the boundary layer thickness of slip condition is different when

compare without slip flow case.
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Chapter 8

Conclusions and Outlook

This chapter covers an overview of the study as well as suggestions for the future research.

The research considered in this dissertation is focused on the numerical solution for MHD flow

of nanofluid and bio-nanofluid over a stretching sheets with variable fluid properties.

Chapter 1 comprises the literature review and some basic definitions. In chapter 2, the

governing equations for MHD boundary layer flow of nanofluid is presented first. We have

solved the reduced ODEs by Shooting method. We found that momentum boundary layer

reduces for incremental values of M and θr while thermal boundary layer increases for higher

values of ε, Nb and Nt.

Chapter 3 describes the MHD thermophoretic flow with variable fluid properties. In this

chapter we established a comparison between constant and variable fluid properties. We

reported that thermal boundary layer climbs up for rising values of Rd, s and ε whereas mo-

mentum boundary layer thickness lowers down for higher values of Kp.

Chapter 4 explains the EMHD flow of nanofluid over a variable thickness stretching sheet

considering changeable liquid properties. We applied the new numerical scheme, simplified

finite difference method to solve the problem and made comparison of the established results

with the bvp4c solver. We made comparison of constant and variable fluid properties in our

study. We reports that momentum boundary layer grows higher for rising values of E1 whereas
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it decreases by raising θr and Kp.

In chapter 5, EMHD flow of powell-eyring flow of nanofluid with changeable liquid char-

acteristics is considered. We apply simplified finite difference scheme and bvp4c method to

solve the considered problem. We noted that skin friction coefficient is higher for constant

fluid properties when compared with the variable fluid properties.

Chapter 6 explains the unsteady flow of bio-nanofluid over a stretching/ shrinking sheet.

We solved the considered problem by Shooting method and compared the results with bvp4c

method. We noticed that the skin friction coefficient intensifies for rising values of A, Kp and

M . Whereas increasing Nb, Nt and s results decrement in thermal boundary layer.

Chapter 7 describes the time dependent flow of bio-nanofluid over a stretching sheet with

changeable thermo-physical properties. We found in our study that, the concentration bound-

ary layer climbs up for Nt and h6 whereas it declines for incremental values of Nb, Sc and

Kr.

The work on incompressible flows can be further extended for compressible flows over a

stretching sheet. We have only considered Buongiorno [96] model nanofluid flow but same

work can be extended for others nanofluid flow as well. Moreover, the Keller-Box method can

be developed to solve the boundary layer flows of incompressible and compressible flows. In

future one can also use other numerical open source software chebfun.
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