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Abstract

Software applications obtain enhancement requests on a large scale to fulfil user require-

ments through a bug tracking system, which is an important application for keeping

record of the bugs in the software development process. Conventionally, software de-

velopers used to manually check these requests. However, manual inspection of these

requests turns out to be a boring, hectic and time-consuming activity. Therefore, an

automatic prediction system is required which can reject or approve an enhancement

report without manual check. Existing approaches target this problem through machine

learning techniques such as Multinomial Naive Bayes and Support Vector Machine. In

this work we utilize a deep learning based approach for approval prediction of enhance-

ment reports that include the following steps: First, we preprocess each enhancement

report using natural language processing techniques. Then we perform emotion analysis

of each preprocessed enhancement reports using Senti4SD to compute its sentiment.

Next we combine the summary and description of enhancement report as a sequence of

words to learn the features with some attention mechanism using deep recurrent neural

network (RNN). Finally, on the basis of features selection model and sentiment we train

deep neural network based classifier, the convolutional neural network (CNN) to predict

the approval prediction of enhancement report. We evaluate the proposed approach on

an open-source bug tracking system. Results of numerical evaluation suggest that the

proposed approach significantly outperforms the existing approaches and achieve the

accuracy of 82.15%, precision 90.56%, recall 80.10% and f-measure as 85.01%.

Keywords: Text Classification, Deep Learning, Software Engineering, Enhancement

Report



Chapter 1

Introduction

Software applications are designed to perform different tasks in order to fulfil the user

requirements. Often software applications receive large number of bugs through different

bug tracking systems, which are tools that keep the record of bugs in the process of

software development. In this chapter we present the concept of software enhancement

report and define the problem of its approval prediction. Also we specify the research

objectives and contributions of our work.

1.1 Enhancement Report

There are different bug tracking systems that are used to register bug reports for a

specific software application. A typical bug report highlights an error or imperfection

in the working of a process or software application that may produce an unwanted

result. The report contains several attributes like bug id, title, severity, reported date,

environment, status and descriptions. A sample of bug report from bugzila [1] is shown

in Figure 1.1.

The importance of bug report can be categorized into two main parameters, priority

1



Chapter 1: Introduction

Figure 1.1: Sample of Bug Report.

and severity. These parameters are decided by the user who register the bug. One

important type of severity is enhancement where the bug report suggest an enhancement

in the software and therefore it also called enhancement report. Enhancement report

suggest update/amendments of some features in the software application in order to

resolve the issue. Therefore, for the success of software application it is necessary to

update/amendments of feature enhancement with time in order to fulfil user needs. A

sample of enhancement report used in [2] is shown in Figure 1.2.

Statistical analysis of enhancement report shows that considerable amount of reports

were filed for enhancement. Thunderbird product (free email application) registered

1857 enhancement from 10,000 bug reports in between 01-02-2000 to 25-12-2005. Some

of the enhancement report were not showing enhancement, because the user has less

knowledge about the application or the quality of report is not good and this gives rise

to misunderstanding between developer and users [3]. It has been observed that from

2



Chapter 1: Introduction

Figure 1.2: Sample of Enhancement Report.

35 different software applications, 75% of the enhancement reports were not approved

[2]. This approval of the enhancement is decided by the developer manually. Since the

number of enhancement reports ( 18.57% of bug repot) are continuously increasing, that

is difficult for the developer to manually approve or reject the enhancement report. This

means that an automated approach is required for approval/rejection of enhancement

report before sending it to the developers. This process is shown in Figure 1.3. The

benefit of an automated approach is it can help developers to save their time and efforts

by prioritizing the useful and important enhancement reports from a large number of

reports so that the more valuable reports could be managed efficiently.

In order to automatically predict the approval/rejection of enhancement report, authors

in [2] proposed an approach that is based on machine learning classifier. They used the

dataset that is extracted from open source application ‘Bugzilla’ which includes 40,000

3



Chapter 1: Introduction

Figure 1.3: Process of Enhancement.

enhancement reports. Firstly, they performed preprocessing on each enhancement re-

port by applying natural language processing techniques, extracted features from it and

then converted it into vector form. Secondly, they fed each preprocessed enhancement

report into the classifier and trained the classifier (Logistic Regression, Support Vector

Machine, Multinomial Naïve Bayes and Random Forest). Results showed that the Multi-

nomial Naïve Bayes achieved a higher accuracy than other algorithms. To the extension

of this work, authors [4] proposed an approach that automatically predict the sentiment

based approval of enhancement report. They utilized same dataset which included the

40,000 enhancement reports. To differentiate his approach from [2], they just added

one extra feature which is sentiment and checked how sentiments effect the approval of

enhancement report. They performed preprocessing on each enhancement report by ap-

plying natural language processing techniques and counted sentiments through senti4sd,

converted it into vector form. After this they split the data into train/test and applied

different machine learning algorithms like Logistic Regression, Multinomial Naïve Bayes,

4



Chapter 1: Introduction

Support Vector Machine, Random Forest and Bernoulli Naïve Bayes. Results showed

that the Support Vector Machine performs better and also increase the performance in

term of accuracy and f-measure up to 9.82% and 53.66% respectively.

In this thesis, a new approach based on sentiment analysis using deep learning classi-

fier will be proposed. For this purpose, we will perform preprocessing using “natural

language processing” techniques and handling the stack trace, URL, hex code, tokeniza-

tion, stop word removal and lower case conversion on collecting enhancement reports

and extract unique words from it. After this we will calculate emotions of each processed

enhancement report using senti4SD classifier that are based on sentiment in order to ob-

serve the effect on the approval of an enhancement. After this we combine the summary

and description of enhancement report as a sequence of words to learn the representation

using deep RNN with attention mechanism. In last step, we train deep neural network

based classifier to predict the approval prediction of enhancement report. Our result-

s show that the deep learning model outperformed previously used machine learning

approaches.

1.2 Problem statement

As discussed before, a major number of enhancement reports are rejected due to low

quality of reports. This process of rejection is done manually by their developers, which

is time consuming and boring. The problem is to analyze the description of enhance-

ment report and automatically predict the acceptance and rejection of software en-

hancement. This is possible through a text classification procedure for which one can

use machine/deep learning techniques. Since deep learning techniques often gives better

results, our focus will be the use of deep learning classification for approval/rejection

5



Chapter 1: Introduction

prediction. This is shown in Figure 1.4.

Figure 1.4: Problem statement.

1.3 Research objective

Some of the key research objective are listed below:

• The use of natural language processing techniques for extracting unique words

from the description of enhancement report.

• The use of senti4SD classifier to calculate emotions of each processed enhancement

report in order to observe the effect of emotions that predict approval/rejection of

an enhancement.

• The use of long-short term memory with attention mechanism to learn the sequence

of words and give weightage to words according to their importance.

• The use of deep learning based classifier on extracted features and sentiments to

predict the approval prediction of enhancement report.

6



Chapter 1: Introduction

1.4 Motivation

Software industry spend more than 90% of software development cost on software main-

tenance and evolution activities [5]. A major factor in the maintenance of software is

bug tracking and software enhancement. The study of enhancement prediction has the

potential to reduce the time and effort of developers and cost of the software houses in

term of new requirements. In particular the study helps the developers (employed or

freelancers) and software houses (public and private) that are dealing with large-scale

software systems. The main crux of this work is to use a text classification framework

which can also be used in many other application. Some important application of text

classification include classification of emails to spam/non-spam, language detection and

client feedback detection.

1.5 Thesis Layout

In chapter 2, we discussed the immense research efforts that have been carried out in

the field of bug/enhancement prediction and showed how our problem is related to the

existing literature. In chapter 3, we present the proposed methodology to solve the

problem of enhancement report prediction. In chapter 4, we show the results of the

proposed methodology and compared them with existing approaches. In chapter 5, we

describe future work and conclusion of the proposed work.

7



Chapter 2

Literature Review

In this chapter the problem of text classification and sentiment analysis is discussed using

both machine learning and deep learning techniques. Also we present the approaches

used for priority and severity prediction through machine/deep learning.

2.1 Text classification

Classification of text is the process in which tags/labels are assigned according to their

content. Due to unstructured textual information (available in the form of chats, emails,

social media and web pages) extracting knowledge from it manually can be difficult and

time-consuming. Therefore, most of the businesses are shifted to automatic classification

of text due to ease and cost-effectiveness. The task of text classification is to categorize

a text document into two or more pre-defined classes.

Sentiment analysis plays vital role in software engineering to analyze the users attitude

while writing the report, whether it is positive or negative. It is observed in [6] that a text

document can be categorized into different classes of sentiments, such as SURPRISE,

ANGER, SADNESS, HAPPINESS, DISGUST and FEAR. Two additional classes have

8



Chapter 2: Literature Review

been added in [7], which are ANTICIPATION and TRUST.

A comparison between different sentiment analysis tools (Alchemy, SentiStrength and

NLTK) is provided in [8], where two existing studies were replicated with different

sentiment analysis tools. It has been observed that some of the existing results cannot

be reproduced with the given tools.

In [9], qualitative and quantitative analysis of sentiment analysis tools are performed

where 5600 manually registered JIRA reports are used. Their results showed that for

detecting sentiments in text, SentiStrength-SE shows better performance as compared

to existing domain independent tool such as Natural Language Toolkit, Stanford NLP

and SentiStrength. In another paper [10], the same authors also developed another tool

named DEVA for sentiment analysis in text. It also captures the emotional state of the

report as well as sentiment analysis. For quantitative analysis of DEVA, they used 1795

JIRA reports, the evaluation results show that precision and recall is more than 82%

and 78%.

Another important tool has been developed in [11] where a dataset of 2000 manually

tagged review comments are used. In evaluation of their model, they executed a hun-

dred 10-fold cross validation of different supervised machine learning algorithms (i.e.

linear support vector machine, support vector machine with stochastic gradient descent,

random forest, decision tree, adaptive boosting, multilayer perceptron, naïve bayes and

gradient boosting tree). Assessment results showed that gradient boosting tree perform

better than other algorithms, for which the mean accuracy, precision and recall are 83%,

67.8% and 58.4%.

Recently a new sentiment analysis tool Senti4SD has been developed in [12] for text

classification. With a gold standard data set of Stack Overflow questions, answers, and

9



Chapter 2: Literature Review

comments, they trained and validated their tool. Notably, the dataset was manually

annotated for the polarity of emotions. Results indicate that the tool has removed

the neutral and positive posts in the emotionally negative classified text by previous

sentiment analysis tools.

2.2 Text classification through machine learning

With the rapid spread of the internet and the growth in online information, the tech-

nology has come to play a very important role in the automated classification of huge

amounts of text data. Computer performance improved significantly in the 1990s, al-

lowing to handle large amounts of text information. This contributed to using machine

learning approach, which is a method of automatically developing classifiers from the

text data given in a classification tag/label. This method provides excellent efficiency

and ensures resource preservation. Most commonly used method in machine learning

(Support Vector machine [4] and Multinomial Naïve Bayes [2] ) for enhancement report

prediction which contains the textual information. In machine learning, a document is

represented as a n dimension vector in text classification task,

Documents = {d1, d2, ..., dn} (2.2.1)

Where d1 , d2 and dn show the n number of document. There are two values for each

feature of a document vector if a specific word appears in document, such as Bag-of-

words.

10



Chapter 2: Literature Review

Figure 2.1: Text Classification with Machine Learning

2.2.1 Priority prediction

Usually, there are five levels of the priority for each bug report that can be represented

as P1, P2, P3, P4 and P5. P1 shows the highest priority and P5 shows the lowest priority.

Prioritizing the bug report manually is time consuming and boring task. To assign the

automatic priority of bug report, Kanwal and Maqbool proposed a machine learning

based recommender [13]. They used the machine learning algorithm Naïve Bayes and

Support vector machine to train their model on open source dataset of Eclipse and

compare the results to find out the classifier which gives the highest accuracy. The

evaluation results showed that on the text features (i.e., long description of bug report

and summaries) SVM outperforms other algorithms. On the contrary, the evaluation on

categorical features (severity, platform and component) shows Naïve Bayes to be better.

In addition, they also experimented with the text and categorical features, combined,

and showed that the highest accuracy is achieved with Support vector machine.

Authors [14] utilized Support vector machine,k-nearest neighbor, Naïve Bayes and Ar-

tificial Neural Network to automatically prioritize the newly reported bug into different

categories from P1 to P5 . They evaluated the results through cross validation and

showed that Naive Bayes shows best results with >70% accuracy, whereas, SVM, KNN

and ANN achieve <70% accuracy on Eclipse dataset. The problem with the proposed

approach is that its prediction accuracy highly depends upon the quality of summaries of

11



Chapter 2: Literature Review

the bug reports. For priority, prediction of bug reports, authors [15] proposed a DRONE

approach that are based on emotion analysis. Their approach focused on how emotion

effects the priority prediction of bug report. For evaluation, they used Eclipse, which

are open source project and suggested that proposed approach is outperform from the

state-of-the-art.

2.2.2 Severity prediction

There are different types of severity levels in Bugzilla for a bug report which are cate-

gories into Normal, Major, Blocker, Critical, Trivial, Enhancement and Minor. Menzies

and his colleague were the first researchers who worked on bug classification field on

NASA project [16]. They proposed an automated method, named SEVERIS (Severity

issue assessment). Their method predicted the severity of a reported bug. They scaled

the severity of each bug report in the range of one to five. This method is the combina-

tion of machine learning and text mining techniques that are applied on bug reports. To

extract the most relevant feature from each bug report text mining technique is used, for

assigning the appropriate severity level using machine learning algorithms. Evaluation

results showed that proposed approach classifies the bug into different categories with

accuracies ranging from 65% to 98%.

Extended work of Menzies and his colleague, authors [17] introduced an automated

method to predict the severity of a reported bug and also increased the performance of

prediction by utilizing different open source projects like Eclipse, Gnome and Mozilla.

Basically, they categorized the severity level into two groups, severe and non-severe.

The non-severe group includes trivial and minor while major, critical and blocker are

placed in the severe group. To categorize a given bug report into severe and non-severe

12



Chapter 2: Literature Review

they used the Naïve Bayes algorithm and shows that the proposed methodology achieves

good accuracy in term of precision and recall ranging from 65% to 75% and 70% to 85%,

respectively. Authors in [17] only uses Naïve Bayes classifier to automatically predict

the severity of a bug report.

Authors [18] extended his work by comparing Support Vector Machine, Multinomial

Naïve Bayes, K-nearest Neighbor and Naïve Bayes on the similar dataset [17]. They

utilized similar features to predict the severity of bug report and found that Multinomial

Naïve Bayes classifier outperforms on open source project Eclipse, Gnome and achieve

the accuracy between 48% to 93%. Drawback of this work is that they used small

dataset and MNB perform well on smallest data.

As the extension of previously mentioned work, Roy and Rossi introduce a method that

uses the text mining technique with bigram (arrangement of two organized elements

from a string of text) to increase the performance of classification model [19]. For this

purpose, they adopted the Naïve Bayes classifier on most commonly used dataset of

Eclipse and Mozilla. They applied the χ2 to get the most important features from the

text on both single and bigram tokens. Their results show that the proposed model

performs better than previous one.

2.2.3 Enhancement prediction

Nizamani was the first researcher who worked on the enhancement report classification

and introduced a method based on machine learning to automatically predict whether

a reported enhancement report will be approved or rejected [2]. For this purpose, they

used the open source dataset of ‘Bugzilla’ which includes 40,000 enhancement reports

of 35 different applications like Calendar, Firefox, Core and Thunderbird. Firstly, they

13



Chapter 2: Literature Review

performed preprocessing on each enhancement report by applying natural language pro-

cessing techniques such as stop word removal, lemmatization and stemming and extract-

ed the features in a vector form. Secondly, they feed each preprocessed report into the

classifier and train the classifier. They used the machine learning algorithms such as

Logistic Regression, Support Vector Machine, Multinomial Naïve Bayes and Random

Forest to predict the approval of the enhancement report. Evaluation results showed

that the Multinomial Naïve Bayes achieves a higher accuracy than other algorithms.

As the extension of above mention work, authors [4] proposed a method that automat-

ically predict the emotion based approval of enhancement report. They utilized same

dataset that include the 40,000 enhancement report from ‘Bugzilla’. To differentiate

his approach with Nizamani's they just added one extra feature which is sentiment

and check how much sentiments are effected by the approval of enhancement report.

When the data is preprocessed he also counted the sentiments of the words through

Senti4SD [12] corpus and converted it into vector form. After that they split the data

into train/test and apply different machine learning algorithm such as Logistic Regres-

sion, Multinomial Naïve Bayes, Support Vector Machine, Random Forest and Bernoulli

Naïve Bayes. They validated the results through cross application technique and their

evaluation results showed that the proposed approach with SVM achieved good results

in term of accuracy, precision, recall and f-measure score that is 77.90%, 86.28%, 66.45%

and 74.53%.

2.3 Text classification through deep learning

Deep learning is an advanced discipline of machine learning that learns to perform

the classification task from sound, images and text. In deep learning most commonly

14



Chapter 2: Literature Review

used algorithms are convolutional neural network (CNN) and long-short term memory

(LSTM), both are discussed in detail.

2.3.1 Convolutional neural network

Convolutional neural networks are very close to simple neural networks, that consist

of multiple neurons with learning weights and biases. Each neuron takes some inputs,

performs a dot product, and a non-linear function may follow it. A single differentiable

score function is still expressed throughout the entire system: from inputs to output

classes. The architecture of a convolutional neural network is shown in Figure 2.2 [20].

The sliding window, referred to as stride, is passed along the input with a defined step

size [21]. A stride of 1 means moving the sliding window to include the next input

instantly. This results in an overlap for any filter size, n, above 1.

Pooling layers apply a specified process along the input to be sub-sampled [21]. Pooling

can be used to decrease the dimensionality on the output of convolutional layer. From

the input matrix, Max Pooling requires the highest value within its filter size, nmaxpool.

This is implemented as a sliding window, as the intention to decrease the size of the

consequence by adding convolutional filters to the input of the convolutional layer, where

the stride is typically set to be the same as nmaxpool.

A loss function is used as a measurement of how accurate or inaccurate mapping of a

neural network [22]. Loss function provides a higher value when the network is supposed

to have done worse. The weights of the network are then optimized to give as small loss

as possible to the network. this is achieved with backpropagation and gradient descent.

Minimization of the loss function is done through gradient descent to estimate the

weights during training [22]. The gradients are calculated by back-propagation for each
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Figure 2.2: Architecture of CNN

layer, for example, beginning from the output (using the loss function) and moving back

through the network. Then the weights are updated with a slight move in the gradient

descent direction.

Multiple non-linear activation functions that can be used to calculate a node’s final

output in a neural network. Typically, a softmax activation function is used in the final

layer for a classification task [22]. The tanh and sigmoid activation functions are other

activation functions that are typically used within the hidden layers of a neural network.
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These can be considered as smoother step-function versions. A relu activation function

is typically used for convolutional neural networks. Figure. 2.3 shows the output of

these activation functions.

Figure 2.3: Output of Activation Functions

The concept of overfitting is a major issue when training a neural network [23]. To

reduce the level of overfitting, a practically tested approach is dropout [24]. Each node

in the neural network from a particular layer is removed with a probability pdrop, and

the probability 1− pdrop is retained. Only the weights that contributed to the outcome

will be updated during backpropagation. I.e. Only the node weights that have been

decided to be retained will be updated. Practically speaking, this can be seen as a

network ensemble that uses an extremely elevated weight sharing level [24]. therefore,

dropout refers to a model's robustness.

2.3.2 Long-short-term memory

LSTM is modified version of recurrent neural network and also fix the problem of van-

ishing gradient. Vanishing gradient problem occurs when the loss function gradient

approaches to zero and making the network difficult to train. There is an internal state

in each Long-short term memory cell. For each input, by adding and subtracting the

information that are stored in internal state is updated [25]. The next state of LSTM

is calculated by these formulas:
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ft = σ (wf ∗ xt + bf ) (2.3.1)

it = σ (wi ∗ xt + bi) (2.3.2)

c̃t = tanh(wc ∗ xt + bc) (2.3.3)

ct = ft ∗ ct−1 + it ∗ c̃t (2.3.4)

Where t represents the input index of the current state. ft represents as forget gate, it

represents as input gate and both are calculated at input index t. wf and wi are the

corresponding weight matrices of the input gate and forget gate, although bf and bi are

the corresponding biases. X is input for each LSTM cell consisting of the input index t

state concatenation and the output of the previous LSTM cell, ht−1. ct represents the

internal state of the LSTM. Hidden state of the LSTM is calculated by:

ht = σ(wo ∗ xt + bo) ∗ tanh(ct) (2.3.5)

Where wo represents the output weight matrix and bo is the biases.

In recent year, researchers are participating in deep-learning to solve software engineer-

ing tasks such as, predict defect in software [26], extract requirements from Natural

Language Text [27] and generate source code [28], and achieved good results against

machine learning algorithm.

To automatically predict the priority of bug report, authors [29] proposed an Artificial

Neural network-based technique on international health care dataset of five different

products of bug reports and validate the results through 3-fold cross validation. Their

results suggest that the proposed approach performs well and produces good results in

the form of f1-score, precision and recall. On the other hand, to automatically predict
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the severity of bug report, authors [30] proposed a deep neural network based approach

on the history data of bug report. They validate the results through cross product

validation and results show that the proposed approach performs well and increase the

performance in the form of f-measure upto 7.90%.

According to authors [31], different software engineering task such as, duplication of

bug reports, bug report summarization, bug localization and bug triage have resolved

effectively by utilizing deep learning techniques. These tasks motivate us to deploy

deep learning techniques such as CNN, RNN, and LSTM to automatically predict the

enhancement reports.

2.4 Proposed Research Work

In the existing literature, we know that the automatic prediction of enhancement reports

has been successfully implemented using machine learning techniques and for some other

applications deep learning techniques have performed better as compared to standard

machine learning techniques. Therefore in this research, we propose a deep learning

technique to automatically predict the approval/rejection of enhancement reports and

compare the performance of the classifier with machine learning classifier. The details

of our approach are discussed in chapter 3.
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Methodology

In this chapter, we presented the details of our proposed approach that categories an

enhancement report into rejected and approved classes. The first step is to get the

dataset of enhancement reports that contain status, summary and description of the

enhancement. The data is then preprocessed through different natural language pro-

cessing techniques that includes stop word removal, spell correction, tokenization, and

lowercase conversion as well as removal of unnecessary information (special characters

and URLs). Next is to compute the sentiment of each unique word in the enhancement

report using Senti4SD. The same unique words that are used for sentiment analysis are

also used to learn the features with some attention mechanism using deep recurrent neu-

ral network (RNN). Using the extracted features and sentiments of the text we train a

deep neural network based classifier, the convolutional neural network (CNN) to predict

the approval of enhancement report.
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3.1 Data Preparation

3.1.1 Dataset

Bug tracking system allows users to report a bug when a problem is occurring by using

different software applications. To maintain the quality of software applications, bug

tracking system keeps the records of reported bug and provides platform for the devel-

opers to solve their bugs. We use dataset of enhancement report that is extracted from

a real software application named Bugzilla. Enhancement report is usually formalized

as

er =< td, rs > (3.1.1)

where td shows the textual description and rs shows the resolution of the report.

3.1.2 Preprocessing

We preprocess the dataset of enhancement report using different natural language pro-

cessing techniques which include stop word removal, lemmatization, spell correction,

tokenization, and lowercase conversion. Fig 3.1. Shows all steps that involved in pre-

processing.

In first step, we remove the noisy data from the text (i.e. hex code and URLs).

Tokenization

In this step, enhancement report is tokenized into separate words, by utilizing white

spaces involved in the textual description. For example, “Add a copy Annotations

function to the annotation service" after tokenization “Add", “a", “copy", “Annotations",
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Figure 3.1: Preprocessing Steps

“function", “to", “the", “annotation", “service".

Spell checking

In this step of preprocessing, we perform spell checking and correct the mistakes found

in the spellings. For example spell checker corrects the “quikly" with “quickly".

Stop-Word Removal

In this step, we remove all the words that do not carry meaningful information and

those words are not required for the training of the model. Examples are, “is, am, are,

he, she, it," ... etc.

Inflection

In this step, we perform inflection that transformed the plural words into their singular

words. For example, “Bugs" into “Bug".
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Lemmatization

In this step, we perform lemmatization that changes each word into its root form, because

they carry the same meaning. For example, the words “playing", “plays" and “played"

are transformed into “play".

Lower case conversion

In this step of preprocessing, we convert all uppercase characters of tokenized words into

lowercase and store them as the preprocessed report. For example, “Add" into “add"

and “Annotation" into “annotation”.

Final preprocessed enhancement report is formalized as,

er =< t
′
d, rs > (3.1.2)

where t′d shows the description in the form of text and rs shows the resolution of the

report.

3.1.3 Emotion Calculation

In natural language processing to calculate the sentiment analysis of the writer is a

primary task. To check the given opinion of a reporter about a report is positive or

negative, we calculate the sentiments of the report from the given text [32]. Different

tools are available to calculate the sentiment from a document like EmoTxt [33], SentiCR

[11], Senti4SD [12], SentiStrengthSE [9], DEVA [10] and SentiWordNet [34]. We choose

Senti4SD because it represents state of the art tool and performs well rather than

SentiStrengthSE, SentiCR and SentiStrength to classify the documents. It also provides

effective and efficient results. Senti4SD calculate the sentiment of the report when we
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pass the description of report er to it and stored in the form as,

er =< td, se, rs > (3.1.3)

where td shows the description in the form of text, se shows the sentiment and rs shows

the resolution of the report.

3.1.4 Features selection

Bag of words is a simple representation of words which is used in natural language

processing as a multiset (bag). It is a frequently used model for text classification based

on frequency of words. Bag of words model extract features from each enhancement

report in the form of words frequency. The main drawback of this model, it does not

consider the semantic relationship between the words and order of the words in the given

enhancement report.

To avoid the bag of words model problems Mikolov's proposed a method named word2vec

based on skip-gram model [35]. Utilizing word2vec modelling, we convert each word

into a fixed-length vector form that captures a large number of semantic and synthetic

relationship between the words. Basically it is a neural network that predicts the words

to nearby their context. It consider the words from given enhancement report that have

same semantic meaning and context in the text. The drawback of word2vec model is, it

learns the semantic relationship between the words on an individual basis rather than

the sequence of words.

Discrepancies regarding bag of word model and word2vec model, it has been observed

that remarkable enhancement related to words sequence, words syntax and words lin-

guistic relationship is much needed. Solving these problem features selection model has
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Figure 3.2: Features Selection Model

been introduced. Fig 3.2 shows the features selection model [36]. For this purpose, we

use LSTM cell as a memory unit in the hidden layer [37] because these cells can mem-

orize the word sequence and solve the problem of vanishing gradient [38]. Particularly,

proposed model can memorize the word sequence in both directions forward and back-

wards in order to make the representation more valuable for the learning of features.

In addition, proposed model deals with extracted words mentioned in above section for

feature learning as an attention mechanism during classification [39].

Firstly, we use the repository to extract the |M|-dimensional representation to con-

struct the features selection model for each enhancement report. Secondly, by using

|M|-dimensional representation, we learn the |P|-dimensional word2vec representation.

Finally, we use the |P|-dimensional representation to check the features with LSTM cells

and it gives |R|-dimensional features of the given enhancement report. Moreover, pro-

posed model has a sequence network (RNN) which consist of a hidden layer with n units
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(h= h1, h2, . . . , hn). The RNN input is the word2vec representation (u = u1, u2, . . . ,

un) and its output is the |R|-dimensional features (O = O1, O2, . . . , On). In features

selection model each hidden unit continuously performs the same function which alters

the word ui and a previous state ti−1 into the next state ti and output word Oi.

f : {ti−1, ui} → {ti, Oi} (3.1.4)

In addition, to learn the most important words from enhancement we utilize attention

mechanism and the attention vector is derived from the weighted summation of all

outputs Oi which can be defined as,

bn =
n∑
i=1

biOi (3.1.5)

where bi is the weight of each word ui which defines the classification importance of ui.

Proposed model consists of 300 units of LSTM, 0.2 dropout, 0.001 learning rate, binary

cross-entropy based loss function with adam optimizer and set the training to 100 epochs.

In comparison, a term frequency based representation of BOW and word2vec, the size

of features selection model is much smaller. When we select the repository size as

300 for BOW representation, the size of features selection model is recorded to be less

than the word2vec representation (4 |T | ) (< 1200) [35]. For example, if we use the

40,000 enhancement reports with 200,000 vocabulary words. Bag of word (BOW) model

produces a feature matrix of size 40,000 * 200,000, at the same time features selection

model produce a compact and dense vector of feature matrix of size 40,000 * 1200.
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Figure 3.3: Overview of CNN Classifier

3.2 CNN for Text Classification

We use convolutional neural network to predict the approval of enhancement report.

Figure. 3.3 shows the layout of CNN classifier. For the following two reasons, we choose

CNN. First of all, CNN is able to learn the deep semantic relation between the words

[40]. Second, different filter sizes can be used to avoid RNN’s gradient problem [41].

Initially, we input two parts the features and sentiment of each enhancement to CNN.

Deep learning based classifier includes 3 layers of CNN, 128 filters (neuron number), 1

kernel size (filter size), binary cross-entropy loss function, and activation (neuron final

value) tanh. Second, to transform the input into a 1-dimensional vector, we move the

output of the CNN to a flatten layer [42]. Importantly, with the same setting, we input

the sentiment into a separate CNN and output is forward to a separate flatten layer.

Finally, we fully connect the neurons between layers using the dense layer and map both

inputs (features and sentiment) into a single prediction (output) using the output layer.

The output predicts the given enhancement report status (approved/rejected).
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Results & Discussion

This chapter consist of implementation of our proposed approach “Approval Prediction

for Software Enhancement Report using Deep Neural Network (APER)". Where we

proposed the updated version of Umer's and Nizamani's approaches. We provided the

complete comparison against existing approach with newly implemented approach and

analyzed the performance of APER on 10 open-source Mozilla ecosystem applications.

By investigating the following research question, we analyzed the APER performance.

4.1 Performance Analysis

Question 1: Does APER outperform than the existing approaches?

The proposed approach APER performance improvement against existing approaches is

evaluated by the first question. For the following reasons, we selected two approaches,

sentiment-based approval prediction for enhancements (SAAP) [4] and an automatic

approval prediction for enhancements (AAP) [2]. First, both SAAP and AAP are

proposed for the approval prediction of enhancements as our approach. Second, both

approaches are proposed recently and are the only approaches that represent the state-
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of-the-art.

Question 2: How do particular inputs (Sentiments and Features selection) affect APER

performance?

Second question studies the impact of both inputs (Sentiments and Features selection).

To investigate its impact on APER performance, we give one input at a time.

Question 3: How does preprocessing effect APER performance?

Third question evaluates APER performance with or without preprocessing to investi-

gate the preprocessing effect on APER.

Question 4: In the approval prediction of enhancements, does the proposed deep

learning classifier outperform machine / deep learning classifier?

A comparison between the proposed classifier and other classifier is provided by the

fourth question. We use CNN as our classifier because it has been declared recently as

the best machine learning algorithm for software documents [4].

4.2 Results Generation Process

To analyze APSERDN performance, we preprocess each reported enhancement report

through different natural language processing techniques like stop word removal, POS

tagging, spell correction, tokenization, and lowercase conversion and also remove unnec-

essary information like special characters and URLs from text. we count the sentiment

of each enhancement report using Senti4SD. After this, we combine the summary and

description of enhancement report as a sequence of words to learn the representation

using deep RNN with attention mechanism. We carry out a cross-application evaluation

to decrease validity threats by dividing all er enhancements into Qi sections according
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to their application where i = 1, 2, ..., 10. We gather er not from Qi as training set (Tr)

and enhancement Qi as testing set (Ts), for the ith cross-application evaluation. These

steps are following for the cross-application evaluation. We gather Tr from er

Tri =
⋃

jε[1,10]∧j 6=i
Qj (4.2.1)

to train different machine and deep learning algorithms including Support Vector Ma-

chine (SVM), Long-Short Term Memory (LSTM), Convolutional Neural Network (C-

NN), also train the algorithms from SAAP [4] and AAP [2] on training set (Tr). We

predict each testing set (Ts) of enhancement using trained algorithm CNN, SVM, SAAP

and AAP and calculate the accuracy, precision, recall, f-score, Mathews correlation co-

efficient (MCC) and odds ratio (OR), respectively. To analyze the APER performance

we used the well-known classification metrics (accuracy, precision, recall and f-measure).

These equations are:

Acc = T+ + T−

T+ + T− + F+ + F−
(4.2.2)

Pr = T+

(T+ + F+) (4.2.3)

Re = T+

(T+ + F−) (4.2.4)

f − score = 2 ∗ Pr ∗Re
(Pr +Re) (4.2.5)

where T+ means true positive which is the total amount of enhancement report that

were correctly predicted by the classifier as approved. T− means true negative which is

the total amount of enhancement report that were correctly predicted by the classifier

as rejected. F+ is false positive denoting the total amount of rejected enhancement

reports predicted by the classifier as approved. F− is false negative which shows the

total amount of approved enhancement reports predicted by the classifier as rejected.
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We calculate MCC and OR respectively to verify the quality and efficiency of each

classifier. The matthews coefficient of correlation is used as a measure of the quality of

binary (two-class) classifications in machine learning. MCC is essentially a correlation

coefficient between the binary classifications of observed and predicted class, it returns

the value from −1 to +1. A +1 coefficient is an ideal prediction, 0 no better than a

random prediction, and -1 suggests a complete inconsistency between prediction and

observation.

MCC = T+ ∗ T− − F+ ∗ F−√
(T+ + F+)(T+ + F−)(T− + F+)(T− + F−)

(4.2.6)

OR =
T+

F+

F−

T−

(4.2.7)

4.3 Results

4.3.1 Comparison with the baseline approaches

We compared APER, SAAP, and AAP performance results. We performed cross-

application validation for this purpose and presented it in Table 4.1 the average analysis

results of all techniques.

Table 4.1: Results of Different Approaches

Approaches Acc Pr Re F-Score MCC OR

APER 82.15% 90.56% 80.10% 85.01% 0.492 17.005

SAAP 77.90% 86.28% 66.45% 74.53% 0.487 16.189

AAP 70.94% 48.12% 52.59% 48.50% 0.355 12.491

As columns show the approaches result, rows show the results of APER, SAAP, and

AAP.
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We get the following conclusions, from table 4.1: APER perform better than SAAP

in term of accuracy, precision, recall and f-measure up to 5.46%, 4.98%, 20.54% and

14.06%. SAAP also perform better than AAP in term of accuracy, precision, recall and

f-measure up to 15.80%, 88.20%, 52.31% and 75.28%. MCC > 0 and OR > 1 average

results are true for APER and verify the proposed approach quality and effectiveness.

Whereas the APER is correct, many false +ve and false −ve are observed. For instance,

proposed approach predict the accepted report as a rejected “Create Bookmarks Widget

with placement dependent on Bookmarks Bar status" and rejected report as accepted

“Reloading resources handled by external applications". To explore the false +ve and

false −ve we randomly selected 1,000 enhancement report from repository, noticed that

due to limited (Threshold) frequency of important words that is 3, APER ignore some

words from the given enhancement report. Considerably, because APER performs best

at the frequency limit (Threshold) 3, we set the frequency limit 3. However, the basic

reason for incorrect classifications was not fully understood. We should investigate the

basic reason for incorrect classification in the future and find out solutions to decrease

incorrect classifications.

4.3.2 Effect of multiple inputs

We compared APER performance results with and without different inputs, as features

selection model and sentiment. Table 4.2 presents analysis results of APER by enabling

and disabling some inputs. The first column provides input settings while the table rows

show the APERs performance against each input.

We get following conclusions, from table 4.2: We observed that features selection model

is enough for approval prediction of software enhancement. while the performance of
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Table 4.2: Effect of multiple inputs

Input Acc Pr Re F-Score MCC OR

Features + Sentiment 82.15% 90.56% 80.10% 85.01% 0.492 17.005

Sentiment only 39.77% 51.38% 37.89% 43.62% 0.347 8.253

Features only 81.94% 87.53% 80.04% 83.62% 0.491 17.003

APER is reduced when we only used the features selection model in term of accuracy,

precision, recall and f-measure up to 0.26%, 3.46%, 0.07% and 1.66%. But it helps APER

to significantly improve the performance on SAAP and AAP. On the other hand, when

we only use the sentiments it significantly reduces the performance of APER in term of

accuracy, precision, recall and f-measure up to 106.56%, 76.26%, 111.40% and 94.89%.

We conclude that on the basis of previously done analysis when we disable the features

selection model it significantly impact on APER performance. however, sentiment and

features selection model are important to improve the performance for APER.

4.3.3 Preprocessing Impact

The textual data of enhancement report contains noisy information (e.g. hex code, punc-

tuation and stop-word). Noisy information is irrelevant, which can directly impact on

any machine learning or deep learning model performance. So, we perform preprocessing

on textual data using NLP techniques to remove the noisy information of enhancement

report. Through, preprocessing we not only increase the performance but also decrease

the computational cost of the algorithms.

We compared APER performance results by using with or without preprocessing tech-

niques. In Table 4.3, We also show the APER performance result with enabling or
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disabling preprocessing techniques. Where, columns show the performance of APER,

rows show the results with or without preprocessing.

Table 4.3: Preprocessing Impact

Preprocessing Acc Pr Re F-Score MCC OR

Enable 82.15% 90.56% 80.10% 85.01% 0.492 17.005

Disable 81.47% 87.92% 73.24% 79.91% 0.416 16.848

We get following conclusion, from Table 4.3. When we enable preprocessing techniques

APER achieves significant performance in term of accuracy, precision, recall and f-

measure up to 0.83%, 3.00%, 9.37% and 6.38%. While, when we check the APER

performance on disabling preprocessing techniques. It decreases the Mathews Correla-

tion Coefficient to 0.416 and Odd Ratio to 16.848. MCC (0.416) > 0 and OR (16.848)

> 1 average results are true for APER and verify the proposed approach quality and

effectiveness. we conclude that on the basis of previously done analysis when we dis-

able the preprocessing techniques. it decreases the APER performance and show that

preprocessing is crucial for approval prediction of software enhancement report.

4.3.4 Comparison with machine/deep learning algorithms

We compared APER performance with SVM because it’s finest algorithm in machine

learning for software engineering document [4] and LSTM is proved to be beneficial in

natural language processing [43]. Specifically, for the comparison of chosen classifiers, we

gave the same preprocessed enhancement report, features and their sentiment. We use

Long-short-term memory with the provided setting (dropout = 0.2, Activation function

= sigmoid and loss function = binary-cross entropy) and Support Vector Machine with
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default Setting.

We show the classifier results in Table 4.4. Column shows the classifier and rows show

the results of all classifier that we used.

Table 4.4: Comparison with machine/deep learning algorithm

Algorithms Acc Pr Re F-Score MCC OR

CNN 82.15% 90.56% 80.10% 85.01% 0.492 17.005

LSTM 80.73% 91.56% 74.81% 82.34% 0.484 16.917

SVM 77.95% 82.85% 71.58% 76.80% 0.465 14.984

We get the following conclusion, from Table 4.4: The CNN performs better than the

LSTM classifier in term of accuracy, precision, recall and f-measure up to 1.76%, -1.09%,

7.07% and 3.24%. Because, CNN perform well on long input as our input text, does not

require tedious and time-consuming feature modeling. CNN also useful for local and

position invariant features. CNN also performs better than the SVM classifier in term

of accuracy, precision, recall and f-measure up to 2.37%, 5.52%, 4.60% and 5.03%. SVM

has to handle high dimension input size that required high computation, while features

selection model significantly reduces the length of feature set. we conclude that on the

basis of previously done analysis in the approval prediction of software enhancement

report CNN performs better than other classifiers.

4.4 Threats to Validity

Although the labeling of Software Engineering reports is usually not accurate [4]. The

first threat to construct validity is the possibility of inaccurate enhancement report la-
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beling. So, we consider the enhancement report that are reused will be labelled correctly,

but incorrect labeling can affect the APER performance. The selection of evaluation

metrics is the second threat to construct validity. Because the confusion metrics that

are selected for enhancement report classification are the most adopted and well-known

metrics.

The threat to internal validity is we use the senti4SD for sentiment analysis of en-

hancement report because it performs better than the other available repository. Other

repositories may be used to affect APER performance. The second internal validity

threat is SAAP and AAP implementation. To minimize the threat, the implementation

and outcomes of approaches are double-checked. Furthermore, some unfolding errors

can affect APER performance. The third internal validity threat is related to the CN-

N hyperperameters that we used to train the classifier as mentioned in above section.

Changing other default parameters can affect APER performance.

The performance of APER against other datasets is a threat to external validity. As

mentioned in above section, we only test APER on 10 open source applications. The

addition of other inter / intra domain of enhancement report can affect APER perfor-

mance.
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Conclusion & future work

In this chapter, we have presented the conclusion and future work that acquired from

our proposed work.

5.1 Conclusion

We proposed a combined natural language processing, sentiment and deep learning based

approach that automatically predicts the approval of enhancement reports. The results

are compared with existing machine or deep learning algorithms such as support vector

machine (SVM), long short-term memory (LSTM), multinomial naive bayes (MNB) and

convolutional neural networks (CNN). It has been observed that the proposed approach

achieves higher accuracy, precision, recall and f-measure (82.15%, 90.56%, 80.10% and

85.01%) than the existing approaches. One of the important contribution in this research

is to leveraged LSTM for sequence generation instead of previous feature learning tech-

niques. We believe that our approach will help developers to save their time and address

user-requirements in a more efficient manner.
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5.2 Future Work

The main part of this work is to predict the approval of enhancement report automat-

ically using combination of machine or deep learning techniques. An important future

direction of our proposed work is to utilize deep learning classifiers on a large amount

of inter/intra domain to further improve the overall performance. Another aspect is to

enhance the performance of proposed approach by using different emotions. Further-

more, it will be interesting to see the effect of increasing the dataset on the approval

prediction of an enhancement report. Also labels of the known dataset can be predicted

through this approach, which is another important future direction.
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