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Abstract

Internet worms are analogous to biological viruses since they can infect a host

and have the ability to propagate through a chosen medium. To prevent the

spread of a worm or to grasp how to regulate a prevailing worm, compart-

mental models are commonly used as a means to examine and understand

the patterns and mechanisms of a worm spread. However, one of the greatest

challenges is that we have failed to produce methods to verify and validate the

behavioural properties of a compartmental model. This is why in this study

we suggested a framework based on Petri Nets and Model Checking through

which we can meticulously examine and validate these models. We investi-

gated Susceptible-Exposed-Infectious-Recovered (SEIR) model and proposed

a new model Susceptible-Exposed-Infectious-Recovered-Delayed-Quarantined

(Susceptible/Recovered) (SEIDQR(S/I)) along with hybrid quarantine strat-

egy, which is then constructed and analysed using Stochastic Petri Nets and

Continuous Time Markov Chain. The analysis shows that the hybrid quar-

antine strategy is extremely effective in reducing the risk of propagating the

worm. Through Model Checking we gained insight into the functionality of

compartmental models. Model Checking results validates simulation ones

well, which fully support the proposed framework.
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Chapter 1

Introduction

Since the discovery of computers, security has been one of the major concerns.

The first computer virus emerged over the ARPANET in 1970. The spread of

viruses was not pandemic in that era because computers were not connected

like today. Now a days, every computer is connected with each other via

internet. While internet provides many advantages, it also proposes many

security threats. The security of the internet or network is referred as network

security. There is a slight difference between network security and computer

security. Network security is like protecting all entry points of fortress while

computer security is protecting individuals inside the fortress [1].

In recent years, worms are attacking internet frequently and have caused

major trouble worldwide [2]. The purpose of attacker can be eavesdropping,

modification of some data and getting some personal information. Malicious

software is used to attack a computer system without the consent of its

owner. This term is used to represent different types of hostile and intrusive

softwares. Examples of these softwares include viruses, trojan horses, and

worms etc. In this thesis, our main focus is on worms [1].

1



CHAPTER 1. INTRODUCTION 2

1.1 Internet Worms

A computer worm propagates in a network by copying itself from one host to

another and this activity consists of three phases: locating hosts, exploiting

loopholes in the system, and execution. Worms and viruses are often used

interchangeably, however there is a small difference. Viruses require user in-

tervention in order to infect the system while worms do not require any user

intervention for infecting and propagating through the system [3].

Once host is compromised by a worm, it can be used for many despica-

ble activates like launching denial-of-Service attack, sending spam email and

downloading harmful programs etc.. Therefore, a mechanism must exist to

ensure security of computers on the internet. Worm propagation speeds on a

network are directly proportional to the increase in bandwidth. Automatic

mitigation is the only solution to stop their propagation because manual

countermeasures such as patching infected computers to immunize them, us-

ing antivirus software or firewalls, or disconnecting networks are very slow

and users do not have the habit of keeping an antivirus software updated.

Security patch for SQL Slammer had been released six months before the

worm appearance. Despite that, it caused to infect tens of thousands of

computers [1].

Intrusion detection techniques have been studied intensively in the past

decade. Worm detection techniques are either anomaly-based or signature-

based. Anomaly based techniques use statistical features of normal traffic

to determine abnormal traffic. Signature based techniques are based on the

pattern matching. They can only capture those attacks whose patterns have

been stored in their databases. Every technique have its own pros and cons

but signature based techniques are good for capturing known worms while
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anomaly based techniques are good for identifying unknown behaviours. Hy-

brid Intrusion Detection System (HIDS) is a combination of signature based

and anomaly based in one system. Hybrid Intrusion Detection Techniques

are more powerful than other techniques because these can detect old as well

as new attacks [4].

1.2 History of Internet Worms

Security threats imposed by internet worms have steadily increased, since the

discovery of first internet worm in 1988 viz. Morris Worm. Morris was named

after its creator Robert Tappan Morris. This worm caused a lot of damage

on the internet and it was launched by MIT on 2nd November 1988. On 3rd

November 1988, computers from all over the world were heavily loaded with

some unknown processes which made them very slow. Every effort to re-

cover the system was unsuccessful because processes were returning back on

the system even after rebooting or cleaning the system. That day is known

as “Black Thursday” in the history of the internet. This was the first time

people were dealing with internet worms. Creator of this worm said that he

created it only to measure the size of the internet [5].

In 1999, the Melissa worm appeared. It was first email worm. When a person

opened infected file received through outlook address book, worm checked the

contacts of address book and sent copy of itself to first 50 contacts. It spread

quickly over the internet. After advent of Melissa worm, email worms have

become common. ILOVEYOU and AnnaKornikova are examples of those

email worms. Name of these two shows that subject of mail affect the spread

of worm [6].

In March 2000, 911 worm spread through windows shares. It was slow au-
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tonomous mechanism. It basically searched remotely for C drives and then

copied its code into the victim’s startup routines. And then when user started

its computer next time, the worm became operational. It was slow spreading

as compared to other worms because it required booting in order to complete

the infection process [6].

Some other notable worms including Code Red and Nimda attacked hundreds

of thousands of computers in 2001 [7, 8]. Blaster worm (2003) employed se-

quential scanning to find its targets [9]. SQL Slammer infected more than

ninety percent vulnerable computers within 10 minutes in 2003 [10]. Witty

worm was the first world wide spreading worm that damaged infected hosts

[11]. Storm worm infected thousands of computers in 2007 [12]. Conficker

was detected in November 2008 is the largest known worm since SQL Slam-

mer [13, 14].

The safety and security of the internet has been compromised particularly

by worms that exploit zero hour vulnerabilities. The sudden advancement

of computer technologies and network applications has become a potential

haven for malicious software programs. The propagation behaviour of worms

in a system of interacting computers can somewhat be correlated with bio-

logical diseases [15, 16].

1.3 Compartmental Models

Epidemiology is the study of distribution and dispersion of the disease. Its

primary objective is to trace out those factors which are responsible for the

occurrence of disease. A large population is comprising of many individuals

with different characteristics. That is why population is divided into differ-

ent groups of individuals. These subgroups of the population are called com-
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partments. Compartmental models are suitable to describe the movement of

individual in a system especially for the disease transmission dynamics in an

epidemic condition. It must be noted that any individual cannot be in more

than one compartment at the same time. However an individual can move

from one compartment to another with some transmission rate. For example,

if individual transfer from susceptible to infectious compartment then this

rate of transfer will be called infection rate. Whereas if individual transfers

from infectious to recovered then that rate will be represented by recovery

rate. The compartment of the model is referred with some alphabets which

represent the structure of the model. For example susceptible, infectious,

exposed and recovered etc. [17].

We can apply epidemiological models in Computer Science as well. Computer

worms and biological viruses depicts the same behaviour when it comes to

the transmission of disease. In computer science we refer to disease as worm

and compartments are comprised of computers instead of humans [15].

In compartmental models, traffic is divided into different compartments.For

Example, In SIR model population is divided into three different compart-

ments.

• Susceptible: These hosts are vulnerable to worm.

• Infectious: These hosts are infected and can also infect others.

• Remove/Recovered: These hosts are dead/immune and cannot infect

others.

Worm propagation or compartmental models are used to understand propa-

gation behaviour in order to develop appropriate defence mechanisms against

future attacks [18]. A variety of worm propagation models have been pro-

posed to study the worms spread and effectiveness of number of defensive
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strategies.

According to our knowledge, previous studies have not taken into account

the effect of time delay in detecting worm and applying countermeasures on

susceptible, exposed and infectious hosts. To cope with this delay, delayed

state is introduced in the proposed model. To make our results more re-

alistic, we have introduced a transition from recovered to susceptible and

infected state because a network can never be worm free as there is al-

ways a chance of re-infection. Our proposed model is based on the hy-

brid intrusion detection, which combine features of both signature based

and anomaly based techniques. According to the above description, we have

presented a Susceptible-Exposed-Infectious-Recovered-Delayed-Quarantined

(Susceptible/Recovered) “SEIDQR(S/I)” worm propagation model by modi-

fying Susceptible-Exposed-Infectious-Recovered (SEIR), to study the behaviour

of worm’s spread and to analyse the effectiveness of a quarantine strategy

through Model Checking. This work presents the framework for studying the

worm’s propagation and validating the compartmental models. We have used

Petri Nets and Model Checking to look closely at the behaviour of the model.

Stochastic Petri Net (SPN) of the SEIDQR(S/I) is constructed and simulated

in Snoopy Tool. Continuous Time Markov Chain (CTMC) of the model is

generated in PRISM model checker to formally verify the behavioural prop-

erties of the model. The Charlie tool is used to analyse qualitative properties

of the SPN. Through SPN we have created many experiments and have stud-

ied the impact of different parameters and classes on the system. According

to our knowledge, framework based on Petri Nets and Model Checking have

not been previously proposed for this purpose. Our work presents the first

approach in that direction. This framework offers promising advantages in

terms of qualitative and quantitative analysis of compartmental models.
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1.4 Contributions

This research is an exploratory study on how worms propagate and how

different parameters have effect on their propagation. Worm propagation

models are used to understand propagation behaviour in order to develop

appropriate defense mechanisms against future attacks. Current worm prop-

agation modelling techniques are based on complex differential equations that

rely on unreasonable assumptions and may require long periods of time be-

fore getting any results [19]. Using Petri Nets, worm propagation models can

be developed with relative ease. We can also look closely at the behaviour

of the model through Model Checking and this offers promising advantages

in terms of qualitative and quantitative analyses.

Through Petri Net we have created many experiments and have studied the

impact of the parameters on the system. Moreover, we have also checked

how quarantine of worms affect the worm’s speed. We have also performed

Model Checking in order to validate our results. The main contributions of

the current research work include:

• Development of Improved Worm Propagation Model

• Reconstruction of Proposed model using Stochastic Petri Net

• Qualitative Analysis of Proposed Model using Charlie

• Construction of Continuous Time Markov Chain (CTMC)

• Quantitative Analysis of Proposed Model using PRISM

• Quantitative Analysis of Hybrid Quarantine using PRISM
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This thesis also provides correct analytical propagation model for worms.

This will help network security professionals to clearly understand the worm’s

dispersion behaviour, containment techniques and other countermeasures.

1.5 Structure of the Thesis

The rest of the thesis has been structured in the following manner: Chapter

2 gives a comprehensive literature review covering the different worm propa-

gation models. In Chapter 3, we covered the approaches used for simulation

and analyses of worm propagation model. Chapter 4, gives an overview of

the proposed SEIDQR(S/I) model and illustrates the SPN and CTMC of

the proposed model. In Chapter 5, we show the simulations using Snoopy

tool, quantitative analysis using PRISM model checker and qualitative anal-

ysis using Charlie tool. It also shows the analysis of the hybrid quarantine

strategy through PRISM model checker. We discussed the results in Chapter

6. Conclusions are drawn on the basis of results in Chapter 7.



Chapter 2

Literature Review

This chapter gives an overview of the available related research on worm

propagation modelling. Firstly, it explains the target discovery techniques

for worms. Then study on worm spreading topology is carried out. Finally,

worm propagation modelling approach is discussed

2.1 Worms Target Discovery Mechanisms

There are different target discovery techniques employed by worms. Some of

these are discussed in this subsection.

2.1.1 Scanning

It is one of the simplest target discovery techniques and has been employed

by very well-known worms like Slammer, Code Red, Code Red II, Sapphire,

Blaster, and Witty worm. This technique is based on random selection or

sequential selection of vulnerable host [20]. These techniques are explained

below.

9
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Random

In this technique, IP address of the target host is selected randomly. This

technique assumes that network is fully connected and probability of infection

of every edge is identical. Different strategies have been implemented based

on random scanning such as hit list, uniform and routable scanning [20].

Uniform

Worm employing this technique does not have any information about target

vulnerable host. It chooses IP address randomly from IPv4 address space. It

just needs a good random number generator for selection of the target host.

Some very well-known worms employed this technique are Code Red, Code

Red II and Slammer [21, 22].

Hit List

It scans and infects all hosts on the hit list, then randomly select host in order

to spread in the network. This technique can reduce the time of infection

at early stage of worm propagation and was introduced by Staniford et al.

[23]. Worms implementing these techniques spread quickly through the whole

network. Flash worm is an example of such worms [23].

Routable

This technique is based on selection of routable IP addresses; therefore it

does not consider the whole IP address space. A BGP routable worm as

BGP routing table is proposed by Zou et al. [24]. Worms following this

strategy are slow spreading because of the large payload associated as prefix.
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Localized

This strategy is based on selection of nearby vulnerable hosts instead of

random selection. It gives preference to the nodes which are closer targets.

There are three different categories of localized scanning: 1) Local Preference

2) Local Preference Sequential 3) Selective. In local preference probability of

infecting nearby nodes is higher than the far away nodes and this leads to the

increase in propagation speed. Code Red II [25] and Blaster [26] are example

of such worms. Local preference sequential method selects IP addresses in

specific order. First, it selects the starting IP address which is the address

selected by the worm and then it scans all IP addresses starting from that

point. Worm employing this strategy repeats the propagation sequence thats

why their worm propagation speed is very slow [27]. Blaster is an example of

the worm employing that strategy [28]. Selective scanning targets particular

IP address space. Worms employing this strategy have high propagation

speed if target hosts are densely distributed in particular IP address space

[27].

2.1.2 Topological

This technique follows a particular structure and uses the information con-

tained in target host. For example a worm received through email first infects

the receiver’s computer then will send copies to all contacts. Melissa and iso-

morphic worms such as social network worms, p2p worms and Bluetooth

worms are examples of such worms [6, 29, 30, 31, 32]. Worms following this

technique have high propagation speed. This method also depends on human

factor such as opening of particular email containing worm etc..
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2.2 Topologies for Modelling the Worm Prop-

agation

Network topology is an important factor for analysing the dynamics of worm

propagation. There are many networks for studying worm propagation. In

this subsection we are explaining different types of topologies applied for

epidemic modelling in research.

2.2.1 Homogeneous Networks

Any infected node can infect any other node in homogeneous networks. Ho-

mogeneous networks are fully connected and every node has the same degree.

Homogeneous models are useful for modelling the scan based worms because

these do not depend on the topology of the underlying network. Code Red

version I and II and slammer fall under the category of homogeneous net-

works. Differential equations have been used for modelling random scanning

worms based on homogeneous networks [33, 34, 35, 36]. AAWP (Analytical

Active Worm Propagation) model has been proposed for random scanning

worms based on homogeneous network by Chen et al. [36]. Two-factor

model has been proposed by Zou et al. [33] to analyse the Code Red worm

propagation.

2.2.2 Random Networks

In these networks, link is selected randomly with equal probability. Infected

node can infect the distant node quickly because path length is very short.

Email worm propagation has been studied on random networks by Zou et al.

[37].
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2.3 Worm Propagation Models

Worm propagation models are used to understand propagation behaviour in

order to develop appropriate defense mechanisms against future attacks. It

can be noted that worm propagation models are biologically inspired, e.g.

methods used in epidemic disease control. These methods used in epidemi-

ology to represent the spread of infections using either deterministic models,

which are suitable for larger systems, or stochastic models, which are suitable

for smaller systems. Similarly, these models can be implemented in computer

networks to understand worm propagation and their dynamics [18].

2.3.1 The Mathematical Approach

Many models have been developed over the years to represent internet worm

propagation such as, Simple Epidemic Model (SEM), Susceptible-Infectious-

Susceptible (SIS), Kermack-Mckendrick model (KM model), Two Factor

Model (TFM), Analytical Active Worm Propagation (AAWP) model, Sus-

ceptible -Exposed-Infected-Recovered (SEIR) etc. [17, 33, 36, 37, 38]. These

are either homogeneous models, local preference models or topological mod-

els. The distinction between different types of models is based on probabil-

ities of interaction among nodes and structure of the network. Difference

between SIS and KM model is that whether an infectious host can become

susceptible again or not. In case it cannot then we use KM model and if it can

then we use SIS model. Most of the previously proposed models [8, 26, 39]

are based on the Kermack-Mckendrick model.

By the use of worm propagation models, Anderson and May have thoroughly

explained the behavioural nature of biological diseases and parasites that can

lead to the propagation of infectious diseases in human population [40]. By
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applying the same method, via using the epidemiological models for disease

propagation we can monitor and study the behaviour of worms through-

out a network [41]. The SEIRS model presented by Mishra and Saina have

latent and temporary periods that identify the propagation of a common

worm [42]. Based on the SEIR model, Dong et al. proposed a computer

virus propagation model and studied the dynamical behaviour including lo-

cal asymptotical stability and local Hopf bifurcation of a computer virus

model using time delay as a bifurcating parameter [43]. L.-X. Yang and X.

Yang, examined the dynamics of the virus propagation, once infected sys-

tems are running on the network with positive chance [44]. Under human

intervention Gan et al. examined the behaviour of computer virus propaga-

tion [45]. Ren et al. gave a new computer model for virus propagation and

studied the dynamic behaviour of the model [46]. Quarantine is common and

an effective way of containing the worms [10]. The use of quarantine strat-

egy has produced some extraordinary results, successfully regulating diseases

[10, 40, 41, 42, 43, 46, 44, 45, 47]. Wang et al. combined both a dynamic

quarantine strategy and a vaccination in an epidemic model and referred this

new model as SEIQV model [48]. Zou et al. proposed a new model with dy-

namic quarantine strategy based on two-factor model [10].

All these models are mathematical based on different state transition models

and investigate the scan based and topology based worms. These models are

discussed in detail in the following subsection.

Homogeneous Scan based Models

These models are based on the assumption that each host has an equal prob-

ability of infecting any other host in the network. Homogeneous networks

are unstructured which means they do not follow any topology. Code Red
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I, II and Slammer are example of scan based worms and they do not follow

any topology constraints [8, 22, 49, 50]. Homogeneous models can be further

categorized into two types: Discrete Time and Continuous Time.

Discrete Time Models

These models are described by the set of difference equations.

Analytical Active Worm Propagation

Analytical Active Worm Propagation (AAWP) model is a discrete time model

and it characterizes the worm propagation based on random scanning strat-

egy. It is based on the assumption that no host will be infected more than

once and network is unstructured [26].

Local Analytical Active Worm Propagation

Local Analytical Active Worm Propagation (LAAWP) model is extended

form of AAWP model. LAAWP is an example of discrete time model. It

is used to analyze the worm propagation based on localized scanning tech-

nique. It works on the basis of giving different priority to different nodes. In

LAAWP model nodes near infected nodes are highly susceptible to infection

as compared to distant nodes [26].

Continuous Time Models

These models are described the set of differential equations.

Simple Epidemic

It is an SI model. In this model whole network is divided into two types

of hosts: Susceptible and Infectious. It is also known as Classical Epidemic

model. This model contains only one transition from susceptible to infec-

tions. Many researchers have used SE model to describe worm propagation

for example Code Red [8] and Slammer [22]. Following differential equation

describe SE model:
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dI(t)

dt
= βI(t)[N − I(t)] (2.1)

I(t) represents the number of infectious hosts at time t. β represents the

infection rate. N represent the size of the population.

Kermack-McKendrick

Kermack-Mckendrick (KM) model categorizes each host in one of three states:

Susceptible, Infectious and Recovered at any instant of time. KM model takes

into account the recovery process of the hosts as well [51]. There are two

transitions in this model. One is from susceptible to infectious state and other

is from infectious to recovered state. Hosts will either stay in susceptible or

recovered state forever. The following set of differential equation describe

the KM model:
dS(t)

dt
= −βS(t)I(t) (2.2)

dI(t)

dt
= βS(t)I(t)− γI(t) (2.3)

dR(t)

dt
= γI(t) (2.4)

Here t is the time, S(t) are the number of hosts at time t, I(t) are the number

of hosts at time t, R(t) are the number of hosts at time t , β is the infection

rate, γ is the removal rate The following equation should hold in the model:

N = S(t) + I(t) +R(t) (2.5)

where N is the population size.

Susceptible-Infectious-Susceptible

Susceptible-Infectious-Susceptible (SIS) model states that host can go back

to the susceptible state again after recovering from infection. The following
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set of differential equation describes the SIS model:

dS(t)

dt
= −βS(t)I(t) + γI(t) (2.6)

dI(t)

dt
= βS(t)I(t)− γI(t) (2.7)

Here t is the time, S(t) are the number of hosts at time t, I(t) are the number

of hosts at time t,β is the recovery rate,γ is the removal rate.

The following equation should hold in the model:

N = S(t) + I(t) (2.8)

where N is the population size.

Two-Factor

Two-Factor (TF) model takes into account the removal of susceptible hosts

as well while KM model just consider the removing of infectious hosts. TF

model also assumes that infection rate is not constant. Zou et al. [33] in-

troduced the TF model which is basically the extension of KM model with

variable infection rate and human countermeasures. TF model can be rep-

resented by the following set of differential equations:

dI(t)

dt
= β(t)I(t)[N − I(t)−R(t)−Q(t)]− (

R(t)

d(t)
) (2.9)

dR(t)

dt
= γI(t) (2.10)

Where t is the time, β is the variable infection rate, I(t) are the number

of infectious hosts at time t, R(t) number of removed hosts from infectious

hosts at time t, Q(t) number of removed hosts from susceptible state at time

t and N is the population size.
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Susceptible-Exposed-Infectious-Recovered

Susceptible-Exposed-Infectious-Recovered (SEIR) model is one of the vari-

ous extensions of KM model [15, 52]. In SEIR model an exposed state is

introduced between susceptible and infectious class. SEIR model is more re-

alistic than KM model. Hosts experience incubation period when transition

from susceptible to exposed class occurs. Hosts in exposed class are infected

but not infectious yet. After staying in exposed class for some period of

time, hosts move from exposed to infectious class in order to infect other

hosts. Conficker worm spread through the network with incubation period

of 3.5 h which makes the SEIR model more suitable for studying the worm

propagation [53].



Chapter 3

Methodology

In this chapter, we review methods and tools which we are going to use for

simulation and performance analysis purpose of our model. This chapter

sheds light on the theory behind Model Checking and Petri Nets. The ob-

jective is to help the readers understand the basics of Model Checking and

Petri Net theory and motivate the use of this theory for modelling the worm

propagation models.

3.1 Methodology Overview

In the light of literature review, we have selected the SEIR epidemiologi-

cal model and reconstructed it by introducing delayed state and re-infection

probability. The new model was named as SEIDQR(S/I). We developed

Stochastic Petri Net (SPN) of the proposed mode and simulated using snoopy

tool. Then we have generated the Continuous Time Markov Chain (CTMC)

for property verifications. The methodology followed in this study is pre-

sented in Figure 3.1 and explained below.

19
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Literature
Review 

Selection of
SEIR Model

Implementation in 
Stochastic Petri Nets 

Conversion to
Continuous

Time Markov Chain 

Simulation
and Analysis

Analysis of
Properties

Formation of
SEIDQR (S/I) Model 

Speci�cations of
the Model

Conversion of
Speci�cations to 

CSL

Figure 3.1: Workflow of the Proposed Framework
After reviewing literature, SEIR model is selected and a new SEIDQR(S/I)
is proposed by modifying SEIR model. SPN of the proposed model is con-
structed and analysed in Snoopy and Charlie, after which the system is con-
verted to CTMC and specifications are encoded in CSL for quantitative
analysis in PRISM model checker.

The following sections explains the Petri Net and Model Checking approach.
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3.2 Petri Net

Petri Net is a powerful graphical and mathematical modelling tool. A set of

linear algebraic equations can be described by the help of Petri Net model.

We can also represent many mathematical models depicting behaviour of the

system using Petri Net tools. This helps in formal analysis of the model to

check the behavioural properties of the system. Petri Nets are also suitable

for depicting natural logical interactions among various parts of the system.

This theory originated from Carl Adam’s Publications in 1962 [54, 19].

Petri Nets have been acknowledged as a powerful formal verification tool in

many theoretical as well as applicative fields. It is used for formal specifi-

cation of several type of systems like deterministic, parallel, concurrent, dis-

tributed, non-deterministic and asynchronous. It has applications in many

fields like engineering, business, mathematics, chemistry and manufacturing

etc.. Since its acceptance as formal verification framework in 1962, there has

been many improvements on the initial design of Petri Nets. These improve-

ments adds some additional functionality to the basic Petri Net structure

[54, 19].

A Petri Net is a bipartite directed graph consisting of three types of objects:

places, transitions and arcs. One partite consist of places and other consist

of transitions. Directed arc are used to connect places with transitions and

transitions with places. Graphically, Places are represented by circles and

transitions are represented by boxes. A place is called an input place of

the transition if there is an arc from that place to a transition. A place is

called an output place of the transition if there is an arc from transition to

that place. Places are marked with token. These token defines the intitial

marking of the Petri Net [54, 19].
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3.2.1 Petri Net Semantics

The Petri Net semantics derive the behaviour of the Petri Net and is de-

scribed by the firing rules, which consist of preconditions and the firing it-

self. The firing of any transition depends on the tokens. If every place in

the input set of a transition contains a number of tokens greater than or

equal to the place-transition arc weight then the transition is said to be fire-

able. Figure 3.2 example explains the firing of a transition. If transition has

empty input set of places then transition is always enabled and is said to be a

source transition. Figure 3.3 gives the example of a source transition. Firing

of a transition consist of removing token from every input place according

to the arc weight and adding tokens to every output place of a transition

according to the output arc weight. After firing, a new marking of a Petri

Net is obtained. All these repeated firing sequence of transitions depicts the

behaviour of the whole Petri Net. A transition without any output place is

called sink transition. This transition consumes all tokens and it does not

produce any token [54]. Figure 3.4 explains the sink transition.
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Before Firing After Firing

t1
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2
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p1 p
2
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3
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3

Figure 3.2: Firing Rule
Figure 3.2 shows the firing rule of a transition. When transition t1 is fired
then a token from places p1 and p2 is removed and is placed in place p3.

t1

p1

Figure 3.3: Source Transition
Figure 3.3 shows that source transition t1 with one output place p1
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t1

p1 p
2

Figure 3.4: Sink Transition
Figure 3.4 shows the sink transition t1 with two input places p1 and p2.

The dynamics of the Petri Net are described by the means of a reachability

graph. Reachability graph shows the markings reached by the firing of tran-

sitions. In other words, reachability graph is basically a state space diagram

of the Petri Net behaviours. Any marking is reachable from initial marking

if there exists a firing sequence from the initial marking of the Petri Net.

Reachability set of a Petri Net consist of all markings which are reachable

from the initial marking of a Petri Net [54].

Definition of Standard Petri Net

“A Standard Petri Net [54] is defined by 5− tuple 〈P, T, F,W,M0〉 where;

• P is a finite set of places {p1, p2, ..., pm}

• T is a finite set of transitions {t1, t2, ..., tm}

• F ⊆ (P × T ) ∪ (T × P ) is a set of arcs

• W is a weight function of arcs

• M0: is initial marking P → {0, 1, 2, ...} ”

where P ∩ T = ∅ and P ∪ T 6= ∅. The example in Figure 3.5 illustrates the

definition of the Standard Petri Net.
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Figure 3.5: Example of a Standard Petri Net.
(A) A Petri Net consist of a set of places {p1, p2}, set of transitions {t1, t2}
and an initial marking M0 consisting of one token in place p1. Initial marking
M0 has an impact on structural properties of the Petri Net. In this example,
the weight of the arcs is not specified so every arc weighs 1. The enabling
degree of a transition is determined by number of times a transition can be
fired without depositing a token again to the input place of a transition
through self-loop. In case of above example t1 is 1 enabled and t2 is 0
enabled from the initial marking M0.(B) The reachability graph obtained
from initial marking M0 of the Petri Net. A reachability graph consist of
set of places which can be reached from M0 and arcs which are labelled with
enabled transitions. This graph shows one cycle: (1, 0) → (0, 1) → (1, 0)
and contains no deadlock. To reach marking M1 = (0, 1) from marking
M0 = (1, 0), a firing sequence S consist of a transition t1 once and transition
t2 zero times.

3.2.2 Timed and Stochastic Petri Nets

Petri Net has evolved over time with increase in their functionality. It helps

in modelling and analysing more complex systems. In this section, we will

explain the Timed and Stochastic Petri Nets.
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Timed Petri Nets

In a timed Petri Net time delays are assigned to transitions. Once a transition

is enabled then it is fired after the time delay associated with it [19]. Since

in most cases these delays are not deterministic therefore considering them

as random variable with more than one outcome will be a better choice.

Stochastic Petri Nets

“A Stochastic Petri Net (SPN) [19] is defined by 6− tuple 〈P, T, F,W,M0,Ω〉

where P, T, F,W,M0 are same as described in the definition of the Standard

Petri Net and Ω represents the function Ω : T → R which assigns rate to a

transition t ∈ T according to the negative exponential distribution function

which is a probability distribution that describes the time between events

in a stochastic process i.e. a process in which events occur continuously

and independently at a constant average rate. It has the property of being

memoryless ”. It is defined as:

Pr [d1 ≤ t+dt | d1 > t] = µ.dt

The probability density function (pdf) ‘h’ and cumulative distribution func-

tion (cdf) ‘H’ of the exponential law [55, ch. 3, p. 110] are given as,

h(t) = µ.e−µt

H(t) = Pr [d1 ≤ t] = 1 - e−µt

The evolution of Stochastic Petri Net is described by a Continuous Time

Markov Chain (CTMC) where a state represents a marking of the Petri Net

[19]. This is basically the most important feature of Stochastic Petri Net

because by analysing CTMC we can obtain the probabilities of the states.

If priorities are also assigned to the transition in Stochastic Petri Net then
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it is called Generalized Stochastic Petri Net. In Generalized Stochastic Petri

Net, some transitions are immediate transitions and these transitions are

fired with zero time delay [19]. The example in Figure 3.6 illustrates the

definition of the Stochastic Petri Net.
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Figure 3.6: Example of a Stochastic Petri Net.
(A) The SPN consist of a set of places {p1, p2, p3}, set of transitions {t1, t2},
rates µ1, µ2 and an initial marking M0 = (2, 2, 0). In this example t1 is 2
enabled and t2 is 0 enabled from the initial marking M0.(B) The reachability
graph obtained from initial marking M0 of the Petri Net. (C) The Markov
Chain obtained from the reachability graph in (B). Every reachable marking
of the SPN is associated with a state of the Markov Chain and a transition
between states is labelled with the product of the enabling degree and rate.
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There are several behavioural properties of Petri Nets [54, 56, 55] and some

of these are described below:

• Reachability: This property is used to study dynamic properties of the

system. A marking Mk is reachable from initial marking M0 if there

exists a firing sequence from M0 to Mk.

• Liveness: A live Petri Net is a deadlock free Petri Net and from any

marking, there exists a firing sequence which contain all transitions.

• Reversibility: This property ensures that there will always be a way

back to the initial marking M0 from all reachable markings commencing

from M0.

3.2.3 Qualitative Properties of Petri Net

Petri Net framework allows to check various properties of the system. These

properties are divided into two types:

1. Structural

2. Behavioural

Following section explains the structural and behavioural properties which

can be analysed through Petri net.

Structural Properties

These properties depends on the overall structure of the Petri Net. These

are independent of the initial marking of the Petri Net. Following are the

some structural properties of the Petri Net [57]:

• Pure: No self-loops in a Petri Net
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• Ordinary: Every arc weights 1

• Connected: There is no disconnected part in a net

• Strongly Connected: There must exist a directed path from node a to

node b and node b to node a as well

Behavioural Properties

These properties characterize the behaviour of the system and are depen-

dent on the initial marking of the system. Following are some behavioural

properties of the system [57]:

• Boundedness

• Liveness

• Reversibility

• Invariance

3.3 Model Checking

Testing or simulation-based system analysis techniques are not as effective

as an automatic model-based verification approach [58]. Model Checking in

particular, is a more powerful tool capable of exploring a whole state space.

[59]. A model checker is used to examine whether the model of a system

which is specified in some modelling formalism such as Petri Nets, meets the

requirements of a system which are usually encoded in some temporal logic

such as CTL (Computation Tree Logic) or PCTL (Probabilistic Computation

Tree Logic) [60]. In order verify largest system, one has to deal with state

explosion problem. That is why, it is not best for verifying infinite state
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space systems. The size of the system state space affect the performance of

Model Checking process. In recent years, enormous research work had been

done focusing this problem. In the following section, we will explain the

Model Checking process, the Probabilistic Model Checking and Continuous

Stochastic Logic.

3.3.1 The Model Checking Process

The Model Checking process consist of three steps. First of all, design of the

system is converted into a formalism which is accepted by Model Checking

tool. After that, system requirements are converted into logic specifications.

And then, automatic verification of the system is conducted. Figure 3.7

explains the Model Checking process.

Figure 3.7: Model Checking Process
Model checker takes the system model and property specification as input
and generates two types of output: (1) true which means property is satisfied
(2) false which means property is not satisfied, generating a counter example.

These steps are discussed in detail in the following sections.

System Modelling

In modelling of the underlying system, we design the formalism accepted by

a model checker. Formal modelling is a critical step because it owes many
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limitations over time and memory. We may have to build the abstraction of

the system in order to overcome these limitations. It is not a very simple

step to build a model of the system, because we have to include all neces-

sary information and we also have to eliminate all unnecessary details. For

example, in case of communication protocols, we may ignore the contents of

messages but we focus on the exchange of messages. A state is basically an

instantaneous description of the system. The state of the system changes in

result of some actions. These action are described by transitions [59].

System Specification

System requirements are specified as properties that the designed model must

satisfy. There are different ways of expressing properties. Generally, proper-

ties are specified using temporal logic. We can verify many properties [59]

like:

• Safety: This property ensures that something bad will never happen.

• Liveliness: This property ensures that something good will eventually

happen.

System Verification

System model is specified in model checker. Then state space is being gener-

ated for analysis purpose. After that various system properties are checked

against that model. If a particular property is not satisfied then a counter

example is generated [59].



CHAPTER 3. METHODOLOGY 32

3.3.2 Probabilistic Model Checking

Probabilistic Model Checking is a variant of a formal verification technique

and is used for analysing and modelling a system which shows stochastic

behaviours. In Probabilistic Model Checking, probabilistic model of the sys-

tem is checked against various probabilistic properties, to decide whether a

model satisfy a particular property or not. There are two types of outputs

of a probabilistic model checker: (1) ‘True’ signifying that the property is

satisfied or ‘False’ signifying the property is dissatisfied. (2) ‘Numerical Num-

ber’ indicating the probability or expected time [61]. The Model Checking

approach used in this study is probabilistic which is based on CSL. PRISM

model checker is used for this purpose because PRISM supports CTMCs with

CSL [61]. There are many probabilistic model checkers and have been used

by many users for different purposes. Our work concenters on the PRISM

model checker. PRISM supports CTMCs for the logic CSL and PCTL.

3.3.3 Continuous Stochastic Logic

The temporal logic used in CTMCs is CSL which is based on both CTL and

PCTL [62, 63]. It gives powerful means to specify path based, reward based

as well as traditional properties [61]. The syntax of CSL is as follows:

φ ::= true | a | ¬φ |φ1 ∧ φ2 | (P∼p[φ1 ∪I φ2] |S∼p[φ] | R∼r[Fφ]

Where a represents the atomic proposition,∼∈ {>,≥,<,≤} , p=[0, 1], I is an

interval of R≥0 and r, t ∈ R≥0.

CSL formulae are evaluated over the CTMC states. A formula s |= φ indi-

cates that φ is true in state s of CTMC model. CSL contains all standard

operators from propositional logic: true (all states satisfy); atomic proposi-
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tions (true in all states labelled with a); negation (¬φ is true in all states

in which φ does not hold) and conjunction (φ1 ∧ φ2) will be true in a state

in which both φ1 and φ2 hold). We can drive other standard operators like

disjunction and implication from these standard operators.

Furthermore, CSL includes probabilistic operators as well like P and S. Both

probabilistic operators include probability bound ∼ p. We write P∼p[Ψ] to

indicate the CSL formula Ψ is true in a state s if the probability of CSL path

formula meets the bound ∼ p. The S operator is used to verify the steady

state behaviour of the CTMC in long run.

CSL also has another operator R to calculate those properties which require

expected value of reward. R∼r[Fφ] is used to calculate the accumulated

value of the expected reward before a state is reached where φ is satisfied.

[61, 64].

Semantics of CSL over CTMC

Let C=(S,R, L) represents the labelled CTMC. For any state s ∈ S the

formula s |= φ is defined inductively by:

s |= true ∀ s ∈ S

s |= a ⇐⇒ a ∈ L(s)

s |= ¬φ ⇐⇒ s 6|= φ

s |= φ1 ∧ φ2 ⇐⇒ s |= φ1 ∧ s |= φ2

s |= P∼p[ψ] ⇐⇒ prob(s, ψ) ∼ p

s |= S∼p[φ] ⇐⇒
∑
s′ |=φ

πs(s
′
) ∼ p

where Prob(s, ψ) = Pr{w ∈ Path(s) | w |= ψ}. In CTMC, proba-

bilistic operators P, S,R can be used to generate the quantitative result by
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replacing the bound with =? [61, 64].

3.4 Softwares

As mentioned earlier, Snoopy tool is used for Petri Net modelling and sim-

ulation of the system. PRISM model checker is used for analysis of the

quantitative properties and quarantine strategy. Charlie tool is used for

analysis of the qualitative properties of the system.

3.4.1 Snoopy

Snoopy is a tool used to design, animate and simulate Petri Nets. Snoopy is

comprised of many frameworks like stochastic, hybrid and continuous Petri

Nets. It also allows construction of high level Petri Nets like colored Petri

Nets [57]. The SPN of the proposed model is constructed in Snoopy tool

[57].

3.4.2 PRISM

PRISM is a probabilistic model checker and is used to automatically verify

probabilistic systems using continuous stochastic logic. It provides support

for three types of probabilistic models: (1) DTMC (2) MDP and (3) CTMC.

PRISM accepts the probabilistic model written in the PRISM modelling

language, builds the corresponding probabilistic model against it and then

uses CSL for the verification of the behavioural properties of the model. This

research work focuses on the CTMC developement of the proposed model

in PRISM model checker and verification of the properties encoded in CSL.

[65, 66].
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3.4.3 Charlie

Charlie is a software tool that performs analysis of Petri Nets. It is used to

verify a list of properties of the Petri Nets such as reachability, liveness and

boundedness etc. This tool is used for the verification as well as validation of

the systems in different domains. Charlie is used to perform structural, in-

variants based, reachability graph based and behavioural analysis of the Petri

Nets. In this paper, we have used Charlie to perform qualitative analysis of

different properties of the proposed system [67].



Chapter 4

Model Formulation

This chapter explains the new proposed sytem, SPN of the proposed system

and finally, CTMC of the proposed system.

4.1 SEIDQR(S/I)

Taking into account the worms having exploited zero day vulnerabilities,

the host could not be immunized by the usually effective and reliable safety

patches. Susceptible hosts initially face an incubation period (exposed) fol-

lowing infection prior to becoming infectious, for this reason people may

try placing countermeasures as a precautionary attempt to immunize the

exposed and infectious host. However, this can be time consuming and po-

tentially aggravate the harm caused by worms if they are unknown. Due to

the existence of the delays, the infectious hosts are put through a temporary

state (delayed) before quarantining and recovery. We considered introducing

delayed stage prior to the quarantined stage in order to compensate for the

delays experienced by the hosts.

It is important to note that there is no permanent immunity in the real net-

36
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work. The only immunity a node achieves in a real network is temporary, for

this reason we must observe the real phenomena of possible re-infection. In

order to address this issue, a node reverts to the susceptible and infectious

compartment again in the proposed model.

Quarantine strategy is dependent on two types of intrusion detection sys-

tems, which can be categorized as misuse and anomaly intrusion detection.

They both have their pros and cons but misuse intrusion detection systems

recognizes the attack behaviour of potential threats with its broad database

constructed of known attack behavioural patterns. This is beneficial to an

extent but with regards to unknown worms variants, it fails to recognize them

as a threat by not having the data of their behavioural patterns. On the con-

trary, anomaly detection systems are able to recognize abnormal behavioural

patterns which help in the detection of unknown worms and their variants.

The quarantine strategy proposed in this study is based on both, anomaly

and misuse intrusion detection system. Although, anomaly detection tech-

nique can detect unknown worms, it is accompanied by false-positive rates

and because of that two transitions have been added with rates n1 and n2

from susceptible and exposed classes.

According to the above description, we have proposed a SEIDQR(S/I))

model with hybrid quarantine strategy. Presumably, the host will be in

one of the following states: Susceptible state (SUS), Exposed state (EXP ),

Infectious state (INF ), Delayed state (DEL), Quarantined state (QUA) and

Recovered State (REC) with initial condition N = SUS0 + EXP0 + INF0 +

DEL0 + QUA0 + REC0 . Here, SUS(t) are the number of susceptible nodes at

time t, EXP (t) are the number of exposed nodes at time t, INF (t) are the

number of infectious nodes at time t, DEL(t) are the number of delayed nodes

at time t, QUA(t) are the number of quarantined nodes at time t, and REC(t)
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are the number of recovered nodes at time t. β denotes the infection rate.

α is the rate at which exposed hosts become infectious. There are many

parameters which will be used throughout the study and they are listed in

Table 4.1. Figure 4.1 represents the proposed SEIDQR(S/I) model.

SUS EXP

DEL

QUA

REC

INF

αβ

γ

ω
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3φ 2φ
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Figure 4.1: The states and the transitions of SEIDQR(S/I) model
The rectangles represent the compartments and the arrows represent the
movement of hosts from one compartment to another. The labels on the
rectangles indicate the type of compartment i.e. susceptible, exposed, infec-
tious, delayed, quarantined and recovered. The labels on the arrows indicate
the rate of transmission of hosts from one compartment to another.
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Notation Explanation

N Total size of population
SUS(t) Number of susceptible hosts at time t
EXP (t) Number of exposed hosts at time t
INF (t) Number of infectious at time t
DEL(t) Number of delayed hosts at time t
QUA(t) Number of quarantined hosts at time t
REC(t) Number of recovered hosts at time t
β The rate at which susceptible hosts become exposed
α The rate at which exposed hosts become infectious
γ Quarantined rate of delayed hosts
δ Recovery rate of quarantined hosts
n1 Delayed rate of susceptible hosts
n2 Delayed rate of Exposed hosts
n3 Delayed rate of Infectious hosts with anomaly detection
n4 Delayed rate of infectious hosts with signature based detection
ϕ1 The rate at which susceptible hosts become recovered
ϕ2 The rate at which exposed hosts become recovered
ϕ3 The rate at which infectious hosts become recovered
ω1 The rate at which recovered hosts become susceptible
ω2 The rate at which recovered hosts become infectious

Table 4.1: Notations and Explanation

The population size of the model is equal to constant N at any instant of

time and the population is closed.

SUS(t) + EXP (t) + INF (t) +DEL(t) +QUA(t) +REC(t) = N

4.2 Petri Net Model

We have presented an approach through which we can model network epi-

demiological systems through Petri Nets with relative ease. Petri Net mod-

elling of the real system is sometimes called Condition-Event net. Petri Net

places are used to identify conditions of the system and transitions represent

the flow from one condition to another. An event can only occur if all the
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conditions are satisfied i.e., input places are marked with sufficient tokens.

We are using SPN to model our proposed system because we can easily gen-

erate CTMC though SPN as SPNs are isomorphic to CTMC [19].To model

an SEIDQR(S/I) as a SPN, we need to represent the host population which

consist of different compartments. For this purpose, places are used to rep-

resent the states or compartments of the system i.e. susceptible, exposed,

infectious, delayed, quarantined and recovered. Hosts are represented by the

tokens and dynamic part of SEIDQR(S/I) is modelled by transitions labelled

as t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12, t13 and these transitions

originate the flow of hosts from one state to another with specified rate. Fig-

ure 4.2 illustrates the SPN of the proposed model.
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Figure 4.2: The SPN of the Proposed model
The SPN of the proposed model consists of a set of places P =
{SUS, EXP , INF , DEL, QUA, REC} and set of transitions T =
{t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12, t13} and initial marking
M0 = (1000, 0, 1, 0, 0, 0).
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4.3 PRISM Model

We have chosen a Probabilistic Model Checking approach because it provides

both probabilistic analysis and conventional reachability. Through Proba-

bilistic Model Checking, we will be able to accumulate accurate answers as

compared to approximate solutions obtained through simulation. State space

explosion is the only drawback of Probabilistic Model Checking [58].

We initiated the model definition, writing keyword “ctmc” in the begin-

ning, to explicitly mention the type of probabilistic model used in this study.

Then we mentioned the sequence of possible values upheld by state vari-

ables SUS, EXP , INF , DEL, QUA and REC . In our case, we choose to let

them vary between 0 and upper-limit labelled as Max. It is not necessary

to specify upper-limits using parameters, but it helps to maintain the clar-

ity of the model. Then, we labelled the module enclosing the transition

rules as “SEIDQRSI”. After mentioning state variable names and defining

their range within square brackets, keyword “init” is used to define the ini-

tial value of the variable. Then, we gave the definition of transition rules

β, α, γ, δ, n1, n2, n3, n4, ϕ1, ϕ2, ϕ3, ω1, ω2. The list of transition

rules are separated from the list of conditions using a symbol − >. Then

we end the module by writing the keyword “endmodule”. We specified a

reward structure by writing a reward rule between keywords “rewards” and

“endrewards”.

Then, we encoded behavioural properties in CSL in order to verify against

the proposed model. Some of these behavioural properties are listed below:

• Expected number of hosts at any time instant t.

• Probability of reaching the maximum number of infectious hosts
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• Invariance principle

CTMC of the Proposed Model is given in the Appendix A.



Chapter 5

Results

In this chapter, first we present the simulation results obtained through the

Snoopy tool and then the verification results obtained through PRISM and

Charlie tools.

5.1 Simulation Using Snoopy

We present the simulation results using Snoopy tool. Initial values of the net-

work are: N = 1001, SUS(0) = 1000, EXP (0) = 0, INF (0) = 1, DEL(0) =

0, QUA(0) = 0, REC(0) = 0, β = 0.7, α = 0.66, γ = 0.9, δ = 0.8, n1 =

0.01, n2 = 0.01, n3 = 0.01, n4 = 0.02, ϕ1 = 0.001, ϕ2 = 0.005, ϕ3 =

0.004, ω1 = 0.0001 and ω2 = 0.0001.

Figure 5.1 shows the behaviour of all states of the proposed system with re-

spect to time. The results predict that the proposed system is asymptotically

stable. Figure 5.1 shows that recovered class has a powerful impact on all

other classes of the network. Initially, it can be seen clearly that infection is

of a lesser degree but with time it increases gradually. We observe over time

that REC(t) increases whereas INF (t) decreases. We also notice that we still

44
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have some infected nodes at 100th time unit, which proves our assumption

that real network can never be completely free from infection. It also shows

the important role of the quarantine strategy. The quarantined computers

are kept under observation and treated with anti-virus software.
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Figure 5.1: Dynamical behaviour of the proposed system

Figure 5.2 shows the result of the proposed model without implementation

of the quarantine strategy. We see that infectious hosts are diminishing very

slowly and recovery process is slow as well. Figure 5.1 shows the behaviour

of the model’s entities of the proposed system using quarantine strategy. We

see from Figure 5.1 that infectious hosts are diminishing sharply when we

applied quarantine strategy.
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Figure 5.2: Dynamical behaviour of the proposed system without
Quarantine

Figure 5.3 shows the results of susceptible, exposed and infectious classes with

respect to the quarantine class. We observe in this Figure that nodes from

these classes (Susceptible, Exposed and Infectious) are recovering quickly

with application of the quarantine strategy.
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Figure 5.3: Quarantine effect on different compartments

Figure 5.4 shows the behaviour of infectious class with and without quaran-

tine implementation. We observe that when hosts are infected then quaran-

tine is very effective solution.
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Figure 5.4: Dynamic behaviour of infectious class with and
without quarantine

Figure 5.5 shows the relationship between recovered and susceptible com-

partments. We can observe decrease in susceptible nodes when recovered

nodes are increasing. It shows that as time passes, recovered hosts increases

gradually. It means susceptibility towards worm decreases with time.
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Figure 5.5: Behaviour of susceptible versus recovered
compartment

For next analysis, all parameters are same except these: γ = 0.01, δ =

0.1, n1 = 0.001, n2 = 0.001, n3 = 0.001, n4 = 0.002.

We see in Figure 5.6 that the worm is spreading quickly in the whole network

and nodes are becoming infectious with high pace when infection rate is

higher than the recovery rate.
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Figure 5.6: Behaviour of infectious compartment when infection
rate is greater than the recovery rate

5.2 Verification Results

This section contains the verification results of the proposed system.

5.2.1 Verification of Quantitative Properties using PRISM

In the context of several applications, formal methods have been used to un-

derstand and characterize the behaviour of population models. Probabilistic

Model Checking is a fully automated formal method for verifying quanti-

tative properties of systems that exhibit stochastic behaviour. It is based

on the exhaustive searching of the state space. We can check various be-
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havioural properties regarding time and probabilities through Probabilistic

Model Checking [61].

For quantitative analysis, we have developed a CTMC in PRISM model

checker. The logic used is Continuous Stochastic Logic (CSL) which is an

extension of Probabilistic Computation Tree Logic (PCTL). PCTL itself is

a variant of CTL (Computation Tree Logic) where the path quantifiers (A

and E) are replaced by a probabilistic operator (P ) [61]. We can also use the

keyword “filter” to customize the PRISM properties. Filters are represented

using the following form:

filter(op, prop, states), where op denotes the operation we want to per-

form, prop denote the property we want to verify and states is boolean

valued expression representing all those states over which we are verifying

the specified property using filter [68].

For analysis purpose, the parameters in the experiments are: N = 10, SUS(0) =

9, EXP (0) = 0, INF (0) = 1, DEL(0) = 0, QUA(0) = 0, REC(0) = 0, β =

0.7, α = 0.66, γ = 0.9, δ = 0.8, n1 = 0.01, n2 = 0.01, n3 = 0.02, n4 =

0.03, ϕ1 = 0.001, ϕ2 = 0.005, ϕ3 = 0.004, ω1 = 0.001 and ω2 = 0.001.

We verified the behavioural properties in PRISM. We have checked a list of

behavioural properties and some of those are illustrated below:

• P =? [F INF = 0]

This formula inquires, “what is the probability that infection will be

eradicated eventually?”. This property is verified with probability 1.

It means that retreat of the infection is unavoidable. The probability

of reaching the state where infected individuals are 0 is 1.

• P =? [F REC > SUS]

This represents the probability that recovered individuals will be greater

than susceptible individuals. In other words, it means that most of the
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population is infected at certain points of time. This property is verified

with probability 1 in the proposed model which means that most of the

population first became infected at certain times and then eventually

recovered.

• P =? [F ≤ 10 INF = N/2]

It shows the probability that half of the population will be infected

within 10 time units. The results shows that there is a 99 percent

chance of infection spreading in half of the population within 10 time

units.

• P =? [F ≤ 10 INF ≤ SUS]

This property inquires, “what is the probability that infected nodes

will exceed the susceptible nodes within 10 time units?”. This property

shows how the worm is spreading in the initial period of time. There is

a 99 percent chance that infected individuals will exceed the susceptible

within 10 time units.

• P =? [F ≤ 10 INF = N ]

It represents the probability that the whole network will be infected

within 10 time units. There is only a 12 percent chance of the infection

spreading in every computer within this time.

• P ≥ 1 [G (SUS + EXP + INF +DEL +QUA +REC) = N ]

This property represents the very important principle “Invariance”. It

represent the probability that sum of all nodes will be equal to the

size of the population. This should be the case in our proposed model

because the population can never be negative. Since our model is based

on closed population, this property should globally hold and the result

shows that it is true in the proposed model.
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• R =? [F INF = 0]

This property inquires, “what is the expected time for a network to be

eventually infection free?”. The expected time for the extinction of the

worm is 58 time units.

• filter(forall, P ≥ 1 [F REC = N ])

This states that we will eventually reach a state, initiating from any

reachable state, where all hosts are recovered with probability 1. This

property is true in the proposed model.

• S =? [INF = 0]

This property represents the long run probability (steady state) of the

worm’s extinction from the network. The result obtained through this

property shows that there is a 70 percent chance of the worm being

neutralized. This shows that network is never going to be infection

free, there will always be a chance of re-infection. Model Checking

results successfully validates the simulation results.

These behavioural properties allow us to know if behaviour of SEIDQR(S/I)

model is stable and valid at every instance of time.

5.2.2 Verification of Hybrid Quarantine Strategy using

PRISM

In order to analyze the effectiveness of the quarantine strategy through Model

Checking, the parameters in the experiments are same as defined above.

Table 5.1 summarises the results of Model Checking with and without quar-

antine strategy based on these parameters. Model Checking validates the use

of quarantine strategy in worm containment. We have compared results in
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three scenarios. In the first scenario, we have checked the probability of the

whole network becoming infectious within 10 time units. It shows a huge

difference in results with and without quarantine implementation. When we

have implemented quarantine strategy it shows that there is only a 12 percent

chance of spreading the worm in the whole population within 10 time units

but without quarantine it spreads rapidly. Without applying the quarantine

strategy there is a 74 percent chance of the infection spreading throughout

the whole population within 10 time units. In second scenario, we have in-

quired, “What are the chances that half of the population will be infected

within 10 time units?”. In that particular case probability is equal in both

cases with and without quarantine strategy. In third scenario, we have inves-

tigated the chances of the network becoming infection free within 100 time

units. In case of the quarantine strategy, there is a 91 percent chance that

whole network will be infection free within the specified time limit. In case

of without the quarantine strategy, there is a 0 percent chance that whole

network will be infection free within 100 time units.

Property
Probabilities
With Quarantine

Probabilities
Without Quarantine

P =? [F ≤ 10 INF = N ] 0.1207 0.7412
P =? [F ≤ 10 INF = N/2] 0.9999 0.9999
P =? [F ≤ 100 INF = 0] 0.9131 0.0029

Table 5.1: Results with and without Quarantine for sample size 10

Table 5.2 summarises the results of Model Checking with and without quar-

antine strategy based on the above mentioned parameters except that popu-

lation size is 26 now, susceptible hosts are 25 and infectious host is 1. In the

first study, we have checked the probability of the worm infecting the whole

population within 10 time units. The probability of the infection spreading

across the whole population after implementing the quarantine strategy was
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minimal, on the contrary, without the use of the quarantine strategy the

probability of infection increased by 40 percent. In the second experiment,

we discovered that the probability of the infection spreading to half of the

population was 0.9999 within 10 time units, with or without the implementa-

tion of the quarantine strategy. In the third experiment, we have discovered

that with the implementation of the quarantine strategy, almost 69 percent

of the population was infection free within 100 time units but the percentage

was considerably less without quarantine.

Property
Probabilities
With Quarantine

Probabilities
Without Quarantine

P =? [F ≤ 10 INF = N ] 0.0013 0.3972
P =? [F ≤ 10 INF = N/2] 0.9999 0.9999
P =? [F ≤ 100 INF = 0] 0.6849 0.0016

Table 5.2: Results with and without Quarantine for sample size 26

This analysis indicates the significance of implementing mitigation techniques

in the initial stages of an infection which otherwise would be incredibly dif-

ficult to control and may cause severe harm to the majority of the hosts and

this will be very costly. The results in Table 5.1 and 5.2 shows the impor-

tance of implementing the hybrid quarantine strategy. It also enlightens the

fact that within a larger population the speed of a worm’s spread gradually

decelerates with time. The results reported in Table 5.1 and 5.2 also indi-

cates that smaller population recovered quickly as compared to the larger

population.
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5.2.3 Verification of Qualitative Properties using Char-

lie

The reachability graph is strongly connected which means that the graph is

homogeneous. Each pair of markings are reachable from one another. Since

the proposed system (compartmental model) is homogeneous therefore, the

reachability graph is homogeneous. This reachability graph indicates that all

markings of the model always end up in a cycle which also states that the

system is deadlock free, reversible and live. This model ensures the invariance

principle which means that population will never be negative. This property

can be ensured by P-invariant and is verifiable in our model. Figure 5.7

shows the reachability graph of the SPN.

Figure 5.7: Reachability Graph
Figure 5.7 shows the reachability graph consisting a total of 56 unique mark-
ings and 273 transitions with initial marking M0=(2, 0, 1, 0, 0, 0).
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Discussion

In this work, we have proposed a new model called SEIDQR(S/I) model

which was based on the delays experienced by the hosts before worm con-

tainment and possible reinfection probability. We presented modelling of a

compartmental model via Petri Net approach. Moreover, in order to study

the dynamic behaviour of the proposed model we used two types of analysis

techniques: Simulation and Probabilistic Model Checking.

It is important to model and study the behaviour of the system before re-

sulting to deployment. Sometimes, models are developed after deployment

as well in order to study the dynamics of the systems. The domain of com-

munication systems are full of queries regarding cost and efficiency etc.. In

order to resolve these problems it requires the construction and study of ana-

lytical and simulation models before the development and deployment of the

systems. It is necessary to develop models for qualitative and quantitative

understanding of the systems. The nature of traffic between communication

systems is unpredictable and therefore, it is typical to develop a stochastic

model to represent such systems [19]. Therefore, in this study we have used

SPN to construct models. Mathematical models have been conventionally
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used for analysis of worm propagation. However, these models rely on unrea-

sonable assumptions and may require long periods of time before getting any

results [19]. In this work, we have used the SPN to model worm propaga-

tion. Then, CTMC of the proposed model is constructed in PRISM model

checker.

Our results are comparable to Mishra and Tyagi [69] where dynamical be-

haviour is achieved after quarantining 50 nodes. Our model encapsulated a

population of 1000 nodes and generated results more accurately by quaran-

tining 30 nodes while retaining similar behavioural curves, as that of Mishra

and Tyagi [69].

The analysis of the CTMC strongly validates the results obtained through

simulation of the SPN, which makes the proposed framework valid for ap-

plication in the field of epidemiology. The analysis obtained through Model

Checking also supports assumption that real network is never infection free.

There is always a chance of possible re-infection. We have already showed

this through simulation of the SPN. We verified the structural property of

the SPN through Charlie tool. Since proposed model is homogeneous, it

should be strongly connected and this was confirmed through Charlie tool.

We also verified some behavioural properties of the SPN such as reachability,

liveliness, reversibility and deadlock freeness through Charlie tool.

A major disadvantage of the modelling approach is the computational cost

of the method. In order to evaluate quantitative properties via the Proba-

bilistic Model Checking method, it requires a reasonable amount of time (in

hours). To overcome this computational obstacle we had to limit our sample

size to the maximum of 26 hosts. A possible solution to this problem is to

use approximate Model Checking [70]. However, Probabilistic Model Check-

ing offers promising outcomes in the analysis of dynamics of compartmental
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models and therefore, it is worth further investigation.



Chapter 7

Conclusion

In this thesis, we have proposed a framework to formally verify and vali-

date the compartmental models via Model Checking and simulation. The

proposed framework can be applied to any epidemiological compartmental

network model. Beginning with the development of a SEIDQR(S/I) model in

Petri Nets and PRISM, we were able to get insight into how SEIDQR(S/I )

works. On the basis of proposed methodology, we were able to simulate

as well as investigate the SEIDQR(S/I) model through queries encoded in

CSL. By varying different parameters of the proposed model, we verified its

behavioural properties. Using this approach, we checked certain situations

through these properties such as when the worm’s infection will be at its peak

point, its duration and so on and so forth. The Petri Net approach described

here have allowed us to perform modelling of the system easily and quickly as

compared to other analysis methods. According to this work, we have come

to the conclusion that quarantine strategies are extremely effective in reduc-

ing the risk of propagating the worm and, in fact, have an outstanding effect

in regulating it. Probabilistic Model Checking allowed us to explore many

behavioural properties of our model. The proposed approach is applicable
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for both understanding worm propagation and developing more challenging

worm defence strategies. There are many factors that effect worm propaga-

tion such as delay, bandwidth and activity of device in the network, which

cannot be neglected and will be taken into consideration in our future works.
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Appendix A

Supplementary Content

A.1 CTMC

ctmc //Specifying the type of probabilistic 
model 

 

const int Max;   //Upper limit 

const int N;   //Population size 

const double v_beta; //The rate at which susceptible hosts 
become exposed 

const double v_alpha; //The rate at which exposed hosts 
become infectious 

const double v_n1;  //Delayed rate of susceptible hosts 

const double v_n2;  //Delayed rate of Exposed hosts 

const double v_n3; //Delayed rate of Infectious hosts with 
anomaly detection 

const double v_n4; //Delayed rate of infectious hosts with 
signature based detection 
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const double v_phi1; //The rate at which susceptible hosts 
become recovered 

const double v_phi2; //The rate at which exposed hosts 
become recovered 

const double v_phi3; //The rate at which infectious hosts 
become recovered 

const double v_omega1; //The rate at which recovered hosts 
become susceptible 

const double v_omega2; //The rate at which recovered hosts 
become infectious 

const double v_gamma; //Quarantined rate of delayed hosts 

const double v_delta; //Recovery rate of quarantined hosts 

 

 

module  SEIDQRSI  //Name of the module 

 

 

//Definition of State Variables 

DEL:  [ 0..Max ]  init 0;  //Delayed Hosts 

INF:  [ 0..Max ]  init 1;  //Infectious Hosts 

QUA:  [ 0..Max ]  init 0;  //Quarantined Hosts 

REC:  [ 0..Max ]  init 0;  //Recovered Hosts 

SUS:  [ 0..Max ]  init N-1; //Susceptible Hosts 

EXP:  [ 0..Max ]  init 0;  //Exposed Hosts 
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//Definition of Transition Rules 

//If guards are met then state variable will be updated by the 
specified rate. 

[n4]        

(INF > 0) & (DEL < Max )-> (v_n4) * INF :  

(DEL' = DEL + 1) & (INF' = INF - 1); 

[omega2] 

(REC > 0) & (INF < Max )-> (v_omega2) * REC :  

(INF' = INF + 1) & (REC' = REC - 1); 

[phi2] 

(EXP > 0) & (REC < Max )-> (v_phi2) * EXP :  

(EXP' = EXP - 1) & (REC' = REC + 1); 

[phi3] 

(INF > 0) & (REC < Max )-> (v_phi3) * INF :  

(INF' = INF - 1) & (REC' = REC + 1); 

[n3] 

(INF > 0) & (DEL < Max )-> (v_n3) * INF :  

(DEL' = DEL + 1) & (INF' = INF - 1); 

[n1] 

(SUS > 0) & (DEL < Max )-> (v_n1) * SUS :  

(DEL' = DEL + 1) & (SUS' = SUS - 1); 

[omega1] 

(REC > 0) & (SUS < Max )-> (v_omega1) * REC :  

(REC' = REC -1) & (SUS' = SUS + 1); 
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[phi1] 

(SUS > 0) & (REC < Max )-> (v_phi1) * SUS :  

(REC' = REC + 1) & (SUS' = SUS - 1); 

[delta] 

(QUA > 0) & (REC < Max )-> (v_delta) * QUA :  

(QUA' = QUA - 1) & (REC' = REC + 1); 

[gamma] 

(DEL > 0) & (QUA < Max )-> (v_gamma) * DEL :  

(DEL' = DEL - 1) & (QUA' = QUA + 1); 

[n2] 

(EXP > 0) & (DEL < Max )-> (v_n2) * EXP :  

(DEL' = DEL + 1) & (EXP' = EXP - 1); 

[alpha] 

(EXP > 0) & (INF < Max )-> (v_alpha) * EXP :  

(EXP' = EXP - 1) & (INF' = INF + 1); 

[beta] 

(SUS > 0) & (EXP < Max )-> (v_beta) * SUS :  

(EXP' = EXP + 1) & (SUS' = SUS - 1); 

 

endmodule  //end of module 

 

//Definition of the reward 

rewards "time" 

 true : 1;  //assign reward 1 to each state 

endrewards 

//end of reward 
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