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Abstract

HuR, an RNA binding factor, is a widely expressed regulator of many cellular mRNAs

at both transcriptional and post-transcriptional level. The over-expression of HuR is

known to favor the progression of different types of cancers including RCC. Discrete

modeling, based on the kinetic logic formalism has gained acknowledgment in the

study of the interaction of genes and their Biological Regulatory Networks (BRNs).

The approach helps to analyze a BRN precisely and make predictions about behaviors

associated with normal or diseased conditions. In this study, we model the HuR

associated BRN with the discrete modeling approach of René Thomas. The logical

parameters for the model are inferred with model-checking approach implemented in

the tool SMBioNet. The qualitative model predicts cyclic and stable state behaviors.

Cycles represent the homeostasis of all the entities in the BRN. The stable states show

the over-expression of all the proteins (AKT, HuR, NF-kB and GRB10) which can

potentially lead towards Renal Cell carcinoma (RCC) while the loss of expression level

will mediate the system towards apoptosis which is predicted in the second stable state

where all the entities are down regulated. Additionally, the discrete model is converted

into a hybrid model by incorporating clocks and delays in order to predict conditions

in the form of constraints pertaining to homeostatic trajectories. The most significant

delay constraint which is common in every cycle, suggests that while designing drugs

for RCC the degradation rate of GRB10 must be kept higher than the activation rate of

NF-κB. Suppression of GRB10 can reduce the constitutive activation of this pathway

in RCC. Thus our findings suggest that GRB10 may be an attractive remedial target
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in the HuR associated pathway for the therapeutic interventions against RCC.
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Chapter 1

Introduction

Cancer is rapidly becoming a worldwide pandemic as it causes 1 in 8 deaths globally

[1]. According to the International Agency for Research on Cancer, there were 12.7

million new cancer cases in 2008 and with the same rate, the global cancer burden is

expected to nearly double to 21.4 million cases and can result in 13.5 million deaths by

2030 [1]. Pakistan has a major cancer burden and increasing tendency of risk factors,

it is a nation in dire need of cancer control.

Kidney cancer is the most deadly urologic cancer and the primary cause of cancer

deaths which is ranked at sixth position in the developed nations [2]. The most com-

mon type of kidney cancer is Renal Cell Carcinoma (RCC) also termed as Renal Cell

Adenocarcinoma or Renal Cell Cancer. Almost 9 out of 10 cases of kidney cancers are

usually RCC [3]. RCC generally grows as a solitary or multiple tumors in a single or

both kidneys. RCC is only engaged to the region of renal pelvis or renal medulla which

makes it distinct from kidney cancer and it only applies to the cancer that forms in the

lining of the kidney bed (i.e. in the renal tubules) [4]. It is considered as a challenging

disease regardless of the enormous efforts in latest years to come up with an efficient

treatment. The best likelihood of therapy lies in the early recognition of the infection

when the cancer is organ-confined and hence opens for radical surgical removal [5].

The present study will pave the way for possible prospects to modify the cure for renal
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cancer patients in the upcoming days.

1.1 Role of the Human Antigen R in RCC

Human antigen R (HuR) is the first RNA Binding Protein that is revealed to play a

significant role in carcinogenesis and cancer progression. HuR increases the stability

and elevate the intensity level of many cyclins which trigger CDK’s at different cell

cycle points which subsequently increase the tumor mass [6]. Many human malignan-

cies are reported to be caused due to over-expression of HuR including renal cancer,

gastric cancer, breast cancer, ovarian tumor and skin carcinoma [7].

Experimental data suggest that over-expression of HuR is significantly associated

with the particular clinicopathological features, advanced stage, and poor survival in

patients of RCC [7]. Several targets of HuR reported in previous studies are involved

in RCC. The HuR protein binds to the mRNA of Cyclooxygenase (COX-2) and shuttle

from nucleus to the cytoplasm, where it stabilizes the COX-2 mRNA. Previous findings

reveal that knockdown of HuR using siRNA also reduced the expression level of COX-

2 [8]. The expression of COX-2 was shown to be linked with an advanced stage of

RCC and other clinicopathological features such as tumor size and grade. In addition

to COX-2, HuR can also regulate the expression level of parathyroid hormone-related

protein (PTHrP) protein by binding its mRNA. HuR knock down also decreases the

expression of PTHrP [8, 9]. Inhibition of PTHrP leads to cell death in RCC, and

comes out to be one of the important prognostic factors in the treatment of RCC [10].

Over-expression of HuR also increases the expression of Vascular Endothelial Growth

Factor (VEGF) protein in hypoxic cells by stabilizing VEGF mRNA [8]. Therefore,

studies confirmed that the pathological over-expression of HuR by just a few folds can

lead to tumorigenicity while the loss of HuR expression induces immediate cell death,

thus the regulation of HuR expression must be very tightly controlled in biological

systems.
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1.2 Problem Statement

HuR has been considered as a major therapeutic target in RCC for scientists. In the

current study, we are interested in finding out the role of HuR abberant expression in

mediating renal cancer when it binds the mRNA of Human Growth factor receptor-

bound protein 10 (GRB10) and positively regulates its expression [11]. GRB10 stimu-

lates the functioning of serine/threonine kinase AKT by translocating it to the plasma

membrane, where AKT is phosphorylated and activated by the enzyme phosphatidyli-

nositol 3-kinase PI3K [12]. AKT activates Nuclear Factor Kappa B (NF-κB), which

regulates HuR transcription [11]. In this way HuR carries out a vital role in cell sur-

vival by increasing AKT signaling in a positive feedback loop. Over-expression of HuR

in this signaling pathway may potentially lead towards RCC. Therefore, by modeling

this pathway with formal approaches, we can analyze the dynamics of HuR expressions

along with the expression of other entities of this pathway in order to identify targets

for drugs in RCC. Targeting this pathway or one of its downstream target genes, par-

ticular for RCC, may thus constitute future targets for therapeutic intervention. Thus,

the modeling and analysis of HuR associated pathway can help in identifying suitable

targets which can appear as a promising preference to improve the efficacy of novel

anti-cancer therapies against RCC.

1.3 Theme of the Study

The primary theme of the study is the use of logical approach introduced by René

Thomas which is utilized to study HuR associated pathway in RCC. The study also

use the model checking approaches to infer logical parameters of HuR associated Bi-

ological Regulatory Network (BRN) of the pathway satisfying the biological observa-

tions. Discrete modeling helps to observe and analyze the qualitative behavior of the

BRN particularly, homeostasis (cycles) and stable states. Computational approaches
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from network biology are utilized for more in-depth analysis of network. Additionally,

discrete model is transformed into a hybrid model in HyTech by incorporating time

delays for activation and inhibition to analyze the conditions in the form of delay

constraints characterizing homeostasis. The modeling process is illustrated with a toy

example of BRN.

1.4 Organization of the Thesis

The thesis starts with the extensive knowledge and background of the proteins involved

in HuR associated pathway in Chapter 2. Then, all the computational approaches used

in this study are described in Chapter 3. The results acquired by using the modeling

and analysis approaches for the HuR related BRN are illustrated in the Chapter 4

along with the discussion based on the biological significance of the obtained results.

Finally, Chapter 5 concludes this thesis.
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Chapter 2

Literature Review

2.1 Epidemiology and Risk Factors for RCC

Renal Cell Carcinoma (RCC) is the most fatal of all the urologic malignancies[3, 13].

RCC accounts for 2-3% of all cancer cases and causes about 100,000 deaths worldwide

annually [14]. RCC is estimated to account for 90-95% of neoplasms which occur in

the kidney and cause around 3% of adult sarcomas [15]. The average frequency of

RCC in men is estimated to be 12 in 100,000 while in women is 5 in 100,000. [14]. It

is the ninth most common cancer in women and seventh most in men [16]. RCC is not

a solitary cancer but a collection of many types of tumors with different histological

subtypes [17]. It can grow as either familial (inherited), or sporadic (non-inherited)

forms, and both can be related with different chromosomal genetic mutations. There

are sixteen types of RCC, out of which six are grouped under familial disorders, while

ten under sporadic forms [18].

Renal cancer is usually asymptotic until the late stages of the cancer. More than

50% of RCC cases are detected incidentally by using non-invasive imaging to investi-

gate the variety of nonspecific symptoms [19]. The major symptoms of RCC includes

blood in the urine of patient, flanked pain [20], fever, fatigue, weight loss and swelling

in the legs and ankles. Certain types of renal tumors and cancer treatments have been
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shown to cause hypertension. Users of diuretics and other anti-hypertensive medica-

tions also are associated with an increased risk of RCC. Excess body weight has been

accounted for over 40% RCC cases in the US and over 30% in Europe [21]. Moreover,

cigarette smoking is also hypothesized to elevate RCC cases through chronic tissue

hypoxia due to carbon monoxide exposure which can play significant role in DNA

damage. Chronic renal failure, radiation exposure and regular use of tobacco also

contribute towards the increasing risk of RCC.

2.2 Types of RCC

RCC is divided in to four distinct subtypes. The different types of RCC are generally

distinguished by the way that cancer appear when viewed under a microscope.

1. Clear Cell Renal Cell Carcinoma

The most common histological and familiar sporadic subtype is Clear cell renal

cell carcinoma (CcRCC) [22, 23]. It usually arises from the proximal tubular

epithelium in renal cortex and is differentiated by a distinct granular or clear

cell appearance. As the lipid- and glycogen-rich cells seems clear on eosin and

hematoxylin staining so during histological preparations the high lipid content

is dissolved in cytoplasm which leaves a clear cytoplasm that is why it is termed

as clear renal cell carcinoma [24]. CcRCC comprises greater than 80% of all

subtypes of RCC. [25].

2. Papillary Renal Cell Carcinoma

The second most common subtype of RCC is Papillary Renal Cell Carcinoma.

Papillary RCC begin from the distal tubular epithelium [26] and it accounts for

10-15% of all renal malignancies. Due to its tubulo-papillary and predominantly

papillary structural design, it was separated from the category of other renal cell

carcinomas.

7



3. Chromophobe Renal Cell Carcinoma

Chromophobe Renal Cell Carcinoma (ChRCC) is another type of RCC. The in-

cidence of ChRCC is similar in both men and women. At stage 1 or 2, nearly

86% of all the ChRCCs cases are estimated to be diagnosed. ChRCC has better

prognosis than other forms of RCC. The prevalence of metastatic illness is 6-7%

in ChRCC while about 5% of cases comprises of renal vein invasion. The median

tumor size is larger than any other type of RCC which is predicted to be almost

6.0 cm [27]. It contains prominent cell membrane with outsized multilateral cells.

Cytoplasm is whitish and resistant to staining with eosin and hematoxylin. The

tumor blood vessels have substantial walls and are eccentrically hyalinized [28].

Figure 2.1: Macroscopic view of subtypes of renal cell carcinoma: (a) Clear cell
renal carcinoma contains alveolar arrangement of cells with clear cytoplasm and nested
tumor cells. (b) Papillary renal cell carcinoma have variable proportion of tubules and
papillae. (c) Chromophobe renal cell carcinoma have granulated cytoplasm and have
tight intracellular cohesion with distinct cell borders [29]. (d) Collecting duct renal cell
carcinoma exhibits tubulo-papillary architecture with undefined bounds and prominent
nuclei [30].

4. Collecting Duct Renal Cell Carcinoma
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Collecting Duct Carcinoma (CDC) starts from the epithelium of the collecting

ducts. Almost 1% of total kidney cases are comprised of CDC. Prognosis of

patient depends on well defined gross and microscopic criterion [26].

2.3 Influence of the RNA Binding Protein HuR in

RCC

Human antigen R (HuR) belongs to the ELAV like Hu- protein family of RNA Binding

Proteins (RBPs) [31, 32], which is revealed to play a significant role in the progression

of RCC [33]. It can either function as tumor suppressor or as an oncogene by reg-

ulating the expression of different target genes [7]. Experimental data suggests that

HuR over-expression is significantly associated with the particular clinicopathological

features, advanced stage, and poor survival in patients of RCC [7]. It is identified that

intracellular HuR is mostly confined to a small area within the nucleus of resting cells.

Under various environmental factors such as heat shock, energy depletion or ultravi-

olet radiations etc, HuR-mRNA complex is translocated to the cytoplasm [11]. After

carrying out the process of stabilization, HuR detaches itself from the mRNA and

returns quickly to the nucleus . This translocation from the nucleus to the cytoplasm

comes out to be an essential aspect of HuR role in stabilization. But the majority of

the exogenous stimuli result in an extensively increased cytoplasmic accumulation of

HuR protein [7]. Apart from HuRś role as an mRNA stability protein, elevated levels

of cytoplasmic HuR have been found in many types of cancers [7]. The present study

is carried out to illustrate the intracellular pathway involved in RCC carcinogenicity

and to identify molecular targets that might be used to design proficient, targeted,

and protected therapies for this refractory disease.
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Figure 2.2: Signaling pathway involving HuR: One of the major intracellular
signaling pathways responsible for promoting cell survival is initiated by the enzyme
PI3K, which is activated by either Receptor Tyrosine Kinases (RTK) or G protein-
coupled receptors (GPCR’s). PI3K phosphorylates the membrane phospholipid PIP2
to form PIP3, which activates AKT, a serine/threonine kinase. PIP3 recruits the
protein kinase AKT to the plasma membrane where it is activated as a result of phos-
phorylation by PDK. AKT then phosphorylates a number of proteins that contribute
to cell survival [34].
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2.4 Signaling pathway involving HuR

Previous studies have suggested interaction between HuR function and serine/thre-

onine kinase AKT (also known as protein kinase B\PKB) signaling [35]. This sig-

nalling is initiated by the enzyme phosphatidylinositol 3-kinase (PI3K), which is

activated by either receptor tyrosine kinases (RTK) or G protein-coupled receptors

(GPCR’s). The lipid kinase PI3K phosphorylates phosphatidylinositol-bisphosphates

(PIP2), generating phosphatidylinositol-trisphosphates (PIP3), which recruit the AKT

and 3-phosphoinositide-dependent kinase (PDK) to the plasma membrane. Phospho-

rylation by PDK activates AKT. The signal branches at the level of AKT, regulating

downstream proteins that control translation and transcription. During transcription,

AKT affects numerous transcription factors including NF-κB transactivation poten-

tial and induce RelA/p65 phosphorylation. In Renal Tubule Cells (RTC), activation of

NF-κB promotes HuR transcription, as HuR is a direct transciption target of NF-κB

[35]. HuR binds to the mRNA of Human Growth factor receptor-bound protein 10

(GRB10) adapter protein and positively regulates its expression. GRB10 stimulates

the functioning of AKT by translocating it to the plasma membrane, where AKT is

phosphorylated and activated by PI3K, [12] thus, forming a positive feedback loop

[12]. Studies indicated that GRB10 is critical for AKT activation under both normal

and stressed conditions [36]. In this way HuR carries out a vital role in cell survival

by increasing AKT signaling in a positive feedback loop (Figure 2.2) [7]. The effect of

this positive feedback loop is increased during stress. HuR controls its expression via

negative feedback loop and maintains its level at steady and comparatively low physi-

ological levels [7, 37]. HuR is primarily cytoplasmic in trauma or stress which possibly

interrupts the negative feedback loop, thus leading to increased HuR levels and poten-

tial oncogenic transformations [36]. Aberrant expression of HuR has been shown to

reduce cell viability or promotion of pathological proliferation and invasiveness [38, 39].

Pathological over-expression by just a few folds can lead to carcinogenicity while the
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loss of HuR expression induces immediate cell death, therefore, the regulation of HuR

expression must be tightly controlled in biological systems [33, 40, 41]. These findings,

therefore reveal, the control of HuR expression and elucidate its role in a key pathway

that has implications not only for cell survival under stress, but also for HuR’s role in

promoting tumor growth [7, 11, 32, 40].

2.5 Modeling Approaches

Current advances in molecular and computational biology are useful to study the com-

plex transcriptional regulatory networks by finding the interactions between proteins

and genes [42, 43, 44, 45]. The model presented in Figure 2.3 is created by using the

René Thomas [46, 47, 48] formalism for computational verification the results of in

vitro studies and for evaluating the role of HuR aberrant expression in mediating RCC

[49, 50].

In this study, we performed a formal analysis of HuR associated pathway and its

downstream targets using discrete and hybrid models [51, 52]. We have analyzed the

role of HuR over-expression under stress which potentially leads towards RCC. The

BRN is obtained by keeping the most important entities in which we were interested

and abstracting the remaining ones, provided that the behavior is preserved (Figure

2.3). We then used the modeled BRN for obtaining the logical parameters from SM-

BioNet [53, 54, 55]. These parameters were used in GenoTech which computed the

qualitative cycles and two stable states. This approach helped us to study a BRN and

to make predictions about those steady states which lead to normal or diseased con-

ditions. Additionally we transformed the discrete model into a hybrid model [56, 57]

in HyTech [58] by incorporating time delays for activation and inhibition [59]. The

computation of convergence domain enabled us to observe the parametric constraints

governing the oscillatory behavior of all proteins. Through the relation matrices of the

trajectories [60], we extracted the most significant pair wise constraints, the violation

12



Figure 2.3: HuR associated BRN: AKT activation stimulates NF-κB activity, which
promotes HuR transcription. HuR binds to the adapter protein GRB10 and regulates
its expression. GRB10 facilitates the translocation of AKT to plasma membrane where
PI3K phosphorylates and activates AKT by forming a positive feedback loop [12]. The
model has been reduced by implicit modeling of involved entities whilst keeping their
behavior preserved. Thresholds are given positive and negative signs. Positive sign
represents activation while negative signifies inhibition. [11, 34, 36].

of which will interrupt the cyclic behavior and diverge the system towards either of the

stable state. Our study suggests that all proteins showed oscillatory behavior in the

system and will maintain their expression. HuR shuttles from the nucleus to the cyto-

plasm under cellular stress, where there is a chance that its auto-regulatory behavior

gets interrupted leading to its uncontrolled transcription [36]. Our analysis verified

that the over-expression of all entities plays a pivotal role in mediating renal cancer

while the loss of expression will mediate apoptosis [11, 36, 61]. The most important

prediction based on the analysis of hybrid model is that the rate of degradation of

13



GRB10 is higher than the activation rate of NF-κB in all the cycles representing the

homeostasis of entities particularly HuR. Previously it was reported that NF-κB and

HuR maybe targeted for drugs against RCC [8, 62, 63]. Since NF-κB is involved in

many important cellular activities and HuR oscillation is vital against RCC. There-

fore we suggest that GRB10 maybe a better target as compared to NF-κB and HuR.

These findings suggest that novel therapy should target GRB10 i.e. inhibitor should

be identified or designed to suppress GRB10.
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Part II

Modeling and Analysis

15



Chapter 3

Methodology

The essential biological systems can be represented in the form of networks which

provide a backbone for dynamic modeling and structural analysis [64]. Structural

analysis incorporates the use of graph-theoretic measures to obtain information on

the organization of the network where as the dynamic models reveal the fact that

the vertices of the network are molecular species, and also illustrate that how the

population level of these species alter over time [47].

3.1 Biological Regulatory network (BRN)

Current advances in computational biology have made achievable the study of complex

biological networks [65] that explain gene expression precisely by interactions between

proteins and DNA. Biological Regulatory Network (BRN) is the illustration of multiple

interactions inside a cell, it helps us to understand the relationship between cellular

entities [66]. The components of the BRN composed of nodes and edges. The nodes

of the BRN mainly consist of genes, proteins and mRNAs while the edges indicate the

interactions between nodes. The activation of an entity is shown by a positive sign

whereas inhibition is represented by a negative sign. We can deal with enormously

complex and advanced biological networks by knowing about the components existing
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Figure 3.1: The methodology employed to the model for the analysis of HuR associated
BRN

.
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within a cell. Formal approaches can be used to model and analyze the behavior of

the entities involved in the BRN.

3.2 René Thomas Approach

In 1970s, René Thomas presented a Boolean approach for biological systems in which

the expression of the entities such as genes and proteins were declared as on or off. This

approach was used to depict the qualitative nature of the entities, where the evolution

of entities were represented by a state transition graph [46, 47, 48, 67]. Later on, René

Thomas expanded it up to the multivalued levels of fixation and named it as “Kinetic

logic”. BRNs have a significant role in all life processes such as cell cycle regulation,

cell differentiation, and metabolism [68]. Any interruption in these cellular processes

can lead to different diseases, the mechanism of which can be studied by understanding

the dynamics of BRN.

3.2.1 Semantics of René Thomas Formalism

The Semantics of René Thomas formalism [60, 69] are shown by a dummy example of

BRN which comprises of three entities n1, n2 and n3 as shown in Figure 3.2.

Definition 1 (Directed Graph). A directed graph G is a tuple <V, E >where V is a

set of vertices and E ⊆ V × V is a set of edges.

The set of vertices and edges for the directed graph in Figure 3.2 are {n1, n2, n3}

and {(n1, n2 ), (n2, n3), (n3, n1)} respectively. In graph G=(V,E), G−(n) and G+(n)

represent the predecessors and successors of a vertex n ∈ V, respectively. (n1, n2) is

an edge which is directed from n1 → n2, where n2 is known to be its head and n1 is

called as tail. G−(n1) = {n3} and G+(n1) = {n2} denote the set of predecessors and

successors of a vertex n1 ∈ V, respectively.
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n1

n2n3

+1

+1

+1
(n3, n1)

(n2, n3)

(n1, n2)

Figure 3.2: Toy example of a BRN: Entities are labeled as n1, n2 and n3. (n1, n2 ),
(n2, n3), (n3, n1) represents the direction of edges, whereas 1 indicates the threshold
level with a positive sign representing activation of the entity.

Definition 2 (Biological Regulatory Network (BRN)). A Biological Regulatory Net-

work (BRN) is a labeled directed graph G=(V,E), where set of vertices V represents

biological entities, and E ⊆ V × V represents the interaction between entities. Every

edge ni → nj is labeled by a pair (fninj , αninj), where fninj is a positive number for

representing a qualitative threshold and αninj is either a (+) sign for activation or a

(-) sign for deactivation of an entity.

• Each vertex ni has a limit uni which represents the total number of targets of ni

and is equal to out-degree of ni, such that uni = |G+
(ni)
|.
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• Set Wni = {0, 1 · ··, rni} of an entity ni represents the qualitative concentration

levels where rni = max{fni.nk |nk ∈ G+(ni)} .

Definition 3 (States). The qualitative state s ∈ S of a BRN, G =(V,E), is a tuple

representing the qualitative expression level of all biological entities and the set of states

can be expressed as S = Πni∈VWni. The states are qualitatively characterized by vector

(sni)∀ni∈V , where concentration level of product ni is indicated by sni. A qualitative

state signifies a relationship of all the elements of a BRN at any instant of time. The

numbers of activators of a specific variable at a particular level of concentration are

indicated by its set of resources.

Table 3.1: Table shows all the possible states, resources and logical parameters of a
dummy BRN shown in Figure 3.2

sn1
sn2

sn3
Qsn1

Qsn2
Qsn3

Kn1
(Qsn1

) Kn2
(Qsn2

) Kn3
(Qsn3

)

0 0 0 {} {} {} 0 0 0
0 0 1 {n3} {} {} 1 0 0
0 1 0 {} {} {n2} 0 0 1
0 1 1 {n3} {} {n2} 1 0 1
1 0 0 {} {n1} {} 0 1 0
1 0 1 {n3} {n1} {} 1 1 0
1 1 0 {} {n1} {n2} 0 1 1
1 1 1 {n3} {n1} {n2} 1 1 1

Definition 4 (Resources). The set of resources Qsni
of an entity ni ∈ V at a level sni

of BRN G is defined as

Qsni
= {nj ∈ G−(ni)|(snj ≥ fnjni and αnjni = +) or (snj < fnjni and αnjni = −)}

It is to be noted that inhibitor is considered as an activator in its absence. The dynamic

properties of BRN depends on logical parameters. The set of these logical parameters

is illustrated as K(G) = {Kni(Qsni
) ∈ Wni ∀ ni ∈ V}. The parameter Kni(Qsni

)
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provides the information related to the evolution of ni at particular level. It is suitable

to express the transition between two qualitative states by the evolution operator � [60],

which is defined as follows:

sni � Kni(Qsni
) =


sni + 1 if sni < Kni(Qsni

);

sni − 1 if sni > Kni(Qsni
);

sni if sni = Kni(Qsni
);

Where sni and Kni(Qsni
) ∈ Wni

Definition 5 (Parametric State Graph). The concentration level of entity ni in state

s is represented by s = (sni)i ∈ S. Then the state graph of the BRN G=(V,E) is the

labeled directed graph such that G=(S,T), where S is a set of states and T ⊆ S × S

represents a relation between states, known as transition relation, such that s → s
′ ∈

T if and only if:

1: ∃ a unique ni ∈ V such that sni 6= s
′
ni

and s
′
ni

= sni � Kni(Qsni
), and

2: ∀ nj ∈ V\{ni} s
′
nj

= snj

Definition 6 (Cycle). A cycle can be defined as a closed path where the initial and

terminal vertex(state) is the same.

3.3 Model Checking

SMBioNet SMBioNet is a software which is used to find the logical parameters

for the modeling of BRN. It works on the formalism of kinetic logic given by René

Thomas [53, 55]. SMBioNet helps to verify systematically the coherence of models of

a given biological system, and to select the suitable models which satisfy the temporal

properties extracted from knowledge or hypothesis.
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Figure 3.3: Parametric State Graph: (100) represents the starting state of dummy
BRN. The states (000) and (111) are the two stable stables with no outgoing arcs.

Input The input data usually comprises of a distinct biological network in discrete

form with undetermined parameters or constraints [70].

• 1 represents activation

• 0 represents deactivation

Parametrization There is a section titled PARA in which each variable is assigned

some logical parameters by default, depending on the threshold value of that variable.

This section confers limitations on logical parameters to take values within the range

of intervals [54].
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Computational tree logic Formula (CTL) The other section of the input con-

sists of CTL formulae. The CTL formula expresses the dynamical properties and the

biological observations for modeling the system [71]. The following notations are used

for temporal operators.

• E: There Exists a path

• A: In All paths

• F: Sometime in the Future

• G: Globally in the future

• X: NeXt time

The CTL formula for the dummy BRN in Figure 3.2 is as follows: φ1 represents the

cyclic behaviour of trajectories, while φ2 and φ3 represent the stable states. Finally, φ

denotes the conjunction of the three CTL properties.

Init = (n1 = 1 & n2 = 0 & n3 = 0) (3.1)

Stable State1 = (n1 = 1 & n2 = 1 & n3 = 1) (3.2)

Stable State2 = (n1 = 0 & n2 = 0 & n3 = 0) (3.3)

φ1 = Init→ AX(EF (Init)) (3.4)

φ2 = Init→ EF (AG(StableState1)) (3.5)
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φ3 = Init→ EF (AG(StableState2)) (3.6)

φ = φ1 & φ2 & φ3 (3.7)

Output All possible logical parameter sets are obtained which obey the parametriza-

tions of the network and satisfy the specific CTL formula. NuSMV model checker is

used to check the CTL formulas while generating the logical parameters [72, 73, 74].

3.4 GenoTech

GenoTech is a tool written in java and is used for the discrete modeling of BRN. This

tool has the ability to qualitatively model the complex biological networks. A regula-

tory network in GenoTech is represented by a directed graph where vertices represent

biological entities which can be genes or proteins, and edges symbolize interactions

between the entities [45]. The edges are always marked with discrete numbers which

represent thresholds for certain concentration level and signs of interactions which

include ’+’ for activation while ’-’ for deactivation [69].

3.5 Network analysis

Data can be represented as an intricate network for extracting the most important

patterns in it [75]. An intricate network shows the interactions of entities in a complex

system. The BRN usually represents protein-protein interactions in cellular processes.

The intrinsic variability in biological data and the high probability of data imprecision

requires incorporation of network dynamics and topology for the study of biological

systems [76]. The components of a system and their relationship are best described

as networks and they are mostly represented as graphs where many vertices are in-

terconnected. In this study, we demonstrate techniques and the ways which can be
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used to expose unknown properties and features of a network. After discrete mod-

eling of the BRN, the state graph was analyzed using Cytoscape [77]. This network

profiling joined with knowledge extraction facilitated us to understand the biological

implication of our system [56], in particular with the relatively important trajectories

than the rest of the trajectories exhibited by the system [78]. The required properties

related to our study are given below [79, 80, 81]:

Definition 7 (Distance). The number of transitions that need to be traversed in order

to reach from one state to the other is known as distance. The shortest distance between

two states is denoted as dew where e,w ∈ S.

Definition 8 (Betweenness Centrality). Betweenness Centrality shows that the state

e ∈ S ranked higher between its intermediary neighbor states.

Without this state, there would be no way for two neighbors to communicate with

each other. Cspb =
∑

u6=e6=w∈S
σuw(e)
σuw

where, σuwis the total number of paths between

the states u and w from the set of all shortest paths. σuw(e) is the total number

of paths between the states u and w, from the set of all shortest paths, which pass

through the state e ∈ S.

Centrality analysis is the measurement that shows whether the states of the network

have the same connectivity. The lower the centralities of the states on average, the

more homogenous (or less clustered) the connections are between the states. On the

other hand, the higher the network centrality of particular states, the less homogenous

(or more clustered) the network becomes [82]. Network centralities show how states

can be placed or sorted according to their properties. It is important in biological

networks to identify central or transitional states that affect the network topology

[76].
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3.6 Hybrid modeling

The class of hybrid modeling bridges the gap between continuous and discrete model-

ing. Each node is characterized by two variables, a discrete activity and a continuous

concentration. In 1985, a novel modeling approach was initiated by Kaufman et. al.,

which considered the threshold time phase required to begin the synthesis, execution,

and the degradation process [71, 83]. The choice to select the appropriate model de-

pends upon the level of quantitative information which we get from any experimental

data. Continuous models can be used when adequate kinetic details can be obtained,

discrete models are best employed for systems with no kinetic information or for the

less-characterized systems whereas hybrid models can be used when limited knowledge

on the kinetic parameters exists [84]. A hybrid model of a BRN comprises of discrete

locations coupled with continuous variables (clocks). The discrete transitions represent

the immediate change between locations whereas the continuous transitions show time

that elapses in a location [86]. Figure 3.5 shows the evolution of proteins in a discrete

fashion (from snj to snj+1
, or snj+1

to snj). However in reality, the concentration level

of these proteins changes in an uninterrupted continuous manner and such activities

cannot be captured using only the discrete modeling framework. Figure 3.4 shows the

evolution of proteins in a continues manner. A delay is compulsory for the evolution

of a protein from level snj to snj+1
, or from snj+1

to snj . Towards end, the additional

concept of clock variables measuring said delays were introduced [59, 86]. Clocks are

continuous variables used in models based on hybrid automata and, its subclass, timed

automata. A clock variable h is associated with every entity that synchronously evolves

with time. The time calculated between two levels by the clock variable h is called the

delay time between these two levels. Initially, the value of the clock is set to zero and

when the clock value gets equivalent to delay time d+
nj

or d−nj the transition between

two levels takes place. The delays d+
nj

depicts time taken from snj to snj+1
which is

called as positive delay or production delay. However, the time delay d−nj shows tran-
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Figure 3.4: Timing diagram showing actual evolutionary path of proteins [85].

.

Figure 3.5: Evolution of proteins in discrete fashion [85].
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sition from snj+1
to snj which is termed as negative delay or degradation delay (Figure

3.4 and 3.5) [69]. Thus, a biological linear hybrid automaton (Bio-LHA) [59, 86] is

constructed (Figure 3.6) to show both the discrete and continuous timed dynamics of

the system.

Figure 3.6: Partial view of Bio-LHA of the HuR associated BRN. (1001),
(1101) and (1000) are the states of BRN, consisting of four entities i.e. AKT (a),
NF-κB (k), HuR (u) and GRB10 (g), each transition is marked with guard. While
each location is marked with entity rates and the invariants (conjuncted constraints).

“Let C=(X,P ), C≤(X,P ), and C≥(X,P ) be the set of constraints using only =, ≤

and ≥, respectively. Here X and P are the sets of real valued variables and parameters,

respectively.

Definition 9 (Parametric Bio Linear Hybrid Automaton (Bio-LHA)). A parametric

Bio linear hybrid automaton B is a tuple (I, i0, X, P, E, Inv, Dif) where
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• L is a finite set of locations.

• l0 ∈ L is an initial location.

• P is a finite set of parameters (delays).

• X is a finite set real-valued variable (clocks).

• E ⊆ L × C=(X,P ) × 2X × L is a finite set of edges, e = (l, g, R, l
′
) ∈ E

represents an edge from the location l to the location l
′

with the guard g and the

reset set R ⊆ X.

• Inv: L → C≤(X,P ) ∪ C≥(X,P ) allocates an invariant to any location.

• Dif: L × X → {-1, 0, 1} maps each pair (l, h) to an evolution rate.

The semantics of a parametric Bio-LHA is a timed transition system. We labeled

the semantics according the time domain T, assuming T∗ = T\{0}.

Definition 10 (Semantics of Bio-LHA). Let β be a valuation for the parameters P

and v which corresponds to the values of clocks in a location. The (T, β)-semantics of

a parametric Bio-LHA B= (L, l0, X, P, E, Inv, Dif) is defined as a timed transition

system M =(S, s0, T, →) where (1) S = {(l, v) | l ∈ L and v |= Inv(l)}; (2) s0 is the

initial state and (3) The relation → ⊆ S × T × S is defined for t ∈ T as:

• Discrete Transitions (l,v) → (l
′
, v
′
) iff ∃ (l, g, R, l′) ∈ E such that g(v)=true,

v
′
(h) = 0 if h ∈ R and v

′
(h)= v(h) if h /∈ R.

• Continues Transitions For t ∈ T∗, (l,v) → (l
′
, v
′
) iff l

′
= l, v

′
(h) = v(h) + Dif(l,

h) × t, and for every t
′ ∈ [0,t], (v(h) + Dif (l,h) × t

′
) |= Inv(l), where |=

represents satisfaction operator.

Definition 11 (Temporal zone). Temporal zone is defined as a region where time

elapses until the discrete value of one variable between two consecutive states is changed.
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Definition 12 (Temporal state space). The union of all the temporal zones obtained

from discrete model of BRN is called a temporal state space.

Definition 13 (Invariance Kernel). Let φ(t) ∈ S ∀t ≥ 0 be a trajectory in a temporal

state space S. The biggest subset K of S is the invariance kernel if p ∈ K, a trajectory

starting at point p is viable in K .

The invariance kernel demands that all cyclic or oscillatory trajectories are com-

pletely periodic, meaning that the trajectories are not asymptotic. Conversely, a

convergence domain can also be defined based on the asymptotic properties.

Definition 14 (Convergence Domain). The subset K(S) is called the convergence do-

main if ∀p ∈ K, the trajectory starting at point p converges in an asymptotic manner”.

[60, p. 284]
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Part III

Results and Discussion
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Chapter 4

Results And Discussion

The results acquired by using the modeling and analysis techniques for the HuR related

BRN shown in Figure 2.3 are described in this section. The first subsection describes

the inference of logical parameters from SMBioNet. The second subsection shows

the results obtained by the qualitative modeling and analysis of the BRN using tool,

GenoTech. The third subsection shows the network analysis of the BRN for extracting

the most significant cycle. The outcomes obtained from hybrid modeling of the BRN

are described in the fourth subsection.

4.1 Inference of logical parameters

The BRN given in (Figure 2.3) consist of four entities; namely AKT, NF-κB, HuR and

GRB10 . Thresholds fixed by variables AKT, NF-κB, HuR and GRB10 lead to a total

of 16 possible states in the state graph (Figure 4.1). The state vector (AKT, NF-κB,

HuR, and GRB10) is used to represent the state of the system at any given time. Prior

to the signaling of AKT, all the proteins that contribute in this network are absent.

Hence, (AKT=1, NF-κB=0, HuR=0 and GRB10=0) represents the starting state of

the system. According to the previous studies [11], the vicinity of two responses in

the same system, infers the existence of two conceivable ways beginning from the
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starting state i.e. (1000) that can proceed towards apoptosis and a cancerous state.

[7, 36]. The normal state is known to be characterized by the low levels of all proteins,

whereas the cancerous state is distinguished by the over-expression of AKT, NF-κB,

HuR and GRB10. The loss of expression of any protein will not allow the activation

of other protein which effects the positive feedback mechanism and hence results in an

apoptotic state.

These perceptions are encoded in CTL equations as shown below.

Init = (AKT = 1 & NF − κB = 0 & HuR = 0 & GRB10 = 0) (4.1)

Cancerous = (AKT = 1 & NF − κB = 1 & HuR = 1 & GRB10 = 1)

(4.2)

Apoptosis = (AKT = 0 & NF − κB = 0 & HuR = 0 & GRB10 = 0)

(4.3)

φ1 = Init→ AX(EF (Init)) (4.4)

φ2 = Init→ EF (AG(Cancerous)) (4.5)

φ3 = Init→ EF (AG(Apoptosis)) (4.6)

φ = φ1 & φ2 & φ3 (4.7)
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The first CTL property (Equation 4.4) represents that the system is quite able to

maintain the homeostasis by returning to its initial position from where it started.

The second property (Equation 4.5) models the conduct of the BRN that reflects that

the cancerous state is reachable from an initial state and stays as its future state.

If the future state endures for quite a while then we can call this as stable state.

The third property (Equation 4.6) represents the state where loss of expression of all

entities mediates the system towards apoptosis. The formula combines (conjuncts)

these three properties (Equation 4.7) and generates sets of logical parameters via

SMBioNet. SMBioNet selected 6 sets of parameters (each set represents a specific

qualitative model) that satisfies the above mentioned CTL formula (See Supplementary

File (A)). Among 6 models, the current model shown in table 4.1 was selected because

it incorporates the above mentioned observations in the form of two stable states

(cancerous/apoptotic) and homeostatic states. Additionally, we analyzed the selected

model in GenoTech by generating the state graph as shown in Figure 4.1, which allowed

us to analyze the expression pattern of the proteins, cyclic paths, stable states and the

dynamics of the BRN.

Table 4.1: Table shows the selected set of parameters using SMBioNet tool

Parameter Resource Range of values Selected values
KAKT {} 0 0
KAKT GRB10 0,1 1
KNF−κB {} 0 0
KNF−κB AKT 0,1 1
KHuR {} 0 0
KHuR NF-κB 0,1 1
KHuR {HuR, NF-κB} 0,1 1
KHuR HuR 0,1 0
KGRB10 {} 0 0
KGRB10 HuR 0,1 1
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AKT ; NF-kB ; HuR ; GRB10 ; 

0,0,0,0

0,0,0,1

1,0,0,1

0,0,1,0

0,0,1,1

1,0,1,1

0,1,0,0

0,1,1,0

0,1,0,1

1,1,0,1

0,1,1,1

1,1,1,1

1,0,0,0

1,1,0,0

1,0,1,0

1,1,1,0

Figure 4.1: Qualitative model of HuR associated pathway: The graph shows the
16 possible states, based on the permutations of the discretised concentration levels
of the constituent entities. State (1000), shown in green color, expresses the starting
state of the system. States in blue color, (1010) and (0101), indicate the perturbed
states which have no incoming transitions. The stable states are highlighted in red
color where (1111) represents the over expression of all proteins which lead towards
cancerous state, and (0000) shows the loss of expression of proteins that mediates
apoptosis.
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4.2 Qualitative modeling

The state graph represents all possible transitions from one state to another, where

each state shows the expression level of every entity at a particular time. The qual-

itative model (Figure 4.1) of the HuR associated BRN encompasses three types of

behaviors which include 16 cycles representing homeostasis, and two stable states

(Cancerous and Apoptotic). Closed or cyclic paths represent the homeostasis of the

system, nevertheless, a diseased state can be accomplished if homeostasis cannot be

maintained. The 16 cycles (See Supplementary File (B)) obtained after generating

state graph are time-abstract cycles, therefore, their exact nature cannot be predicted

using qualitative modeling. Thus, discrete model was transformed in to hybrid model

for further analysis. Diseased state can be experienced if cycles or closed paths in

HuR pathway progress continuously towards the stable enduring state. From a stable

state, which is like a sink, the system does not evolve to other states, so has been

termed as stable state. The stable state (1111) as shown in red color represents the

elevated level of all the entities, illustrating the cancerous behavior. The other stable

state (0000) shows synergistic loss of expression of all the proteins. Additionally, the

state graph contains two perturbed states, (0101) and (1010), which do not contain

any incoming transitions. The eight bifurcation states (1101), (1000), (1110), (0100),

(0111), (0010), and (1011) are states, which can lead the system either towards cyclic

path or have stable state in their immediate successors. This demonstrated that the

system will remain in the cycle (at normal physiological level), whereas the high level

of all these proteins will divert the system to the stable (cancerous) state.

These insights highlighted the significance of all these proteins in normal and stressed

conditions. Our findings conclude that the homeostasis can only be maintained if we

could tightly regulate the expression level of proteins. The elevated level of all pro-

teins will lead towards RCC, as evident from the state 1111, while synergistic loss of

expression of these proteins will mediate the system towards apoptosis (0000).
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4.3 Network analysis

The state graph was further analyzed using the network analysis techniques to select

a cycle for hybrid modeling. The color spectrum from red to green in Figure 4.2

shows the betweenness centrality from low to high, respectively. It was observed that

four states (0011), (1100), (1001), (0110) showed the highest betweenness centralities

and were common in all cycles (represented in dark green color). From a biological

perspective, states with higher betweenness centralities are the ones favored by the

system due to their frequent occurrences [78]. Stable states (0000) and (1111) are

characterized by zero betweenness centrality. With the added knowledge of centralities,

the selection of a cycle for hybrid modeling initiated with the progressive selection of

successors based on the centralities of the available successors at each state transition.

Completely restricting to the highest betweenness centrality at every set of successors

proved unfruitful since all cycles showed equal centralities due to the presence of high

betweenness successors ((0011), (1100), (1001), (0110)) in every cycle. This adds a

new dimension indicating that each cycle has equal probability for occurrence and is

equally important in the network.

As previously mentioned, (See Introduction) AKT activation regulates HuR expression

by transcriptional activation of HuR through NFκB. Therefore, based on literature

[11, 35] and HuR associated pathway (AKT − NFκB) shown in (Figure 2.2), we

proposed that (1000) constitutes the starting state of system as depicted in state

graph (Figure 4.1). Thus, based on starting state (1000), finally eight cycles were

extracted from 16 cycles to reduce the complexity of network (See Supplementary File

(B)).
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Figure 4.2: Network analysis of state graph: The state graph is visually represent-
ing the state centralities. The color spectrum from red to green indicates betweenness
centrality from low to high respectively. Red color represents the least centrality, yel-
low shows average state cenrality and the green color depicts the highest betweenness
centrality. Deadlocks are chracterized by zero betweenness centrality.
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4.4 Hybrid modeling

In this subsection, we present the HyTech results regarding the convergence domain of

the BRN. The discrete and continuous behaviors were incorporated in the qualitative

model by refining with clock measuring regulation delays to produce a hybrid model.

The delays endow us with the timing of activation and inhibition of the concerned

proteins which control a particular set of trajectories ensuing in a cycle. If a conjuncted

constraint relation of a convergence domain becomes false, the trajectories will diverge

from cyclic path and might even enter in a stable (cancerous/apoptotic) state. The

convergence domain computed for the selected cycles is shown in tables 4.2, 4.4, 4.6,

4.8, 4.10, 4.12, 4.14 and 4.16 respectively, detailing the delay constraints governing

the trajectory. The tables additionally permits us to form a relation matrix (≤, <, ≥,

>, =) among the individual delays given in tables 4.3, 4.5, 4.7, 4.9, 4.11, 4.13, 4.15

and 4.17.

Table 4.2: Convergence domain of the 1st cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 0 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(0 1 0 0)→(0 1 1 0)→(0 0 1 0)→(0 0 1 1)→(0 0 0 1)

Convergence Domain
Conjunction of constraints
(I-XIII)

I d+HUR ≥ |d
−
AKT |

II d+AKT ≥ |d
−
HUR|

III d+HUR ≤ |d
−
NF−κB| + |d

−
AKT |

IV d+NF−κB ≤ |d
−
GRB10| + |d

−
AKT |

V d+NF−κB + d+GRB10 ≤ d+HUR + |d−HUR| + |d
−
GRB10|

VI 2d+AKT + d+HUR ≤ d+NF−κB + d+GRB10 + |d
−
GRB10| + |d

−
HUR|

VII d+AKT + d+HUR ≤ d+GRB10 + |d
−
GRB10| + |d

−
AKT |

VIII d+GRB10 ≥ |d
−
NF−κB|

IX d+AKT + d+HUR ≤ d+NF−κB + |d−NF−κB| + |d
−
HUR|

X d+GRB10 ≤ |d
−
HUR| + |d

−
NF−κB|

XI d+NF−κB ≤ d+AKT + |d−AKT |
XII d+NF−κB + d+GRB10 ≤ d+AKT + d+HUR + |d−HUR|
XIII d+NF−κB ≥ |d

−
GRB10|
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Table 4.3: Relation Matrix of the 1st cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
HUR

| ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

Table 4.4: Convergence domain of the 2nd cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 0 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(0 1 0 0)→(0 1 1 0)→(0 1 1 1)→(0 0 1 1)→(0 0 0 1)

Convergence Domain
Conjunction of constraints
(I-XV)

I d+HUR ≥ |d
−
AKT |

II d+GRB10 ≤ |d
−
NF−κB|

III d+NF−κB + |d−NF−κB| ≤ d+HUR + |d−HUR|+ |d
−
GRB10|

IV d+NF−κB ≤ |d
−
GRB10| + |d

−
AKT |

V d+AKT + d+HUR ≤ d+NF−κB + d+GRB10+ |d
−
HUR|

VI 2d+AKT + d+HUR ≤ d+NF−κB + |d−NF−κB| + |d
−
GRB10| + |d

−
HUR|

VII d+AKT + d+HUR ≤ d+NF−κB + |d−NF−κB| + d+GRB10
VIII 2d+AKT + d+HUR ≤ d+NF−κB + 2|d−NF−κB| + |d

−
GRB10|

IX d+HUR ≤ d+GRB10 + |d
−
AKT |

X d+GRB10 + |d
−
HUR| ≥ |d

−
NF−κB|

XI d+AKT + d+HUR ≤ |d
−
GRB10| + |d

−
NF−κB| + |d

−
AKT |

XII d+NF−κB + |d−NF−κB| ≤ d+AKT + d+HUR + |d−HUR|
XIII d+NF−κB ≤ d+AKT + |d−AKT |
XIV d+AKT ≥ |d

−
HUR|

XV d+NF−κB ≥ |d
−
GRB10|

Table 4.5: Relation Matrix of the 2nd cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
HUR

| ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =
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Table 4.6: Convergence domain of the 3rd cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 0 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(1 1 1 0)→(0 1 1 0)→(0 0 1 0)→(0 0 1 1)→(0 0 0 1)

Convergence Domain
Conjunction of constraints
(I-XIII)

I d+HUR ≤ |d
−
AKT |

II d+GRB10 ≥ |d
−
NF−κB|

III d+HUR + |d−NF−κB|≥ |d
−
AKT |

IV d+GRB10 ≤ |d
−
HUR| + |d

−
NF−κB|

V d+NF−κB + d+GRB10 ≤ |d
−
GRB10| + |d

−
HUR| + |d

−
AKT |

VI d+NF−κB ≤ d+HUR + |d−GRB10|
VII d+NF−κB ≤ d+AKT + d+HUR
VIII d+NF−κB + d+GRB10 ≤ d+AKT + |d−AKT | + |d

−
HUR|

IX d+AKT + |d−AKT | ≤ d+GRB10 + |d
−
GRB10| + d+HUR

X d+AKT + |d−AKT | ≤ d+NF−κB + |d−NF−κB| + |d
−
HUR|

XI 2d+AKT + |d−AKT | ≤ d+NF−κB + d+GRB10 + |d
−
GRB10| + |d

−
HUR|

XII d+AKT ≥ |d
−
HUR|

XIII d+NF−κB ≥ |d
−
GRB10|

Table 4.7: Relation Matrix of the 3rd cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
HUR

| ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

Table 4.8: Convergence domain of the 4th cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 0 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(1 1 1 0)→(0 1 1 0)→(0 1 1 1)→(0 0 1 1)→(0 0 0 1)

Convergence Domain
Conjunction of constraints
(I-XV)

I d+HUR ≤ |d
−
AKT |

II d+GRB10 ≤ |d
−
NF−κB|

III d+NF−κB + |d−NF−κB| ≤ |d
−
GRB10| + |d

−
HUR| + |d

−
AKT |

IV d+NF−κB ≤ d+HUR + |d−GRB10|
V d+AKT + |d−AKT | ≤ d+NF−κB + d+GRB10 + |d

−
HUR|

VI 2d+AKT + |d−AKT | ≤ d+NF−κB + |d−GRB10| + |d
−
HUR| + |d

−
NF−κB|

VII d+AKT + |d−AKT | ≤ d+NF−κB + d+GRB10 + |d
−
NF−κB|

VIII 2d+AKT + |d−AKT | ≤ d+NF−κB + |d−GRB10| + 2|d−NF−κB|
IX d+GRB10 + d+HUR ≥ |d

−
AKT |

X |d−NF−κB| ≤ d+GRB10 + |d
−
HUR|

XI d+AKT + |d−AKT | ≤ d+HUR + |d−GRB10| + |d
−
NF−κB|

XII d+NF−κB + |d−NF−κB| ≤ d+AKT + |d−HUR| + |d
−
AKT |

XIII d+NF−κB ≤ d+AKT + d+HUR
XIV d+AKT ≥ |d

−
HUR|

XV d+NF−κB ≥ |d
−
GRB10|
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Table 4.9: Relation Matrix of the 4th cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≤ ≥,≤ ≥,≤ =

|d−
HUR

| ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

Table 4.10: Convergence domain of the 5th cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 1 0)→(0 0 1 1)→(1 0 1 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(0 1 0 0)→(0 1 1 0)→(0 0 1 0)

Convergence Domain
Conjunction of constraints
(I-XIII)

I d+HUR ≥ |d
−
AKT |

II d+GRB10 ≥ |d
−
NF−κB|

III d+HUR ≤ |d
−
NF−κB| + |d

−
AKT |

IV d+GRB10 ≤ d+AKT + |d−NF−κB|
V d+NF−κB + d+GRB10 ≤ d+AKT + d+HUR + |d−GRB10|
VI d+NF−κB ≤ |d

−
GRB10| + |d

−
AKT |

VII d+NF−κB ≤ |d
−
HUR| + |d

−
AKT |

VIII d+NF−κB + d+GRB10 ≤ d+AKT + d+HUR + |d−HUR|
IX d+HUR + |d−HUR| ≤ d+GRB10 + |d

−
GRB10| + |d

−
AKT |

X d+HUR + |d−HUR| ≤ d+AKT + d+NF−κB + |d−NF−κB|
XI d+HUR + 2|d−HUR|≤ d+AKT + d+NF−κB + d+GRB10 + |d

−
GRB10|

XII d+AKT ≤ |d
−
HUR|

XIII d+NF−κB ≥ |d
−
GRB10|

Table 4.11: Relation Matrix of the 5th cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
HUR

| ≥ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =
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Table 4.12: Convergence domain of the 6th cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 1 0)→(0 0 1 1)→(1 0 1 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(1 1 1 0)→(0 1 1 0)→(0 0 1 0)

Convergence Domain
Conjunction of constraints
(I-XIII)

I d+HUR ≤ |d
−
AKT |

II d+GRB10 ≥ |d
−
NF−κB|

III d+HUR + |d−NF−κB| ≥ |d
−
AKT |

IV d+GRB10 ≤ d+AKT + |d−NF−κB|
V d+NF−κB + d+GRB10 ≤ d+AKT +|d−AKT | + |d

−
GRB10|

VI d+NF−κB ≤ d+HUR + |d−GRB10|
VII d+NF−κB ≤ d+HUR + |d−HUR|
VIII d+NF−κB + d+GRB10 ≤ d+AKT + |d−AKT |+ |d

−
HUR|

IX |d−HUR| + |d
−
AKT | ≤ d+GRB10 + |d

−
GRB10| + d+HUR

X |d−HUR| + |d
−
AKT | ≤ d+AKT + d+NF−κB + |d−NF−κB|

XI 2|d−HUR| + |d
−
AKT | ≤ d+AKT + d+NF−κB + d+GRB10 + |d

−
GRB10|

XII d+AKT ≤ |d
−
HUR|

XIII d+NF−κB ≥ |d
−
GRB10|

Table 4.13: Relation Matrix of the 6th cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≤ ≥,≤ ≥,≤ =

|d−
HUR

| ≥ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

Table 4.14: Convergence domain of the 7th cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 1 1)→(1 0 1 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(0 1 0 0)→(0 1 1 0)→(0 1 1 1)→(0 0 1 1)

Convergence Domain
Conjunction of constraints
(I-XV)

I d+HUR ≥ |d
−
AKT |

II d+HUR ≤ d+GRB10 + |d
−
AKT |

III d+NF−κB ≤ |d
−
GRB10| + |d

−
AKT |

IV d+NF−κB + |d−NF−κB| ≤ d+AKT + d+HUR+ |d
−
GRB10|

V d+HUR + |d−HUR| ≤ d+AKT + d+NF−κB + d+GRB10
VI d+HUR + |d−HUR| ≤ d+NF−κB + |d−NF−κB|+ d+GRB10
VII d+HUR + 2|d−HUR| ≤ d+NF−κB + 2|d−NF−κB|+ |d

−
GRB10|

VIII d+HUR + |d−HUR| ≤ |d
−
GRB10| + |d

−
NF−κB| + |d

−
AKT |

IX d+HUR + 2|d−HUR| ≤ d+AKT + |d−GRB10| + d+NF−κB + |d−NF−κB|
X d+GRB10 ≤ |d

−
NF−κB|

XI d+NF−κB ≤ + |d−HUR| + |d
−
AKT |

XII d+NF−κB + |d−NF−κB| ≤ d+AKT + d+HUR + |d−HUR|
XIII d+AKT + d+GRB10 ≥ |d

−
NF−κB|

XIV d+AKT ≤ |d
−
HUR|

XV d+NF−κB ≥ |d
−
GRB10|
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Table 4.15: Relation Matrix of the 7th cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≥ ≥,≤ ≥,≤ =

|d−
HUR

| ≥ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

Table 4.16: Convergence domain of the 8th cycle. The convergence domain shows the
delay constraints that are satisfied in this cycle.

Qualitative Cycle (0 0 1 1)→(1 0 1 1)→(1 0 0 1)→(1 0 0 0)→(1 1 0 0)→(1 1 1 0)→(0 1 1 0)→(0 1 1 1)→(0 0 1 1)

Convergence Domain
Conjunction of constraints
(I-XV)

I d+HUR ≤ |d
−
AKT |

II d+GRB10 + d+HUR ≥ |d
−
AKT |

III d+NF−κB ≤ d+HUR + |d−GRB10|
IV d+NF−κB + |d−NF−κB| ≤ d+AKT + |d−AKT |+ |d

−
GRB10|

V d+AKT + d+NF−κB + d+GRB10 ≥ |d
−
HUR| + |d

−
AKT |

VI |d−HUR| + |d
−
AKT | ≤ d+NF−κB + |d−NF−κB|+ d+GRB10

VII 2|d−HUR| + |d
−
AKT | ≤ d+NF−κB + 2|d−NF−κB| + |d

−
GRB10|

VIII |d−AKT | + |d
−
HUR| + ≤ d+HUR + |d−NF−κB| + |d

−
GRB10|

IX 2|d−HUR| + |d
−
AKT | ≤ d+AKT + d+NF−κB + |d−NF−κB| + |d

−
GRB10|

X d+GRB10 ≤ |d
−
NF−κB|

XI d+NF−κB ≤ d+HUR + |d−HUR|
XII d+NF−κB + |d−NF−κB| ≤ d+AKT + |d−AKT |+ |d

−
HUR|

XIII d+AKT + d+GRB10 ≥ |d
−
NF−κB|

XIV d+AKT ≤ |d
−
HUR|

XV d+NF−κB ≥ |d
−
GRB10|

Table 4.17: Relation Matrix of the 8th cycle depicting binary relations between states.

Relational Matrix

d+
AKT

|d−
AKT

| d+
NF−κB |d−

NF−κB | d+
HUR

|d−
HUR

| d+
GRB10

|d−
GRB10

|
d+
AKT

=

|d−
AKT

| ≥,≤ =

d+
NF−κB ≥,≤ ≥,≤ =

|d−
NF−κB | ≥,≤ ≥,≤ ≥,≤ =

d+
HUR

≥,≤ ≤ ≥,≤ ≥,≤ =

|d−
HUR

| ≥ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =

d+
GRB10

≥,≤ ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ =

|d−
GRB10

| ≥,≤ ≥,≤ ≤ ≥,≤ ≥,≤ ≥,≤ ≥,≤ =
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The most significant delay constraint which is common in every cycle is d+NFκB ≥

|d−GRB10|. The two promising targets came in the result of hybrid modeling are the

transcription factor NF-κB and adaptor protein GRb10. NF-κB is very important

and unique in a way that it regulates all the important aspects of RCC, by aiding in

HuR transcription. Constitutive activation of NF-κB in positive feedback loop can up

regulate the level of many cyclins which are involved in uncontrolled proliferation [87].

The constraint shown above is common in all the cyclic trajectories. It explains that

in order to maintain the homeostasis, degradation rate of GRB10 must be higher than

the activation rate of NF-κB. However, the violation of this constraint will diverge

the system in one of the stable (unfavorable) states. So, these factors appear to

be an attractive target of new drugs for RCC. Oka et al. have recently revealed

that inhibition of NF-κB phosphorylation by sesquiterpene lactone parthenolide in

mice slows down RCC tumor growth through induction of tumor cell apoptosis [63].

Oya et al. investigated the 45 cases of human RCC, out of which 15 cases confirms

a boost of greater than 200% in NF-κB activity compared with equivalent normal

renal tissue [62]. Similarly, several comprehensive studies on the biological activity of

HuR shows that it is a an important regulator of post-transcriptional gene expression

and plays a vital role in cancer, thus its necessary to limit the rapid production of

cytokines which aid in HuR transcription. Its various functions are associated with

its ability to identify, bind, and stabilize a large subset of ARE-containing mRNAs.

Previous studies reported that NF-κB and HuR maybe targeted against RCC. Since

complete knock down of NF-κB would, on the other hand, prove harmful as it is

essential for maintaining homeostasis of the immune system and is involved in many

important cellular activities. HuR osciallation is equally vital against the RCC. Hence,

we suggest that GRB10 maybe a better target as compared to NF-κB and HuR. Singh

et.al. investigated that suppression of Grb10 can result in the loss of HuR mRNA,

and suggested that Akt and NF-κB signaling are likely to regulate HuR transcription

[11]. Our results also verify their study and suggests that suppression of GRB10 would
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be advantageous. Therefore, while designing drugs against RCC, the expression level

of GRB10 must be down regulated by using siRNAś or by designing such inhibitors

for GRB10 which keep them suppressed. This would eventually lower the activation

rate of NF-κB and helps in loss of HuR expression. The current study helps us to

understand the molecular mechanism of HuR regulation and helped us to identify new

target for drug design. The above findings urge that suppression of GRB10 can result

in the maintenance of homeostasis by lowering the production rate of NF-κB, which

regulates HuR transcription. The present study therefore, confirms that targeting

GRB10 in HuR associated pathway can act as therapeutic and prognostic marker

against RCC.
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Part IV

Concluding the study
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Chapter 5

Conclusion

In this thesis, the qualitative and hybrid models were constructed to predict the im-

portant insights into the dynamics of the HuR associated pathway. The qualitative

model predicted steady state behaviors in the form of fifteen cycles and the two stable

states. The cycles represented the homeostatic behavior of all the proteins. The stable

state (1111) showed the elevated level of the proteins which lead towards cancerous

state. The other stable state (0000) represented the down regulation of the proteins

which can mediate apoptosis. The parameters of the qualitative model were predicted

by using model-checking approach implemented in SMBioNet. The refined model with

clock variables and delay parameters also called BIO-LHA of the HuR pathway was

analyzed in HyTech to predict delays of the so-called convergence domains. The de-

lays were characterized by linear parametric constraints. The relation matrices were

computed and important constraints were analyzed to predict important protein for

the treatment of RCC. These analysis suggest that GRB10 can be a drug target since

the degradation delay of GRB10 was less than the activation delay of NF-κB. This

constraint was observed in all the convergence domains. This study therefore, suggests

that GRB10 maybe a potential drug target. In the light of these predictions, future

studies can be carried out to validate this prediction.
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Appendix

Appendix A

SMBioNet source files

Input file of HuR Associated BRN

VAR

AKT = 0 1;

NFKB = 0 1;

HuR = 0 1;

GRB10 = 0 1;

REG

AKT [AKT >= 1]=> NFKB;

NFKB [NFKB >= 1]=> HuR;

HuR [HuR >= 1]=> GRB10;

HuR [HuR < 1]=> HuR;

GRB10 [GRB10 >= 1]=> AKT;

PARA

# Parameters for AKT

K_AKT = 0 ;

K_AKT+GRB10 = 1 ;

# Parameters for NFKB

K_NFKB = 0 ;

K_NFKB+AKT = 1 ;

# Parameters for HuR

K_HuR = 0 1;

K_HuR+HuR = 0 1 ;

K_HuR+NFKB = 0 1 ;
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K_HuR+HuR+NFKB = 0 1 ;

# Parameters for GRB10

K_GRB10 = 0 ;

K_GRB10+HuR = 1 ;

CTL

(AKT=1 & NFKB=0 & HuR=0 & GRB10=0)-> AX(EF(AKT=1 & NFKB=0 & HuR=0 & GRB10=0))

&

(AKT=1 & NFKB=0 & HuR=0 & GRB10=0)-> EF(AG(AKT=1 & NFKB=1 & HuR=1 & GRB10=1))

&

(AKT=1 & NFKB=0 & HuR=0 & GRB10=0)-> EF(AG(AKT=0 & NFKB=0 & HuR=0 & GRB10=0))

Output file of HuR Associated BRN

MODEL 1

# K_AKT = 0

# K_AKT+GRB10 = 1

# K_NFKB = 0

# K_NFKB+AKT = 1

# K_HuR = 0

# K_HuR+HuR = 0

# K_HuR+NFKB = 0

# K_HuR+HuR+NFKB = 0

# K_GRB10 = 0

# K_GRB10+HuR = 1

MODEL 2

# K_AKT = 0

# K_AKT+GRB10 = 1

# K_NFKB = 0

# K_NFKB+AKT = 1

# K_HuR = 0

# K_HuR+HuR = 0

# K_HuR+NFKB = 0

# K_HuR+HuR+NFKB = 1

# K_GRB10 = 0

# K_GRB10+HuR = 1

MODEL 3

# K_AKT = 0

# K_AKT+GRB10 = 1
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# K_NFKB = 0

# K_NFKB+AKT = 1

# K_HuR = 0

# K_HuR+HuR = 1

# K_HuR+NFKB = 0

# K_HuR+HuR+NFKB = 1

# K_GRB10 = 0

# K_GRB10+HuR = 1

MODEL 4

# K_AKT = 0

# K_AKT+GRB10 = 1

# K_NFKB = 0

# K_NFKB+AKT = 1

# K_HuR = 0

# K_HuR+HuR = 0

# K_HuR+NFKB = 1

# K_HuR+HuR+NFKB = 1

# K_GRB10 = 0

# K_GRB10+HuR = 1

MODEL 5

# K_AKT = 0

# K_AKT+GRB10 = 1

# K_NFKB = 0

# K_NFKB+AKT = 1

# K_HuR = 1

# K_HuR+HuR = 1

# K_HuR+NFKB = 1

# K_HuR+HuR+NFKB = 1

# K_GRB10 = 0

# K_GRB10+HuR = 1
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Appendix B

Table 1: 16 cycles obtained from the qualitative modeling of HuR associated pathway

CYCLES No TRANSITIONS
Cycle No 1 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 0, 1, 0] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 2 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 3 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 0, 1, 0] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 4 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 5 [[0, 0, 1, 0] → [0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 0, 1, 0]]
Cycle No 6 [[0, 0, 1, 0] → [0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 0, 1, 0]]
Cycle No 7 [[0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1]]
Cycle No 8 [[0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 0, 0, 0] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1]]
Cycle No 9 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 0, 1, 0] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 10 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 11 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 0, 1, 0] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 12 [[0, 0, 0, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1] → [0, 0, 0, 1]]
Cycle No 13 [[0, 0, 1, 0] → [0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 0, 1, 0]]
Cycle No 14 [[0, 0, 1, 0] → [0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 0, 1, 0]]
Cycle No 15 [[0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [0, 1, 0, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1]]
Cycle No 16 [[0, 0, 1, 1] → [1, 0, 1, 1] → [1, 0, 0, 1] → [1, 1, 0, 1] → [1, 1, 0, 0] → [1, 1, 1, 0] → [0, 1, 1, 0] → [0, 1, 1, 1] → [0, 0, 1, 1]]
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Appendix C

HyTech Source Files

--Hytech file for cycle 1

-- gene No0 = AKT

-- gene No1 = NFKB

-- gene No2 = HUR

-- gene No3 = GRB10

var

dpAKT, dpNFKB, dnGRB10, dnHUR, dpGRB10, dnNFKB, dpHUR, dnAKT: parameter;

hAKT , hNFKB, hHUR, hGRB10: analog;

k,n: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,0,1

loc loc_0001: while hAKT <= dpAKT wait{dhAKT=1,dhNFKB=1,dhHUR=0,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1}} goto loc_1001;

-- for the configuration 0,0,1,0

loc loc_0010: while hGRB10 <= dpGRB10 wait {dhAKT=1,dhNFKB=0,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0011;

-- for the configuration 0,0,1,1

loc loc_0011: while hHUR >= dnHUR wait {dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_0001;

-- for the configuration 0,1,0,0

loc loc_0100: while hHUR <=dpHUR wait {dhAKT=0,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_0110;

-- for the configuration 0,1,1,0

loc loc_0110: while hNFKB >= dnNFKB wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0010;

-- for the configuration 1,0,0,0

loc loc_1000: while hNFKB <= dpNFKB wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;
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-- for the configuration 1,0,0,1

loc loc_1001: while hNFKB <=dpNFKB wait{dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}

when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;

-- for the configuration 1,1,0,0

loc loc_1100: while hAKT >= dnAKT wait {dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0100;

end

--Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r_acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new<=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "=================================";

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

prints "==================================";

else

prints "Invariance kernel does not exist from the initial region ";

endif;

else
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prints " The initial region is not accessible from itself hence " ;

prints " There is no initial condition that leads to an invariance kernel.";

endif;

--Hytech file for cycle 2

-- gene No 0 = AKT

-- gene No 1 = NFKB

-- gene No 2 = HUR

-- gene No 3 = GRB10

var

dpAKT,dpNFKB,dnGRB10,dnHUR,dpGRB10,dnNFKB,dpHUR,dnAKT: parameter;

hAKT,hNFKB,hHUR,hGRB10: analog;

k,n: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,0,1

loc loc_0001: while hAKT <= dpAKT wait{dhAKT=1,dhNFKB=1,dhHUR=0,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1} goto loc_1001;

-- for the configuration 0,0,1,1

loc loc_0011: while hHUR >= dnHUR wait{dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_0001;

-- for the configuration 0,1,0,0

loc loc_0100: while hHUR <= dpHUR wait{dhAKT=0,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_0110;

-- for the configuration 0,1,1,0

loc loc_0110: while hGRB10 <= dpGRB10 wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0111;

-- for the configuration 0,1,1,1

loc loc_0111: while hNFKB >= dnNFKB wait{dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=0}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0011;

-- for the configuration 1,0,0,0

loc loc_1000: while hNFKB <= dpNFKB wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;
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-- for the configuration 1,0,0,1

loc loc_1001: while hGRB10 >= dnGRB10 wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}

when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;

-- for the configuration 1,1,0,0

loc loc_1100: while hAKT >= dnAKT wait {dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0100;

end

--Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r_acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new<=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "==================================";

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

prints "=================================";

else

prints "Invariance kernel does not exist from the initial region ";

endif;

else
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prints " The initial region is not accessible from itself hence " ;

prints " there is no initial condition that leads to an invariance kernel.";

endif;

--Hytech file for cycle 3

-- gene No0 = AKT

-- gene No1 = NFKB

-- gene No2 = HUR

-- gene No3 = GRB10

var

dpAKT,dpNFKB,dnGRB10,dnHUR,dpGRB10,dnNFKB,dpHUR,dnAKT: parameter;

hAKT,hNFKB,hHUR,hGRB10: analog;

k,n: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,0,1

loc loc_0001: while hAKT <=dpAKT wait {dhAKT=1,dhNFKB=1,dhHUR=0,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1} goto loc_1001;

-- for the configuration 0,0,1,0

loc loc_0010: while hHUR >= dnHUR wait {dhAKT=1,dhNFKB=0,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0011;

-- for the configuration 0,0,1,1

loc loc_0011:while hHUR >= dnHUR wait{dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_0001;

-- for the configuration 0,1,1,0

loc loc_0110: while hNFKB >= dnNFKB wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0010;

-- for the configuration 1,0,0,0

loc loc_1000:while hNFKB <=dpNFKB wait{dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;

-- for the configuration 1,0,0,1

loc loc_1001:while hGRB10 >=dnGRB10 wait{dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}

when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;
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-- for the configuration 1,1,0,0

loc loc_1100:while hHUR <=dpHUR wait{dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_1110;

-- for the configuration 1,1,1,0

loc loc_1110: while hGRB10 <= dpGRB10 wait {dhAKT=-1,dhNFKB=-1,dhHUR=0,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0110;

end

--

Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r_acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

---- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new<=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "=================================";

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

prints "=================================";

else

prints "Invariance kernel does not exist from the initial region ";
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endif;

else

prints " The initial region is not accessible from itself hence " ;

prints " There is no initial condition that leads to an invariance kernel.";

endif;

--Hytech file for cycle 4

-- gene No0 = AKT

-- gene No1 = NFKB

-- gene No2 = HUR

-- gene No3 = GRB10

var

dpAKT,dpNFKB,dnGRB10,dnHUR,dpGRB10,dnNFKB,dpHUR,dnAKT: parameter;

hAKT,hNFKB,hHUR,hGRB10: analog;

k,n: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,0,1

loc loc_0001: while hAKT <= dpAKT wait {dhAKT=1,dhNFKB=1,dhHUR=0,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1} goto loc_1001;

-- for the configuration 0,0,1,1

loc loc_0011: while hHUR >= dnHUR wait {dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_0001;

-- for the configuration 0,1,1,0

loc loc_0110: while hGRB10 <= dpGRB10 wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0111;

-- for the configuration 0,1,1,1

loc loc_0111: while hNFKB >= dnNFKB wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=0}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0011;

-- for the configuration 1,0,0,0

loc loc_1000: while hNFKB <= dpNFKB wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;

-- for the configuration 1,0,0,1

loc loc_1001: while hGRB10 >= dnGRB10 wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}
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when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;

-- for the configuration 1,1,0,0

loc loc_1100: while hHUR <= dpHUR wait {dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_1110;

-- for the configuration 1,1,1,0

loc loc_1110: while hAKT >= dnAKT wait {dhAKT=-1,dhNFKB=-1,dhHUR=0,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0110;

end

--Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r_acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

---- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new<=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "=================================";

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

prints "=================================";

else
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prints "Invariance kernel does not exist from the initial region ";

endif;

else

prints " The initial region is not accessible from itself hence " ;

prints " There is no initial condition that leads to an invariance kernel.";

endif;

--Hytech file for cycle 5

-- gene No0 = AKT

-- gene No1 = NFKB

-- gene No2 = HUR

-- gene No3 = GRB10

var

dpAKT,dpNFKB,dnGRB10,dnHUR,dpGRB10,dnNFKB,dpHUR,dnAKT: parameter;

hAKT,hNFKB,hHUR,hGRB10: analog;

k,n,l: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,1,0

loc loc_0010: while hGRB10 <= dpGRB10 wait {dhAKT=1,dhNFKB=0,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0011;

-- for the configuration 0,0,1,1

loc loc_0011: while hAKT <= dpAKT wait {dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1} goto loc_1011;

-- for the configuration 0,1,0,0

loc loc_0100: while hHUR <= dpHUR wait {dhAKT=0,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_0110;

-- for the configuration 0,1,1,0

loc loc_0110: while hNFKB >= dnNFKB wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0010;

-- for the configuration 1,0,0,0

loc loc_1000: while hNFKB <= dpNFKB wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;

-- for the configuration 1,0,0,1
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loc loc_1001: while hGRB10 >=dnGRB10 wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}

when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;

-- for the configuration 1,0,1,1

loc loc_1011: while hHUR >= dnHUR wait {dhAKT=0,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_1001;

-- for the configuration 1,1,0,0

loc loc_1100: while hAKT >= dnAKT wait {dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0100;

end

--Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r_acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

---- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new<=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "=================================";

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

prints "=================================";
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else

prints "Invariance kernel does not exist from the initial region ";

endif;

else

prints " The initial region is not accessible from itself hence " ;

prints " There is no initial condition that leads to an invariance kernel.";

endif;

--Hytech file for cycle 6

-- gene No0 = AKT

-- gene No1 = NFKB

-- gene No2 = HUR

-- gene No3 = GRB10

var

dpAKT,dpNFKB,dnGRB10,dnHUR,dpGRB10,dnNFKB,dpHUR,dnAKT: parameter;

hAKT,hNFKB,hHUR,hGRB10: analog;

k,n,l: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,1,0

loc loc_0010: while hGRB10 <= dpGRB10 wait {dhAKT=1,dhNFKB=0,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0011;

-- for the configuration 0,0,1,1

loc loc_0011: while hAKT <= dpAKT wait {dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1} goto loc_1011;

-- for the configuration 0,1,1,0

loc loc_0110: while hNFKB >= dnNFKB wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0010;

-- for the configuration 1,0,0,0

loc loc_1000: while hNFKB <= dpNFKB wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;

-- for the configuration 1,0,0,1

loc loc_1001: while hGRB10 >= dnGRB10 wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}

when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;
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-- for the configuration 1,0,1,1

loc loc_1011: while hHUR >= dnHUR wait {dhAKT=0,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_1001;

-- for the configuration 1,1,0,0

loc loc_1100: while hHUR <= dpHUR wait {dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_1110;

-- for the configuration 1,1,1,0

loc loc_1110: while hAKT >= dnAKT wait {dhAKT=-1,dhNFKB=-1,dhHUR=0,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0110;

end

--Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r _acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

---- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new<=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "=================================";

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;
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prints "=================================";

else

prints "Invariance kernel does not exist from the initial region ";

endif;

else

prints " The initial region is not accessible from itself hence " ;

prints " There is no initial condition that leads to an invariance kernel.";

endif;

--Hytech file for cycle 7

-- gene No 0 = AKT

-- gene No 1 = NFKB

-- gene No 2 = HUR

-- gene No 3 = GRB10

var

dpAKT,dpNFKB,dnGRB10,dnHUR,dpGRB10,dnNFKB,dpHUR,dnAKT: parameter;

hAKT,hNFKB,hHUR,hGRB10: analog;

k,n,l: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,1,1

loc loc_0011: while hAKT <= dpAKT wait {dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1} goto loc_1011;

-- for the configuration 0,1,0,0

loc loc_0100: while hHUR <= dpHUR wait {dhAKT=0,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_0110;

-- for the configuration 0,1,1,0

loc loc_0110: while hGRB10 <= dpGRB10 wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0111;

-- for the configuration 0,1,1,1

loc loc_0111: while hNFKB >= dnNFKB wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=0}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0011;

-- for the configuration 1,0,0,0

loc loc_1000 : while hNFKB <= dpNFKB wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;
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-- for the configuration 1,0,0,1

loc loc_1001: while hGRB10 >= dnGRB10 wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}

when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;

-- for the configuration 1,0,1,1

loc loc_1011: while hHUR >= dnHUR wait {dhAKT=0,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_1001;

-- for the configuration 1,1,0,0

loc loc_1100: while hAKT >= dnAKT wait {dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0100;

end

--Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r _acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

---- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new<=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

if not empty(r_new) then

prints "=================================";

prints " Delay constraintes: ";
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print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

prints "=================================";

else

prints "Invariance kernel does not exist from the initial region ";

endif;

else

prints " The initial region is not accessible from itself hence " ;

prints " There is no initial condition that leads to an invariance kernel.";

endif;

--Hytech file for cycle 8

-- gene No0 = AKT

-- gene No1 = NFKB

-- gene No2 = HUR

-- gene No3 = GRB10

var

dpAKT,dpNFKB,dnGRB10,dnHUR,dpGRB10,dnNFKB,dpHUR,dnAKT: parameter;

hAKT,hNFKB,hHUR,hGRB10: analog;

k,n,l: discrete;

automaton auto

synclabs: ;

initially loc_1000;

-- for the configuration 0,0,1,1

loc loc_0011: while hAKT <= dpAKT wait {dhAKT=1,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hAKT=dpAKT do {hAKT’=0, k’=k+1} goto loc_1011;

-- for the configuration 0,1,1,0

loc loc_0110: while hGRB10 <= dpGRB10 wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=1}

when hGRB10=dpGRB10 do {hGRB10’=0, k’=k+1} goto loc_0111;

-- for the configuration 0,1,1,1

loc loc_0111: while hNFKB >= dnNFKB wait {dhAKT=1,dhNFKB=-1,dhHUR=-1,dhGRB10=0}

when hNFKB=dnNFKB do {hNFKB’=0, k’=k+1} goto loc_0011;

-- for the configuration 1,0,0,0

loc loc_1000: while hNFKB <= dpNFKB wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=0}

when hNFKB=dpNFKB do {hNFKB’=0, k’=k+1} goto loc_1100;

-- for the configuration 1,0,0,1

loc loc_1001: while hGRB10 >= dnGRB10 wait {dhAKT=-1,dhNFKB=1,dhHUR=1,dhGRB10=-1}
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when hGRB10=dnGRB10 do {hGRB10’=0, k’=k+1} goto loc_1000;

-- for the configuration 1,0,1,1

loc loc_1011: while hHUR >= dnHUR wait {dhAKT=0,dhNFKB=1,dhHUR=-1,dhGRB10=-1}

when hHUR=dnHUR do {hHUR’=0, k’=k+1} goto loc_1001;

-- for the configuration 1,1,0,0

loc loc_1100: while hHUR <= dpHUR wait {dhAKT=-1,dhNFKB=-1,dhHUR=1,dhGRB10=1}

when hHUR=dpHUR do {hHUR’=0, k’=k+1} goto loc_1110;

-- for the configuration 1,1,1,0

loc loc_1110: while hAKT >= dnAKT wait {dhAKT=-1,dhNFKB=-1,dhHUR=0,dhGRB10=1}

when hAKT=dnAKT do {hAKT’=0, k’=k+1} goto loc_0110;

end

--Analysis commands

var

portrait,fstate,nes_cyc_length,pln_cyc_length,fixpoint,r_ini,r_old,r_new,

r _acc: region;

r_ini:= loc[auto] = loc_1000 & hNFKB>=0 & hNFKB <= dpNFKB;

r_new:=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;

r_old:=r_ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do

r_old:=r_new;

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

---- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;

r_old:=r_ini & ~r_ini; --empty region initialization

while not empty(r_acc) and not r_new=r_old do

r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in hull(post(r_acc & k=n) &~k=n) endhide;

endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new);

r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

endwhile;
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if not empty(r_new) then

prints "=================================";

prints " Delay constraintes: ";

print hide hAKT,hNFKB,hHUR,hGRB10 in r_new endhide;

prints "=================================";

else

prints "Invariance kernel does not exist from the initial region ";

endif;

else

prints " The initial region is not accessible from itself hence " ;

prints " There is no initial condition that leads to an invariance kernel.";

endif;
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