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Abstract 

Computational grid is a pool of computational resources which handles large 

computations and consumes enormous energy. Load balancing and energy consumption are two 

main performance parameters of the computational grid. Since performance of a computational 

grid is highly susceptible to variations in load and energy, therefore it is imperative to pay 

attention to these aspects in grid environment.  

In this thesis we proposed an energy aware dynamic load balancing strategy for tasks 

scheduling in grid referred to as Energy Efficient Load Balancing (EELB) in computational grid. 

EELB combined energy efficiency and load balancing paradigm to improve the utilization and to 

reduce the energy consumption of the resources. EELB considered a scenario where users 

require services which are either time or budget constraint and based on user’s requirements the 

tasks are allocated to the grid resources for execution. 

 The simulations were carried out using GridSim environment and the results were 

compared with the Improved Load Balancing on Enhanced GridSim with Deadline Control 

(IEGDC) method.  The performance indices such as: finished gridlets, unfinished gridlets, 

resubmitted times and response time, along with proposed parameters such as: cost, energy 

consumption and energy saved were used for the comparison of both methods. The simulation 

results showed that EELB outperformed the published IEGDC method by 28% in terms of 

finished gridlets, 35% by cost and 38% in energy consumption. 

Keywords: Computational Grid, Load Balancing, Energy efficiency, GridSim.  
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Chapter 1  

1 Introduction 

1.1 Outline 

In this chapter the area of research and basic concepts about the research are discussed. These 

include grid computing, balancing load, power consumption and workload consolidation. Further 

the aim and objectives of the research. In the last, the organization of thesis is described.  

1.2 Area of Research 

Grid is a pool of computer resources from different locations to achieve a common goal. 

Computational Grids are mainly for computational intensive applications that involves large 

number of tasks. Grid computing is an effective computing environment with advance 

development of wide-area high-speed networks and powerful computational resources. The 

storage space and computational limitations of traditional distributed systems can be overcome 

by completely pointing the resources of computing sites/servers that are under-utilized. Load and 

resource management are very important grid services at the service level of grid computing 

infrastructure where issue of efficient load balancing shows a common problem for most grid 

computing infrastructure developers [1]. 

The old dispersed methods are not precise in grid computing because of the dispersion of 

enormous resources and large size tasks to be moved [2]. The load balancing is an open research 

issue as there are many problems in selecting an appropriate resource for data that is when and 

which resource should be selected for computing data, separation of computation data from one 

resource to another. Thus, it is a demanding issue to design an algorithm for load balancing 

which can cover all the features. Load Balancing techniques are used to reduce makespan, 

storage consumption, SQA violation, access latency and network bandwidth. Many approaches 

and algorithms have been suggested, executed, and shown in previous studies. In those studies, 

the load balancing algorithms can increase the response time of a user submitted tasks by 

confirming high utilization of existing resources [3-5]. 



In Grid environment minimizing job’s response time and turnaround time (queue size in which 

jobs are waiting, execution time of the job and data transfer time of the job) mostly rely on 

selection of location it should be placed for execution of job and where to transfer the load for 

job execution. Hence scheduler/broker should assign the jobs to proper grid resources while 

ensuring minimum energy consumption.  

1.2.1 Power Consumption  

The power consumption of data server also increases with overutilization of resources. Power 

utilization in data servers will remain to rise quickly unless an innovative approach to power 

management techniques are applied [6]. The excessive amount of energy used by computational 

grid provides reason to study into energy saving strategies both from environmental and 

commercial point of view. Many of the research groups are concentrating on improving energy 

efficiency. Corporations such as Google [7] are devoted to increasing energy efficiency in data 

centers/servers. 

The usage of electrical energy in data servers causes a great rise in functional rates and 

CO2 production. Worldwide data server’s energy depletion has increased by 56% in the five 

years i.e. from 2005 to 2010. In 2010 it was expected to be in range of 1.5% -2% of the entire 

electrical energy consumed[8].  

Energy efficiency is considered in systems ranging from small systems to large computational 

centers. So it is significant to decrease waste of power consumed by the large data server due to 

high utilization of resources. This can be done in the way these resources are utilized to handle 

tasks load by proper management algorithms and resource selection.  

1.2.2 Workload Consolidation 

There are many ways to reduce power consumption of the resources. The power of underutilized 

resources can be handled by implementing power ratio to the server, where power consumption 

of the server is according to the workload competence. Dynamic voltage frequency scaling 

(DVFS) method can be applied for this purpose in which voltage and frequency are adjusted 

dynamically according to the resource demand. Using this technique a physical server can still 



consumes 70% of its power if it is in idle state since 70% of the dynamic power is utilized when 

a server is in idle state and 30% of the power is consumed by other components [9]. 

Task Migration and switching off resource is another technique for balancing load and achieving 

energy efficiency in computational grid. Transferring of tasks from one resource to another 

resource is done to improve the performance, hardware use and power consumption. In order to 

efficient complete the tasks in deadline also reduce the network burden, the migration of tasks is 

needed. So if a resource is over utilized, transfer load from overloaded resource to lightly loaded 

resources, and if a resource is under-utilize, transfer all load from underutilized resource to 

another resources and switch off resource thus it is possible to attain energy proficiency. The 

different entities can be modeled for managing power and load of the resources.  

Resource Management

Load Management 

       Resources

Job Request

Power Management 

 

Figure 1 the main view of the systems 

 



1.3 Problem Statement 

Even though previous work addressed many methods for balancing load and smart scheduling of 

tasks among resources there are no such methods that distribute tasks based on user requirement.  

The problem: Schedule tasks in such a way that minimizes the response time of the tasks, and 

reduces the energy consumption of the resources. We have to develop an efficient scheduling 

technique, which will be used for load balancing while ensuring minimization of energy 

consumption and maintaining QoS requirement. Managing tasks without QoS requirement may 

result in the poor response of task execution as well as energy inefficiency. Tasks on the resource 

are mainly concerned with two things: energy efficiency and load balancing. Our designed 

method is an effective scheduling method for tasks that will be used for balancing load and 

energy efficiency. For this purpose, we created a scenario to address user requirements. There 

are two different types of users: time constraint user and budget constraint users. Time type users 

are associated with the timely completion of tasks. Budget type users are associated with the 

savings that is cost and budget. So for that case we keep the underutilized resources turned off to 

save energy plus get services within budget. While in case of time constraint users, we will apply 

the balancing algorithm and keep the resources on for the tasks to get completed within time 

deadline. So for this purpose we have simulated the proposed mechanism and existing schemes 

and compared them. Simulation of a proposed work is carried out in GridSim Toolkit 5.2 that 

defines data grid architecture to support job scheduling and load balancing. Extensive 

simulations were carried out to compare the results.  



 

Figure 2 the proposed system architecture 

 

1.4 Research Objectives 

The primary objective of the research was to balance the load among resources such that SQA 

should not be violated and energy efficiency is achieved. The main objectives are: 

• To get knowledge of existing scheduling mechanisms  

• Study the working of GridSim environment 

• Construction of Energy Efficient Load Balancing Model 

• Designing an algorithm for the proposed model  

• Implementation of the algorithm in GridSim tool  



• Comparison of algorithm with the previous implemented algorithm 

• Propose suggestions to future research in the same area 

Literature Review

Design of Experiments

Computational Setup and validation

Design of Model and Algorithms

Results and Analysis

 

Figure 3 Research Objectives Flow Chart 

1.5 Organization of Thesis  

Chapter 1: Introduction  

A comprehensive background and area of research are documented in this chapter. The 

motivation, problem statement and research objectives are also documented in the chapter.  

Chapter 2: Literature Survey  

This chapter comprises basic concept of grid computing, information about load balancing, 

challenges/issues in scheduling tasks, and a review on power management.  



Chapter 3: System Model  

This chapter focuses on the solution of the problem statement. An optimized architecture of 

system model is proposed. Furthermore this chapter defines the algorithms designed for the 

proposed work.  

Chapter 4: Implementation 

In this chapter, the implementation details and experimental description of the GridSim is 

mentioned.  

Chapter 5: Simulation and Results  

In this chapter the simulation results are discussed and a comparison of the proposed work is 

done with the previous work.  

Chapter 6: Conclusion, Recommendation and Future Work 

In this chapter conclusion of the thesis is derived and some recommendations for future line of 

action are described. 

 Introduction

Conclusion and Future 

Work

Simulation and 

Results 
Problem Formulation

Proposed 

Methodology
Literature Survey

Chapter 2 Chapter 3Chapter 1

Chapter 6 Chapter 4Chapter 5

 

Figure 4 The classification of Thesis 



Chapter 2  

2 Literature Survey 

2.1 Outline 

In this chapter, the definition and background of grid computing is described in details. Further 

the comprehensive survey is carried out on the scheduling tasks and its associated 

issues/challenges, power consumption and management of the servers. In the end, identification 

of existing work and some gaps in the literature from the survey is also presented that gives the 

direction for future research.  

2.2 Grid Computing  

Grid computing is an approach of using computing as utility. It is a group of computer resources 

from several sites to reach a collective objective. Grid Computing is an extremely attractive field 

of research since its inception. It can be thought of as a dispersed structure having heavy data 

load involving large numbers of tasks. Basically grid computing is of two types: data grid and 

computational grid. A computational grid is a pool of computational resources that consumes 

enormous energy due to the large tasks given for execution where as a data grid is for storage of 

large amount of data.  

Grids are created with common grid middleware software libraries[1]. These practical prospects 

have led to the possibility of using multiple located resources to solve huge issues in science, 

engineering and commerce. The computing resources from several managerial domains combine 

to make one large grid. This can enable deals as in utility computing or make it convenient to 

accumulate free computing networks. 

To yield complete benefit of such grid scheme, resource management and job placement are 

important methods that are delivered at the service level of the grid software framework. The 

problem of task placement and load balancing signify a collective issue for most of the grid 

environment.  

For dealing with such main problems of load balancing in grid computing, a ‘Service Oriented 

Load Balancing Framework’ is suggested by Gooswamey et al. [5]. A layered design is followed 



in this framework where the top most layers consist of grid users that submit tasks for 

computation. Resource broker is the middle layer and is responsible for distributing the tasks 

among resources and the details about the available resources.  The bottom layer consists of 

group of resources which are responsible for executing jobs. These resources can be PCs, 

clusters, supercomputer etc.  

Scheduler

Resources

Grid Information Service

User

Details of Grid 

Resources

Computation 

Results

Applications

Send 

Applications

Processed 

 

Figure 5 Basic Working of the Grid system 

 

2.3 Issues in Scheduling Tasks  

With the growing number of computer intensive applications there is a need to ensure proper 

resource management for large number of computational tasks. The centralized data servers have 

been transformed into performance bottleneck by the pervasive development of Internet. In a 

very short span thousands of requests may be received by popular servers. Such frequent queries 

may lead to overhead on servers and the network resulting in increased delay of services being 



provided to the end users. Such bottleneck may prove to be more effective when we consider 

media servers or grids that may process very large datasets to process remote applications [10]. 

For this reason, the tasks are distributed on multiple resources for execution in Computational 

Grid. High utilization of resources may decrease the response time of the tasks but also results in 

high consumption of energy. If the tasks are not equally distributed and the load is not balanced 

among the resources then it may violate user’s requirement. It is therefore not appropriate to 

avoid task scheduling with such increased complexity, scalability and functionality in a 

Computational Grid. A millisecond delay in data execution can cause a great loss for commercial 

business oriented applications in terms of customer’s satisfaction. It may not only violate the 

service quality agreement (SQA) but also affect customer’s base and revenue respectively. 

Efficient scheduling is thus of critical importance in paradigm of distributed systems. Scheduling 

decision includes when and where to place tasks? Which tasks to transfer? The utilization of the 

resource is checked before sending any tasks.  

2.4 Load Balancing Techniques 

For managing resource selection and tasks placement, dynamically managing resources and 

decision making of load transfer, when and where to transfer data, basically there are two 

categories of load balancing techniques named as static balancing and dynamic balancing. In a 

static algorithm, the information regarding load decision are decided statically during the grid 

setup time and remains constant during runtime. Even though the static load balancing 

techniques are simple to implement and has minimal runtime overhead they are not used on large 

scale because it does not support the balancing of load during runtime. Dynamic load balancing 

technique can adapt changes based on user requests profile, bandwidth, and storage capacity. It 

can use the runtime state information for making load balancing decisions. Here the decision for 

scheduling and balancing tasks is done by using centralized technique or distributive technique. 

In the centralized approach, one resource in the system acts as a scheduler and makes all the load 

balancing decision[11] where as in distributive approach all the resources are involved in 

decision making of load balancing which is very costly. This approach may suffer from the 

overhead due to multitude of information exchange between resources [12]. 



Load Balancing

Dynamic BalancingStatic Balancing

Centralized Distributed

 

Figure 6 Load Balancing Techniques 

  

In the previous research load balancing techniques used performance metrics like load balancing 

and task completion time whereas the problem of high consumption of energy still existed.  J. 

Cao, et. al[13] used the method of intelligent agents for balancing the load in grid environment. 

The execution time is reduced by these agents by exchanging information with each other. 

Research work is carried out on power efficiency at cluster and data server level to decrease the 

consumption of energy. Ludwig and Maollem [14] also proposed an ant colony optimization 

technique for balancing load. They also presented another algorithm based on particle swarm 

optimization. 

2.5 Power Consumption 

Power is the rate at which system performs work. The SI unit of power is Watts. While energy is 

the sum of total work performed over a period of time. SI unit of Energy is joule which is equal 

to watt-hour (Wh) or kilowatt-hour (kWh). Both power and energy are represented in Equation 

(1) and (2).  

 

𝑃 =
𝑊

𝑇
                                                                           (1) 

Where P represents power, W is work and T is the time.  



𝐸 =
𝑃

𝑇
                                                                            (2) 

Where E is the energy, P is power and T is the time. 

The massive amount of power is provided by the grid for execution of computational tasks 

whereas the problem of high consumption energy makes the grid environment unreasonable for 

computing heavy tasks [15, 16]. The different states of the resources can be ‘on’ state, ‘off’ state, 

‘idle’ state, ‘booting’ state and ‘shutting’ state. For managing power, two methods are applied 

that is switching off unutilized parts of clusters [17-19]. The second method used for power 

saving is Voltage and Frequency Scaling (VFS) which adjust CPU processing speed [18]. VFS 

strategy can be used at CPU level by reducing the frequency of CPU either manually or 

dynamically named as Dynamic Voltage Frequency Scaling (DVFS) [20]. This frequency is 

scaled down by processor technologies such as Intel’s SpeedStep [21]. According to Meisner, et. 

al. [22] ideal and simple energy saving method is switching off the unutilized resources but it 

becomes difficult in case of overloaded resources. Orgerie et al. [19] proposed a prediction 

algorithm which sum up the workload and switch off the resources to save energy consumption 

in Computational Grids.  Hence to save energy the scheduler decides to allocate the tasks on the 

resources having minimum CPU frequency. Energy efficient techniques are applied using virtual 

machines and changes in physical systems. For improving energy consumption of the resources, 

research exists on the processor level of clusters [23] and virtualization based task scheduling 

mechanism [24]. In grid environment, many scheduling policies are used for efficient resource 

allocation. Tasks can be scheduled on priority based or on FCFS based. Gridway [25] is an 

adaptive Grid system that uses First come First serve (FCFS) scheduling mechanism policy and 

provides services to the clients. It changes according to the environment for heterogeneous 

resources to fulfill the requirements of Grid tasks. Even though research work on energy aware 

policies is done at cluster level or data center level, the problem of energy consumption in grid 

computing remains open. 

2.6 Main Source of Power Consumption 

Power Consumption in resources can be classified into two types; Static power consumption and 

dynamic power consumption. Static power consumption is the power consumption of devices at 

the low level systems. Leakage power exists in any active circuits and such leakages can be 

reduced by improvement of the low level design at the initial level [9]. This power depends on 



transistors and processor technology and is independent of system clock rates. On the other hand 

dynamic power consumption mostly depends on system clock rates, input/output activities, 

circuit activities (fluctuation of register values, transistor’s fluctuation etc.).  

According to [32]  the power consumption of the resource is 108 W when it is on and occupied 

by tasks and is 50 W when a resource is not occupied by any tasks but still on. A large 

proportion of power in data servers is used for cooling systems and CPUs. CPU is the main 

source of power consumption shown by Intel Labs [26]. This power is saved by applying power 

saving methods and improvement of CPU power efficiency. Hence before giving any solution to 

the problem, it is significant to check and understand the power consumption of the devices and 

resources in the data server [27]. By applying the DVFS method the power consumption of the 

CPU can be reduced while sustaining the ability to run programs.  

2.7 Power Management 

The two types of power management are: Static Power Management (SPM) includes the 

different methods for managing power and can be applied at the initial design and architecture of 

the circuit level [28]. On the other hand Dynamic Power Management (DPM) techniques can be 

applied at run time of the system based upon the current constraint of the resources. Our focus in 

this research is on DPM, consisting of different techniques for power optimization.  
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Figure 7 Power Management Classification 

  

2.8 Dynamic Power Management  

Dynamic power management can be classified into two categories that are hardware level and 

software level. At hardware level, DPM techniques can be divided into two kinds which are 

Dynamic component Deactivation (DCD) and Dynamic Performance Scaling (DPS).  Both DCD 

and DPS can be applied at the hardware level to save energy efficiently. DCD works on the basis 

of clock gating method that switch off the systems that are in idle state while DPS dynamically 

alters the performance of the components of the system on the basis of current resource demands.  

At the server level DVFS technique can be applied dynamically for reducing power. Although 

this technique is efficient but it still consumes 70% of power when the server is in idle position. 

Hence to reduce this power consumption, the idle resources must be turned off or kept into the 

sleep mode by using DVFS method [28]. The tasks should be adjusted to the underutilized 

resources and turn off the idle resources to save energy and enhance utilization.  

 



2.9  Existing Recent Work 

Load balancing is very important technique for improving response time in computational grid. 

Improved enhanced GridSim with deadline control (IEGDC) is a technique for balancing load 

based on deadline control. It is an improved version of Enhanced GridSim with deadline control 

(EGDC). In EGDC a dynamic distributed load balancing approach is proposed where the 

resources and grid scheduler is involved in balancing load. The deadline is given to the gridlets 

and performance of finished and unfinished gridlets is examined. The comparison is of EGDC is 

performed with ‘without load balancing’(WLB) algorithm [29].  

In IEGDC mechanism, the finished rate of the Gridlets is improved and also the resource is 

prevented from the overloading. For IEGDC, a new selection method is presented that considers 

the resource bandwidth and capacity of every resource. It reduces the response time of the 

Gridlets, resubmitted times, the number of finished Gridlets and unfinished Gridlets.  

2.10  Gaps in the Literature 

A lot of work is done for balancing load among resources in a computational grid. A 

computational grid consumes a lot of power and energy with the high utilization of resources. 

For reducing energy consumption different techniques has been showed in the literature. Even 

though previous work addressed many methods for balancing load and smart scheduling of tasks 

among resources there are no such methods that distribute tasks based on user requirement which 

also not violate the QoS requirement. By considering the proper QoS requirement, the existing 

techniques of task scheduling can be improved.  

 

 



Chapter 3  

3 Methodology 

3.1 Outline  

In this chapter, first we discussed the working architecture of our proposed work. After that we 

explained the sequence diagram of our proposed system and the steps for balancing load that are 

followed for our proposed work.  

3.2 Proposed Model Architecture 

Different entities/modules of the proposed system are designed to schedule the tasks efficiently 

and provide services to the users/clients. We have designed the system model by using Microsoft 

Visio. The working of the different modules is explained below: 

3.2.1 Grid Scheduler 

Grid scheduler is very important part of the grid. A grid scheduler offers computing services to 

the users. Each task is submitted to the Grid Scheduler which is then scheduled by its different 

entities according to the user’s requirement. Scheduler decides the future of the job on the 

resources and resources have to process the request and send back the results to the scheduler. 

3.2.2 Grid user  

User submits task to Grid Scheduler by identifying features of jobs (i.e. job’s length 

communicated in Millions of Instructions per Second (MIPS)) and excellence of service 

requirements (i.e. processing time and budget). 

3.2.3 Grid Information Provider 

Grid Information Provider sends the information to the scheduler about the computing capacity 

of each resource of the server so that it can easily compare the job and resource computing 



capacity for scheduling purpose. These resources are monitored by grid during joining and 

leaving the grid. 

3.2.4 Load Manager 

Load Manager collects the information about the load on the each resource. After collecting 

power consumption of resource from the power manager and load of all the resource then 

scheduler will decide that where to execute the jobs. 

3.2.5 Power Manager   

Power Manager collects the current power consumption of each resource and sends information 

to the load manager where the load on the resources is managed accordingly.  
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Figure 8 The Proposed working of the System Model 



The sequence of interactions between components of the proposed scheduling system is shown 

in Figure 9 as follows: 

 

Figure 9 Sequence Diagram of the Model  

 

1. Users submit tasks N of size M to the user to the scheduler. The tasks includes 

information about cost, deadline etc. 

2. The resources get registered to the Grid information provider (GIP). All the resource 

provides their computing capacity and costs at which they offer services to the users. 

3. The scheduler gets all information regarding all the available resource from GIP 

whenever it has tasks for execution. It sorts the available resources in descending order 

according to their utilization.  



4. The scheduler transmits the tasks along with the available resource information to the 

transmitter.  

5. The Task transmitter transmits the tasks to the resources.  

6. The status of the resources during tasks execution is examined by the Load manager 

which transfers this status to the Power manager.  

7. While based on load status of the resources, the power manager manages the power 

on/off status of the resources.  

8. After finishing the executions, the resources transmit the results to the task receiver.  

9. The task receiver transmits the job completion details to the Scheduler.  

10. The scheduler returns the result to the scheduler.  

Scheduling the tasks on resources aims to reduce the energy consumption of the resources.  

The tasks are migrated from the resources which have more tasks for execution and are 

overloaded with the tasks or the resources that have less number of tasks and hence are under 

loaded. For decision making which and when the tasks should be migrated, we need to 

follow steps as in Figure: 

Calculate the utilization of the resources

Select the heavy loaded resources

Transfer the gridlets to underloaded resource 

Check the status of every resource

Arrange the resources in descending order of utilization 

 

Figure 10 Steps for Balancing Policy 



Initially tasks on resources is placed which has minimum load. If the resources are fully loaded, 

the new resources may need to be powered on. For making it convenient, we have statically 

chosen resources with no load and results are not affected.  



Chapter 4 

4 Algorithm Design 

4.1 Outline 

In this chapter first we discussed the existing and our proposed algorithms in detail. After that we 

discussed the GridSim tool used for our simulations.  

4.2 Improved enhanced GridSim with deadline control (IEGDC) 

IEGDC is an extension of EGDC [30], while IEGDC improves the utilization of the resources 

and stops the resources from overloading. For thresholds three state of resource is set that is 

under loaded, normal loaded and over loaded resources. The load on resource is kept normal 

loaded according to the specified threshold to meet the balancing requirement. The comparison 

of this algorithm is performed on makespan, resubmitted time, finished and unfinished Gridlets.  

In IEGDC the energy consumption and cost increases due to high utilization of resources and the 

resources are always in state ‘on’. Valid scheduling mechanism can reduce the energy 

consumption meaningfully and that can also meet the QoS requirement. 

4.3 Proposed Algorithms 

EELBS (Energy Efficient Load Balanced Scheduling) is the proposed algorithm of our work. 

This algorithm extends the work done in EGDC and improves the work done in IEGDC[31]. Our 

work is based on QoS requirement which is able to reduce the energy cost and meet the deadline 

of the tasks.  

For energy consumption, we have also implemented the scenario when the resources are on, off 

based on the work done by A. Fernández-Montes,et al. [32].  



4.3.1 The Logic of Scheduler 

To resolve the proposal, this algorithm first sorts the resources in descending order of their 

current utilization by the entity scheduler. The scheduler then assigns the tasks to the appropriate 

resources. 

 

Figure 11 The Logic of Scheduler 

 

The scheduler assigns the tasks according to the utilization of the resources.  

4.3.2 The Logic of Load Manager 

For load to be transferred, a double threshold policy is presented. For load transfer algorithm is 

used shown in figure. The double threshold that is upper and lower thresholds is assigned for the 

load to the resources. The total utilization of the CPU is kept in consideration among these 

thresholds. If utilization of a resource is less than the lower threshold, all the load is transferred 

from this resource to the other resource. If the workload on a CPU goes above the upper 

threshold, the load has to be transferred from this resource to another in order to keep the 

workload between the given thresholds.  



 

Figure 12 The Logic of Load Manager 

 

We further checked QoS parameter while transferring loads from one resource to another 

resource that is check the task state. The task state shows that if the tasks are of time constraint 

type then those are not migrated and leave for execution. 

4.3.3 Task Status Logic 

For the tasks to be transferred from one resource to another, the task status must be checked. If 

the tasks are of the type time constraint and is in Queue or ready for execution or is in execution 

those tasks should not be shifted from one resource to another resource. 



 

Figure 13 Check Task State 

  

4.3.4 The Logic of Power Manager 

 The power of the resources is managed according to the utilization of the resources. The power 

utilization of resources depends on the number and execution of tasks. The power of the 

resources is switched on and off when required. The utilization of the resources is kept in 

between thresholds and all other resources are switched off accordingly. 

 

 

 



 

Figure 14 The Logic of Power Manager 

 

Scheduling the tasks on resources aims to reduce the energy consumption of the resources.  

The tasks are migrated from the resources which have more tasks for execution and are 

overloaded with the tasks or the resources that have less number of tasks and hence are under 

loaded. The idea of scheduling tasks with the energy efficiency is explained in the below 

example: 

Example: Users submit the tasks to the scheduler by specifying its features. These features 

are the number of tasks, task length, deadline, cost budget and the number of MIPS required. 

Scheduler gets all information regarding the resource from Grid Information Provider (GIP) 

whenever it has tasks for execution. The Scheduler has all related information about the resource 

utilization. It schedules the tasks on the resources and sends the updated list of resources to the 

load manager. The load manager checks the runtime load of the resources and balances the 

resource load. The information of the balanced load is then transmitted to the Power Manager 

where power on the resources is managed.  Hence the power and load on the resource are 

balanced efficiently meeting the QoS requirements.  



 

Figure 15 The Flow Chart 

 

For load to be transferred, a double threshold policy is presented. The flow chart for the 

load transfer is shown in figure 7. The double threshold that is upper and lower thresholds is 

assigned for the load to the resources. The total utilization of the CPU is kept in consideration 

among these thresholds. If utilization of a resource is less than the lower threshold and the task is 

not time constraint the load is transferred from this resource to the other resource. If the 

workload on a CPU goes above the upper threshold, the load has to be transferred from this 

resource to another in order to keep the workload between the given thresholds. The task state 

shows that if the tasks are of time constraint type then those are not migrated and leave for 

execution. The power of the resources is managed according to the utilization of the resources. 

The power utilization of resources depends on the number and execution of tasks. The power of 



the resources is switched on and off when required. The utilization of the resources is kept in 

between thresholds and all other resources are switched off accordingly. 

4.4 GridSim  

GridSim is a framework that provides features for simulation and modeling of a wide range of 

heterogeneous resources. It is used for modeling of users, applications, resource brokers, 

schedulers and management of multiple heterogeneous resources [29]. It also provides edges for 

allocating tasks/Gridlets to the resources and running their execution. These features provide a 

platform for evaluating the performance of scheduling algorithms and heuristics.  

4.5 Design of GridSim 

The layered design of GridSim is shown in figure 16. The three main components of GridSim are 

as follows: First the users have detailed information about the resource management policies and 

features of applications. Second GridSim components provide the modeling and simulation of 

core grid entities such as resources allocation, information services and so on. Third is the Event 

driven simulation engine which is responsible for conducting events and system update.  

The GridSim layer Java interface and the runtime machinery, called JVM (Java Virtual Machine) 

is the initial layer of the tool following the next layers and ends the last layer of services. Each 

layer is responsible for its own functionalities. The implementation of JVM is available for 

single and multiprocessor systems including clusters [25]. The GridSim toolkit supplies 

modelling high level and important Grid modules that are resource management, and application 

model.  



 

Figure 16 A modular architecture for GridSim’s platform and component 

4.6 GridSim Class Design 

4.6.1 GridSim 

This class represents the methods for simulation initialization, management and flow control. 

The GridSim environment must be primed to arrange simulation environment before making any 

GridSim entities at the user level.  

4.6.2 Grid Resource 

This class is used for the formation of resources. The Grid resources are made from PE objects 

with suitable MIPS/SPECS rating. Then these PE are combined together to form a machine. 

Finally, from different machines a resource can be formed. 



4.6.3 Gridlet 

In GridSim applications/tasks are composed of Gridlets. This class act as a job package that has a 

predefined length specified in MI. Gridlets are created by individual users for processing them 

on grid resources which are assigned by Scheduling entities (schedulers/resource brokers).  

4.6.4 Gridlet List 

This class can be used to keep a list of Gridlets and supports functions/methods for forming 

them. The Gridlet can be added, paused, moved and cancelled from the list.  

4.6.5 Grid Information Service 

This entity is used to provide information about the resources. The grid resources get registered 

to Grid Information Service when they enter the GridSim. All the GridSim entities such as 

scheduler/resource broker contact Grid Information Service for the registered resources.  

4.6.6 GridSim Shutdown 

This entity waits for the termination of all user entities and then sends signals of conclusion to all 

entities of GridSim.   



Chapter 5 

5 Simulation Results and Analysis 

5.1 Outline 

In this chapter the simulation results are shown for the proposed algorithms. In Section 5.2, 

simulation setup is discussed. Section 5.3 explains the parameters taken to conduct simulation.  

Section 5.4 describes the cases of simulations, and for each case we explained its scenario and 

discussed the results of the simulations.  

5.2 Simulation Setup  

Simulation of the proposed algorithm is performed by using the GridSim simulator. The results 

of the simulations are compared with the existing method IEGDC [31] . We have created a 

scenario based on the work carried out by Montes et al. [32] for checking the ‘on’ and ‘off’ 

power status of the resources. In our work, we conducted simulations and compared them with 

our proposed work by keeping the resources ‘on’ and ‘off’. The comparison of the proposed 

algorithm is based on finished Gridlets, unfinished Gridlets, resubmitted time, response time, 

cost, energy consumed and energy saved. The response time is the total time of the simulation 

that is measured from the time first Gridlet is sent to the Grid till the last Gridlet. The finished 

Gridlets is the number of Gridlets successfully completed within deadline. We also have selected 

the number of unfinished Gridlets as standard performance criteria. These Gridlets may not be 

completed in their deadline or overloading of the resources or due to the offline features of 

resources. For this reason resubmitted time is another standard for our simulation. Two different 

cases are considered for our simulation: 

Case: 1 Simulation with constant number of PEs 

Case: 2 Simulation with constant number of Gridlets  

Simulations are performed by taking 50 resources in the server. Every resource has 2 machines 

which has 5 PEs. So the grid system has total 500 PEs. The rating of every PEs is between 1-5 



MIPS.  The Gridlet length is expressed in PEs and is between 1-5 MIs. The deadline for every 

Gridlet is in the range of 1-4s. In our simulation, we have taken heterogeneous resources that are 

connected by communication channels. For two resources to be connected, the network 

bandwidth changes from 0.5-10Mbps. With the first router, user entity is connected having a 

connection of 1 Mbps. All the other entities are connected with the second router with different 

connections that are 0.5-10Mbps. We have selected the resource threshold on the basis of [31]. 

We selected the lower threshold as 0.6 an upper threshold as 0.8.  

No. of Resources (PE) 500 

PE rating (MIPS) 1-5 

No. of Gridlets 2000 

Gridlet length (MI) 1-5 

Gridlet deadline (seconds) 1-4 

Network Bandwidth (mbps) 0.5-10 

User Type  2 

 

Figure 17 Classifications of Parameters 

Following figures [18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, and 31] shows the results of 

our proposed algorithm and its comparison with the existing algorithm.  

 



5.3 Parameters 

The following parameters are used to conduct simulations and compared our proposed scenario 

with the present policy associated to the scheduling mechanism.  

5.3.1 Gridlets Performance 

The first parameter is the gridlets performance observed on finished gridlets, unfinished gridlets, 

resubmitted time, and response time. The finished gridlets is the number of gridlets successfully 

completed within a given deadline. The Unfinished gridlets are the gridlets that were not 

successfully executed in a given deadline. The resubmitted time is for unfinished gridlets which 

may not be completed in their deadline or overloading of the resources or due to the offline 

features of resources. These tasks are resubmitted again for execution. The response time is the 

total time of the simulation that is measured from the time first gridlet sent for execution till the 

last gridlet.  

Resource capacity rc is the speed of the resource; 𝑁𝑢𝑚𝑃𝐸 is the number of processing entities. 

And Rating is expressed in spec or MIPS.  

rc = ∑ 𝑁𝑢𝑚𝑃𝐸k

𝑛

𝑘=1

× 𝑅𝑎𝑡𝑖𝑛𝑔𝑃𝐸
k
                                                                 (3)          

 

 

5.3.2 Cost 

The third parameter cost per unit is calculated for the resources used by the users for their tasks 

execution. This cost is measured in Grid dollars (G$).  It is calculated by using following 

formula.  

 

𝐶𝑜𝑠𝑡 = ∑ 𝐶𝑖

𝑛

𝑘=1

                                                                                           (4)       



5.3.3 Energy Consumption 

The third parameter is energy consumption of the resources caused due to the consumption of 

resources for executing tasks. The below model is applied for finding the energy consumption of 

resources [35]. 

Ei = (Pmax − Pmin) × Ui + Pmin                                                      (5)         

where Pmax is the power consumption at the peak load or when a resource is occupied by tasks, 

and Pmin is the minimum power consumption of the resource in the active mode. In our case we 

have taken 100W as a maximum value when a resource is fully utilized and 1W as a minimum 

value when it is not occupied by any tasks.  

5.4 Case 1 

5.4.1 Scenario 

In this case, the simulations are shown by assuming PEs constant and Gridlets to change. For 

constant PEs, we have chosen 500 PEs for our simulations. We have performed a comparison of 

finished Gridlets, unfinished Gridlets, resubmitted time of the Gridlets, and response time of the 

Gridlets. Further we have taken Cost of PEs, total energy consumed by the resources, total 

energy saved by the resources as our proposed performance metric to conduct simulations. We 

have checked the energy consumption of resources when they are switched ‘on’ and ‘off’. This 

shows that the proposed algorithm performs better than the existing techniques.  

Results and Discussion 

Figure [18] shows the simulation results of finished Gridlets vs total number of Gridlets for the 

existing method IEGDC [31] and proposed EELB.  

In fig [18, 19] the simulations were performed by changing the number of Gridlets starting from 

500 and ending at 2,000 with a step of 500 while the number of PEs is kept constant. Fig [18] 

presents finished Gridlets vs total number of Gridlets for the existing method compared with the 

proposed method (EELB). The number of finished Gridlets increases by increasing the total 



number of Gridlets because for time constraint users, the Gridlets are not migrated and remained 

for execution.  

 

 

Figure 18 the Finished Gridlets 

From fig [18] it is clear that EELB performs better than the existing methods. 



 

Figure 19 The Finished Gridlets 

Fig [19] presents the number of unfinished Gridlets vs the total number of Gridlets for the 

proposed method compared with the existing method.  This shows that by increasing the number 

of Gridlets, the unfinished Gridlets in case of EELB are always found to be less than the IEGDC 

method.  

 

Figure 20 The Resubmitted Time 



Fig [20] presents the resubmitted time of the Gridlets that were rescheduled for execution. The 

simulations were performed for 500 Gridlets that were left unfinished when we provided Gridlets 

starting from 500 and ending at 2,000 with a step of 500 while the number of PEs were kept 

constant. The rescheduled Gridlets started from 100 and ended at 500 with a step of 100 whereas 

number of PEs was kept constant. This shows that the resubmitted time of EELB is less than 

IEGDC by increasing the number of Gridlets. 

 

Figure 21 The Response Time 

Figure [21] represents the response time of the Gridlet vs total number of Gridlets and compared 

with IEGDC. The Gridlets started from 400 and ending at 2,000 with a step of 400 while the 

number of PEs was kept constant.  



 

Figure 22 The Total Cost 

We have added cost parameter to perform the simulations. Fig [22] represents the cost vs number 

of gridlets. This shows that the cost per gridlets increases as we increase the number of gridlets. 

The figure shows that the cost of EELB is less than IEGDC as they consume much time in 

execution of tasks.  

For the energy consumption, we have performed the simulations by switching off the resources 

and switching them on according to the status of gridlets. Fig [23, 24] shows the energy 

consumed and saved during the execution of gridlets.  Initially the consumption of energy with 

500 gridlets in IEGDC is 7.86 kWh higher than EELB. The method IEGDC without energy 

consumes 40.31kWh by providing 500 gridlets keeping the number of PEs constant at 500. The 

proposed policy leads to 7.86 less energy consumption than IEGDC policy. This is because the 

proposed scheme uses the energy aware policy and maintaining QoS requirement while keeping 

the same threshold level as in IEGDC. Lastly providing 2000 gridlets with the same number of 

PEs, the energy consumption in IEGDC is 42.78kWh and is reduced by 10.48kWh in case of 

proposed EELB method. As per our results shown, it can be concluded that the proposed method 

performs better than the existing method in terms of the performance of gridlets, cost and 

consumption of energy.  

 



 

Figure 23 The Energy Consumed 

 

Figure 24 The Energy Saved 



5.5 Case 2 

5.5.1 Scenario 

In this case, the simulations are shown by assuming Gridlets constant and PEs to change. For 

constant Gridlets, we have chosen 1000 Gridlets for our simulations. For constant Gridlets again 

we have performed a comparison of finished Gridlets, unfinished Gridlets, resubmitted time of 

the Gridlets, and response time of the Gridlets. Further we have taken Cost of PEs, total energy 

consumed by the resources, total energy saved by the resources as our proposed performance 

metric to conduct simulations. Further we have added the same scenario as in case of constant 

PEs. This scenario is based on [32] for the resources that is switching ‘on’ and ‘off’ the 

resources. This shows that the proposed algorithm with constant Gridlets performs better than the 

existing techniques.  

Results and Discussion 

Fig [25, 26] shows the results of finished Gridlets vs No. of PEs and the results of unfinished 

Gridlets vs No. of PEs.  

The simulations were performed by changing the number of PEs from starting from 50 and 

ending till 500 with a gap of 50 while the number of Gridlets was kept constant. This shows that 

the number of finished Gridlets increases when we increase the number of PEs while the number 

of unfinished gets decreased by increasing the number of PEs. The results were compared with 

the exiting method. This shows the finished rate of the Gridlets is higher in EELB than the 

existing method IEGDC as for time constraint Gridlets, we created a scenario that is the time 

gridlet in execution or ready for execution was not be migrated.  



 

Figure 25 The Finished Gridlets 

 

Figure 26 The Unfinished Gridlets 

Fig [27] shows the resubmitted time for the unfinished Gridlets that were rescheduled for 

execution. In this case the simulations were performed for more number of the Gridlets with the 

PEs starting from 50 and ending till 500 with a step of 50. The simulations were performed for 

all Gridlets as with 50 number of PEs the Gridlets were remain Unfinished. The resubmitted time 



of the EELB is compared with the resubmitted time of IEGDC. This shows that as Unfinished 

Gridlets rate is higher in IEGDC so the resubmitted time is higher than EELB.  

 

Figure 27 The Resubmitted Times 

Fig [28] represents the response time of the Gridlets that were kept constant. The results are 

compared with the existing method IEGDC. Initially the response time of the Gridlets was low 

because of less PEs and it increased by increasing the number of PEs.  



 

Figure 28 The Response Time 

Fig [29] represents the cost versus number of PEs by varying number of PEs starting from 50 

and ending toll 500 with a step of 50. The figure shows that the cost of IEGDC is more than the 

proposed EELB because no energy technique is applied in IEGDC to the resources which results 

in consumption of much time and energy in execution of Gridlets.  

 

Figure 29 The Total Cost 



Fig [30, 31] shows the amount of energy consumed and saved by varying number of PEs and 

keeping gridlets constant. It shows that that IEGDC consumes 17.71 kWh with the 50 PEs while 

EELB reduce this energy consumption to 14.6 kWh with the same number of PEs.  The energy 

consumption of the PEs increases as we increased the number of PEs with the constant number 

of gridlets. By increasing the PEs till 500, IEGDC has consumed 23.66 kWh than EELB. 

Similarly with maximum number of PEs that is 500PEs, we have saved 23.95 kWh of the 

energy. This shows that applying the proposed method much amount of energy is saved by 

EELB than the IEGDC. 

 

Figure 30 The Energy Consumed 

 



 

Figure 31 The Energy Saved 

As per our results discussed above, we have surely improved response time, number of finished 

Gridlets by varying size of Gridlets and PEs for carrying out different simulations and by giving 

deadlines to the Gridlets. Although the finished rate of the Gridlets is near to the existing method 

but in contrast we have reduced the cost, energy consumption of the resources. From the results 

it is shown that the finished rate of gridlets is improved by 28% than IEGDC which result in high 

response time of the gridlets and energy consumption is reduced 38% than the existing IEGDC. 

The costs the resources are reduce by 35% of without energy aware algorithm. Load balancing is 

important factor to consider while reducing the energy consumption. If we consider energy 

efficiency only than we may violate the QoS and the response time of the tasks. Similarly if we 

consider the load balancing only, the cost as well as energy consumption increases. Hence our 

algorithm shows the better results for energy efficient scheduling.  



Chapter 5 

6 Conclusion and Future Line 

6.1 Outline  

This chapter concludes the discussion of all chapters and draws the future line of work for 

researchers.  

6.2 Conclusion  

In the past chapters, we showed models and algorithm for efficient scheduling of tasks which 

allocate resources by considering users QoS requirement and migration of tasks based on the 

given thresholds. We compared proposed algorithm with the existing method and we observed 

the proposed algorithms which consider energy efficiency and user QoS requirement for 

scheduling decisions perform better than the existing one. Our proposed algorithm not only 

maintains the load balancing but also effectively saves energy consumption of the resources 

while maintaining the QoS requirement. EELB produces better results for implementing job 

scheduling on the servers, but also reduces cost by minimizing the resources power.  

6.3 Future Line  

This section gives a brief direction of work for the new researchers based on the current 

implementations.  

For future line of direction, firstly the proposed algorithm can be explained with fault tolerance 

strategy. The implementation cost and response time of the tasks may get increased if any failure 

of load migration occurs in any computing server.  

Secondly we propose to improve the network energy consumption. By using correct model of 

energy for the network will help the proposed algorithm to reduce the cost of energy for network. 

More energy models for model devices should be implemented to reduce the energy 



consumption in Grid. Further a parameter throughput can be added to the scenario to check the 

better performance of the resources.  

Lastly, we designed the results in simulations environment. It’s better to have results 

compilation using our algorithm in real computational grid environment so that we can 

intellect the real time effects of computational grid environment using our proposed 

algorithm.  
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