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Abstract

The judiciary is the branch of the government whose task is the administra-

tion of justice. The courts are generating a large amount of data as legal

proceedings. The legal documents are in the form of cases and their judg-

ments. A judgment is a long, and detailed document. To prepare for a case,

a lawyer has to read through hundreds of legal documents to find out the

relevant judgments. In Pakistan, the ratio of cases that are registered every

year and the judgments made is very high mainly due to the time it takes

to prepare for a trial. Providing lawyers and judges with the summary of

the relevant judgments will not only help them to get an overview without

reading the whole judgment but also save a lot of their precious time, and

hence more judgments can be made every year. Artificial Intelligence (AI)

is finding its application in all domains of our lives. The use of AI tech-

niques can also be helpful in courtrooms. Text Summarization is one of the

applications of Natural Language Processing (NLP) which can be used to

provide a brief overview of the judgment to both the lawyers and the judges.

Transformer-based models in NLP, now-a-days, are a benchmark in solving

sequence-to-sequence modelling problems. Therefore, they can be utilized to

help legal domain experts save their time for writing judgment summaries

in the real world. However, text summarization in legal documents differs

from the regular text. The summarization task is dependent on the type

of summary that is required. Moreover, the legal documents consist of tens

of pages and hence more number of words. Therefore, existing pre-trained

models on regular text cannot be helpful. Among other transformer-based

models, Longformer has been introduced recently to deal with the long input

sequence lengths up to 16, 384 tokens [2]. Training a model with such a con-

figuration demands high computation power. Fine-tuning a pre-trained legal

Longformer Encoder-Decoder (LED) on a downstream task showed better

accuracy scores on the dataset.

xi



Chapter 1

Introduction and Motivation

In this information age, the amount of data produced every day is truly

astounding. Finding relevant data is a tedious and time-consuming process.

The accessibility and availability of huge volumes of text data on the internet

is a major challenge. The problem of information overload has arisen as data

accessibility has increased. The amount of unstructured data accessible on

the Internet is increasing which in turn is creating the need to develop new

techniques for conveying content in a concise manner. Huge research efforts

have been made to aid in the automatic processing of such online texts.

Because human capacity for information consumption is limited, it is vital to

retrieve only valuable and meaningful information from the massive amounts

of unstructured data available. Therefore, extracting useful information from

potentially massive amounts of text necessitates text summarization [3].

1.1 Introduction

Document summarization involves condensing the contents into a succinct

form that captures only the most important ideas of a document. Automatic

text summarization is one of the important areas of Natural Language Pro-

cessing (NLP) and is designed to compress and render large text documents,

allowing end users to quickly understand and read information. It requires

compressing a long written document into a few words or paragraphs that

conveys the main point [4]. The growing availability of information has ne-

cessitated the development of systems that can automatically summarise one

or more documents, as the digitalization is embraced.
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Every day, tremendous amounts of unstructured text are generated by

legal systems all over the world. In Pakistan alone, lawyers, judges, and case

workers process and evaluate millions of cases every year. These files can be

rather lengthy, with hundreds of pages of dense legal material. According

to the most recent Law and Justice Commission of Pakistan (LJCP) figures,

the number of cases in the Supreme Court which are still pending is 38, 539

out of which 293, 947 cases are in five high courts, in the four provinces’

subordinate courts and the federal capital.

As the volume of legal information continues to grow, appropriate ef-

forts are required in the areas of automated processing and access to rel-

evant forensic information. Many stakeholders, including lawyers, judges,

and other professionals, value having access to up-to-date and relevant legal

information from a single large site repository. Approximately 1.8m cases

are pending in various courts of Pakistan. Generations of litigants suffer as

a result of a backlog of cases. A well structured summary of judgment can

provide the same insight and understanding as reading the long judgment.

The information will be reproduced in a general form and this will save con-

siderable time. There is a great deal of effort being made to create a manual

copy of the case summary.

Reviewing long court judgments is a time-consuming task which involves

human intervention and cognitive effort. When a new case is filed, the lawyers

review a large number of previous court judgments to support their case.

Lawyers and judges turn to a legal editor to evaluate a particular case. The

court has a team of professional staff to evaluate the case. Lawyers rely

on those summaries which are human-generated to find an effective set of

discussions to answer lawsuit questions and support their arguments. If the

requirements are immediate, there will be unnecessary delays and dependen-

cies. Legal professionals may be able to better manage their workload if the

review process is automated or simplified. Thus, automatic text summariza-

tion is a useful tool in helping them.

In the legal area, automatic summarization has a wide range of uses,

ranging from making it easier for lawyers to navigate through a massive body

of legal papers to quickly retrieving relevant judgments. Manually drafting

case headnotes, synopsis, and summaries currently consumes a significant

amount of time and effort. It is difficult to prepare a legal case summary

that incorporates all relevant facts and precedents in order to convince the

court to rule in the plaintiff’s favor. Attorneys spend considerable time

2



preparing legal briefs. In order to address these concerns, automatic text

summarization is necessary [5].

1.2 What is Text Summarization?

According to [6], a summary refers to “a text that is created from one or more

texts, conveys crucial information in the original text(s), and is no longer than

half of the original text(s) and usually substantially less.” The emphasis is on

the most significant points, while minor details and instances are left out. A

summary is a disassembled and reconstructed version of its source text that

only contains the content’s essence. Using a technology to automatically

extract the most relevant information from a text and condensing it into a

readable summary is commonly known as automatic summarizing. Signifi-

cant research has been focused on the many forms of summaries, as well as

the methods for creating and evaluating them.

In [7], authors divided summarization operations into three categories

based on three aspects as follows:

- Input factors include length of text, and single vs. multi documents.

- Purpose factors define the user and the objective of text summarization.

- Output factors include flowing text or headed text, and so on.

Summarization can be performed on a single document or a collection of

documents, and is referred to as single-document summarization or multi-

document summarization. In [8], authors reviewed a number of document

summarization types including single and multi-document summarization.

The authors also discussed the issues faced due to automatic summarization,

as well as addressed their assessment. Following sections describe the types

of summarization in detail.

1.2.1 Single Document Text Summarization

Whenever a single document is long enough for a user to read in its en-

tirety, its content can be summarized in which the relevant information is

preserved. The topic of single document summarization is, therefore, of con-

siderable research interest. Traditional extractive summarization methods

focus on extracting important information from a document by recognizing

sentence level content. Various methods have been applied for this purpose

for sentence selection from documents [9].

3



1.2.2 Multi Document Text Summarization

Multi-document summarization, as the name implies, generates a summary

from many documents published on the same subject. The summary assists

the user in quickly familiarising themselves with the material included in a

broader group of papers. In general, the summaries generated in this manner

are both brief and thorough. Due to topic variety among a large number of

papers, summarizing the multi document is more complicated and harder as

compared to single document summarization [10].

1.3 Approaches of Text Summarization

There are two main approaches of how to summarize the text in Natural

Language Processing (NLP). The two broad categories of approaches to the

Text Summarization (TS) are extraction and abstraction. We discussed in

detail the key consideration, both the approaches utilize.

1.3.1 Extractive Text Summarization (ETS)

Extractive summarization is a type of summary in which the material is fully

extracted and the sentences of summary being extracted are phrases or words

taken from the original text [11].

1.3.2 Abstractive Text Summarization (ATS)

In contrast to extractive summarization, abstractive summaries construct

new sentences, sometimes known as paraphrases, which build summaries

using those words not found in the original text. Abstractive text sum-

maries create summaries by utilising natural language generation algorithms

to paraphrase the document’s main content. Because creating abstractive

summaries necessitates significant Natural Language Processing (NLP), they

are more complicated and challenging than extractive summaries. Abstrac-

tive summarization methods are often more difficult than extractive methods

and more challenging regarding resources and computational complexity.
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1.4 What is Legal Text Summarization?

Text Summarization can also help the legal community(judges, lawyers and

petitioners) with its applications. However, the legal text differs from the

general text. For example, general documents of the news genre have little

or no structure. The summarization for general text does not focus on the

structure of the text, but rather on the content words. The hierarchy of the

structure, on the other hand, is critical in legal texts. A legal document

follows a predefined structure. A legal judgment contains a header contain-

ing the information such as Case No, petition name, appellant name, etc.,

introduction, background, analysis, jurisdiction, and then conclusion. The

inclusion of the same term at different levels of the hierarchy has different

implications. The source of the ruling will determine the significance of the

terms in the ruling (whether it is from a District Court, High Courts, or

Supreme Court). In general, we can ignore references/citations when sum-

marising materials, however this may not be possible in the case of legal

writings. Moreover, the general documents of the news genre contain fewer

paragraphs, whereas the legal documents or judgments are based on tens

of pages. Most of the sequence-to-sequence neural models accept a stan-

dard fixed range of 512 input words token length. Therefore, the techniques

used to summarize legal documents differ from the ones which are used to

summarize the general text. Hence, legal text summarising requires unique

attention and, as a result, necessitates a separate research from general text

summarization.

1.5 Practical Challenges of Legal Text Sum-

marization

The challenges in summarizing the legal document includes the preparation

of a dataset and the characteristics of the legal text. These distinctions play

a significant role in the summary of legal texts.

1.5.1 Characteristics of legal text

Legal text differ from the general text based on the following differences [12]:

5



1. Size:

Legal documents are larger in size than documents in other domains.

2. Structure:

They follow hierarchical structure.

3. Vocabulary:

Legal texts use domain specific terminologies.

4. Ambiguity:

The same term, phrase, or statement can have multiple meanings.

5. Citations:

They indicate the main issues of the case.

The characteristics of legal text poses different challenges for both the

approaches of TS such as vocabulary, in case of abstractive summarization,

the generated summary could use the synonym words, which can have dif-

ferent meanings and implications in the given context. However, if trained

on a larger dataset, the model can learn to adopt to the domain-specific vo-

cabulary. In case of extractive summarization, the fluency and flow of the

generated summary is a major concern, since it selects the top-ranked sen-

tences from the source document to generate a summary. Abstractive sum-

marization is harder than the extractive text summarization since it requires

real-word knowledge, and semantic and contextual analysis [13]. However,

abstractive summarization is better than the extractive summarization in a

way that it is an approximate representation of the original document with

human-generated language [14].

1.5.2 Dataset Preparation

Legal information scientists have conducted a significant study on automatic

legal text summarization, and suggested solutions are based on a variety of

methodologies. The majority of these methods for document segmentation

rely on using labelled data or raw text’s characteristics extraction for sum-

mary generation. The majority of legal text summarising approaches are

presented as supervised learning algorithms when enough labelled data is

available. Whereas, the labelled data produced in the legal field is scarce

6



and expensive. One of the other major issue is the availability of a pre-

pared dataset in the legal domain, such as FIRE-2014 (Information access

in the legal domain) dataset [15]. It contains summaries of 1500 judgments

in TREC format from the Supreme court of India. These judgments are

from the period 1950-1989. But, the data is not available publicly and is

encrypted with the password. The Center for Machine Learning and Intelli-

gent Systems at the University of California, Irvine, has however, prepared

a corpus of 4,000 legal cases (UCI Machine Learning Repository: Legal Case

Report Dataset) [16] in the Federal Court of Australia (FCA) and is also

available publicly [17]. It is designed for use in research involving automatic

summarization and citation analysis. Catchphrases, citation sentences, cita-

tion classes, and citation catchphrases are collected for each document. As

for summarization tasks, the catchphrases are different from the comprehen-

sive summary. Therefore, it requires to prepare a full-fledged dataset from

scratch to train the model on.

The challenges in preparing the dataset of legal domain involves the fol-

lowing factors:

1. Pre-processing:

The input data needs to be mapped to the appropriate model for-

mat. The sequence-to-sequence models separate individual sentences,

whereas the judgments and the headnotes are prepared by the courts

according to their requirements paragraph wise in the documents for-

mat. The common way to differentiate individual sentences is using a

period, but it can be used at many places as well such as in abbrevi-

ations, so it cannot be considered. There is no one standard library

available to convert the paragraphs into sentences because of the use of

the different language context. Therefore, it also requires much manual

effort to prepare a full-fledged neat dataset of a considerable size from

scratch for the first time.

7



2. Size:

Deep Neural Networks are data hungry models. A supervised neural

network model requires a significantly large amount of data for train-

ing purposes. Preparing a dataset from scratch for training purposes

require both effort and time. Transfer Learning (TL) is particularly

very useful approach when we have a smaller dataset. Hence, a model

that has been pre-trained can be fine-tuned to achieve improved results

using the dataset. In this case, the size of the dataset should also be

considerable.

3. Domain Knowledge:

In [18], it was proposed to use domain knowledge to automatically gen-

erate the labelled training data for legal text segmentation. However, a

big challenge in dataset preparation of legal text summarization is the

domain knowledge, to prepare the gold summaries, since it requires the

help of professional lawyers.

1.6 Problem Statement

Reviewing long court judgments is a time-consuming task which involves hu-

man intervention and cognitive effort. Approximately 1.8m cases are pending

in various courts of Pakistan. Generations of litigants suffer amid a backlog

of cases [19]. A well structured summary of judgment can provide the same

insight and understanding as reading the long judgment. This will not only

provide a general version of the original information but save a lot of time.

In the era of machine learning, deep neural networks have been used to sum-

marize the documents. Therefore, it can be utilized to help legal domain

experts save their time for writing judgment summaries in the real world.

However, the legal text differs from the general text on the basis of the size,

structure, vocabulary, citations, and the type of summary required. There-

fore, techniques used to summarize legal documents differ from the standard

ones.

A solution is required that considers both the length of the input se-

quence of long documents with limited resources, as well as an approach to

compensate for the differences in characteristics of the legal text.

8



1.7 Solution Statement

The aim is to design and develop a system to summarize long legal documents

with the implementation of deep neural network models while considering

the existing limitations and requirements of the system. Transformer-based

models in Natural Language Processing (NLP), now-a-days, are a benchmark

in solving sequence-to-sequence modelling problems. Therefore, it can be

utilized to help legal domain experts save their time for writing judgement

summaries in the real world.

Transfer Learning (TL) is particularly very useful approach when we have

a smaller dataset. However, Out-of-Vocabulary (OOV) is a common problem

that arises in transfer learning. Therefore, existing pre-trained models on

regular text cannot be helpful. A pre-trained Longformer Encoder-Decoder

(LED) on a legal domain dataset can be fine-tuned by down-streaming it

requiring less resources as well. This also addresses the OOV issue.

1.8 Key Contributions

There are two main key contributions i.e. dataset preparation and transfer-

learning based transformer models for TS.

[20] and [21] are the two open source repositories available for the legal

text summarization. The summaries are prepared by the professionals for

every judgment. However, both the judgments and the headnotes need to be

pre-processed and converted into individual sentences from paragraphs for

the model’s input. In Pakistan, the summaries for the legal judgments are

also prepared for every judgment. We choose the judgments of Pakistan for

our dataset to serve as a baseline for the future researchers to work on.

One of the key considerations in legal text summarization is the size

of the input document. Most of the sequence-to-sequence neural models

accept a standard fixed range of 512 input words token length. Transformer

based models have been introduced recently to deal with the long input

sequence lengths. Moreover, the available judgments are not enough to train

a model from scratch. Whereas, deep neural network models are data hungry.

Therefore, fine-tuning an existing pre-trained model with long input sequence

length on legal documents is the best consideration. We propose transfer-

learning based transformer models for legal text summarization. The results

9



obtained through evaluation of this approach on the prepared dataset have

shown an improved and satisfactory performance. This is the first time that

deep neural networks have been used to summarize the legal documents of

Pakistan. This work provides a baseline for future research involving our

dataset, making it our second contribution.

1.9 Upcoming Chapters

Later part of the thesis document is organized in the following chapters.

The chapter 2 serves as a window into the notable work that has been

done on text summarization generally and in the legal domain over the period

of last decades. This section sets a research direction in this dissertation.

The chapter 3 discusses our proposed approach of text summarization for

legal text in detail. It breaks down our approach into different modules and

provides an insight into their technical details.

The chapter 4 presents the experiments and their results. It also provides

the analysis of the results in detail with good and bad examples.

The last chapter provides the conclusive remarks and sheds light upon

the future direction for the research community.

10



Chapter 2

Literature Review

The amount of textual material created on the internet is growing at an

exponential rate so it has become critical to employ approaches in order to

extract material that is most relevant to the user’s information requirements.

Humans may now use AI and machine learning algorithms to simplify a va-

riety of activities, thanks to the advancements in AI and machine learning

algorithms. However, automatic text summarization is a very challenging

task. There are many key considerations such as sentence redundancy, sen-

tence scoring, sentence ordering, etc., when summarizing documents, thereby,

making the task more complex. Different approaches are being used for au-

tomatic summarization of text. Deep learning methods are used for sum-

marising general text which have not been used for legal text commonly. In

order to better understand and get clear picture of existing work done in lit-

erature, we breakdown the literature review into classical and deep learning

based approaches for both general text and legal documents.

2.1 Techniques in Text Summarization

The approaches in text summarization can be broadly classified into two main

categories i.e., supervised and unsupervised approaches. Following section

firstly describe existing survey studies for summarization followed by state-

of-the-art approaches that are compiled in the light of existing surveys as

well as by performing literature review.
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2.1.1 Supervised Approaches

With supervised approaches, the extractive text summarization ranks the

individual sentences in a document based on the similarity with the provided

summary documents. Whereas, the abstractive text summarization works

using the language generation models and compares it with the sentence

structure in the gold summaries. There exists many approaches for both

types of summarization from traditional to deep neural machines. The intro-

duction of Recurrent Neural Networks (RNNs) first enabled both extractive

and abstractive approaches to advance rapidly and consistently. After the

invention of the Transformer [22], the rate of progress accelerated, and this

architecture has come to dominate state-of-the-art techniques. The follow-

ing studies discuss the work done in the text summarization using supervised

approaches.

Keneshloo et al. [23] proposed a transfer reinforcement learning based

approach for a good generalization performance on different summarization

datasets by training the model on a common vocabulary. The model de-

scribed addresses the issue of common vocabulary between two datasets.

The work demonstrates the generalization of the proposed model on unseen

datasets. The pointer-generator model is, hence, the basis of the proposed

model for knowledge transfer with added reward and self-critic policy gradi-

ent approach. The encoder and decoder units in the proposed TransferRL

framework are shared between the source and target datasets. The model

generates a sentence by sampling based on the output distribution, and learns

from its own output distribution. The achieved results are presented for

four datasets in text summarization. The datasets include are Newsroom,

CNN/Daily Mail, DUC2003, and DUC2004. The encoder in the pointer-gen-

erator model uses LSTMs (Long Short Term Memory), which means that the

output from the encoder is used by the decoder as it takes the last state as

the input. However, transformer based models outperform the LSTM for the

neural machine translation tasks.

BERT is a fairly recent (2018), state-of-the-art model developed by Google

AI for a number of various NLP tasks. BERT took one of the most popular

attention models, Transformer, and applied it in a bidirectional method caus-

ing the model to have a deeper sense of both context and flow of the word em-

beddings [24]. Bert has been applied for a series of NLP tasks which includes

Question Answering techniques [25], [26], [27], Chatbots for multiple lan-

12



guages which are able to offer predictive texts as well as incorporate QA tech-

niques to answer questions from a pre-determined corpora [28], [29], [30], [31]

as well as for classification based on its abstract language modeling abilities

for universal language representations [32], [33], [34], [35]. The BERTSumm

is a transformer based model with its two variants, one for extractive and one

for abstractive text summarization. BERTSummExt works by assigning a

label to each sentence in the document whether it needs to be included in the

final summary or not. BERTSummAbs, on the other hand, adopts language

generation models in order to create summaries that contain novel words

and phrases not appeared in the source text, but contain the same meaning

and context. For BERTSumm, the input document first needs to be con-

verted into proper sentences. The start of sentence contains a [CLS] token

and end of sentence contains a [SEP] token. All the sentences in a document

are then converted into an embedding vector for the representation. After

obtaining the sentence representation or embedding vectors, document-level

features are extracted using Transformer. For each sentence, the expected

final score Yˆ is calculated. The loss is calculated of the model which is

the binary classification entropy regarding Yˆ against standard label Y for

every sentence. Training BERTSumm requires hours of training. The sum-

mary is generated as a set of sentences for every document. The final output

contains standard metric values of ROUGE-1, ROUGE-2 and ROUGE-L

scores. The BERTSummAbs [36] is ranked 1 in ATS on the news dataset,

namely CNN/Daily Mail dataset and has a value of 41.72 for ROUGE-1.

(CNN/Daily Mail Leaderboard). Whilst BERTSumm is a transformer based

model, which considers BERT based contextual embeddings for summary

generation, it works with small datasets.

Shi et al. [37] reviewed a wide range of models for abstractive text sum-

marization. The article presents the review of the network structure, training

approach besides the algorithms for summary generation were all examined.

Although various articles have looked into abstractive summarization mod-

els, only a few have done so in depth [38]. Furthermore, most earlier studies,

such as [39], [40] covered the methodologies until 2018, despite the fact that

they were released in 2019 and 2020.

Abstractive summarization became a reality in the era of deep learn-

ing. Instead than employing actual terms from the reference materials, an

abstractive summarization approach constructs a text. PEGASUS [41] is

one of the more recent efforts on abstractive summarization. The major-
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ity of abstractive models are built around Transformers [22], which have a

quadratic memory need in relation to the amount of input tokens whereas,

transformer-based models can only handle 512 sub-word tokens, which is a

significant constraint for long text summarization. Fortunately, some models,

such as the Longformer [2], can convert the quadratic memory requirement

to a linear memory requirement.

2.1.2 Unsupervised Approaches

Unsupervised approaches process the acquired results using heuristics or al-

gorithms to finalize the insights. Statistical approaches in the unsupervised

text summarization belong to either one of the three categories i.e., term-

frequency [42], [43], [44], latent semantic indexing [45], [46], [47], [48], and

graphical methods [49], [50], [51], [52], [53]. In term frequency, a higher score

is assigned to the sentences that resemble the frequency of document terms.

In latent semantic analysis approach, the sentence that best represents the

latent concept is chosen. In graphical methods, a sentence to sentence sim-

ilarity matrix is produced from a sentence term matrix, and each sentence

gets a score. Following studies show the work done in unsupervised text

summarization using deep learning techniques.

This paper [54] proposed an unsupervised deep learning model known as

the Restricted Boltzmann Machine(RBM). The proposed approach works in

three phases. In the first phase, all the required feature were extracted. A

total of 9 features were extracted. These include number of thematic words,

sentence position, sentence length, sentence position relative to paragraph,

number of proper nouns, number of numerals, number of named entities, term

frequency, and sentence to centroid similarity. A sentence-feature matrix is

generated using feature values calculated for each sentence in the document.

In the second phase, all the required features were enhanced. A RBM having

one hidden layer and 9 perceptrons for every feature is trained to obtain

an enhanced feature matrix. The final matrix values are used to generate a

score for every sentence. In the last phase, the summary was generated. On

the basis of the score of each sentence, the final summary is generated. This

paper evaluated the results by calculating precision and recall values. The

proposed approach achieved an average precision and recall values of 0.7 and

0.63 respectively on single-document factual reports from different domains

such as news, sports, health, etc.
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Alami et al. [55] used the concept of ensemble learning and word em-

beddings for word representation in unsupervised deep neural network tech-

niques. The work has shown better results for automatic text summarization

with three ensemble techniques. The work focuses on the word representa-

tion technique i.e., ensemble technique with Word2Vec representation per-

forms better compared to those based on BOW (Bag-of-Words) approach.

The datasets used were English emails and Arabic newspapers.

S Xu et al. [56] proposed an unsupervised technique for extractive sum-

marization using pre-trained sentence-level self-attention transformers. This

paper has performed a comparison between PACSUM [49] and proposed ap-

proaches on CNN/DailyMail and New York Times datasets. At the end,

better results have also been obtained by combining both models. All docu-

ments, however, are truncated to 512 sub-word tokens due to the positional

embedding of RoBERTa [57]. The F1 measures of ROUGE-1 score, ROUGE-

2 score, and ROUGE-L score are 41.26, 18.18, 37.48 respectively.

Padmakumar et al. [58] showed how sentence embedding clustering can

be utilised to achieve both extractive and abstractive text summarization.

The summary is created by selecting a representative from each cluster

of sentences. The extraction technique selects the sentence from the text

whose embedding is closest to the cluster’s centroid in terms of Euclidean

distance. The abstractive strategy involves training a Recurrent Neural Net-

work (RNN) with long short-term memory (LSTM) to decode embeddings

into sentences and selecting a representative of each cluster. They consider

the fact that the phrases which form a cluster in the vector space are likely

to have similar meanings, retaining one sample from each cluster is sufficient

to generate a summary. The results have been demonstrated and compared

on the two datasets i.e., Tipster [59] and Opinosis [60].

Only five abstractive summarization models [61], [62], [63], [64], [65] were

examined by [40]. The datasets and training procedures, as well as the

architecture of multiple abstractive summarization models, were the focus of

this study. There was no discussion on the key characteristic of the created

summary of the various procedures and evaluation measures.

Abstractive summarization is harder than the extractive text summa-

rization since it requires real-word knowledge, and semantic and contextual

analysis [13]. However, abstractive summarization is better than the extrac-

tive summarization in a way that it is an approximate representation of the

original document with human-generated language [14].
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2.2 Techniques in Legal Text Summarization

Various techniques for summarizing legal text documents have been imple-

mented. In the literature, work has been done on english judgments of

Canada [66], India [67] and Australia [1]. The techniques include thematic

segmentation, gravitational search algorithm, and K-means clustering. A

brief summary of the literature review for the legal text summarization is

shown in the table 2.1. The work in the domain of legal text summarization

has started earlier but the progress is not at a very significant pace. One

reason could be the non-availability of a standard dataset publicly.

2.2.1 Heuristics based Approaches

Heuristic based approaches include the pre-defined heuristic functions related

to the calculated information. The following papers used labelled datasets

for legal text summarization.

Kanapala et al. [67] developed a new summarization algorithm based

on the gravitational search algorithm (GSA) using five objective functions

on the Indian judgments from FIRE-2014 dataset. Based on different fea-

tures associated with the criteria of sentence selection, such as length of the

sentence, position of the sentence, keywords frequency, sentence similarity,

every sentence in the document is binary classified as whether to include in

the final summary or not. A gravitational search algorithm is implemented

to optimize the summary of the document. F-measures for ROUGE-1 and

ROUGE-2 are 0.4316 and 0.1749 respectively. The work mainly focuses on

the features associated with the sentence relevancy, and the solution is opti-

mized using GSA which can sometimes, trap into local optimum.

LETSUM, a legal text summarizer system [66], generates a table style

summary based on four themes i.e. introduction, context, juridical analysis

and conclusion). The system was trained on judgments of Canadian fed-

eral courts. Based on the sections identified in the judgment, a summary

is generated for every section individually, and then combined. It works by

assigning a score to each sentence in the judgement based on pre-defined

heuristic functions. Other than evaluating the summaries using the standard

evaluation metrices, human based evaluations are also performed for valida-

tion purposes. The labelled dataset is prepared by the professional lawyers,

and consists of the associated label for every section of the judgment.
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2.2.2 Neural Network Approaches

Texts containing legal issues in multiple dimensions posed difficulties for au-

tomatic summarization because of different styles of writing and the way

the issues are discussed. For summarizing legal texts, asymmetric weighted

graphs are used [68], where nodes represent sentences. The summary is only

included in sentences with high node values. Each sentence inside a con-

nected component of a document is represented by a connected graph. The

result is a cohesive flow that promotes diversity. Fuzzy Analytic Hierarchical

Process (FAHP) weighting for features is presented in [69] as a novel tech-

nique for producing an effective and efficient legal judgment summary. These

summaries are subsequently evaluated by experts and are found to be more

accurate than summaries produced by traditional approaches. The use of dis-

criminant analysis to summarize Arabic texts from multiple documents [70]

is proposed. According to [71], the clustering of legal judgments, according

to topics, can be achieved using a hierarchical Latent Dirichlet Allocation

(hLDA) strategy. In order to calculate hLDA and derive the summary of

each document using the topics that are similar, similarity measures are

used. A simplified method is presented in [72], where the importance scores

are computed by adding up the TF-IDF scores from individual sentences

and normalizing by the length of each sentence. In the same way, the section

headings are treated differently, entity names, dates, and segments are also

treated differently. There is an annotation method that combines different

granularities of textual units to identify significant text [73]. They exploit

the structure of legal text and identify semantically similar text fragments.

For segmentation and annotation, these methods entirely rely on labelled

data.

The framework utilizing deep auto-encoders along with phrase embed-

dings for extractive text summarization of single document is presented in

this paper [74]. The method creates a summary based on three criteria: con-

tent relevance of sentence, position significance and novelty of sentence. The

proposed model used an auto-encoder network for sentence content relevance,

cosine similarity for sentence novelty, and a function for relative position of

the sentence in the document for determining the sentence position relevancy.

A fusion scheme is being utilized for joining the three proposed sentence fea-

tures for the selection strategy. The Tor Illegal Documents Summarization

(TIDSumm) dataset includes two sets of golden summaries of 100 documents
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from a website on the Tor network (The Onion Router). On the TIDSumm

dataset, the scores for ROGUE-1, ROGUE-2, ROGUE-L, and ROGUE-SU4

are 58.8, 48.9, 49.3, and 45.9, respectively. On the TIDSumm dataset, this

method achieves higher ROUGE scores.

A hybrid unsupervised method based on extractive summarization of sin-

gle document is proposed by [1]. The automatic summaries of legal cases are

created using k-means clustering and tf-idf (term frequency-inverse document

frequency) word vectorizers. However, considering only the tf-idf could not be

very efficient when it comes to large vocabularies, and does not consider the

semantic similarities between the words. Three different steps are performed

i.e., first it involves preprocessing, then clustering of similar sentences, and

analyzing each cluster for top-ranked sentences. The paper used the Aus-

tralian legal cases as a dataset. The F-Measure for ROUGE-1, ROUGE-2,

ROUGE-L, and ROUGE-W are 27.88, 5.83, 33.5, and 11.38 respectively.

2.2.3 Deep Neural Network Approaches

There are techniques based on deep learning that have been proposed for

summarization of legal texts [75], [76]. Legal decisions are often long, com-

plex, and structured in some way. Legal trials can almost always be divided

into two parts: the claim part and the realization part. The authors tested

many models of BILSTM-CRF and demonstrated many ablations of these

models. Two data sets were used in this survey. RRI records of Japan Na-

tional Pension Law (JPL-RRE) and RRI records of Japan Civil Law. The

first record contains the fragmented part of the sentence. Subordinate cate-

gories are used to mark these parts (topic part, background part, and subse-

quent parts). Therefore, it can be used as a collection with a unique name

to represent RE components. Three employees manually entered the English

translation of the Japanese Civil Code included in the English translation of

the Japanese Civil Code. The logical part of the registry is divided into three

parts: essential part, execution part and abnormal part. They are used to

describe exceptions in legal notices.

This paper [18] prepared a labelled dataset from the judgments of Supreme

Court of India. They calculated the similarity of each individual sentences

with those in summaries, and then assigned labels to sentences in the docu-

ment. The deep learning models i.e. Feed Forward Neural Network (FFNN)

and Long Short Term Memory (LSTM) models have been applied on the gen-
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erated labelled dataset to obtain extractive document summary. The best

ROUGE-L score obtained is 38.2%.

Modern NLP is driven by transform-based models for solving sequence-

to-sequence modeling problems. In transformer based machine learning tech-

nique, all of the BERT applications have been ventured into while keeping

them specialized to specific domains. One of these specific domains is the le-

gal domain that deals with legal or court documents as its corpus. The appli-

cation of BERT to legal corpora has been termed as LEGAL-BERT [77], [78]

which has been used in a large number of languages when it comes to legal

NLP. However, researching the use of BERT in health and comprehension

specific domains has been vast but there seems to be very little amount of re-

search when discussion is set in the legal specific domain. [79] attributed this

lack of demonstration on legal corpora due to the challenge of obtaining big

legal datasets due to their confidential nature. Therefore, a handful of appli-

cations of BERT have been explored in legal environments including but not

limited to ranking [80], classification [81], similarity scoring and information

retrieval [82].

For producing legal document summaries, deep learning methods have

rarely been applied, whereas, a high success rate has been achieved in recent

years using deep learning for text summarization generally. The models for

text summarization cover a range of architectures, from simple multilayer

networks [45] to complex neural network architectures [2], [83], [84]. Since,

one of the major differences in the characteristics of legal text with the gen-

eral text is its length. The transformer based models such as BERT [35],

BART [84] cannot be helpful if the length of the legal documents exceeds

1, 024 tokens, because of their limitation on the length of the input word

embeddings. Longformer [2] has been recently introduced to deal with long

input sequence lengths. However, their applications have not been explored

in the field of legal text summarization as much. A brief summary of the

literature review for the legal text summarization is shown in the table 2.1.

In Pakistan, there has been no work done in the field of legal text sum-

marization. Z Nasar et al. [85] published a survey on different approaches

of text summarization. This paper has discussed text summarization in gen-

eral and then discussed the tools available for legal text summarization. We

intend to provide a baseline with our proposed work in the field of legal text

summarization.
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Chapter 3

Design and Methodology

This chapter describes the architecture of the transformer based models in

the field of text summarization and their key differences. Based on the com-

parison analysis, we proposed the flowchart of our methodology, and the

experimental setup used.

3.1 Architecture Analysis

Transformer based models include the models such as BERT, BART, and

Longformer. The following sections describe their architecture in detail, and

the models utilizing their architecture for summarization tasks.

3.1.1 BERT Architecture

Language understanding tasks usually require the use of pre-trained lan-

guage models. In recent years, several models have been used to solve gen-

eration problems [89], [90]. When language models were first introduced,

they employed both Recurrent Neural Networks (RNN) and Convolutional

Neural Networks (CNN) for NLP tasks. Then, in 2017, Google introduced

self-attention based Transformers for the very first time. Even though both

RNNs(Recurrent Neural Networks) and CNNs (Convolutional Neural Net-

works) are competent, Transformers are still superior, since unlike RNNs

and CNNs, it does not require a fixed sequence of data to be processed.

Transformers are capable of processing data in any order, so they allow

large-scale datasets to be trained that were previously not possible. In the

past, language models could only read text sequentially, either from left to
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right, or vice versa but not simultaneously. It has recently become evident

that trained language models [91], [92], [93], [24], [94] are a promising tech-

nology for improving virtually all aspects of natural language processing.

These models extend the idea of embedded words to large-scale corpora of

contextual representations. Therefore, pre-trained models like BERT were

developed because their training was based on a large set of language data.

BERT is an acronym for Bidirectional Encoding Representations Based on

Transformers, in which each output element is linked to every input element

as well as the weight based on the degree of connection between them. It

is trained using a masked language modeling and a next-sentence prediction

task on 3,300M−word dataset [24]. Figure 3.1 shows the general architecture

of the BERTSumm text summarization model employing BERT based em-

beddings. A couple of tokens are added to the input text as a pre-processing

step. [CLS] token is placed at the start of the text; this token will be used to

aggregate information from the entire sequence(for example for classification

task). Each sentence is marked with a token [SEP] as an indication of the

end of a sentence. Tokens are then used to represent the modified text as

X = [w1, w2, , wn]. There are three types of embeddings associated with each

token wi: token embeddings denote the meaning of the token, segmentation

embeddings indicate the semantic relationship between two sentences(for in-

stance, during sentence-pair classification), and position embeddings indicate

token positions within the text. Each of these embeddings is combined to

produce a single input vector xi and subsequently fed into a bidirectional

Transformer.

Figure 3.1: Architecture of the BERTSumm model.
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3.1.2 BART Architecture

BART utilizes a sequence-to-sequence model for denoising auto-encoding

that is applicable to a broad range of tasks [84]. BART follows the standard

sequence-to-sequence Transformer architecture from [22] except that GeLUs

activation functions [95] is implemented in place of ReLUs as an activation

function and initialize parameters accordingly.

In this model, the text is encoded bidirectionally using bidirector en-

coder, and a decoder is applied that uses left-to-right autoregression. BART

is viewed as an extension of BERT. There are several key differences with

the BERT architecture compared to the Transformer sequence-to-sequence

model: 1) the final hidden layer of the encoder is also cross-attended by each

layer of the decoder; 2) BART doesn’t include a feed-forward network before

word prediction. BART has about 10% more parameters than BERT of the

same size. Pretraining is divided into two stages: (1) corrupting the text

with an arbitrary noise function, and (2) constructing the original text using

a sequence-to-sequence model. This neural machine translation algorithm

uses a Transformer-based architecture, though it may seem simple, but in

fact, the BERT-based scheme generalizes several other recent pre-training

schemes, including GPT and BERT. The architecture can be viewed as a

”combination” of the BERT and GPT frameworks with an encoder-decoder

model. In BERT, the goal is to predict missing samples using Masked Lan-

guage Modelling and Next Sentence Prediction (NSP) using the Bidirectional

Transformer. The same is true of GPT, where the model is autoregressive,

and the goal is to predict the token’s next position.
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Figure 3.2: Bi-directional model employing encoder and auto-regressive
decoder.

The example presented in the figure 3.2 shows the original document A

B C D E. Before encoding, the spans [C D] is masked and an extra mask

is attached to B, and corrupted document A B E is left and provided

as an input to encoder. Decoding means reconstructing the original docu-

ment, based on the encoder’s output and previous uncorrupted tokens. The

auto-regressive decoding of BART allows it to be fine-tuned for generating

sequences, such as summarizing. The summarization process copies informa-

tion from input yet controls it, which is similar to the denoising pre-training

process. In this case, encoder inputs will be the input sequence while the

decoder produces autoregressive outputs.

Among BART’s benefits is its ability to be tuned to generate texts but

it also works well for comprehension tasks. Along with providing a similar

training experience to RoBERTa [96], GLUED [97] and SQUAD [98] are

also designed to provide state-of-the-art results for a variety of abstractive

dialogue tasks, question answering, and summarization tasks.Furthermore,

BART allows for new approaches to fine-tuning. In [84], authors present

a new method of machine translation that combines a BART model with

several additional transformer layers. Through the propagation of BART,

these layers are trained to convert foreign languages to noised English,and a

result,it can be used as a pre-trained language model. The results show an

increase in performance over the baseline of a strong back translation MT

approach.
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Figure 3.3: Architecture of the BART model.

A replicated ablation analysis that has been recently proposed exam-

ines the impact of a number of factors, including data and optimization

parameters that have been shown to have a significant effect on training per-

formance. According to analysis, BART demonstrates consistently strong

performance across the entire list of tasks. The study compares two sum-

marization datasets, CNN/DailyMail [65] and XSum [99], that have differ-

ent characteristics to the state-of-the-art in summarization. CNN/DailyMail

summaries resemble the original articles. In this case, abstractive models

perform well, and even the baseline of the first three source sentences is

competitive. However, BART outperforms conventional methods. XSum,

on the other hand, is abstract and extractive models do not perform well.

Qualitatively, samples are of high quality.

25



3.1.3 Longformer Architecture

Transformers have produced cutting-edge outcomes in a variety of natural

language tasks both in generative language as well as discriminative language

modelling. This achievement can be attributed in part to the network’s self-

attention module, which allows it to gather contextual data throughout the

whole sequence. Although being powerful, it is not feasible for long sequences

because when length increases, the memory and computational requirements

also increase quadratically. To address this issue, a modified transformer

design called Longformer is proposed whose self-attention grows linearly with

length sequence that can be used to process long documents. This property

makes it useful for tasks of natural language, for example, classification of

long documents, co-reference resolution, question answering, etc.

Existing methods divide the large context and make them smaller se-

quences that fit inside the 512 token limit of pre-trained models like BERT.

The loss of crucial information might arise from such partitioning. The

Longformer, on the other hand, constructs the contextual representations

of the complete context in which several layers of attention are used. The

Longformer [2] replaces the self-attention layers with the sliding-window at-

tention and offers an alternative to the quadratic memory problems of the

Transformer. It results in linear complexity with respect to input length

by reversing the dense matrix multiplication and replacing it with a sparse

matrix multiplication. The primary purpose of local attention is to create

contextual representations. Due to its design as a Transformer Encoder (TE),

the Longformer cannot be used as-is to perform sequence-to-sequence tasks.

The idea of replacing sliding window self-attention with dense self-attention

layers also applies to other Transformer architectures, including the TED.

Longformer Encoder Decoder (LED) is a variant of Longformer that is used

for sequence-to-sequence tasks. Longformer’s attention mechanism combines

windowed local-context self-attention with task-motivated global attention

that encodes the task’s inductive bias. Both types of attention are necessary.

LED works by substituting sliding-window self-attention for the BART [84]

self-attention layers.

The O(n2) memory requirement of vanilla self-attention can cause mem-

ory bottlenecks for long sequences. A solution such as the Longformer En-

coder Decoder, LED, is offering sliding-window self-attention in combination

with BART. The position embedding matrix of bart-base was simply repli-
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cated 16 times to be able to process 16K tokens [2]. LED can summarize

documents that have a total length of 16, 384 tokens, four times longer than

BART’s maximum 1, 024 tokens. As a result, 2.5x longer sequences can fit

on standard hardware. Two steps are required to convert BART to LED.

First, BART’s encoder’s input length needs to be expanded for the model

to process longer inputs. The weights are copied and then the matrices are

concatenated to increase the positional embedding matrix. As BART allows

a maximum input length of 1, 022 tokens, a resizeable positional embedding

matrix could be created by copying and concatenating the positional embed-

ding matrix. In the next step, a sliding-window model is designed to replace

BART’s layers of self-attention. By implementing the LED, the self-attention

layers are only replaced in BART’s encoder. The weights from the respective

weight matrices from BART for each layer are then inserted into the query,

key, and value matrices. Figure 3.4 shows the architecture of the LED model.

Figure 3.4: Architecture of the LED model.
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3.2 BERT vs BART vs Longformer

This section explains the difference between the above explained primary

models for text summarization and describes their design and implementation

processes.

3.2.1 Architecture Comparison

A schematic comparison between BART, and Longformer is presented in

Figure 3.5.

Figure 3.5: Schematic comparison of BART and Longformer architectures.

In the BART (Bidirectional and Auto-Regressive Transformers) archi-

tecture [84], the bidirectional encoder and auto-regressive decoder are com-

bined. Grasping this architecture, pre-training can involve a greater range

of noise-reducing transformations, including changes to the length of the in-

put sequence. After experimenting with a variety of pre-training objectives,

the authors find that shuffled order and the use of a single mask token to

mask random sub-sequences of tokens results in the most useful pre-train-

ing. Through varying the length of sequences during training, a model can

learn to deal with longer-range dependencies and the overall length of out-

put. BART’s pre-training regimen, therefore, becomes better suited for text

summarization, resulting in breakthrough performance.
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BART consists of an encoder and a decoder. It is trained on the same

dataset as BERT, but is able to perform multiple tasks: token masking,

token detection, text infilling, and sentence permutation. The authors [84]

claim that BART is better than BERT for text generation because it has

a decoder and is trained to do these tasks. Furthermore, the authors also

released fine-tuned version of BART for use in other applications. In Seq2Seq

architectures, summarization can be fine-tuned directly, without any new

random initialization. Pre-training is also an effective method for predicting

downstream actions. Both settings require the input document to be copied

and modified. Seq2Seq-based models perform much better than the old, less-

fancy ones in the CNN/Daily Mail abstractive summarization problem, and

BART performed better.

A Transformer Encoder (TE) is designed as a Longformer by [2]. In

their solution, the O(n2) attention mechanism is replaced with sparse atten-

tion, which is linearly proportional to input length. It enables sparseness

by employing “attention patterns” which indicate how positions serve other

positions in the order. The Longformer uses sliding-window attention in-

stead of self-attention layers, which offsets the quadratic complexity of the

Transformer. This causes linear complexity as input length is increased, due

to the replacement of dense matrix multiplications with sparse matrix mul-

tiplications. A TE is not suitable for seq2seq tasks, meaning the Longformer

cannot be used as-is. A Longformer is constructed to include sliding window

attention and replacing the self-attention layers. As a result of this idea,

the sliding-window approach to self-attention can also be applied to other

Transformer architectures such as the TED. As such, the LED builds upon

BART substituting sliding-window self-attention for the self-attention layers.

3.2.2 Models Performance by Document Length

We noted that the self-attention memory consumes resources quadratically

with input length. So, in this section, we will discuss the shortcomings of the

above mentioned transformer models based on the input sequence length.

BERT has been very successful in both fine-tuning on specific tasks after

pre-training and using the word embeddings in contrast to word2vec. The

word embeddings can be used as features for other model, since a word will be

represented contextually in contrast to word2vec. But, one of the limitations

of BERT is its lack of ability to handle long input text sequences. BERT can
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only handle input sequence length up-to 512 tokens, and cuts off the rest of

the input.

BART is performing well enough in a variety of tasks such as sequence

classification and text generation tasks, but it can process sequences up to

1, 022 tokens, because its positional embeddings are 1, 024 width. By copying

and concatenating the alignment matrix, BART can easily adapt to longer

sequences. However, the costs associated with this then becomes impractical.

The input document is truncated by taking the first 1, 022 tokens, so that

BART may be applied to longer sequences.

Longformer has been proposed as a solution to this problem recently.

It aims to address the limitation of the quadratic time complexity of the

self-attention. A model based on BART is ostensibly used but instead of

the usual “dense” self-attention layer, it uses a “sparse”, reduced-parameters

self-attention layer to improve the computational complexity. In this way,

these models are made more practical for longer documents by reducing spa-

tial and time complexity from quadratic to linear. The replacement of the

self-attention mechansism in any transformer based models by the sparse

attention mechanism of the Longformer improved the performance in many

NLP tasks.

In the Longformer, the maximum input token size is 16, 384 while BART

allows for 1, 024. As a result, the Longformer can read documents without

truncation, while BART algorithm cannot read more tokens without trun-

cating them. Longformer outperforms BART for long documents and BART

for short documents. As a result, standard Transformers such as BART

truncate long documents around 1,000 tokens (approximately) when used

for document summarization. BART’s cost increases when using long se-

quences. Using the Longformer will reduce the size of the truncated portions

of the document, and therefore performs better. We will be utilizing Long-

former Encoder Decoder (LED), a variant of Longformer, for supporting long

document generative sequence-to-sequence tasks.
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3.3 Proposed Methodology

As discussed above, Longformer Encoder Decoder (LED) base model can

handle up-to 16K tokens. This model is best suited for question answering,

comprehension and long summarization tasks. Furthermore, considering the

issue of common vocabulary into account, a pre-trained model on a different

domain dataset will not work. Our proposed methodology illustrates how can

we handled the OOV words for the legal text summarization and performed

a downstream task for input sequence length.

3.3.1 Common Vocabulary

A Longformer Encoder Decoder (led-base-16384) model [100] has been trained

for the abstractive summarization of long documents on the legal domain.

The sec-litigation-releases dataset [101], that contains around 2700 litigation

releases and complaints from year 1995 to 2021, was used to train the legal-

led-base-16384 model. These SEC releases detail the federal court civil law-

suits by the SEC (U.S. Securities and Exchange Commission). We will utilize

the pre-trained legal-led-base-16384 model to fine-tune it on our dataset and

avoid the Out-of-Vocabulary (OOV) words.

3.3.2 Fine-tune for Downstream Task

The input dataset has a median token length of 1, 933 with the 98%-ile token

length being 6, 101. The output data has a median token length of 374 with

the 90%-ile token length being 385. The legal Longformer Encoder Decoder

(legal-led) base model with 16K tokens is fine-tuned on a downstream task for

our prepared legal dataset with 8, 192 input tokens and 512 output tokens

according to our data statistics. The datasamples are thus tokenized up-

to the respective maximum lengths of 8, 192 and 512. We have performed

fine-tuning on the pre-trained model up-to an input length of 8k tokens for

summarization on the judgments from Supreme Court (SC) and Islamabad

High Court(IHC). However, better performance can be achieved with fine-

tuning the led-large-16384, on higher GPU. Thus, the maximum input length

is set to 8, 192, and the maximum output length to 512 to ensure that the

model can handle nearly all input tokens and generate enough output tokens.
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Figure 3.6: Architecture of the Proposed Methodology.
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3.3.3 Model Architecture

Figure 3.6 shows the flowchart of our proposed methodology. This section

describes in detail how we have adopted the deep learning model architecture

for LED, and how we are integrating the evaluation feedback into our system.

The basic building blocks of Longformer are Transformers [22]. The trans-

former is an encoder-decoder architecture that utilizes the attention mecha-

nism instead of Recurrent Neural Networks (RNN) for contextual training.

The transformers hence, require a long-range memory that grows quadrat-

ically with input sequence length. Unlike other self-attention mechanisms,

Longformer changes the self-attention method from full attention matrix to

sliding window attention plus global attention, which increases linearly with

the input sequence length thus improving memory efficiency. LED is a vari-

ant of Longformer used for summarization, and question answering tasks.

The attention mask is utilized in the similar manner as in the original LED

base model, and thus not calculated for the padded tokens.

The other training parameters are adjusted to train on a single GPU

accordingly, such as batch-size of 2 with gradient-accumulation-steps to be 4,

and beam-search to be 2. Beam search in NLP such as generation tasks help

in generate the most likely sequences of words across the vocabulary of output

words given their probability. Larger beam value results in the improved

performance of the model, but at the cost of the speed at the decoding step.

Therefore, an appropriate value should be selected accordingly. However,

further improvements can be made in terms of time optimization depending

upon the GPU RAM accordingly.

The model is evaluated on ROUGE, the standard metric used in auto-

matic evaluation of machine translation. Both the system generated sum-

mary and the human generated summary are passed to the ROUGE library

for comparison purposes. The ROUGE summarization evaluation pack-

age [102] includes four different ROUGE measures: ROUGE-N, ROUGE-L,

ROUGE-W, and ROUGE-S for the evaluation. The same metric is utilized

for evaluation during the training phase to improve the model performance.

We discussed in detail the process of our dataset preparation according

to the model’s input format, the experimental setup used, and a detailed

analysis of the results of the model obtained on our dataset according to the

standard evaluation metrices.
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Chapter 4

Experiments, Results &

Analysis

This chapter describes the details of the process for dataset acquisition,

preparation, pre-processing, and details of the different experiments per-

formed and their results. There is a detailed comparative analysis based

on the produced results with the standard evaluation metrices followed by

future guidance to pursue research on this work.

4.1 Dataset Preparation

Even though a great deal has been accomplished in terms of acquiring datasets,

methods, and techniques, there are few papers that comprehensively sum-

marize this field’s current state of research. The judgments available in the

legal domain for the task of text summarization are either not available pre-

processed or publicly.

The dataset preparation involves mainly following three steps to be able

to pass as an input to a model. These steps have been explained in detail,

how they are followed to prepare our dataset.
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4.1.1 Data Acquisition

Australia’s law information service (AustL-II) is available free of charge on-

line [20] in the PDF format. In its broadest sense, the Australian Legal

Information Institute’s mission is to improve access to justice through bet-

ter information access. There are several primary collections maintained by

AustL-II, including legislative and judicial decisions (“case law”). Some-

times these documents require a certain level of legal training or familiarity

with the topic. The database maintained by AustL-II contains summaries

for judgments in the PDF format. These judgments are from the period

2001-2008, and needs self pre-processing. [1] has utilized the same resource

for performing their experiments.

Supreme Court of Pakistan (SCP) maintains a corpus of both the judg-

ments and the headnotes prepared by the professional lawyers in the text

format. The judgments are available from the year 1991-Present. The mis-

sion of SCP is to empower their judges, and lawyers to provide them with

the better information access to help them utilize their time better. How-

ever, the headnotes are prepared manually by the professional lawyers, and

hence require a lot of effort and time. This work can be a step towards pro-

viding them with a baseline to automate the process of writing headnotes.

As legal documents are of different kinds including civil, criminal judgments,

revenue, written petition, etc. Subclasses of legal judgments can be found

within a certain type of judgement. Criminal judgments, for example, are

divided into subtypes including criminal revision, criminal appeal, criminal

miscellaneous, and so on. The judgments used for this research are gathered

from the Supreme Court of Pakistan (SCP) and Islamabad High Court of

Pakistan (IHCP) for all available years.

All the judgments and their corresponding headnotes are downloaded

manually as one judgment could be included in various journals. The docu-

ments were downloaded manually to avoid duplicates, and to ensure acquiring

the desired file.
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4.1.2 Data Pre-Processing

SCP maintains the headnotes of every passed judgment both within the judg-

ment, and separately under several applicable legislative laws. The headnotes

from the judgments need to be removed to separate the judgment text.

The next step is pre-processing. Since it is a sequence problem, the input

is full single sentence. The pre-processing includes sentence segmentation.

All the documents including judgments and summaries in the dataset are

first converted into paragraphs. Then paragraphs are further segmented into

sentences using a web service. Depending upon the nature of the document,

the sentence separators vary a lot. The University of Malta provides an online

tool [103] to convert the documents both into paragraphs and sentences which

is also available as a web service. Considering the dot is not only used for

sentence separation but in an abbreviation as well, manual verification is

performed as a last step. Figure 4.1 shows the structure of the header in a

judgment.

Figure 4.1: Civil Appeal Judgment from Supreme Court of Pakistan.

Once all the documents are passed through the first step of sentence

conversion, regular expressions are used for domain specific sentence seg-

mentation. The regular expressions are designed according to the document

requirements. As documents are of different types and it is not necessary

that a sentence could only end at dot, and the document may contain ab-

breviations as well. Therefore, it also involved manual effort to cross-check

for any kind of errors.
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4.1.3 Data Distribution

The pre-processed dataset comprises a total of 429 judgments. The dataset

contains 94 judgments from the Supreme court and 335 from the Islamabad

High Court of Pakistan (IHCP). The judgments from SCP and IHCP are then

combined together. All the judgments contained words fewer than 8000.

The following table shows the distribution of the documents from both

courts into training, validation, and testing splits individually.

Table 4.1: Dataset distribution for Train-Test split.

Court Name Train Valid Test
Supreme Court 76 9 9

Islamabad High Court 269 33 33

The judgments were splitted into training, validation, and testing consid-

ering the 80-20% distribution for both courts separately to avoid overfitting.

4.2 Experimental Setup

This section explains the experimental setup employed with its character-

ization, and the selected fine-tuned hyper-parameters that minimized the

pre-defined model loss function. We also describe the process of mapping

the input data to the appropriate model format.

The input dataset has a median token length of 1, 933 with the 98%-ile

token length being 6, 101. The output data has a median token length of

374 with the 90%-ile token length being 385. Therefore, we defined an input

length of 8192 and an output length of 512 to make sure that the model can

handle most inputs and can generate enough outputs. The minimum output

length is set to 100, and maximum to 512 to make sure that the output length

is within the specified range. Tokenizing data samples is carried out up to

their respective maximum lengths of 8192 and 512. Tokens are generated

according to a model specification, and we force the model to generate no

more than 512.

To prevent out-of-memory errors, we trained on batch size of 2. To save

memory, we used beam search with only two beams. Beam search in NLP

such as generation tasks help in generate the most likely sequences of words

across the vocabulary of output words given their probability. Larger beam
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value results in the improved performance of the model, but at the cost of

the speed at the decoding step. Therefore, an appropriate value should be

selected accordingly.

A number of other parameters have been set in order to improve the sum-

mary generation. According to the GPU RAM specifications, we converted

gradient accumulation to a batch size of 8, by setting gradient accumulation

steps to 4. Since the batch size is 2, and the gradient accumulation steps

are 4, so the gradient accumulation batch size becomes 8. Besides the usual

attention mask, LED can make use of the global attention mask to define

which input tokens are being handled globally and which are being handled

locally. In summarizing, we follow the recommendations of the paper [2] and

only apply global attention to the very first token.

As part of the training process, the model should be evaluated on the

most common summarization metric, ROUGE, in order for the model to

improve during training as well. In addition to the gold labels, the ROUGE

metrics also expects the generated output, called predictions since the rouge

score is calculated based on the decoding of the tokens.

4.3 Performance Evaluation

As a crucial part of evaluating the system’s performance, different perfor-

mance measures are used. ROUGE scores are used to measure the accu-

racy of the sequence length problems. ROUGE is the de facto standard

automatic evaluation metric for text summarization. ROUGE stands for

Recall-Oriented Understudy for Gisting Evaluation. It compares the system

generated summary to a set of gold standard summaries [104]. There are

different variants of the rouge scores to evaluate the quality of the generated

summaries and they are discussed below in detail.

ROUGE-N Score

ROUNE-N determines whether the simulated text matches the reference text

in terms of n-grams.N-grams are simply groups of tokens. A uni-gram (or

one-gram) consists of one word. Two consecutive words make up a bi-gram

(2-gram).
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Example

Original: “the quick brown fox jumps over the lazy dog”

1. Uni-grams:

[’the’, ’quick’,’brown’, fox’, ’jumps’, ’over’, ’the’, ’lazy’, ’dog’]

2. Bi-grams:

[’the quick’, ’quick brown’, ’brown fox’, ’fox jumps’, ’jumps over’, ’over

the’, ’the lazy’, ’lazy dog’]

3. Tri-grams:

[’the quick brown’, ’quick brown fox’, ’brown fox jumps’,’fox jumps

over’, ’jumps over the’, ’over the lazy’, ’the lazy dog’]

ROUGE-N refers to the n-gram that we use.We would measure the match-

rates between our model output and the reference based on ROUGE-1.A

bi-gram would be used by ROUGE-2 while a tri-gram would be used by

ROUGE-3.

Equation for ROUGE-N

=

∑
S∈{ReferenceSummaries}∈S

∑
gramn

Countmatch(gramn)∑
S∈{ReferenceSummaries}∈S

∑
gramn

Count(gramn)
(4.1)

where,

The n-gram has a length of n. In a generated summary of n-grams, a

count match (gram n) shows how many times an n-gram appears in the

generated summary as well as gold/human generated summaries.

ROUGE-L Score

The ROUGE-L measure measures overlap based on the longest common sub-

sequences (LCS) in the summaries. Using this method, two summaries X of

length m, and Y of length n are compared, where X is a gold standard sum-

mary and Y is a generated summary.
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Equation for ROUGE-L

Rlcs =
LCS(X, Y )

m
(4.2)

Plcs =
LCS(X, Y )

n
(4.3)

Flcs =
(1 + β2)RlcsPlcs

Rlcs + β2Plcs

(4.4)

So here ROUGE-L would be 1 if X=Y. In the absence of a common sub

sequence, ROUGE-L will be equal to 0.

ROUGE-W Score

Despite taking only sub-sequences into consideration, ROUGE-L does not

take into account whether those sub-sequences are consecutive. Using a

weighted scheme will improve the LCS by favoring consecutive sub-sequences

over those that are not consecutive. A shorter consecutive sub-sequence can

be stored by simply storing its length. The sub-sequences that are consecu-

tive and common are scored more than those that are not.

ROUGE-S Score

Using Skip-bi-grams, this statistic shows co-occurrences. Bi-grams with ar-

bitrary gaps between them are known as Skip-bi-grams.

Equation for ROUGE-S

Rskip2 =
SKIP2(X, Y )

C(m, 2)
(4.5)

Pskip2 =
SKIP2(X, Y )

C(n, 2)
(4.6)

Fskip2 =
(1 + β2)Rskip2Pskip2

Rskip2 + β2Pskip2

(4.7)

40



4.4 Results and Analysis

This section explains the results of our performed experiments, followed by

the effect of change of some of the hyper-parameters. ROUGE-1, ROUGE-2,

and ROUGE-L scores are considered and calculated for the system generated

summaries. The comparison of these scores on our SCP dataset for the base

pre-trained model on CNN/DM dataset and the model fine-tuned on the

2700 legal sec-litigation-releases is given in the table below. Both the base

and the legal models are fine-tuned on a dowstream task with 8K tokens.

The following results are achieved on the SCP dataset.

Table 4.2: Results comparison of base model and fine-tuned model on the
SCP dataset.

Model led-base-8192 legal-led-base-8192
rouge1 48.95 53.11

rouge1-recall 43.87 48.25
rouge1-precision 64.48 64.22

rouge2 28.72 32.12
rouge2-recall 25.27 28.96

rouge2-precision 40.13 39.67
rougeL 31.22 34.09

rougeL-recall 27.59 30.79
rougeL-precision 43.17 41.91

In Transfer Learning (TL), the problem occurs with the use of uncommon

vocabulary. The technique used in transfer learning to avoid the unnecessary

Out-of-Vocabulary (OOV) words is to use a common vocabulary between

two datasets [23]. Although word2vec [105] and FastText [106] are trained

using, for example, Wikipedia or other online corpora, the vocabulary that is

used in these systems is finite. When training, words that aren’t frequently

used are often omitted. It is possible, therefore, that legal words specific to

competition law aren’t supported in the dictionary. With pre-trained word

embeddings, the OOV words are usually replaced with the UNK token. There

are also a number of words denoted (UNKnown word token) and all of them

share the same vector. A corpus that is domain-specific is highly inefficient,

as domain-specific words often have significant meaning. Considering that

UNK tokens can replace most (meaning-carrying) words consequently, the

model will be unable to learn much.
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Since, the size of our prepared dataset is small, training the model from

scratch will cause the issue of over-fitting. Moreover, fine-tuning a model with

a dataset from different domain will lead to the issue of Out-of-Vocabulary

(OOV) words. Therefore, the approach of transfer learning with a model

pre-trained on a dataset with a similar domain will overcome this issue.

The graph in the figure 4.2 shows the accuracy comparison of ROUGE-1,

ROUGE-2 and ROUGE-L of our trained models.
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Figure 4.2: Comparison of ROUGE-1, ROUGE-2, and ROUGE-L for
led-base-8192 and legal-led-base-8192 on SCP dataset.

The comparison in the graph above shows that the accuracy has im-

proved significantly. The F-measure of all the rouge scores have improved.

This shows that the model performance can be improved with transfer learn-

ing if a model is fine-tuned on a dataset with similar vocabulary or domain.

ROUGE measures recall which means that how many words or n-grams from

the reference summaries appeared in the system generated summaries. The

increase in the ROUGE scores is an indication that there are many words

from the human reference summaries in the system results. With the abstrac-

tive summarization, there cannot be a higher overlap between the words and

phrases of a human-written summary and the machine-written summary, but

we can get a sense of the overlap.
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Figure 4.3 shows the snippet of one of the Civil Appeal judgments from

Supreme Court of Pakistan. The following figures 4.4 and 4.5 show the

human written and the system generated headnote of the same judgment.

Figure 4.3: Example Civil Appeal Judgment from Supreme Court of
Pakistan.

Figure 4.4: Reference Headnote of the Civil Appeal Judgment from
Supreme Court of Pakistan.
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Figure 4.5: System generated Headnote of Civil Appeal Judgment from
Supreme Court of Pakistan.

Evaluating summaries is subjective in nature. The relevance and util-

ity of each sentence in the summary varies depending on who is analysing

them. Whereas evaluating such a large number of summaries manually is

not feasible.

Therefore, in terms of quantitative analysis, different variants of the

ROUGE scores provide a good insight of the quality of the candidate sum-

maries being produced. ROUGE-1 and ROUGE-2 determine the informa-

tiveness of the generated summary. The learned positional embeddings with

the attention mechanism helps the model learn the positional context and

hence selecting the appropriate sentences from every part of the document.

For the qualitative analysis, the ROUGE-L score is determinant for the flu-

ency of a candidate summary [96]. Since, ROUGE-L takes longest common

sub-sequence of the candidate summary from the gold summary into account

which is considered as a fluency metric. We can determine the quality of the

summary generated by the legal-led-base-model-16384 for the SCP dataset

from the comparison of figures 4.4 and 4.5. The summary produced is rep-

resentative of the required format, and fluent in its language.
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The comparison of the ROUGE scores on the AustL-II judgments for the

model fine-tuned on the legal sec-litigation-releases and the proposed model

in [1] are given in the table below.

Table 4.3: Results comparison of our fine-tuned model and proposed model
in [1] for AustL-II judgments.

Model proposed-methodology-in-
[1]

legal-led-base-8192

rouge1 27.88 37.97
rouge1-recall 28.16 28.61

rouge1-precision 27.62 73.75
rouge2 5.83 20.04

rouge2-recall 5.88 14.86
rouge2-precision 5.77 41.33

rougeL 33.5 23.49
rougeL-recall 33.78 17.48

rougeL-precision 33.24 48.59

The comparison in the above table shows that the accuracy has improved

significantly for the judgments from AustL-II. The proposed methodology

in [1] uses unsupervised approach. They utilize the approach of the k-means

clustering algorithm for gathering the similar sentences under one cluster.

Since, the extractive summarization is considered as a classification problem,

all the sentences are ranked scores using tf-idf and the sentences having a

higher score are selected for generating the summary with required number

of sentences.

The reason in the the difference of the ROUGE-N scores is because of

the reason that the methodology proposed in [1] are the sentences from the

judgments, whereas the headnotes are generated in an abstractive way by

the professional lawyers. The headnotes are not the original sentences from

the judgment document. The reason in the the difference of the ROUGE-L

scores is because of the reason that the longest common sub-sequence with

the abstractive summarization is shorter than the extractive summarization.

But, the increase in ROUGE-2 shows that the legal-led-base-model is using

the same words in the summary generation task.
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The following graph shows the accuracy comparison of ROUGE-1, ROUGE-

2 and ROUGE-L of our proposed trained model and the model in [1] on the

AustL-II judgments.
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Figure 4.6: Comparison of ROUGE-1, ROUGE-2, and ROUGE-L for
led-base-8192 and legal-led-base-8192 on AustL-II judgments.

Figure 4.7, 4.8 and 4.9 shows the snippet of one of the judgment from

AustL-II and the associated human written and system generated headnote.

Figure 4.7: Example Judgment from AustL-II.
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Figure 4.8: Reference Headnote of the Judgment from AustL-II.

Figure 4.9: System generated Headnote of the Judgment from AustL-II.
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4.4.1 Experiments and Results

Different performance metrices are used to evaluate different machine learn-

ing algorithms. Accuracy and loss are the two most well-known metrices in

the field of machine learning. We have performed experiments to analyze the

behaviour of our model through loss and accuracy graphs after each iteration

of optimization.

Analayzing the loss graph of a model can provide us an insight to how

well a model is performing. Figure 4.10 shows the value for the cost function

in terms of the number of epochs for the legal-led-base-8192 model on the

SCP dataset.
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Figure 4.10: Loss vs. Number of Epochs for legal-led-base-8192.

The loss is decreased with the increase in the number of epochs. It is an

implication of how well a model is performing after each iteration of optimiza-

tion. As the number of epochs increases, the curve goes from underfitting to

optimal to overfitting curve. The number of epochs are not significant but

the optimal loss value between the underfitting and the overfitting curve. We

intend to find the optimal number of epochs for our training. The training

should continue as long as the error keeps dropping. The optimal number of

epochs would be when the drop in loss has become constant.
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Accuracy and loss measure different things. Accuracy determines the

performance of a model whereas the loss is indicative of how poorly or well a

model behaves after each iteration of optimization. Whereas, they appear to

be inversely proportional to each other. As the loss value decreases, the ac-

curacy increases. Figure 4.11 shows the value of the accuracy with respect to

the number of epochs for the legal-led-base-8192 model on the SCP dataset.
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Figure 4.11: Accuracy vs. Number of Epochs for legal-led-base-8192.

Accuracy is an implication of a model’s performance after each iteration

of optimization, which means that the total count of predictions where the

predicted value is equal to the true value. In this case, it is the count of

longest common sub-sequence between the gold summary and the candidate

summary. The accuracy is increased with the increase in the number of

epochs. We intend to find the optimal number of epochs for our training.

The training should continue as long as the accuracy keeps increasing. The

optimal number of epochs would be when the increase in accuracy has become

constant. The accuracy is increased with the number of epochs and it was

stable and constant in the last iterations, making it a suitable fine-tuned

hyper-parameter value. This indicates 5 to be an optimal number for epochs

in this case.
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4.4.2 Discussion and Analysis

In this section, we discuss in detail the model performance from different

aspects, where it is better and how can it be improved. The results have

improved significantly with the model fine-tuned on the legal domain in

comparison to the base model. Since, the size of our prepared dataset is

small, training the model from scratch will cause the issue of over-fitting.

Moreover, fine-tuning a model with a dataset from different domain will lead

to the issue of Out-of-Vocabulary (OOV) words. Therefore, the approach of

transfer learning with a model pre-trained on a dataset with a similar domain

overcame this issue. With the model fine-tuned on the legal sec-litigation-

releases [101], the issue of Out-of-Vocabulary (OOV) has been addressed.

A model trained using such a vocabulary will perform well on these two

datasets. The base model suffers from poor generalization to other unseen

datasets, and thus didn’t show improved results on the legal domain dataset.

Based on the results presented in the table 4.2 and 4.3, we can say that if

the model is fine-tuned further on a larger dataset with similar document

structure, accuracy can be improved further because this will address the

issue of Out-of-Vocabulary (OOV) words. However, it requires an effort to

prepare a very large dataset.

With regards to the input sequence length, the Longformer Encoder-

Decoder (LED) model uses Longformer which can handle up to 16, 384 input

tokens. If the input document exceeds this input sequence length, longformer

will not be able to handle them. However, there could be many aspects that

can be considered in which the input sequence length could be handled, and

the model performance could be improved. Whilst we have not specified

any criteria to select sentences for the generated summary from separated

different portions of the document depending upon its classification such as

introduction, context, juridical, background, conclusion, etc., for it will make

sure to select sentences from all parts of the document and decrease the input

document length. The legal text documents and judgments follow a specific

structure. Text with the same subject form a thematic segmentation. But,

for such kind of thematic segmentation, we require a help from legal experts

to provide such a baseline. Selecting sentences for the final summary from

pre-defined paragraphs will produce more meaningful results. In this case,

the generated summary will be representative of all parts of the judgment.
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We have also analyzed the results of the fine-tuned model on low ROUGE

scores. Table 4.4 shows the lowest five ROUGE scores (1,2 and L) for the

fine-tuned model on the SCP and IHCP dataset.

Table 4.4: Results of lowest rouge f-scores for the fine-tuned model on the
SCP and IHCP dataset.

rouge-1 rouge-2 rouge-L
2.36 1.17 2.25
2.77 1.61 2.29
2.87 3.47 2.87
5.63 3.87 4.99
7.57 4.50 6.49

With the abstractive summarization, ROUGE is only used as an indicator

of how much the machine-written summary overlaps with the human written

summary, because it does not consider the semantic meaning. Therefore,

low ROUGE scores, sometimes, do not give us a good indication because of

the use of other similar terms in the machine generated summary. We used

ROUGE longest common subsequence (ROUGE-L) for text summarization

because it has the most overlap. Figures 4.12 and 4.13 depict a scenario in

which the machine-generated summary is factually correct, but the ROUGE

score (2.87 percent) did not provide us with a good signal because it indicated

that the summary is mediocre.

Figure 4.12: Reference Headnote of the Judgment from IHCP.
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Figure 4.13: System generated Headnote of the Judgment from IHCP.

ROUGE is considered as an intrinsic evaluation, whereas extrinsic evalua-

tion is also as much necessary. Intrinsic evaluations measure the performance

against a defined standard while extrinsic evaluations involves the human

judgment. If the summary is well-written, and covers all the important facts

of the source judgment, and required information, the user will be able to

answer all the related questions. In this case, a set of related questions need

to be prepared. In another scenario, if the legal expert is satisfied with the

produced summary, we can consider it as a true one. There could be many

possibilities to integrate such kind of improvements but involving humans is

always an expensive task.
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Chapter 5

Conclusion and Future Work

5.1 Conclusions

In this research, we have employed transfer learning based transformer model

for legal text summarization. The results are collected on the judgments from

the Supreme Court of Pakistan (SCP) and Islamabad High Court of Pakistan

(IHCP). As a metric for our evaluation, we have used the ROUGE metric i.e.,

the de facto standard evaluation metric for text summarization. The results

have been verified on the judgments from AustL-II. The results obtained

on the prepared datasets using the approach of transfer learning are quite

satisfactory.

5.2 Future Work

There is still research in overcoming the token limit to summarize very long

documents. The future efforts can concentrate on overcoming the word token

limit, since it seems to be a limitation of our system. Also, preparing a

large dataset is expected to be reflected for the improved results, since the

deep neural network models are data hungry. In addition to that, different

variants of the trained model can be explored in further research to exploit

the full potential of this approach. Various features can be extracted from

the judgments based on the characteristics of the legal documents to design

a better text suumarization model. This needs support from the professional

lawyers to prepare a dataset.
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text summarization: approaches, databases and evaluation measures,”

in Proceedings of the International Conference of Applications of Intel-

ligent Systems, 2018.

[39] Y. Dong, “A survey on neural network-based summarization methods,”

arXiv preprint arXiv:1804.04589, 2018.

[40] A. Mahajani, V. Pandya, I. Maria, and D. Sharma, “A comprehensive

survey on extractive and abstractive techniques for text summariza-

tion,” Ambient Communications and Computer Systems, pp. 339–351,

2019.

[41] J. Zhang, Y. Zhao, M. Saleh, and P. Liu, “Pegasus: Pre-training

with extracted gap-sentences for abstractive summarization,” in Inter-

national Conference on Machine Learning, pp. 11328–11339, PMLR,

2020.

57
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