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ABSTRACT 

Communication of information is seminal to the success of any project, particularly 

the construction industry. A huge amount of data is generated daily in a construction 

project, the bulk of which is available in textual form. All this data is traditionally 

analyzed manually which is a process marred with time delays, cost ineffectiveness, 

error-prone, etc. To automate the process of content analysis, Text Mining has been 

used extensively in unstructured texts, but it falls short of understanding human 

language. Natural Language Processing (NLP) is a new AI based approach which 

allows a computer to understand texts in a human-like manner. Rule-based NLP was 

chosen for better results as the area of application is specific. A framework for 

automated information extraction from construction correspondence was formed and 

a Rule based NLP system reflecting the framework was also created. The inputs for 

the system are the corpus, manually defined Information Extraction rules, ontology, 

and a standard letter format. The question that what is to be extracted from a letter 

was put to field experts and their opinion was reflected by making headers of a 

summary table. For validation, the system was fed with Sixty letters from an existing 

project, and results were verified by field experts. The metric used was the F-1 score 

which is a harmonic mean of recall and precision. The score obtained, after repeated 

tuning of rules, was above ninety-five percent, signifying that the framework can be 

implemented to automate correspondence content analysis in construction projects.  
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Chapter 1 

1. INTRODUCTION 

1.1 BACKGROUND 

The communication of information is seminal to the success of any project 

(Hollings and Centre, 1999). It not only serves as a backbone to any organization by 

proving robustness but also forms the basis for the types of organizational networks 

(Wiesenfeld et al., 1999). Moreover, it is an integral factor of traditional and non-

traditional project delivery methods (Konchar, Sanvido, and Members, 1998). 

Construction project communication instruments are primarily in textual form and 

may include, inter-alia, day-to-day correspondence, meeting minutes, interim 

reports, project dashboards, presentations, emails, and others (Gibson and Cohen, 

2003; Stackman and Henderson, 2010). The traditional approach to managing 

information is the manual analysis and subsequent extraction of useful information 

from the produced correspondence documents. 

1.2 PROBLEM STATEMENT 

The traditional method of Manual content analysis (MCA) and information 

extraction (IE) is not only outdated but also leads to various discrepancies such as 

missing out on crucial information and misinterpretation, thus rendering an 

unreliable product (Graaf and Vossen, 2013). In addition, the delay caused due to 

low efficiency of a person leads to higher project cost which is accompanied by an 

excessive effort by people (Evans, Mcintosh, et al., 2007). In manual content 

analysis, the problems of loss of information, misinterpretation, and low efficiency 

are common (Zhang and El-gohary, 2016). The process is time-consuming and yields 

inconsistency in results (Ur-Rahman, 2017; Wang et al., 2018; Jallan et al., 2019; 

Lee, Yi, and Son, 2019; Salminen et al., 2019). Difficulty in the analysis of massive 

data and its reduced reusability are also the issues faced when it comes to MCA 

(Tixier et al., 2016; Lee, Yi and Son, 2019; Salminen et al., 2019). The inherent 

problems of data duplication and slow update of crucial information pose a hurdle to 

effective summarization of content (Graaf and Vossen, 2013; Lin and Su, 2013).  
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Several studies have used advanced computer technologies to address the 

issue of MCA and automate a specific process to minimize the influence of analysis 

by a human being. Zhang and El Gohary have created a Rule-based Natural 

Language Programming system for automatic information extraction from 

Construction Regulatory Documents  (Zhang and El-gohary, 2016). Tixier et al. have 

automatically extracted precursors for injuries from a repository of reports based on 

common keywords (Tixier et al., 2016). Niu and Issa  have identified impact factors 

of claims for construction litigation cases automatically using an ontology-based 

assessment (Niu and Issa, 2014). Construction Correspondence from a completed 

project has been analyzed to find hidden information through word correlation using 

an online text mining tool (Marzouk and Enaba, 2019). None of the above-mentioned 

studies have extracted information from correspondence data, thus leaving a gap for 

a new study. So the question arises whether we can efficiently extract useful 

information from construction correspondence automatically with minimal human 

input. 

In brief, the traditional approach to information extraction from construction 

correspondence, i.e. manual content analysis, is a process filled with various 

problems, thus calling for an automated method to cater for such discrepancies. 

1.3 RESEARCH OBJECTIVES 

• To identify inefficiencies in information extraction from construction 

correspondence using traditional content analysis techniques. 

• To develop a framework for efficient and accurate extraction of 

information from construction correspondence. 

• To evaluate the developed Framework to measure its performance. 

1.4 SIGNIFICANCE OF STUDY 

The construction industry in today’s day and age is characterized by 

fragmentation, disintegration, and persistent complexity in activities and processes 

(Alashwal, Rahman and Beksin, 2011). Moreover, the said attributes can throttle the 

progress of a project and its success by compromising the delivery of key project 

objectives. To alleviate this dire situation, augmenting interaction and cooperation 
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among various entities within the industry can increase productivity yielding 

increased efficiency (Hollings and Centre, 1999; Garbharran and Govender, 2012). 

In the modern information age, accurate and latest information access is seminal to 

the formation of cooperation mechanisms and communication tools. 

Automation in content analysis and processing of construction 

correspondence can yield easier information management, timely response, effective 

information handling, and increased efficiency. In addition to these, it can also lead 

to lesser subjectivity, minimizing information loss and lesser effort. Nearly eighty 

percent of corporate information is available in textual format and can be subjected 

to text analytics and mining for information extraction (Ur-Rahman and Harding, 

2012).The sheer amount of correspondence documents engendered daily on a 

construction project proves to be a significant hurdle to data analysis and further 

classification (Alsubaey, Asadi, and Makatsoris, 2015). 

On a national level, Pakistan’s government and private sector are way behind 

the world in terms of automation in general and text analytics in particular. The 

construction industry contributes around seven percent to the national income given 

by the Pakistan Bureau of Statistics (PBS). Automation in the processing of 

construction correspondence can prove to be advantageous to its overall financial 

yield. Automation of the processing of correspondence can lead to decreased costs, 

higher efficiency, timely dissemination, and better information handling (Martínez-

Rojas, Marin, and Amparo Vila, 2012).  

This dissertation shall provide a comprehensive literature review defining 

traditional methods of content analysis its problems and a technique to resolve these 

issues. The literature review is followed by research methodology, in which the 

framework and automated system is created. Results for a selected case study are 

presented to experts for validation and their input. Concluding remarks are provided 

in the end.  
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Chapter 2 

2. LITERATURE REVIEW 

2.1 GENERAL 

Construction worldwide tends to be an extremely information-dependent 

industry in which the success of any project is largely dependent on fair access to, 

the effective management of, and comprehensive analysis of communication or 

correspondence data (Martínez-Rojas, Marin and Amparo Vila, 2012). The 

construction industry is uniquely positioned because it entails characteristics that 

differentiate it from all the other industries. For instance, a construction project takes 

place over an extended period of time. It may include on-site production, a large 

number of people are involved, and more importantly, the company staff is highly 

variable (Zwikael, 2009). Additionally, during the project lifecycle, an enormous 

amount of documents with relevant data are produced and exchanged (Caldas, 

Soibelman, and Han, 2002a) 

The primary modes of information exchange prevalent in construction 

projects are textual documents. Some of the key elements are contract documents, 

field reports, emails, and change orders. Thus, based on the structure of these 

documents, effective information extraction and analysis of the contained content 

becomes a challenge (Alsubaey, Asadi, and Makatsoris, 2015). 

2.2 CONTENT ANALYSIS AND INFORMATION 

EXTRACTION 

Content analysis (CA) is a process of analyzing messages in any type of 

information in a systemic manner and retrieve information. It has been described as 

“a technique which lies at the crossroads of qualitative and quantitative methods” 

and a technique that “allows a quantitative analysis of seemingly qualitative data 

(Duncan, 1989). 

The development of inferences by extracting required information about any 

topic of interest to the reader in any type of communication is simply content 

analysis. In other words, the application of a pre-defined classification scheme on 
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any raw data containing text, images, and illustrations forms the process of content 

analysis (Kondracki, Wellman, and Amundson, 2002). Whereas the content may 

range from simple words and phrases to full-fledge essays, topics, and even scholarly 

articles consisting of theories and concepts. 

Information Extraction is simply reducing the data contained in a document 

or text to a tabular form and has been pondered for years. Its rudimentary execution 

for medical knowledge-based documents was carried out at New York University by 

Naomi Sager (Sager, 1988). 

Once found, the data or information may be analyzed either quantitatively or 

qualitatively or both ways. In a quantitative analysis, message components can be 

counted to identify specific themes, relative emphasis on various topics, amount of 

space or time devoted to certain topics, and numerous other dimensions which may 

prove beneficial if seen in a holistic perspective. In comparison, Qualitative analysis 

can be applied to determine latent meanings of the data under consideration. CA can 

yield specific patterns and enable theorists to theorize based on their ability and 

knowledge from the uncovered inferred ideas in the text. (Berg, 2004). 

2.3 TRADITIONAL METHOD OF CONTENT ANALYSIS  

MANUAL CONTENT ANALYSIS AND INFORMATION 

EXTRACTION 

The traditional method of content analysis and information extraction used 

in the industry is highly reliant on manual input and management of construction 

correspondence. Manual Content analysis is defined as a systematic, replicable 

technique for compressing many words of text into fewer content categories based 

on explicit rules of coding through manual labor. Holsti (1969) offers a broad 

definition of any type of content analysis as "any technique for making inferences by 

objectively and systematically identifying specified characteristics of messages." 

(Stemler, 2001) 

To put it in our context, the thorough perusal, sifting out of relevant 

information from an analysis of documents, communication logs, field reports, 

emails, and other correspondence documents by people can be referred to as manual 

content analysis. 
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Textual data is exchanged at an alarming rate in the construction industry and 

can easily be regarded as the primary mode of exchange of information. Based on 

the structure of documents such as field reports, contracts, variation orders, 

communication logs, etc., the effective management of information becomes a major 

issue (Alsubaey, Asadi, and Makatsoris, 2015). A manual approach of establishing 

connections among the information extracted from such documents and their 

analysis is highly impractical due to the enormous amount of data stored in these 

documents (Graaf and Vossen, 2013; Alsubaey, Asadi, and Makatsoris, 2015).  

MCA is time intensive as reading a document and summarizing it in a 

tabulated form takes time (Kondracki, Wellman and Amundson, 2002). In fact, if 

calculated in terms of man-hours, the process is costly and engenders other related 

costs (Fan and Li, 2013). Knowledge extraction and retrieval of useful information 

from given structured or unstructured data is a complex process and requires 

expertise thus the act of CA is highly influenced by the skill level of a person (Al 

Qady and Kandil, 2013). Moreover, the extracted information is not always 

consistent and varies from person to person. In fact, understanding a  particular text 

is subjective in nature, thus reducing the relevancy of the extracted information 

(Evans, Mcintosh, et al., 2007).  

In addition, the reusability of such information remains a challenge as there 

is no specific structure (Tixier et al., 2016). Manual IE also poses a great hurdle when 

it comes to the analysis of massive data because the work efficiency may vary with 

time and person resultingly extracted output shall be error-prone (Zhang and El-

gohary, 2016). Furthermore, MCA leads to the loss of crucial information and slower 

update of information (Martínez-Rojas, Marin and Amparo Vila, 2012; Lin, Su and 

Chen, 2014). Hence, the MCA and IE is a process marred with many problems that 

are listed in Table 1. 

 

 

 

 



7 

 

Table 1- Inefficiencies in Manual Content Analysis and Information Extraction 

S.No. 

Inefficiencies in Manual 

Content Analysis and 

Information Extraction 

References 

1 Time-Consuming in 

processing (Time efficiency) 

(Kondracki, Wellman and Amundson, 2002; 

Fonseca and Jorge, 2003; Evans, McIntosh, 

et al., 2007; Matthes and Kohring, 2008; 

Wang, 2008; Eastman et al., 2009; 

ESMAEILI and Matthew, 2012; Al Qady 

and Kandil, 2013; Lin and Su, 2013; Al Qady 

and Kandil, 2014a; De Graaf and Van Der 

Vossen, 2013; Fan and Li, 2013; Niu and 

Issa, 2014; Qady and Kandil, 2014; 

Villanova, 2014; Abbaszadegan and Grau, 

2015; Niknam and Karshenas, 2015; 

Alsubaey, Asadi and Makatsoris, 2015; 

Meer, 2016; Tixier et al., 2016; Zhang, El-

gohary and Asce, 2016; Goh and 

Ubeynarayana, 2017; Nedeljkovic and 

Kovašević, 2017; Ur-Rahman, 2017; Wang 

et al., 2018; Jallan et al., 2019; Lee, Yi and 

Son, 2019; Salminen et al., 2019) 

2 Costly (Evans, McIntosh, et al., 2007; Eastman et 

al., 2009; ESMAEILI and Matthew, 2012; 

Martínez-Rojas, Marin and Amparo Vila, 

2012; W. Der Yu and Hsu, 2013a; Fan and 

Li, 2013; Villanova, 2014; Abbaszadegan 

and Grau, 2015; Niknam and Karshenas, 

2015; Zhang, El-gohary and Asce, 2016; 

Meer, 2016; Tixier et al., 2016; Ur-Rahman, 

2017; Goh and Ubeynarayana, 2017) 

3 The complexity of text 

retrieval 

(Fonseca and Jorge, 2003; Evans, McIntosh, 

et al., 2007; Matthes and Kohring, 2008; 

Martínez-Rojas, Marin and Amparo Vila, 

2012; De Graaf and Van Der Vossen, 2013; 

Fan and Li, 2013; Al Qady and Kandil, 

2014a; Alsubaey, Asadi and Makatsoris, 

2015; Niknam and Karshenas, 2015; Tixier 

et al., 2016; Zhang, El-gohary and Asce, 

2016; Nedeljkovic and Kovašević, 2017) 
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4 Lack of Structure and 

Consistency of data 

(Kondracki, Wellman and Amundson, 2002; 

Fonseca and Jorge, 2003; Evans, McIntosh, 

et al., 2007; Martínez-Rojas, Marin and 

Amparo Vila, 2012; Fan and Li, 2013; 

Alsubaey, Asadi and Makatsoris, 2015; 

Tixier et al., 2016; Goh and Ubeynarayana, 

2017; Nedeljkovic and Kovašević, 2017; 

Salminen et al., 2019) 

5 Difficulty in Massive Data 

Analysis 

(Caldas, Soibelman and Han, 2002b; Evans, 

McIntosh, et al., 2007; Matthes and Kohring, 

2008; ESMAEILI and Matthew, 2012; 

Martínez-Rojas, Marin and Amparo Vila, 

2012; Al Qady and Kandil, 2013, 2014b; W. 

Der Yu and Hsu, 2013b; De Graaf and Van 

Der Vossen, 2013; Niu and Issa, 2014; 

Villanova, 2014; Niknam and Karshenas, 

2015; Alsubaey, Asadi and Makatsoris, 

2015; Salminen et al., 2019; Jallan et al., 

2019; Lee, Yi and Son, 2019) 

6 Impact of Personal Skill 

level 

(Fonseca and Jorge, 2003; Matthes and 

Kohring, 2008; Mani, Feniosky and 

Savarese, 2009; Martínez-Rojas, Marin and 

Amparo Vila, 2012; W. Der Yu and Hsu, 

2013b; Al Qady and Kandil, 2014a; Niu and 

Issa, 2014; Alsubaey, Asadi and Makatsoris, 

2015; Jallan et al., 2019) 

7 Reduced Reusability (Scope 

of application) 

(Caldas, Soibelman and Han, 2002b; Evans, 

McIntosh, et al., 2007; Martínez-Rojas, 

Marin and Amparo Vila, 2012; W. Der Yu 

and Hsu, 2013b; Meer, 2016; Tixier et al., 

2016; Nedeljkovic and Kovašević, 2017) 

8 Error-Prone in Large data (Kondracki, Wellman and Amundson, 2002; 

Fonseca and Jorge, 2003; Evans, McIntosh, 

et al., 2007; Mani, Feniosky and Savarese, 

2009; Lin and Su, 2013; Lin, Su and Chen, 

2014; Villanova, 2014; Zhang and El-

gohary, 2016; Wang et al., 2018; Jallan et al., 

2019; Salminen et al., 2019) 

9 Data Re-entry (Wang, 2008; Mani, Feniosky and Savarese, 

2009; Martínez-Rojas, Marin and Amparo 

Vila, 2012; Lin and Su, 2013; Lin, Su and 

Chen, 2014) 
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10 Reduced Work Efficiency (Matthes and Kohring, 2008; Martínez-

Rojas, Marin and Amparo Vila, 2012; De 

Graaf and Van Der Vossen, 2013; Fan and 

Li, 2013; Abbaszadegan and Grau, 2015; 

Zhang, El-gohary and Asce, 2016; 

Nedeljkovic and Kovašević, 2017; Wang et 

al., 2018) 

11 Ineffective Visual 

Representation 

(Martínez-Rojas, Marin and Amparo Vila, 

2012)(Mani, Feniosky and Savarese, 2009; 

Nedeljkovic and Kovašević, 2017; Wang et 

al., 2018) 

12 Data Redundancy/ 

Duplication of Data 

(Wang, 2008; De Graaf and Van Der Vossen, 

2013; Niknam and Karshenas, 2015) 

13 Relevancy (Reduced 

objectivity) 

(Kondracki, Wellman and Amundson, 2002; 

Evans, McIntosh, et al., 2007; Al Qady and 

Kandil, 2014a; Villanova, 2014; Wang et al., 

2018; Jallan et al., 2019) 

14 Data loss (Storage Problems) (Martínez-Rojas, Marin and Amparo Vila, 

2012) 

15 Inadequate Data 

Maintenance 

(Martínez-Rojas, Marin and Amparo Vila, 

2012; De Graaf and Van Der Vossen, 2013; 

Zhang, El-gohary and Asce, 2016) 

16 Slow Update of Information (Lin and Su, 2013) 

2.4 AUTOMATED CONTENT ANALYSIS AND 

INFORMATION EXTRACTION 

Automated Content Analysis is the usage of various techniques and 

algorithms to extract meaningful patterns and associations from large textual 

documents by computers. Due to the well-acknowledged and infinite potential of 

computers and advanced technology to render valuable enhancements in various 

industries, the construction industry has also undertaken various initiatives to support 

different activities in the construction project cycle (Martínez-Rojas, Marin and 

Amparo Vila, 2012). The field of ICT that deals with automated content analysis are 

text mining. With the application of specialized techniques, text mining can automate 

the process of information extraction. 
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2.4.1 TEXT MINING 

The knowledge-intensive process in which an analyst works on a collection 

of documents by using a specific set of analysis tools is known as Text Mining 

(Grossman and Frieder, 2004). It is the process of examining large collections of 

documents to discover new information or help answer specific research questions. 

Text Mining is also known as Knowledge Discovery from Text (KDT) or 

Document Information Mining. It is a process to identify the latent or inferred data 

and knowledge contained in documents (Sullivan, 2001). Techniques such as Data 

Mining (DM), Information Retrieval (IR), Computational Linguistics, Natural 

Language Processing (NLP), and Knowledge Representation are usually employed. 

Text Mining vs Data Mining 

Text Mining is sometimes erroneously referred to as data mining. It is a 

relatively new field of research that provides a software-based computational 

structure that can analyze a given data to find patterns. This new domain is now being 

widely used in various operations such as text-to-speech synthesis, email spam 

detection, etc. (Alsubaey, Asadi and Makatsoris, 2015). 

The terms data mining and text mining are wrongly assumed to be the same 

thing where therein exists a subtle difference between the two which renders them 

quite disparate in reality. The critical difference between traditional Data Mining and 

the newly developed science of text mining is that structured data is the primary 

focus for the former. In contrast, the latter analyzes semi-structured or even 

nonstructured data (W. Der Yu and Hsu, 2013a). Dorre et al. addressed two 

challenges while applying text mining techniques and processes: (1) the manual 

approach for characteristic analysis of massive document-based data is highly 

inefficient, and (2) the definition of key attributes to categorize a large textual data 

collectively is not simple (Dörre, Jochen; Gerst, Peterl; Seiffert, 1999). A 

supplementary data preparation activity is needed to apply Text Mining in 

comparison to Data Mining. 

In other words, data mining involves the application of statistical analysis 

and machine learning techniques allowing for the examining of predominant patterns 

in a database. The utilization of data mining in the processing of unstructured texts 
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which are in huge amounts is very limited due to its characteristics (Yoon and Park, 

2004). 

As an answer to the demand for analysis of unstructured documents, text 

mining emerged as a novel technique that has been used to perform the extraction of 

relevant data in the said domain. In short, text mining assigns a collection of tags on 

each text document, and then discovery operations are performed on these tags. 

These labels/tags are usually assigned to certain keywords in a document. The text 

mining algorithms then extract required information in any document by featuring 

these keywords. Recently, the interest in text mining has increased considerably, thus 

leading to its extensive use in knowledge management (Feldman et al., 1998). Text 

mining is an emerging field and area of research and helps uncover information in 

plain sight (Marzouk and Enaba, 2019). The retrieval of information from a text by 

computer is possible through rule-based or machine learning algorithms (Brill and 

Mooney, 1997). 

Previous research using Text mining 

The industries which generate vast amounts of data are actively making use 

of information computer technologies to effectively categorize, classify, store and 

then retrieve specific data to increase its usability and also automate the process for 

time and cost-effectiveness (Evans, Mcintosh, et al., 2007; Al Qady and Kandil, 

2014b). Engineering projects in general and construction in specific are filled with 

instances where text mining and data analytics has been used to classify, retrieve and 

categorize data effectively. 

Alsubaey has used text mining to classify and categorize construction project 

data and then formulate an Early Warning System to identify early warnings of 

failure in a construction project by feeding specific keywords and training the model 

with a massive amount of data. The system uses the ability of text mining technique 

named Naïve Bayes Classifier to learn from specified keywords’ frequencies in 

certain texts and classify them as a specific early warning category (Alsubaey, Asadi 

and Makatsoris, 2015). 

A Bayes Classification system determines the class of a document by 

checking a specific keyword’s frequency and probability in a test set. Early warnings 

were identified by feeding the system a corpus of critical project management 
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documents such as meeting minutes. The technique was evaluated by taking 

feedback from experts and also unseen critical minutes of the meeting. 

Fan and Li developed a text mining operator using a vector space model and 

extract similar cases for alternate dispute resolution in construction accidents. The 

model utilizes indexes or keywords to represent a file. These keywords or concepts 

are terms that can aptly reflect the data in the document and describe it. Words like 

claims, liabilities and specific injury types are cases-in-point. The cases were 

retrieved from a purpose-built library from Westlaw, and the test data set was given 

in simple text form. The system was judged based on the index or keywords whether 

they reflected the information in the case file by numerical metric Euclidean distance 

(Fan and Li, 2013). 

A study by Caldas has categorized Construction project documents into pre-

set categories such as general, schedule, demolition-civil, landscape-site, structures, 

interior finishes, HVAC, etc. by vector space model. The model represents terms per 

document and their specific frequency, thus effectively matching them to a certain 

category of documents making it easier to handle massive amounts of data and also 

enhance reusability (Caldas, Soibelman and Han, 2002a). 

Wen-der applied a content-based text mining technique to retrieve Computer-

aided design (CAD) drawings by extracting textual content from these files. Files 

were assigned with specific tags for better retrieval results. The technique used is 

similarity matching by employing a vector model which used numerical value to 

assign any cad file a similarity index, thus returning the closest match for any search 

word (W. Yu and Hsu, 2013). 

Whereas, Fonseca has proposed a different method for retrieval of cad 

drawings by classifying, indexing, and finally retrieving technical drawings from a 

huge database by spatial relationships and elements of visual nature. In essence, 

graphical matching rather than textual matching was used. The metric of K- nearest 

neighbor was used to evaluate the System (Fonseca and Jorge, 2003). 

Mohammed Al Qady has laid down a comparison of supervised and 

unsupervised text classifiers. The study has listed down the limitations of supervised 

classifiers and tried to explore the possibility of categorizing construction project 

documentation in pre-defined categories by applying Machine Learning text mining 
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techniques. The writers have come to the revelation that an amalgam of both 

supervised and unsupervised systems would fit the purpose of categorizing such 

documents. To evaluate the System, Al Qady has used the F-1 score as a measure, a 

harmonic mean of Recall and Precision (Al Qady and Kandil, 2014b). 

Michael Evans et al. have provided an overview and general assessment of 

the machine learning techniques of text mining used for classification in the field of 

LAW to improve empirical legal research (Evans, Mcintosh, et al., 2007). The 

writers have contended that the legal texts are not only lengthy but also complex in 

understanding thus acting as a challenge to experts to main consistency while coding 

such complicated documents especially when it comes to comparing various cases. 

The study has revealed that the Word scores method developed by Laver (2003) has 

proven effective as it assigns specific keywords scores and then computes their 

frequency in any document.  Further, classification is effectively done by employing 

the Naïve Bayes model. In political fields, the given methods are proving to be 

helpful. 

Salminen et al. have used machine learning to tag online content across 

various platforms and in varied forms, thus providing a valuable addition to content 

marketing efficiency (Salminen et al., 2019). The study compares various machine 

learning techniques for the classification of multi-label content such as Random 

Forest, K-Nearest Neighbor, and neural network analysis by feeding the system 

created a considerable amount of online news articles for auto-tagging and further 

classification. F-1 score has used a measure to evaluate the performance of 

aforementioned techniques-based models, and Neural network analysis was revealed 

to return the best results. 

Meer has suggested that automated content analysis can be used to effectively 

communicate during crises as it avoids the cost and time lost in the analysis of 

massive data sets of crisis communication documentation manually (Meer, 2016). 

The research proposes different methods that can be used to help analyze large 

amounts of documents. 
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2.4.2 NATURAL LANGUAGE PROCESSING (NLP) 

After a thorough study of the literature above, it is evident that text mining 

can handle computational tasks very adeptly but understanding human language 

remains a challenge for traditional text mining clustering and classification 

techniques. As construction correspondence contains information in a natural 

language format, its direct extraction by computational devices was not effectively 

and accurately possible until the advent of modern text mining techniques using 

artificial intelligence such as Natural Language Processing (NLP) (Brill and 

Mooney, 1997). NLP is essentially the convergence of artificial intelligence, 

linguistics, and Information Computer Technology as illustrated in Figure 1. Its 

ultimate goal is to achieve an understanding of natural language as human beings 

(Liddy, 2001). It is a text mining technique that enables machines i.e. computers to 

process any text containing natural language in a human-like manner. (Cherpas, 

1992). 

 

 

 

 

 

It can help significantly in correctly identifying and extracting relevant 

information from documents by having its roots in a subject-specific ontology, i.e. a 

database of the vocabulary of the subject. Thus it not only processes a given text 

based on the syntax but also on semantics leading to much better results in terms of 

comprehension and information extraction (Zhang and El-gohary, 2012). 

Information extraction (IE) is a subsidiary field of NLP that seeks to extract 

the required information from a textual document to populate pre-defined data 

templates. Information Extraction can be based on syntactic features, i.e. 

Figure 1- Natural Language Processing 
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grammatical analysis and semantic features, i.e. narrative analysis of the text (Zhang 

and El-gohary, 2016). 

Some of the major uses of NLP include among others are machine 

translation, recognition of speech, and automated content analysis (Manning and 

Schütze, 1999). The application of Automated content analysis is progressively 

being adopted in different industries. The reason for this is the necessity to 

understand and effectively make use of burgeoning digitized data (Bai, 2011). The 

construction industry is loaded with electronic information which may be structured 

or unstructured. Construction projects, even smaller sized, have a plethora of 

documents in the shape of computer-aided drawings, specifications, inventory 

management, process control, scheduling, cost estimating, and other documentation 

(Soibelman et al., 2008). 

However, the formation of a structure that understands a text of natural 

language and its further validation is problematic. A natural language is an amalgam 

of words list known as lexicon; rules of their structure known as grammar that 

renders the meaning of words by putting them in their specified positions in a 

sentence (Manning and Schütze, 1999). Modelling grammatical rules has been a 

major issue in the past while analyzing natural languages (Hindle, 1989). In addition, 

a word may have different meanings in different contexts, leading to confusion 

incorrectly analyzing the writer's intended purpose by a computer. Modern methods 

based on statistics and machine learning procedures are used to tackle the issues 

mentioned above. The methods used for analyzing texts include clustering 

procedures e.g. k-means, and classification procedures e.g. support vector machines, 

naïve Bayes, and k-nearest neighbors (Manning and Schütze, 1999; Grimmer and 

Stewart, 2013; Alsubaey, Asadi and Makatsoris, 2015; Tixier et al., 2016). 

Rule-based NLP vs Machine Learning NLP 

Two types of approaches are widely used in NLP: rule-based and machine 

learning approaches. The rule-based approach’s essence lies in manual coded 

guidelines which need to be revised repeatedly to effectively analyze any natural 

language text. On the other hand, a machine learning (ML)-based approach makes 

use of ML algorithms that instruct models which process a given text by feeding it 

massive amounts of related data for it to learn (Tierney, 2012). 



16 

 

As such a vast supply of data is required for ML-based NLP and the coding 

process takes up a lot of time and resources, so a manually coded rule-based approach 

could be the answer to this study. 

According to Sage and Lavie, the use of rule-based NLP yields better results 

in terms of accuracy as it brings an element of human intelligence and data-related 

expertise (Sagae and Lavie, 2003). Wang thinks that the use of statistical methods 

i.e. ML or DL for classification, aims at shallow comprehension and broad 

viewpoint. In contrast, manually defined rules are relatively better at yielding deeper 

understanding within a particular area (Wang et al., 2002). Rule-based NLP can 

therefore handle sentence-level tasks, such as parsing and extraction very well thus 

making it a better fit for query analysis such as text extraction under specific headers. 

In addition, machine learning algorithms are relatively obscure in comparison to 

manually crafted rules and dictionaries as these can be easily updated (Breiman, 

2001; Barbella et al., 2009). 

NLP uses a set of fundamental text processing techniques in a certain order 

for achieving element recognition, relationship identification, and in turn extraction. 

The techniques are Tokenization, Sentence Splitting, Parts of Speech (POS) tagging, 

etc.  (Cunningham et al., 2011). 

NLP in Construction Industry 

Zhang and El-Gohary have used rule-based NLP in the automation of 

checking compliance for regulatory documents of construction. One chapter of the 

International Building Code (IBC) was used as a reference for compliance checking. 

The study employed pattern matching information extraction rules and in some cases 

conflict resolution rules as well. The NLP tool was created on a free software named 

GATE and the rules were coded in java. Validation of the NLP tool created was 

achieved by calculating the F-1 score against a gold standard formulated by experts. 
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The score turned out to be above ninety-four percent. (Zhang and El-gohary, 2016). 

The Framework suggested by them is given in Figure 2. 

Tixier ET. all has used rule-based NLP for the extraction of precursors from 

unstructured injury reports, thus organizing such reports in structured formats.  

(Tixier et al., 2016). The study used R programming language to code the rules 

manually and formed a keyword dictionary; ontology to analyze the content of the 

injury reports effectively.  The premise Tixier based the analysis on is that any injury 

can be uniquely and adequately defined by a set of specific construction site 

characteristics. These traits named precursors by the author in any injury were used 

as keywords to search for and retrieve the closely matching incidents. The 

methodology adopted is given in Figure 3. 

 

Figure 3- Tixier’s Framework for Injury Reports Precursor Extraction 

Niu and Issa have employed Rule-based Natural Language Processing to 

automate the impact factors understanding in a construction litigation case related to 

Figure 2- Zhang and El-Gohary's Rule based NLP Framework. 



18 

 

claims (Niu and Issa, 2014). The paper has proposed a set of software that can be 

used together to achieve automation in claim factor identification. The example taken 

to elaborate the Framework is that of Differing Site Conditions Claims for which it 

has suggested collecting precedent claim cases from a professional legal database to 

build an ontology and then develop ontology-aware Java mapping rules in GATE 

software. 

After a thorough study of the literature, it is not wrong to say that Natural 

Language Processing techniques are more than capable to handle any human-

generated texts. As for the question of which specific technique to use rule base or 

ML-based approach following facts pushed the study towards a rule-based approach. 

First and foremost, (Chiticariu, Li and Reiss, 2013) have found that in private or 

public industry small and large companies rule-based NLP is preferred as they are 

more inclined towards higher qualitative results in specific domains rather than a 

wide area of application. They have named companies such as IBM, SAP, and 

Microsoft being adherents of the rule-based approach. Secondly, due to the 

unavailability of massive amounts of data and lack of time and resources Machine, 

learning-based NLP was not a favorable choice. Finally, the level of quality in results 

required was high so a Rule-Based approach to NLP making use of manually coded 

rules for information extraction was decided upon for the study. The studies provided 

above have all made use of Rule-based NLP.  
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Chapter 3 

3. RESEARCH METHODOLOGY 

This chapter describes the procedure for achieving the objectives outlined in 

chapter 1. The research is designed in compliance with the detailed research process 

including identification of critical issues in manual content analysis and development 

of Framework from literature. 

3.1 RESEARCH DESIGN: 

After the preliminary research in which the objectives were defined by 

finding out the gap within existing literature, the research followed three major 

stages in which stage 1 was the identification of inefficiencies and outlining critical 

constraints of Manual Content Analysis (MCA) as shown in Figure 4. In Stage 2 

based on the study of various methods for automation in information extraction, a 

framework is developed having its roots in Rule-based NLP and then a system is 

created to test the proposed Framework. Stage 3 shows that the results are evaluated 

by validating them from field experts. 

 

Figure 4-Research Methodology Steps 
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3.2 STAGE 1 - IDENTIFICATION OF INEFFICIENCIES 

in MCA and IE 

Now that the domain was established a detailed literature review was carried 

out to rank the inefficiencies associated with MCA and IE according to literature. 

The basis for the literature score lies in both the qualitative aspect and quantitative 

aspect. For instance, how many research articles have acknowledged an inefficiency 

defined the quantitative aspect and how much influence it has laid on the said issue 

outlined the inefficiency's qualitative aspect. The inefficiencies with references have 

been explained in the literature review under the header of traditional method of 

content analysis. The literature score is given in Table 2. 

Table 2- Literature Score and Ranking of Inefficiencies in MCA and IE 

Rank 

Literature 

Inefficiencies in Manual Content Analysis and 

Information Extraction 

Literature 

Score 

1 Time Consuming in processing (Time efficiency) 0.875 

2 Costly 0.4375 

3 Complexity of text retrieval 0.375 

4 Lack of Structure and Consistency of data 0.3125 

5 Difficulty in Massive Data Analysis 0.3 

6 Impact of Personal Skill level 0.28125 

7 Reduced Reusability (Scope of application) 0.21875 

8 Error Prone in Large data 0.20625 

9 Data Re-entry 0.15625 

10 Reduced Work Efficiency 0.15 

11 Ineffective Visual Representation 0.125 

12 Data Redundancy/ Duplication of Data 0.05625 

13 Relevancy (Reduced objectivity) 0.0375 

14 Data loss (Storage Problems) 0.01875 

15 Inadequate Data Maintenance 0.00625 

16 Slow Update of Information 0.00625 
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Furthermore, to validate our findings in the literature, a preliminary field survey from 

the construction industry was conducted through which the inefficiencies were 

ranked instead of field scores only where the respondents were asked to evaluate 

how much efficiency would affect the effective extraction of information from a 

given text. Likert scale from 1 to 5 was used where 5 denoted very high influence 

and 1 denoted no influence at all. The results of the field survey are given in Table 

3. 

Table 3- Field Score and Ranking of Inefficiencies in MCA and IE 

Rank Inefficiencies in Manual Content Analysis Field Score 

1 Slow Update of Information 0.893333333 

2 Time Consuming in processing (Time efficiency) 0.88 

3 Error Prone in Large data 0.846666667 

4 Reduced Work Efficiency 0.84 

5 Costly 0.833333333 

6 Difficulty in Massive Data Analysis 0.833333333 

7 Relevancy (Reduced objectivity) 0.826666667 

8 Lack of Structure and Consistency of data 0.806666667 

9 Impact of Personal Skill level 0.786666667 

10 Inadequate Data Maintenance 0.773333333 

11 Complexity of text retrieval 0.766666667 

12 Data loss (Storage Problems) 0.753333333 

13 Data Re-entry 0.74 

14 Reduced Reusability (Scope of application) 0.72 

15 Data Redundancy/ Duplication of Data 0.72 

16 Ineffective Visual Representation 0.666666667 



22 

 

The distribution of respondents, their respective experience, and organization type is 

given in Figure 5.  

 

Figure 5- Organizational and Experience-based division of Respondents. 

To evaluate and rank these inefficiencies based on field and literature, a Sixty Forty 

Ratio analysis was taken to include the influence of field and literature. Time-

consuming, costly in nature, difficulty in massive data analysis, the complexity of 

text retrieval, and lack of structure were the critical issues of manual content analysis, 

with values ranging from 0.6 to 0.878, identified in the study. The inefficiencies with 

their final ranking and respective scores has been given in Table 4. 

Table 4- Sixty-Forty ratio of Field and Literature and Final Ranking of Issues in Manual Content 

Analysis 

Final 

Rank 

Inefficiencies in Manual Content 

Analysis and Information 

Extraction 

Literature 

Score 

Field Score 60-40 

Analysis 

1 Time Consuming in processing 

(Time efficiency) 

0.875 0.88 0.878 

2 Costly 0.4375 0.833333333 0.675 

3 Difficulty in Massive Data 

Analysis 

0.3 0.833333333 0.62 

4 Complexity of text retrieval 0.375 0.766666667 0.61 

5 Lack of Structure and Consistency 

of data 

0.3125 0.806666667 0.609 

37%

23%

40%

Organization

Contractor Consultant Client

40%

37%

10%

13%

Respondent's Experience

0 - 5 Years 6 - 10 Years

11 - 15 Years More than 15 Years
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6 Error Prone in Large data 0.20625 0.846666667 0.5905 

7 Impact of Personal Skill level 0.28125 0.786666667 0.5845 

8 Reduced Work Efficiency 0.15 0.84 0.564 

9 Slow Update of Information 0.00625 0.893333333 0.5385 

10 Reduced Reusability (Scope of 

application) 

0.21875 0.72 0.5195 

11 Relevancy (Reduced objectivity) 0.0375 0.826666667 0.511 

12 Data Re-entry 0.15625 0.74 0.5065 

13 Inadequate Data Maintenance 0.00625 0.773333333 0.4665 

14 Data loss (Storage Problems) 0.01875 0.753333333 0.4595 

15 Data Redundancy/ Duplication of 

Data 

0.05625 0.72 0.4545 

16 Ineffective Visual Representation 0.125 0.666666667 0.45 

3.3 STAGE 2 - DEVELOPMENT OF FRAMEWORK 

As concluded from the previous chapter, a rule-based approach to NLP is 

more suitable for analyzing letters that are human-generated texts. A framework 

involving the application of rule-based natural language processing to extract 

information from construction correspondence is constructed by studying literature 

regarding different rule-based NLP techniques. The elements needed for framework 

development were identified. To start with, a corpus is needed which is essentially a 

collection of text on which a linguistic analysis can be applied. In addition, a standard 

letter pattern for better extraction of the required information is essential. Moreover, 

an ontology, i.e. subject specific vocabulary, which is inclusive enough to fully 

describe the corpus is developed. The specification of output dictates the formation 

of rules and working of the system as a whole. After a framework for automated IE 

was proposed as shown in Figure 6, its validation was done by creating a Rule-Based 

NLP system which was tested and tuned to achieve results from actual construction 

industry letters. The results of the developed system were evaluated by field 

professionals to achieve a score on a suitable metric. 
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Figure 6-Rule-Based NLP Framework for IE from Construction Correspondence 

3.3.1 NLP – System Input and Output Definition 

Now that a conceptual framework was developed, an NLP - System was to 

be created on its basis. The task at hand was to define inputs and outputs required for 

the development of an NLP – System. A stepwise methodology was used which 

started with the study of letters from various organizations, defining components of 

a letter and in the end yielding corpus and ontology. The steps are given as a 

schematic diagram in Figure 7. 

 

Figure 7- Inputs and Output for NLP- System Defined 
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Pre-Defined Standard Letter Pattern 

Study of above fifty Letters from five reputed organizations, whether 

consultants, clients, or contractors, was conducted to better understand what 

constitutes a letter. The letter content parts common to all the organizations are listed 

below. 

• Letter Date • Letter Replied to 

• Letter No. • Sender Details 

• Subject Heading • Enclosure 

• Receiver details • Copy to 

• Letter no. showing who the letter 

was sent to and who has sent it 

• Subject may include the project 

name 

There were certain unique components to different organizations as well. The type 

of organizations and the attributes unique to them have been given in Table 5. 

Table 5 - Components Unique to organizations 

S.No. Organization  Organization 

Type 

Letter Content Parts 

1 Company A Consultant • Project details are given above 

the subject 

• References are listed down 

under a separate heading 

2 Company B Consultant • Project Details are given under 

the Subject Heading 

• The subhead for the specific 

issue 

3 Company C Contractor • Project Name and details under 

a Separate heading 

• The subject has been given 

separately 
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The selected standard letter pattern like any other corporate letter contains 

information of the sender and receiver i.e., name, post, address, and contact. Other 

than that, the date and specific letter-number used by the organization is given on top 

followed by sender details and then the project specifics and a subject heading. As a 

letter can address more than one reference letter but is chiefly a reply to the main 

letter so a heading for references is added. Following the list of references the body 

of the letter contains the information to be conveyed by the sender to the recipient 

and those they have identified in a heading below that the letter is “copy to”. The 

annexures or extra documents enclosed have also been mentioned in the letter format 

used. In the end, all those officials or offices the correspondence is sent as a copy 

have been mentioned under the heading “copy to”. 

The format used by the consultant group taken as a standard letter pattern is given in 

Figure 8. 

 

Figure 8-Standard letter pattern used. 

Ref: MG1/SCG/005/026 (Letter ref. No.)                               (Date)13 Jan, 2021  
 
Receiver Details   
John Stuart 
CEO/ General Manager/ Project Director  
Liaison Office, XYZ Development Company.  
708 - WAPDA House, Lahore.  
Telephone: +92-52-6920153172 
 
SAMPLE PROJECT – Contract MG1-CG2 (Project Details) 

 

Subject: Replies to the Comments on Sample Report  

 

Ref:  1) DBDC Letter no. DBDC/W-10.12/3631-32 dated Nov 17, 2020 (Letters Referred to) 

Dear Sir/ Madame,  

 

(Body of the Letter) 

This is with reference to your letter at Ref. 1) above through which comments of the Project Office 

and various formations of the company on Sample Report of the subject Project were conveyed 

to us.  

Yours Sincerely, 

 
 
(Sender Details) 
Mr. ABC  
Project Manager / Engineer’s Representative 
Sample Consultants Group  
 
 
Encl:  Replies to the Comments on Sample Report (26 Page) 
 
Copy to:  Site office  
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Output Summary Table and Headers Defined 

Each letter is scanned for extracting information using domain-specific keywords 

and the extracted phrase is parsed into a single record (an excel file) to store as one 

record per letter. The NLP system also computes counts of key indicators such as 

total letters, addressed, pending, total letters with clauses, costs, deadlines, delays, 

and enclosures. The headers for this record sheet were decided by conducting semi 

structures interviews of Six field professionals where they were asked to read a set 

of letter/s and then suggest necessary headers that could be used to summarize the 

letter content (Guest, Bunce and Johnson, 2006). The questions asked from the 

interviewees were: 

• What information do you deem as important in the above letters? 

• If we were to tabulate the data contained in these letters, what headers will 

you suggest? 

• What additional headings do they recommend? 

After getting their views on the above two questions, table headings suggested by 

the author with the help of the supervisor were shown. The organization type and the 

experience distribution of interviewees are shown in Figure 9. 

 

 

33%

17%

50%

Experience in Years

5-7 Years 7 to 10 Years

Over 10 Years

33%

50%

17%

Organization Type

Consultant Client Coontractor

Figure 9- Details of interviewed Field Experts 
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The finalized headers for the summary sheet have been listed down. 

• Letter Ref No. • Subject 

• Date of Letter • Purpose 

• Reference Letter replied to • Clauses of Contract Involved 

• All References • Time Frame (if applied) 

• Sender Name • Deadline date 

• Designation of Sender • Days From Deadline 

• Organization of sender • Cost (if applied) 

• Receiver Name • Enclosed / Annex 

• Designation of Receiver • Copy to 

• Organization of Receiver • Status of Reply 

• Project Details 
 

Corpus of Construction Correspondence 

Corpus is any collection of texts used for linguistic analysis. It may be a body 

of spoken or written content. For our study, a set of seventy letters from an existing 

project with their content largely based on management and contracts is taken as the 

corpus of construction correspondence. The study used actual letters relating to a 

dam project and consisted mainly of those sent by the consultant group of Six 

companies whose names have been kept confidential. Most of the letters were 

addressed to either the client or the two separate contractors. The corpus was divided 

in a ratio of 10 to 60 where ten letters were used for iterative tuning of the system 

and sixty were used as a case study to test the system.  

Development of Ontology 

The ontology is essentially a subject-specific vocabulary which helps in 

better understanding and recognition of various words by the computer.  For out 
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study, the ontology was chiefly based on the corpus to point the NLP operator 

towards the desired output by provided keywords. As mentioned above the corpus 

was contractual letters so the FIDIC (International Federation of Consulting 

Engineers) Glossary for contracts was also kept as a repository to help in information 

extraction (FIDIC Glossary). 

Manual Defined IE Rules  

For information extraction, a list of headers based on the content of letters 

was selected, which could adequately summarize the data contained in a letter. Here 

the use of a standard letter format played a key role in identifying most of the data 

heads and subsequently the rules used for extraction as those were directed to extract 

an output matching to that header i.e. letter date, letter number, sender details, project 

specifics, subject, etc. Unlike the constant headings such as sender details or subject, 

etc., some of the headers may not return results if not present in the letter. For 

instance, the headers deadline date cost mentioned, time frame, clauses of the 

contract, etc. do not warrant the result in every letter.  

3.3.2 Testing Metric and Validation Method 

To evaluate and validate the effectiveness of an NLP-based system, a 

comprehensive approach is needed. As some domain-specific keywords in the 

ontology occur occasionally, we cannot use accuracy as a metric, as predicting no 

keywords most of the time will yield high accuracy. Therefore, a system of 

measurement that considers both multiple labels and the frequency of specified 

keywords is needed. The F1 score, which is the harmonic mean of two other metrics, 

Precision and Recall, is a suitable measure and has been used by various other studies 

as well (Wallach et al., 2009; W. Der Yu and Hsu, 2013b; Al Qady and Kandil, 

2014b; Tixier et al., 2016; Zhang and El-gohary, 2016; Salminen et al., 2019). 

The F1 score may range from 0 to 1, such that 1 is the ideal case result.  The 

Following equation, Eq. (1) shows how this metric is calculated. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
           Eq. (1) 

Where:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +𝐹𝑃
   and 𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 +𝐹𝑁
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Precision is the measure of how well the developed NLP system avoids 

extracting the wrong output for a certain heading in the summary sheet. It is the ratio 

of true positives (TP) to the sum of true positives and false positives (FP) where TP 

is the instance where output is identified correctly, and FP is the one where output 

given is not correct. 

On the other hand, Recall is a measure of how well the NLP system extracts 

outputs from the letters under a certain header of the summary sheet. It is calculated 

by dividing true positives by the sum of true positives and false negatives (FN). It 

should be noted that the last option, true negatives (TN), occurs when the system has 

not returned an output that is not present in a letter document. True negatives were 

not included. The harmonic mean of these two measurements yields the F1 score; 

thus, it considers both how well the system prevents the detection of incorrect outputs 

and how well it extracts the desired outputs. 

3.3.3 NLP System Creation and Tunning 

The whole system was created in an Anaconda distribution-based integrated 

development environment (IDE) named Spyder notebook, and Python was used as a 

language for coding. The schematic diagram for the creation and tuning of the NLP-

System is given in Figure 10. The tuning corpus was separate from the testing corpus 

as mentioned above. It was a set of ten letters from the selected Dam project. The 

metric used was the F-1 score which is essentially a harmonic mean of Recall and 

Precision.  

Figure 10- Creation of NLP System and its Tuning for Results 
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The system was used to extract information from the selected tunning corpus 

and then it was checked by calculating F-1 score. If the score was below 95 % which 

was selected as a threshold for the system performance the rules for extraction under 

those specific headers were refined to achieve better results in terms of extraction. 

The iterative revision of rules of IE used for each header of the output sheet was done 

to better extract information. For instance, if the system has not extracted sub clauses, 

then the keywords and rules were refined for the said column which were used to 

search for specific clauses and differentiate them from the clauses, articles, and 

provisions. 

A *.bat extension file was created to easily execute the code for a layman to 

run as it can be used by pressing one button on the keyboard. The *.bat file has the 

details of the input directory for the file to process, output excels sheet, and processed 

folder, thus making the whole operator NLP-System portable. The operator 

automatically moves the processed files to a different folder after successfully 

processing the said files. The libraries used in Python and the interface of the 

SPYDER notebook can be seen in Figure 11. 

The stored keywords are grouped into categories of interest in a 

predetermined format and visualized for further analysis and get insights from the 

data stored in the letters. The details of the NLP operator can be seen in figure 11 

showing the NLP parsing engine and the algorithm for data retrieval. The NLP 

system also computes counts of key indicators such as total letters, addressed, 

pending, total letters with clauses, costs, deadlines, delays, and enclosures. 
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Figure 11- SPYDER Anaconda Interface 

NLP System Algorithm 

The algorithm for the NLP-System is shown in Figure 12. As shown, it gets 

a list of documents in word file format as input in an input folder named 

“data_to_process”. These documents with the help of the doc2text library are 

converted to a text file and then the text is parsed into lines. Every line is then 

individually searched for a list of specific keywords. If the result is positive that is a 

match for a keyword is found, the line is tokenized into words and then pos-tagging 

is performed to get an idea of what function these words are performing. Using 

parsing and extracting features the exact phrase or sentence is extracted to fill a 

certain cell under the specific column. Then next line is picked up by the system to 

perform the same operation. After all keywords for all lines have been scanned then 

the system moves the document to the processed folder. A new document from the 

queue is selected and all the same, operations are performed for this file as well. 

Moreover, these documents are tokenized and parsed individually to retrieve 

domain-specific keywords and store them. The system writes one record for every 

letter processed successfully into an excel file, also updates the summary of 

processing the letters into a visualization sheet of an excel file. When there is an error 
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processing a letter, the letter is discarded and moved to the error path. The error file 

statistics or records are not used to compute any record or statistics. 

 

Figure 12-Algorithm for NLP System detailing Extraction sequence 

In essence, a thorough analysis of literature and field led to the determination 

of critical constraints inherent to the process of MCA and IE thus signifying that an 

automated approach is needed. By studying literature, a subfield of text mining 

capable to understand human-generated text named the rule-based NLP approach 

was decided upon to automate the process of extraction of relevant information. A 

standard letter pattern was decided upon by perusal of different organization’s 

correspondence and letter patterns. The headers of an output table were decided by 

conducting semi-structured interviews. All the inputs required to form the NLP 

system were finalized. Afterward, the NLP system was developed in Python, and 

rules are tuned and tested on a set of ten letters of the standard format but with 

different information to keep them separate as a test set. For validation, a set of sixty 

letters were fed to the NLP-System and their output was further assessed by experts. 
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Chapter 4 

4. VALIDATION AND RESULTS 

This chapter encompasses the validation method used, output of the NLP 

system, validation of the Framework by experts’ review, and finally the resulting F-

1 score. 

4.1 VALIDATION BY EXPERTS 

A set of ten test letters apart from the main corpus, collectively containing 

information that delivered a considerable output for every header, were taken to test 

and tune the rules for better results and achieving an F1 score of above Ninety 

Percent. This target in itself was quite an obstacle to surmount leading to repeated 

tweaking and tuning of rules.  Afterward, the system was used to extract information 

from a total of Sixty (60) letters and populate an excel sheet i.e., the summary table. 

As the corpus was chiefly contract and project management-based documents 

so the summary sheet populated by the NLP tool was evaluated by taking input from 

field experts having the relevant experience. Each of the experts was given a set of 

ten to twelve letters to read and then evaluate the information automatically extracted 

by the tool. They were asked to identify the correct outputs i.e., true positives (TP), 

wrong outputs i.e., false positives (FP), and missing outputs i.e. false negatives (FN) 

for these letters under every header which were verified by the writer to avoid any 

missing entries. 

In instances where output provided by the system was correct but inadequate 

incapacity to properly justify the header, the expert was required to score the 

correctness of the output by giving it a score from 0 to 1; where 0 signified missing 

information making it a false negative and 1 being a true positive. Any score in 

between was divided as TP and FN such that a score of 0.8 would mean 0.8 is added 

to the TP and 0.2 to FN. Similarly, in some cases, extra information is extracted, so 

it was scored from 0 to 1 and dividing the rating between TP being the needed part 

and FP being the extra information as above. To better understand, cases with the 

extra output and inadequate extracted information are given in Figure 13 with their 

headers. 
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4.2 RESULTS & DISCUSSION 

The result obtained from the NLP system tool is an excel sheet. The F-1 score 

was calculated by the values of TP, FP, and FN given by field experts for the NLP 

system populated excel sheet. The metric amounted to be 95.31 % signifying that 

rule-based NLP is effective in information extraction when specific outputs in a 

small area of application are required. The recall came out to be 95.24 % and 

precision was 95.38 % signifying that not only correct outputs were extracted in most 

of the cases, but also negative outputs were avoided as well thus achieving high 

values of precision and recall. 

In this case study, those specific outputs were defined by the headers 

specified by the field experts and the specific area of application was contract and 

management-based letters. The scores achieved are considerably higher than those 

achieved through machine learning-based statistical models available in the 

literature. For example, Verma et al. analyzed tweets and categorized them into five 

classes by the employing Naïve Bayes Classification method and achieved an 

accuracy of 80% (Verma, Sudha; Vieweg, 2011). Bai has tried to predict the 

sentiment of consumers by automated mining of opinion from online texts containing 

movie reviews and news and achieved a range of accuracy from 66% and 88.9% 

(Bai, 2011). Automatic content analysis was performed by Grimmer and Stewart in 

the analysis of political texts by employing a random forest classifier and attained 

65% accuracy with a 75% recall rate (Grimmer and Stewart, 2013). 

Talking specifically about the construction industry Yu and Hsu were able to 

achieve an F-1 Score of 73% while retrieving Computer-aided drawings 

automatically due to low precision (W. Yu and Hsu, 2013). Al Qady’s algorithms 
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Figure 13- Examples of Extra output (left) and Inadequate output. 
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for automatic unsupervised classification of construction projects documentation 

were done while achieving an F-1 score of 84.4% (Al Qady and Kandil, 2014a). 

(Tixier et al., 2020) was able to obtain a very high F-1 Score of 96% while extracting 

precursors from a database of unstructured injury reports using Rule-based NLP. The 

same results have been compared in Figure 14 with all of the entries from 

construction industry except for Verma’s classification of tweets (2011).  

 

Figure 14 - Comparison of Results from Literature 

It may be noted that the manually coded approach’s outperforming all the 

referred ML-based systems is not new as Sagae and Lavie have concluded the same 

in their study that hand-coded rules enable authors to transmit their intellect and 

expertise into the coding process (Sagae and Lavie, 2003). For deeper understanding 

and much better results, manual rule-based systems rather than statistical machine 

learning tools are preferred especially in the cases where the application domain is 

rather specific than general (Wang1 et al., 2002). The detailed output outlining the 

required values for calculation of the F-1 score is given in Figure 15. 
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Figure 15- Calculation of F-1 Score 

The NLP system effectively solves the critical constraints of MCA and IE as 

listen down in Table 6. To start with, it is time-efficient as it can process hundreds 

of letters within seconds and thus saving on time-related costs as well. It can easily 

handle the massive amount of input files thus effectively analyzing massive data. In 

addition, the precision and recall being so high for the results signify that the output 

is considerably accurate. The table populated by the system is consistent as the letters 

are assessed and then summarized in the decided headers. By automating the process 

considerably manual input has been reduced this minimizing impact of personal skill 

level, increasing work efficiency and, less data duplication. The output sheet 

populated is reusable and can be used for visual representation. The data is 

maintained effectively, and precision values signify that loss of data is less.  
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Table 6 - MCA's Critical Inefficiencies Catered by NLP 

S. 

No. 

Critical Constraints of MCA 

and IE 
Benefits of NLP- System 

1 Time-Consuming in 

processing  

Time Efficient (60 letters processed in 2 

seconds) 

2 Costly  Avoid Cost Over-Runs  

3 Difficulty in Massive Data 

Analysis 

Capable of handling mounds of Data 

4 Complexity of text retrieval Better Data Analytics and Identification 

5 Lack of Structure and 

Consistency of data 

Same Structure as Headers are same 

6 Error-Prone in Large data Increased Accuracy in Comprehension 

7 Impact of Personal Skill level Human Input decreased considerably 

8 Reduced Work Efficiency Work efficiency constant 

9 Slow Update of Information Quick Summarization of Information 

10 Reduced Reusability (Scope 

of application) 

Data tabulated in Structured Form  

11 Relevancy (Reduced 

objectivity) 

Objective Analysis as human input 

decreased 

12 Data Re-entry Data Entered by the computer once 

13 Inadequate Data Maintenance Effective Maintenance of Data as 

Summary in a tabulated form  

14 Data loss (Storage Problems) Data Storage Easier in Electronic Form  

15 Data Redundancy/ 

Duplication of Data 

Data Extraction based on headers so 

lesser duplication 

16 Ineffective Visual 

Representation 

Tabular data is easily visually represented  

 

Furthermore, the assessment of the NLP system and in turn the automated 

framework was done by putting the question in front of five field professionals. They 

were asked to rate whether the system has successfully avoided a certain inefficiency 

of MCA and IE on a Likert scale. The score was from 1 to 5, where five described 

that the system has perfectly catered for the said problem, where in contrast, one 

shows that the system is incapable of averting the said problem. The survey revealed 

that except for data redundancy and duplication, where the opinion remained neutral, 

all other constraints of MCA and IE were believed to be catered for by the developed 

system. The highest score in 5 was 4.8, whereas the lowest score was 3.2. The 
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average score came out to be 4.23 signifying that the experts believe the issues of the 

traditional method that were identified in chapter 3 are successfully avoided by the 

proposed NLP - based framework and the developed tool. 

Summarizing the above discussion, the case study was based on a real project-

based sixty letters taken from an ongoing dam project, and its output was formulated 

by the created NLP – System. This output was given to experts for review and 

identification of metrics used for the calculation of the F-1 score. The score came out 

to be above Ninety-Five (95) percent, thus signifying that our proposed Framework 

can effectively extract information from construction correspondence. The system 

has numerous advantages over the manual extraction of information, such as time-

effective, cost-saving, relevant data extraction, handling large quantities of data, and 

others. 
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Chapter 5 

5. CONCLUSION AND RECOMMENDATIONS 

This chapter shall summarize the discussion given in the dissertation and list 

out the limitations while conducting this study. Additionally, it will give 

recommendations for the better evaluation and formation of the NLP System. It ends 

with suggestions for future research. 

5.1 CONCLUSION 

The corporate world as a whole and the construction industry in specific has 

been using textual data as a means of conveying useful information in day-to-day 

correspondence, meeting minutes, interim reports, project dashboards, presentations, 

emails, and others. Mounds and mounds of data are piled up for analysis by the 

persons concerned and thus leading to a plethora of critical issues such as excessive 

time consumption, costs incurred, the complexity of retrieval of data, reusability, 

errors, etc. Automatic content analysis can be used to cater to these inefficiencies. 

This research tested the idea that the needs of manual content analysis and 

information extraction can be considered fulfilled by using NLP based system. The 

prototype developed was in Python language making use of NLP techniques such as 

tokenization, parsing, and POS-tagging which was used to summarize 60 letters from 

a dam project chiefly containing contractual content. After validating the results from 

Six field experts the precision and recall came out to be 95.38 % and 95.23 % and 

an F-1 score of above Ninety-five percent i.e., 95.31 %. 

5.2 LIMITATIONS 

First and foremost, the developed system is limited by employing manually 

coded complex extraction guidelines. It is not adept or robust enough to cater to input 

that is erroneous or unfamiliar in itself. Missing, misspelled, and unseen words are 

cases in point as they directly affect the system's output in terms of extraction of 

information. In essence, the system’s result is highly influenced by the quality of 

textual data. Secondly, access to actual project-based letters which were divided into 

separate categories according to their purpose was not easy. At the end, the 



41 

 

unavailability of data in text or word format was an issue as most of them were in 

pdf format. For an extensive evaluation, a data scientist is necessary to continuously 

update the rules. Selection of NLP technique is also a big decision and parsing was 

adopted as it served the objective of the corpus given but for a detailed application, 

two or three techniques in tandem with this should be applied, and then a 

recommendation should be made. 

5.3 RECOMMENDATIONS 

The Framework should be assessed by applying to a project from inception 

to completion to get a better idea of its weaknesses for improvement and further 

refining of rules. It should also be applied and updated for internal communication 

in bigger organizations where the fixing of responsibility should be assessed based 

on the content of a letter as evidence from the noting in various departments. 

The case study made use of contractual and management letters only whereas 

correspondence containing design and specification entailing disciplines of civil 

engineering like geotechnical, structures, water resource, etc. can also be assessed 

by adding their subject-specific vocabulary and rules. 

5.4 FUTURE RESEARCH 

A method in which the field of AI optical character recognition (OCR) 

technology is used to extract any information in pdf or scanned image format and 

then fed it to an NLP system is much needed. This can completely fulfill the need of 

the industry. 

Moreover, an automated answer or a reply generation software that forms its 

basis on the data extracted by an NLP system will be an invaluable addition to the 

construction industry, which is rapidly evolving and exploring new options to 

introduce information computer technologies. 
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