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Chapter |

INTRODUCTION

‘This document contains design and implementation details for the project EPM. The
document is divided in Chapters. which pravide. Introduction. Literature survey. esipn and

Implementation details.

This Chapter explains the problem at nand and introduction o network performance

measurcment.
1.1  PROBLEM STATEMENT

The performance of the network depends on its bandwidth or throughput, as weli as

factors such as network delay. loss of data packets. and network jitter ete.

Independent tools exist which oather such metrics, but Network Analysts require a single

platform that can provide the same information in an automated manner.

EPM  project aims 1o develop an end 1o end Computer Network  Performance
Measurement infrastructure by employing sophisticated performance measurement tools. The

infrastructure may later be enhanced by incorporating analysis algorithms.

IEPM intends o provide a single platform that can accommodate most of the tools and
network  performance metrics. The objcctives are two-lold a) collection of data and b)
presentation of records. Automated monitoring processes will ensure that MINITuN MEnagement
is required by the users. This way the Network analysts can focus on using the data vather then

coliceting 1t
1.2 INTRODUCTION

Fnumerating the network performance and evaluating its behavior is o non-rivial task.

Vach Computer Network has some parameters associated with it These include available

G




h. throughput and jitter, The most rivial active measurement ools such as PING.

Bandwidt

‘Traceroute and Pathload send data to peoer nodes and analyze the Tesponse and associaied
parameters {0 estimale performance metrics. Lixecuting such tools and extracting results over
long durations, so as 10 analyze the nelwork, 1s a cumbersome job. This jab becomes almust
impossible it more than onc (ool is used to caleulale & single metric. Thus there is a need S
goftware that can andertake this laborious task lor the network analyst ic. conducting the (Csts.

pather responses and maintain the context in which the results were gathered.

(Over the years seientists and compuier Programmners have devised such soltware {some
of these will be discussed later), that manage (he repeated steps in order 1o extract the required

metrics.

This said, the need 15 10 develop generic software that can infeprate most of the tools and
extract uselul information. Here inlormation comprises of the nctwork performance metries that
a petwork analyst wants 10 se¢ aver same period of ime s allowing the Analyst o abserve

(rends which may help in planning. capacity building as well as maintaining operations.

Tools such as PingliR 1], HiPM| 2| and PerfSONAR|3] have been collecting statistics
reflecting network metrics Tor guite some time now, however cach is gearcd owards an
independent  aspect of mnetwork  performanct measurement,  We o focus o on P M-Tike

infrastructures.




Chapter 2

LITERATURE R EVIEW

LPM takes its inspiration Irom several projects, primarily from TEPMEBW . Hhese ave

discussed in detail next.

2.1 BACKGROUND

EPM- SLAC has ostablished a  large infrastructure for potwork  performance
measurement all over the world. This ‘afrastructure provides near peal fime network performance
related  data. IEPM is also developing analysis techniques and wools that detect drop i
performance. Reing part of the MAGGIE injtiative (the collaboration between N and SEAC

JEPM) this project will gpearhead the development ol these algorithms.

1PM takes 1ts inspiration from EPM-BW (Internet tind-to-end Performance Moniloring,
. Bandwidth to the World) developed by SLAC. The purpose of (he VEPM-BW project g 1o
develop and usc an infrastructure 10 make active end-to-end  application and  network
performance measurements for high performance network links such as are wsed worldwide by
Grid applications and other academic and research (A&R) applications deployed over high

performance network such as 1:Snct, internet2 and other (A&R) networks in the devetoped world.
Some of the tasks defined by IEPM-BW projeet were:

1 Develop/deploy a simple. robust, ash based active end-to-end application and network
measurement and management in [rastructure. '

2 Install/integrate @ base sel of measurement (ools into the infrastruciure make repular
measurements and record the results. These tols fclude: ping. raceroue iperd.

piperchar. bbep and bbftp.

3. Develop data reduction. analysis. FepOTiIg. forecasting and archiving tools.
4. Comparc and validate the various (wols and determing the regions of applicabiiy.
5. Install new network (e.g. the INCTEE tools. pathrate and pathload) and applhication

(c.e. GridiTP) tools Mo (he infrasiructure. and use it o evaluate the perfonmance of

the tools and {their relevancy.
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6. livaluate new TCP stacks such as HTCPR, High Speed TCP and FAST and compuare
with the default stacks.

7. Provide aceess O ihe data for rescarch, lorecasting, validation cic

[EPM-BW was developed incrementally to achicve its objectives which it does amiably,
hawever this incremental development has resulted in a system which is nearly impossible o
manage and/or extend. The System consists of numerous seripts, reports. directories and a
relational database that is hard to anderstand and extend. This makes the system Loo comphicated
for deployment, cven a good administrator would require some time with the system o
anderstand the intricacics of its deployment. One o { the main hindrances is the non availability of
a complete deployment document. AL first it was thought that maybe just pulting 4 new layer of
scripts over the existing ones would solve the problem, The idea was to develop and deploy
come casier 1o understand scripts using already existing seripts in addition o a layer ol tables
over the existing databasc, These new seripts would help achieve some sort of flexibility and

robustness but the system as a whole would otil1 remain difficult to deploy and hard to extend,

The most feasible solution was to redesign the system [rom scratch, using functionahitics

ol higher level languages and new DIIMSS.

In addition to the tasks defined by THPM-BW, some new fcatures. in the now system.

were formulated. These are:

1. The system should be able o gencericaily integrate Network  Monitoring - and
Performance  Measurement Tools. like PING, ‘Traccrouie, Pathload, Pathehim.

Thrulay TCP and iperl.

]

The system should be casy 1o extend.

js)

Data should be extracted using methods delined by user.

4 Data should be reliable. available through muitiple means and in @ uscable [ormal.
Pata context 1o be maintained at ali times, white keeping resource consumplion 1o 4
minimum level.

5. The system should not be resource Bungry.

6. The system should he casy 1o deploy.

7. The system should be automated., thus requiring minimum human interaction.
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Some other Network Performance Measurement projects are discussed next
2.1.1 IPMA

The pioneering Internet Performance Measurement and Analysis (IPMA) project. a joing
cffort of the U-M Department of Ilectrical Jingincering and Computer Seience and Mert
Network, helped lay the foundation for data colleetion and statistical analysis in the Internet. The
{hree-year project was launched by a $1.0 million award [rom the National Science IFoundation.
following NSIF's recommendation that Merit pursuc statistical rescarch and tool development

separately from the Routing Arbiter activily.

The IPMA projeet focused on two primary arcas of Internct statistics: routing stabiiity.
topology, and visualization: and ISP performance measurements. The overalt goad of the project
was 10 develop tools and perform statistical rescarch that promotes the stability and rational

prowth of the Internet|4].

IPMA however developed its own Tool scl and was not designed to conduct end to end

{ests. 1IPMA focused on broader audience. by monitoring network performance over the mtemnet.

2.1.2 AMP

The Active Measurement Project (AMP) was designed and implemented with 2 joint
rescarch/engineering focus in mind. AMP provided site-to-site active measurcments and analyses

canducted between campuses connected by high per [ormance networks.

AMP architecture consisted of meshes and was mose concerned with monitoring links

v and throughput (uscer/event driven).

between domains. Measuring RTT, packet loss, topolog,
AMP provided data repositories for casy and fast access. AMP has however ceased iy active

moniforing, due 1o fesource constraints. AMP also proposed utilizing & new protocol 1PMP (i1

Measurcment Protocol), 1o overcome some ol the probicms with ICMP{S1




Chapter 3

DESIGN

This chapter discusses the architectural details of FPM. ¥ is divided in three paris; the

first part discusses System Design. [ollowed by databasc design and finally the scheduling

methodology.

Mcyrer Diofaiod crswos

spiezry R dnvoaces Sl

G e SR

; !
U Romitoring Host Pagkp ot
Conchect Tos
!
plceitored Node
Figure 13 EPM Abstract Architecture
3.1 SYSTEM DESIGN

1EPM comprises of four levels and three paths between these levels. These are:

y




3.1.1 Level 0 or Monitored Node

[.evel 0 or Monitored Node is the client system which acts as the target machine for any
network related test. This machine can be any router, server or a client machine that has the

capability to answer a request generated by some higher level System.

The Monitored Node is cquipped with client side part ol the Tool that is being used by
the Monitoring Host to conduct some test. This means i[ the Monitoring Ilost is just sending
PING request to the Monitored Node then the Monitored Node must have ICMP traffic cnabled.
Monitored Node can be any client machine it just has to satisfy the needs of the Tools being

used.

3.1.2 Level 1 or Monitoring Host

The Monitoring Host is a node that conducts the tests, extracts information and then
shares it. A Monitored Host requires installation ol some applications, a database and web

interface.

A "Path" is defined as the connection between the Monitoring Iost and the Monitored
Node. A Monitoring Host conducts its tests on a path; where the Monitoring Host initiates a test

and the monitored node replies to it.

The term "End to end" implics that the monitoring host wants to test the path: irrespective
of the distance of the path. So when we define a path we actually define the two ends of a path

and nothing in between.

In case of PING the Monitoring Host must have the seript to conduct ping test in addition

to other required interfaces.

[t requires as mentioned above the server processes ol the tools employed. a database,
that contains information uscful for EPM, summary lables, applications o cxccule (Csls.

applications that manage the databasc and its entrics, and a web interface.

)




very Monitaring Host containg a database that has some summary ables which contain
the raw metrics, i.c. all metrics extracied [Tom the Lesis, and also hourly aggregation ol these

metrics in separate tables, But a Monitoring Host contains only the metrics it collected isell

3.1.3 l.evel 2 or Archive Server

Level 2 or archive server is an optional but very impaortant part of 1PV, IIPM has the
capability to operate without an archive server: using just the Monitoring Hosts and  the
Monitored Node. However this design won't allow sharing ol data with other networks as well as
between the Monitoring Flosts. 1lence although passibie 3t is suggested that. in order to make

sure good usage of data; archive server should be included.

The Archive server acts as the central storage for ail the monitoring hosts falling under its
demain. This means that cvery enterprise can have just one archive server, which it uses as the
central storage. The archive server not only increases the availability by putting redundancy bu

also allows for an external interface Tor users Lo view the information,

It is expected that after the whole system is in place the users will have a public view of
all the data placed in the archive server. This data will be used primarily however to get more

details the user will need to connect to the Monitoring Host 1o colleet data,

The Archive server consists of a database containing raw metrics from all the Monitoring,
Hosts [alling under its domain, in addition (o some summary tables again lor all the Monitoring
Hosts falling under an Archive Server's domain. Some seripls arc in place 1o manage the

database and populate the Tables.

The Archive server will also contain the external interface for the information i e
database. 1 is expected that the interface will be a website hosted on the archive server.,

providing access to the information.

3.1.4  Level 3 or EHser

The user is the Network Analyst or Administrator who is interested in the Network

Metrics: he will be able 1o view the information by conneeting 1o the Archive Server or the

Monitoring Hosts depending on the amount of details he requires.




Fvery Monitoring Tlost contains a daiabase that has some summiary ahles which contan
the raw metrics, i.c. all metries extracted from the tests, and also hourly agerceation ol these

metrics 1n separate tables. Bul a Monitoring Host containg only the metries it colleuted jisel!)

3.1.3  Level 2 or Archive Server

Level 2 or archive server is an optional but very important part of LPM. 1M has the
capability to operate without an archive server using just the Monitoring Hosts and the
Monitored Node. However this design won't aliow sharing of data with other networks as well as
between the Monitoring 1osts. Hence although possible it is suggested that, i order to make

sure good usage of data; archive server should be included.

‘The Archive server acts as the central storage lor all the monitoring hosts fatling under its
domain. This means that cvery enterprise can have just one archive server. which it uses as the
contral storage. The archive server not only increases the availability by putting redundaney but

also allows for an external interlace for users 1o view the information.

It is expected that after the whole system is in place the users will have a public view of
all the data placed in the archive server. This data will be used primarily however to get more

details the user will need to connect to the Monitoring Host 1o collect data.

The Archive server consists of a database containing raw metrics (rom all the Monttoring,
Hosts falling under its domain. in addition 10 some summary tables again for all the Monitoring
Hosts falling under an Archive Server's domain. Some scripts arc in place 1o manage the

databasc and populate the Tables.

The Archive server witl also contain the external interface lor the information in the
database. 1t is expected that the interface will be a website hosled on the archive server

providing access to the information.

3.1.4  Level 3 or User

The user is the Network Analyst or Administrator who s interested in the Network

Metrics: he will be able to view the information by conneciing to the Archive Server or the

Monitoring Hosts depending on the amount of details he requires,




3.2 THE DATABASE

The Database can be divided mto two parts, raw data table and swmmary iables. The Row
data tables provide data necessary for conducting: tests. This data for example is the focation of
the tool to be exceuted. the paramcters it requires (o execution, the user delined code foy
extraction of metrics and much other related data. The sceond part consists of summary {ables.
‘These tables contain results, or the extracted petwork metrics and the primary atbribuies

associated with cach test

‘I'he Database can also be catcgorized in terms of the design level it lalls in i, tie tables
on the Monltosts and the tables on Archive Server. The tabtes on the Monllosts are used
primarily to conduct (ests and provide a primary storage arcd for network metrics. The tables on
Archive Server, on the other hand, are uscd as a central repository for users to aceess network

meirics.

Deseription ol cach table foliows:
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Figure 2: Montost Batahase
3.2.1 "Data" Table

The most prominent part of our database is the fact that the network metrics are stored

generically in one table and are not stored separately against the Tool that was used or the metnc

name. This saves the time ol scarching the (able name before making insertions. A particular




metric value in a data table is made unique by the id field: however the metrie vatue 1s associated

by the test that was used 1o Jind out the metric and a timestamp at which the festwas performed,

The Dala table does round robin storage and is [ushed after 1 day. 5o ihe size ol the data

table is kept small and in control,
3.2.2 "TFest" Fable

The Test table contains the fest entries. A Lest s defined by a Tool used o extract a
Metric on a Path. This means RET (Metric) using Ping (Fool) Delween XXXXXXNXNXXX and
vyy.yyy.yyy.yyy (Path) is a Tesl (able entry. This table contains information on how a melric and
ool arc related and how to extract information from data received as resuit of a Test conducted
by a Tool. In order to extract a metric from the result there are two ways, one ol them is usIng
the regular expression on the result string (This method just scarches for a piven string in the
resull string). The other method s using the user delined methodology of extracting metric from
the result. The result string is the output of the Test conducted with line breaks replaced by
spaccs. The output can be on the screen or in a file; “readResuitlrombile” delines which
methodology to use and "lilePath" delines the path where the file can be found. The user
provides the methodology of cxtracting metrics by implementing the abstract  class
" AbsiractDatalixtractor”. This class consists of an abstract method "processdata”; this method
then contains the actual methodology: it recelves @ string containing, the result of the test and
veturns the metric as string value 1o be stored in the Data table. The name of this class is placed
in the field "InformationlixtractorClass". Note that the name musl be placed in particular format
that cnables java to dynamically load the class file. This format is "packagename.classname”.
1PM contains a package by the name of "MetriclxtractorUt!" this package is converted to jar
and deployed with the system. “This package contains the abstract class as well as the other
implemented classes for extracting the mefric. The type of methodology to user in order 0
extract the metric; is defined by "isRegular ficld. the value of this lield is 1 in case regular
expression are used otherwise  oxtractor class is 1o be used the value is 4. "opiD" delines the

proup this Test belongs to, while "pplestID" delines the exceution scquence ol Tests, The est

with the lowest gpTestIi) is excented firstand then so on,




3.2.3 "TestGroup" Table

The TestGroup table consists of data about the whole Group. Pach Group is curenth
exceuted in a separate thread, "testinterval” 1s used o define the tme when this test should run
(but has not yet been implemented), The variable MisAlone” defines il this wst is o be run

independent of the other tests or not.
3.2.4 "Tool" Table

The Tool Table contains description of a particular ol like the dir it ts i and the
arguments it is to be run with: ¢.g. in case of Ping the ool table will have its nane as “ping s
Jocation can be "/bin/ping" and the arguments can he "¢ 5" Nowever the arguments miusl
contain a string "clientip" separated by spaces. In the application used to conduet test this string

is replaced by the monitored node’s 177,
3.2.5 "Metric" Table

The Metric table consists of metadata related 1o metrics. These include name ol the
metric, its minimum value, its maximum valuc, its unit and its data type. The "metricValueType”
field is an cnumeration which can contain any one of the "double”. "string” or "integer” type. In
case of "t we can have the name as "ri” or "round trip time”, its minimum value can be O and
maximum 1000, its unit sce or msee and its data type is double. This provides all the information

and more, about the metric "rtt" that is required by EPM.
3.2.6 "Path" Tabic

The path table consists of the Monitoring Host's and the Monitored Nodes Reterenees.
What this means is that a path is a logical connection between two end nedes. a Montlost and a
MondNode, This path is just the logical representation, and not neeessarily a physical one. Path

represents a connection on application Jayer between the Montlost and the MondNode.
3.2.7 "Node" Table

The Node Table contains general information about @ node; whether it's monitoring hosl

or a monitored node. This information is used for testing. 1t contains the name of the host, its 11

i




address and the port with extemal interface, 1t also references @ NodeDese Table entry which

containg a bit of detailed information about the node.
3.2.8 "NodeDese" Table

This table contains some detailed information about the pode; which includes its fatitude.
longitude and hostname aleng with Node Table entrics. This table will consist ol more details in

{uture; that may be required by the user,
3.2.9 "monhosts" Table

This table is present on the archive server. this table consists of cnirics of all the

Monliosts that exists under an archive server and that can share their data with 1w

This table is used by the Archive server to keep a cheek on the Monllests so as o
authenticate any data transfer oceurring between the Monllost and the Archive Scrver. This table

consists of onty the 1P address and the name of the Monllost.

PR id

Figure 3: monhosts Table on Archive Server

3.2.10 Summary Tables

The summary tables consist of data that bas been processed and is veady for user o

dCCCESs,
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Figure 4: Summary Table Formai

It defines a metric value against its most important attributes. Summary tables exist on
Monitoring Hosts and Archive Servers, The idea is to Jet the summary tables Randle the Seleet

queries to feteh metrics while using the other tables for temporary storage and tests.

3.2.10.1 Summary tabies on monitoring hosts

The Monitoring Hosts consist of two kinds of Summary Tables. These are:

3.2.10.1.1 Raw summary tables

The format for naming of these tables is "summarytablejmonthi]year]”. These tables
contain raw metrics for one month time period. These are updated alter every hour by the
application named "LocalBackup". Thesc tables provide the primary data storage for all metrics:

since the data table gets flushed after every day.

3.2.10.1.2 Sammary tables with hourly aggregated values

The format of naming these tables is "summarytablebyhour|ycar|”. These tables are
formed by aggregating metric values for the Tast hour: using the aggregation scheme provided by
the user. This scheme is discussed in detail in the coming sections. This able 1s agam update
after every hour by the application named "Ageregated SummarizationControlCenter”. "This tabie

will contain fewer records and hence is formed for a complete year. The number ol entrics in one

such table will be

a % 24 x 305




where 1 is the set of metrics with distinet combination el Tool, Metric and Path.
3.2.10.2 Summary tables on archive servers

The Archive Server consists ol three types of summary fables: that are:
3.2.10.2.1 Summary tables with raw data:

This table consists of Raw Metric Data collected from all the Monitoring Hosts Jalling

under an Archive Servers domain,

monthliyear]™. A server chient

The format for naming of this table is "summarytable

model is used 1o transfer raw test data from the Montost to the Archive Scerver.,

On Archive server a server is always listening on a port. The value ol this port 1s taken
from epm-arc.config on archive server and epm-mon.config on Monllost, This table consists ol
{the maximum number of entrics as i contains Raw Data and that too lor multipic Monitoring

Hosts.

3.2.10.2.2 Summary table with hourly aggregated data

The format of this table is again "summarytablebyhour|ycar]", it is updated alter cvery
fhour and the application doing so is "/\ggrcgalcdSl,n'nn'u.u-iy.z-uion(.‘,on_ll‘o}(Tcmcr“. This table
consists of hourly aggregated values but for ali the Monitoring Hosts falling under an Archive

Server.
3.2.10.2.3 Summary table with daily aggregated data

The format of paming this table is "dajlysummarytablefyear|”, it is also updated alier
every hour by the application "/\gg,rcgatcdSummm‘iy.mion(l‘ontml(’fcntcr”. This table consists of
metric values aggregated afler a day interval. The values (rom (his table are taken from Raw
Summary Table on the Archive Server. Hence il lets say a test is conducted just three fimes i a
day then its value may be missed n the hourly aggregation but it resuit witl be rellected in the

daily aggrepation table,

&
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3.3 SCHEDULING

‘The basic aim of scheduting is to run the tests on all Monllosts in such a way that the

increase in traffic does not corrupt Test resuits.

Currently 15PM schedules tests independently on every Mon!lost, The idea 1s to group
similar tests in a group, and then o identify which groups are 1o be run alone, Within cach group.
{ests run in a sequence. 1 a group is o be run alone, all other groups are suspended and only the
current group is allowed to run, this ensures that the group that is expeeted to gel allected by

other tests gets minimum interfercnce from other tests.

As an cxample consider four tests T1 1 > 73, T4 and TS, Lets say 1 and 12 form a
group G1, while 173 and T4 form G2, T3 runs independently and is placed ina group G3. G and
(2 can run simultancously, while G3 must run alone 1o enswre minimum interlerence from other
groups. Within cach group cach test is given a sequence id, which indicates the sequence of

running tests within cach group.

sach group is then assigned a sceparaic thread. Within cach thread tests are run i a
sequence according to the sequenee number allocated to them. H however a group 18 encountered
that has to run alone then all other threads are suspended 11 the time this thread with the run

alone group has finished all it's tests.

Considering the above example, G is assigned thread Thl, G2 is assigned a thread Thi
and G3 ‘Th3. Right at the start of cvery (est a variable is checked to see il there is a group thread

{hat wants to run alone, if yes this thread would simply go to sleep.

So when Th3 starts it set a variable to indicate that it needs to run alonc. when Thi and
Th? before the start ol their next test find this variable to be set they simply go to sleep. Thi
rung, and completes its execution: it then set the variable to (adge. now when Thl and Th2 wake

up and find the variable to be false they simply resume their cxeeution.

This ensures that on a Montost, no test interferes with cach other, Although this 1s not

the best approach to this problem, but it provides a basic mechanism that can he improved 10




decentralize the process of scheduling and form a protocol that can help to schedule tests

between Monllosts 1o ensure best results.




Chapier 4

IMPLEMENTATION

This chapter contains implementation details ol EPM: it consists ol description for some
important applications, the web interface 1o aceess the data, and details on how to deploy nodes

and servers,
4.1 TESTER

The (ester application performs the basic operation of conducting a fest. extracting

information and storing resuits in the Data tabic.

Tester starts by collecting information from conliguration (ile named epm-mon.config.

=pm: /fetc/epn # 15
ggregator.confiy . =
g 9

host

Figure 5: epm-mon.confip file format

This file contains entries such as Archive Servers 1P, Monitoring THosls. IDRC LR
JDBC user name and password cte. Values after baing extracied from this file are used w©
connecl with the database on the monitoring host. A loop then starts which ensures the
application keeps on running,. forever, Time is now checked, 10 it between SO and 59" i of
any hour, the application thread goes to sleep. it rechecks the min value alter every 10 sees. As
soon as the condition falsifics. the application conneets to the database and collects Lata

necessary for conducting the Tests. All groups are placed in an array of "grouptest” objects.

"orouplest” class extends Thread class and implements its run method: it also contains an array




with Test data, The constructor forms connection to the databasc, and the thread s made a
dacimon thread. For the group variable "isalone” is checked i{7 it is set to 0, this thread is started.
i however it 1s 1. class variable "TestAlone” is set to true and then this thread is executed, bvery
thread, before running a test, cheeks this variabie and sleeps i "TestATone” is true and it was not
the one setting it true. After the thread, wanting (o exceute alone, has finished it scts "TestAlone”
{o false and all other threads can resume their (ests. Inside the Thread for every test the "chenup”
string in the argument {ield s replaced by the monitored node's 1P, The Tool 1s excented and the
result of this test is stored in a string with all line breaks replaced by "o--:" A tool's output can
be cxiracted in two ways, cither the output on the console or a fle created by tool. Field
nreadResultFormbile” determines which methodology 1o usc. il it s set to 0. oulpul on the
console is used, however 1t is sef 1o § then the entry in ficld "FilePath” is used. This path
identifies the location of the file where test results arc stored. In both cases the cutput s read as a
string and all line breaks are replaced by ":--i:". Now if the "isRegular™ ficld s sct. the
"matches” method of string class is used and this matches the "Regutarbixpression” with the
result string and returns the result of this matching. This result is then stored i the database
against the "TestID" and current "timestamp". However il it is set 1o 0. the application checks the
value of "InformationlixtractorClass” from the database, and loads the class that implements the

" AbstractDatalixtractor” abstract class. Aflerwards the "processData()” method is called which
takes the result string as input and produces a string as output. This string represents the metric o

be stored and is stored in the database against the "Yest]]D™ and "timestamp”.
4.2 DATA ARCHIVAL

The Data Archival applications, sharc a Monllost's data with its Archive Server. This

consists of two applications, a scrver side application and a client sided one. The server side

application or listens on a port as diveeted 1 the configuration filc "epm-arc.conlip”.




Figure 6: epm-arc.config file format

The elient collects data Tor last hour and then connecis Lo the Archive Server on the port
entry, indicated in the configuration file epm-mon.conlig. It also takes Archive Server's [P
address from the same file. The Archive server on receiving a connection first checks the
"monhosts”" table to find the client pe. I the client pe is a Monllost allowed by the Archive
Server only then the server aceepts data from the client. The client sends data for the last hour in
form of querics appended in a single string; the server then separates these queries and runs them

{o store data in the database. This data is stored in the raw summary tables.

4.3 THE WEB INTERFACE

The Data Stored on the archive server 1s available via web interface. The main page

consists of two parts the first is a list o summary tables present on the Archive Server, whitle

second is a list of Monllosts.
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Figure 7: Main web interface

These MonHosts are the ones that can interact with the archive server and who ladl under

its domain. By clicking on the "click here” cell the Monlosts, website is opened in the frame

below the table.

Manitoring Hosts

B

fid © Name ShowData

1 eprmonhost] ik here

eprmonhost? click here

FPM MonHost 1

TestTahle D Talle Path Table | Tnal Taisle TesiGroup Tafds

Metric Table
id ifMeiric Name Min Valwe Max Value Metric Value Type Metric Unit

ot 0 500 ating SO
3 oss 0 5 it -

Figure 8; web interface- Montiost selecied




Clicking on any of the buttons. the entries from these tables on the Montlost are shown

under these buftons,

Clicking on a summary tabic would open a new page, where results (rom these tables can

he viewed.

Titestarzp (Humas readsble; | %

Seleot a MorHost fo refine search % v

1 format tmestarap  submit

Figure 91 web interface-summary table seleeted

The Timestamp ficld on top takes in a UNIXC timestamp vaiue. while the one below

shows timestamp is human readable form.

Timest

e starep (Humen readable) §

Select a Montlost to refine

P e o o 2GRN
formal timestamp  submit 21 /G200

Zl/sgzan

216
216008
LAGR200
2100
HR00E—1 20
It (330§ 30

Figure 10: web interface-timestamp in human readable form

Seleeting a value from this drop down menu would 111l the Timestamp wexibox with a

corresponding UNIX timestamp.
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Seleet a MonHost to refine

warch |

¢ format tmestarp  subreit

o

Figure 11 web interface-timestamp scelected

The Monlost drop down menu consists of all the Monlosts that shared their datain the

last sclected time period. This time period is the interval of the table, Iike hourly. daily. or

monthly basis. Scleeting a Monllost (rom this drop down menu displays ail the MondNodes, this

Moenllost interacted with.

Ha e

Tnestampl®

Tirnestamyp (Human readable} %

Select 2 WontTost to refie search | 192158 5114
sslect a montdored node to reline gear

U format timestamp  submit |

Figure 12: web inferface-MonHost selecled

Similarly sclecting MonNode will display the metrie entries and selecting metrie will

display tool entry,
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Twrestamp: o

Tiaestarp (Humen readalsle) | %

Zelect a MonHost to refine search | 171665110

select a mondored node to refing
Select a Metre To refine ¢

select & Tool to refine search

- formal tmestamp  subnit |

Figure 13: web interface-search eriferia complete

Pressing the submit button now or during any phasc displays the result based on scarch

crieria.

T stesnpi®

Tinestatnp (Human readable)
Seleed a Montost te refine search (1821685118~

sebecl @ monitared node 1o refine zearch 192166561 !

Seloct o Metric To refine search |1 e

select 2 Tool to refine search | piy

[ format mestanp(apidortly Y ear--- Tourmmate second]

mnbmlt |

select * from dailysummarytable 2008 where MonHostIP='192. 168 5 119" and MondledeIP="122 1685 51 and MetneHamesvi and ToolHsne
Motrie Name Tool Name Monitoring Host T8 Wonitored Rode TP

1 pie 192168510 192168551 216157160 sec T2H6 15400

1l g T9E 1685114 192 168 5.3 216157160 50

value  Mefric Unit tinsestam)

Figure t4; web interface-normal results

Checking the checkbox “format time stamp” would format the tmestamp belore

dispiaying 1. |

29 E




Tunestarap % ! 1 ; ‘
Tirnestamp (Human readable) | % v| pica ! {its 1 | | i |
Select a MonHost to refine search | 19216856119+

) select a monitored node to refine search | 192168551 =|
Select a Metne To refine search | itt ~

select a Tool to refine search | ping »

W format timestarap{Day/Monthi Y ear---Hour mmute: second)

r-'-' ect *Iromn c'l;rsﬂymn'nm;nf-,'ta%lr:'.'!IZ']OFf where MonHostTP="192 168 5 119" and MondModeTP="192 168 5 51" and MetrieName="rit' and ToolMarn

Metric Name Tuol Name Monitoring Host IP Monitored Node TP value  Metric Unit timestamyp

rt ping 1921685119 192.168.5.51 1216157160
rtt ping 192.168.5.119 192.168.5.51 1216157160 jsec

Figure 15: web interface-results with timestamp in formatted form
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4.4 DEPLOYMENT

During the whole desipn and development. casy instalfation and conlipuration ol the

whole system was kept in mind.

Core part of 13PM consists of applications. databases and somce configuration files. These
Applications are FAR files, which require JRE version 1.2 and greater. The system has been

tested with JRE version i, 1.5 and 1.6,

The databases are built using MYSQI.. There are two databases. one on the Monllost and
one on the Archive Server, The database on Monllost has additionally two parts. one that is tscd

by the Applications and the other that contains the performance measurements.
A short description Tor deploying EPM follows:

4.4.1 Monllost
The process to set up a Montlost is:

e Create Monllost Database. Monthly Summary Tables can be ignored.
e Create a folder named epm and extract the rar file.

o Copy folder "epm” from cpmMonhost (o /ele/

e il the two configuration files with valid values

e Crcate a folder named logs

e (Create a crontab using command crontab -¢ and enter:
01 % = % * jqva -jar | {utly qualified path|/ Tester / Testerjar == [ fully qualificd path| 7 logs /

Tester.Report

§2 % % % java Har [Tally qualified path}/ LocalBackup / LocalBBackup.jar = [ully qualified
path! /logs / BackupReport

54 # %0 % java <jar | fully qualificd path}/ AggSumControlCenter /
AggregaledSummarizationControlCenter jar = [ fully qualified pathi /logs / ApgReport




56 % % java <jar | fully gualified path]/
BackuploArchiveServer Client/BackupToASClient jar | fully qualified path| /7 logs /
ASClhientReport

4,4.2 Archive Server
The process 1o selup an Archive server is:

o Create Archive Server Database. Monthly Summary tables can be i enored.
o  (Creale a folder named epmServer and extract the rar file.

s Copy lolder "epm" [rom cpmArchivescerver i fete/

o Fill the two configuration files with valid values

e (reate a folder named logs

e Creale a crontab using command crontab -¢ and enter:

58 # # % * java -jar | [ully qualified path|/ AggSumControlCenter /
/\ggrcgalcdSun_lmarixulion(,“{mim!(',‘.cnlcr._ial' > | fully qualified path] / lops /
AggSum.Server.Report

50 # * % * java -jar] fully gualificd path]/ BackupToASServerDist / Backup loASServer jar =
Hully qualified path] / logs / ASServerReport




Chapter 5

FUTURE WORK and CONCLUSION

5.1 CONCLUSION

The current implementation ol EPM serves as a preliminary prototype. It manages (o
achieve the main objective ol automated testing, uscr defined metric extraction. managing data
over different levels (on Monllost and the Archive Server), aggregating data and sharing
network metrics through a web interface. At the same time, I'PM is casy to deploy, configure

and extend.

5.2 FUTURE WORK

Some additions to I:PM that can actually help it improve arc discussed as under:

As a first step, improved scheduling algorithm would be very much beneficial. The
current algorithm reduces the time spent by an explicit test on an end node, what this means
essentially is that a particular test that requires dedicated resources gets them only on the
monitoring host. However for utilizing the network cffectively and making surc that our tests
return us accurate results, a scheduling scheme is needed to which all monitoring hosts within a
domain can agree to. This scheme will involve the archive server to undertake the task off
arranging tests in a way that critical tests arc nol bothered by other tests. So the MonHosts will
have some preliminary data about tests that a uscr provides, this data is sent over to the archive
server. so that it can arrange tests from all the Monllosts under its domain. The archive server
then sends back the schedule and the Monltost will simple need to (ollow it to cnsure optimum

resource utilization.

The current web interface. is there to get the job done, and in no way the final solution.
Sequence of graphs, new ways to share the data and improved information sharing arc some ol

the additions that can be made to the current web interface.

In addition to these new better ways of integrating new Tools, extracting new metrics and

overall provision of interfaces for EPM's management can be another viable addition. An

Pt
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installation utitity preferably integrated with the management stility would also be benehicial.

This would make 1:PM casier to instali and manage.

Currently the summary data is available only through a web interface. Provision ol daia

through other means, like csv [iles, xml files and objects cte would also be beneficial,

Tl
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