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Abstract

A huge traffic growth is expected in future due to an increase in the number of de-

vices connection to the mobile access network. To overcome this challenge fifth

generation (5G) mobile access will make radical changes to the current network.

5G will adopt advanced techniques such as coordinated multipoint (CoMP), small

cell deployment, massive MIMO and centralized radio access network (C-RAN).

Though C-RAN provides cost saving and energy efficiency as it involves the con-

solidation of BBUs at a common site but it does not consider scenarios such as

uRLLC and mMTC . To address this challenge We propose a new CF-RAN ar-

chitecture which takes advantage of the fog computing paradigm. CF-RAN uses

network function virtualization where baseband processing can be migrated be-

tween the BBU hotel and local fog node that offers same functionalities as the

BBU. In this manner, the fronthaul capacity issue could be resolved and low la-

tency applications can be performed more efficiently by activating fog node and

bringing functions closer to the user. We will device techniques that will be able

to support different network slices i.e URRLC, mMTC and emBB on the same

infrastructure using CF-RAN architecture and see its impact on the overall perfor-

mance of the network.

viii



CHAPTER 1

Introduction

To cater the huge demand of mobile networks, continuous improvement in net-

work architecture needs to be considered. The mobile network demands have in-

creased tremendously resulted in enhanced network architecture which will han-

dle all types of services,5G seems to be an absolute promising solution for all

types of services. To provide mobile network high reliability, low latency, and

fast data transmission its high time to redesign network architecture as traditional

architecture is not sufficient to handle all types of requirements. In 3G the base

station was divided into two segments RRH and BBU, all the processing func-

tions must be done on BBU, and all the radio functions were done in RRH, RRH

placed closer to antenna and CS, to connect RRH to BBU fronthaul link was

introduced [1]. The traffic from RRH to BBU was sent over CPRI or OBSAI pro-

tocol using fronthaul link.However, in 4G network the concept of centralization

was introduced to increase the capacity in terms of cost and energy, all BBU are

separated from RRH and placed at a one central location called BBU pool and

all RRH are placed closer to antenna [2]. The notion of shared processing was

1



CHAPTER 1. INTRODUCTION

introduced by BBU-pool virtualization; after which, now feasible to share avail-

able resources across many locations and distribute extra processing efforts when

needed in different regions this architecture is called CRAN [3]. However, De-

spite CRAN may greatly reduce network costs, it may face into scalability issues

if all baseband processing is centralized in a single cloud location, since satisfying

CPRI bandwidth and latency requirements becomes problematic [4]. Moreover,

CRAN doesn’t handle all types of traffic it is “one size fits all” all approach mak-

ing it impossible to satisfy the vast range of QoS requirements.it doesn’t handle

other scenarios such as massive machine-type communications massive machine

type communication (mMTC) and ultrareliable low-latency communications (uR-

RLC) [5]. Furthermore, a fully centralized design places extremely high capacity

demands on the MFH connections [6]. The mMTC services support tons of low

cost devices with relatively relaxed data rates [7]. Therefore, persistent efforts

are essentially required to improve the network architecture to cope with the huge

traffic demand and to support these heterogeneous use cases. Cloud radio access

network (RAN) (C-RAN) is perceived as a revolution in the cellular communi-

cation. In C-RAN architecture the baseband units (BBUs) are segregated from

respective remote radio heads (RRHs), and are relocated to a centralized location

in the form of BBU hotels [8]. The RRHs are kept at the cell sites (CSs). Tra-

ditionally, C-RAN is inherited in the fifth generation (5G) networks to meet the

increasing traffic demand and the delays [9]. The number of functions performed

locally at the CS and centrally at the BBU hotel depend on the employed func-

tional split option [10]. This centralization has revealed encouraging performance

in terms of cost saving, energy efficiency, and resource allocation. On the con-

trary, it is overburdened due to enormous fronthaul traffic, transported between the

2



CHAPTER 1. INTRODUCTION

RRH and the BBU hotel [11]. The fronhaul traffic is transported using common

public radio interface (CPRI) protocol [12], using split option 8 defined by third

generation partner project (3GPP) [13], which is exceedingly data-demanding.

Moreover, the C-RAN one size fits all approach makes it impossible to satisfy

the requirements of wide range of services, including ultra-reliable low-latency

communication (URLLC), enhanced mobile broadband (eMBB), and mMTC ef-

fectively [14].

To efficiently accommodate all request types and to address the challenge of

huge fronthaul bandwidth demand, we propose a novel cloud fog RAN (CF-RAN)

over wavelength division multiplexing (WDM) architecture in this work. In CF-

RAN over WDM, the baseband processing is replicated at the fog node through

network function virtualization (NFV) [15]. These fog nodes are deployed nearer

to the RRH to support the delay-sensitive URLLC applications, and to offer same

functionalities as the BBUs [16]. After the fog node activation, the traffic between

the RRH and the fog node is termed as fronthaul, whereas traffic between the fog

node and the core central office (CO), and between the BBU hotel and the core

CO is the termed as the backhaul traffic. For the case of eMBB and mMTC re-

quests, the fronthaul is carried between the RRH and the BBU hotel, as they have

relatively less stringent fronthaul latency requirements. The backhaul traffic is

transported from the BBU hotel to the core CO. For URLLC requests, the fron-

thaul is carried between the RRH and the fog node, whereas backhaul traffic is

transported from the fog node to core CO. The fronthaul traffic is carried through

the enhanced CPRI (eCPRI) using split option 7 [17], which has relaxed data

rate requirements as compared to split option 8 and still provides a high level of

functions centralization. Accordingly, the fronthaul capacity and low latency is-

3



CHAPTER 1. INTRODUCTION

sues for the URLLC services are efficiently improved by activating fog nodes and

bringing cloud functions closer to the user. Moreover, CF-RAN over WDM is a

cost economical solution as lesser number of BBUs hotels are activated as com-

pared to 2-layer architecture. The processing of URLLC traffic is done at the fog

nodes, which is cost-effective as the nodes are equipped with limited processing

capabilities compared to the BBU hotels.
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BBU HOTEL

B
A

C
K

H
A
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L

CORE CO FOG NODE

RRH

CORE CO

BBU

Figure 1.1: The proposed cloud fog radio access network (RAN) (CF-RAN) over
wavelength division multiplexing (WDM) architecture.
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CHAPTER 2

Literature Review

This chapter focuses on the previous work based on functional split,Network slic-

ing, C-RAN architecture and WDM architecture techniques.

A significant amount of study has been done in recent years on C-RAN. A

comprehensive survey on C-RAN has been provided in [18]. BBU placement

problem in C-RAN is investigated in [19, 20]. An integer linear programming

(ILP) based mathematical framework is proposed to evaluate the impact of fron-

thaul latency on the BBU centralization. To address the limitations of the C-

RAN architecture in terms of scalibity, a CF-RAN architecture over time and

wavelength-division multiplexing (TWDM)-passive optical networks (PON) is

proposed and investigated in [21]. The proposed architecture’s effectiveness is

evaluated in terms of power consumption. The migration of cloud resources be-

tween the virtual BBUs and fog nodes in CF-RAN over virtualized PON (VPON)

is studied in [22]. In [23] authors provide a comprehensive survey on network

slicing. In [24] The efficacy of C-RAN being a promising network design. ,

which enables the virtualization techniques has been proposed. Besides network

6



CHAPTER 2. LITERATURE REVIEW

slicing, it is depicted that the packet based switching on fronthaul can signifi-

cantly improve the performance, but at the same time C-RAN has strict latency

requirements. To deal with the low-latency constraints of URLLC, the possibility

of deploying cloud resource at the edge node closer to the user to support mobile

fronthaul (MFH) is investigated in [25].To meet the low-latency requirements of

URLLC, [25] investigates the feasibility of putting cloud resources closer to the

user at the edge node to support mobile fronthaul (MFH).The considered simu-

lation scenario in this work is too compact and unrealistic. From the literature

survey, it can be seen that enough research has been conducted on network slicing

in 5G networks. The researchers have mainly focused on network slicing in tradi-

tional distributed RAN (DRAN) and C-RAN. There is no study that we are aware

of that considers the network slicing concept in optical MFH.

2.1 Centralized Radio Access Network

To overcome the expected network congestion 5G mobile access will adopt ad-

vanced methods such as (CoMP) coordinated multipoint, massive MIMO, small

cell deployment and Centralized Radio Access Network (C-RAN) instead of tra-

ditional RAN. C-RAN involves the idea of physically separating the two compo-

nents of eNodeB namely Remote Radio Head (RRH) and Baseband Unit (BBU)

which were previously co-located at the cell site (CS) cabinet

2.1.1 C-RAN Architecture

CRAN architecture as shown in 2.1 , consists of three main elements i)Remote

Radio head ( RRH) ii) BBU pool iii) Core central office and the links connecting

7



CHAPTER 2. LITERATURE REVIEW

Figure 2.1: Centralized radio access network architecture.

them [26]. It can be seen that in C-RAN the RRHs remain at the CS and are at-

tached to the antenna while the BBUs are separated from the CS and are kept at

a centralized location (central office (CO)) [27]. This centralization of BBUs at a

common site is known as BBU hotelling [28] where BBUs of different RRHs are

kept together in the form of BBU pools as shown in Fig. 2.1. The fronthaul links

are the ones that connect the RRH at CS to the BBU hotels. while those which

connect the BBU hotel to the core CO are the backhaul links. BBU hotelling

promises to be a great solution in term of cost, energy efficiency and overall per-

formance of the network [29]. BBU hotelling helps in reducing the complexity

of the base station as only limited functions are performed by the RRH located at

CS.

8
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2.2 Problem Statement

Due to the growing number of devices linked to the mobile access network, mas-

sive traffic increase is expected in the future..In the recent years, lot of research

work has been carried out on C-RAN. A comprehensive survey on C-RAN has

been provided in [18].C-RAN is perceived as a revolution in the cellular commu-

nication. In C-RAN architecture the BBUs are segregated from respective RRHs,

and are relocated to a centralized location in the form of BBU hotels [8]. The

RRHs are kept at the CSs. Traditionaly, CRAN is inherited in 5g networks in or-

der to deal with increased traffic load and delays. [9]. The amount of functions,in

numbers, executed locally at the CS and centrally at the BBU hotel is determined

by the functional split option used. [10]. Cost savings, energy efficiency, and re-

source allocation have all improved as a result of this centralization.. It is, on the

contrary, overburdened as a result of heavy fronthaul traffic between the RRH and

the BBU hotel. [11]. The fronthaul traffic is transported using CPRI protocol [12],

using split option 8 defined by 3GPP [13], which is exceedingly data-demanding.

Moreover, the CRAN one size fits all approach makes it impossible to satisfy the

requirements of wide range of services, including URLLC, eMBB, and mMTC

effectively [14].

2.3 Proposed Solution

The major goal of this study is to lower the number of active BBus and to re-

duce fronthaul traffic capacity issue while lowering the network’s total cost. We

propose novel CF-RAN over WDM network architecture to meet the latency re-

9
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quirements of URLLC services.A mathematical model based on Integer Linear

Programming is proposed (ILP). The framework considers the practical network

constraints To solve the given mathematical framework, a low-complexity greedy

heuristic algorithm is proposed..The performance of the proposed architecture is

certified through Montecarlo simulation. The simulations verify the gains of CF-

RAN over WDM, as compared to the traditional 2-layer centralization approach.

We propose a greedy heuristic approach with the goal of reducing network cost

and latency while providing maximum network connectivity. The algorithm also

performs the grooming routing and wavelength assignment for the incoming re-

quests while ensuring slice isolation.Finally, we compare the outcomes to the typ-

ical 2-layer technique for various network circumstances and traffic occurrences.

The major contributions in this work are:

1. Using the CFRAN over WDM architecture, we presented the concept of net-

work slicing, which divides a physical network into multiple configurable

slices.

2. We present a mathematical model based on integer linear programming

(ILP). The framework takes into account the practical network constraints.

3. To solve the proposed mathematical framework, a low complexity greedy

heuristic algorithm is developed.

4. Montecarlo simulation is used to validate the proposed architecture’s per-

formance. The simulations demonstrate that the proposed CF-RAN over

WDM outperforms the conventional two-layer centralization approach.

10
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2.4 Thesis Layout

Chapter 2 describes the literature review related to some previous work. We dis-

cuss the concept of functional split and various techniques for the BBU placement

problem. Chapter 3 describes the network architecture and various solutions for

BBU placement in a WDM network. In Chapter 4 the proposed techniques are

described. Chapter 5 discusses the results obtained through both techniques and

compare the performance of heuristic with the ILP. Chapter 6 highlights the con-

clusion and future work.

11
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Network Architecture

3.1 CF-RAN Architecture

The proposed hierarchical CF-RAN over WDM architecture is shown in Fig. 1.1.

In this architecture, the nodes are divided in stages with CSs at stage 1, fog nodes

at second stage, access and main COs at 3rd stage, and core CO at 4th stage.

An optical fiber links the nodes. Each fiber contains multiple wavelengths, and

wavelengths are assigned to each slice to provide isolation for different slice types.

Only the traffic of the same type can be groomed into shared light paths (optical

channels spanning one or multiple physical links) [30].In CF-RAN over WDM,

the baseband processing is replicated at the fog node through NFV [15]. These

fog nodes are deployed nearer to the RRH to support the delay-sensitive URLLC

applications, and to offer same functionalities as the BBUs [16].

12
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RRH

BBU CLOUD

Core CO

RRH BBU CLOUD

Core CO

RRH

Fog

BBU CLOUD
Core CO

eMBB Slice

uRLLC Slice

mMTC Slice

Figure 3.1: Network slicing considering three traffic types.

3.2 Functional Split

Physical separation is involved between the RRHs and the BBUs, in C-RAN. The

question arises that which functions should be centralized and performed the cen-

tral unit (CU) and which ones locally at the CS. The concept of functional split has

been introduced to overcome this issue [31]. A total of 8 split option have been

defined by 3GPP [32] and are shown in Fig. 3.2. These split points are discussed

in detail in [33]. The split option being employed decides the functions that need

to be performed at the CS by RRH and those that are needed to be performed at the

CU. The split option 8 is used in C-RAN to carry fronthaul traffic that utilizes the

CPRI interface. Because of CPRI’s high data rate requirements, its deployment is

not practicable [34]. To address the fronthaul capacity issue, it may be imperative

to investigate a lower-level split point [35]. Split option 7 is the most extensively
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deployed split option that utilizes the eCPRI protocol for fronthaul traffic trans-

fer [36]. The eCPRI protocol has relatively low bandwidth requirements; also,

it provides effective use of available bandwidth than its predecessor, CPRI. Ad-

ditionally, since it is packet-based, it may be framed within Ethernet [37]. We

consider fronthaul and backhaul traffic in our proposed CF-RAN over WDM ar-

chitecture. Split option 7, the eCPRI split, is used to transport fronthaul traffic.

The type 1 traffic’s fronthaul is carried between the RRH and the fog nodes. re-

configurable optical add-drop multiplexer (ROADM) [38] is installed on the fog

nodes. The fog nodes can use the ROADM to add or remove wavelengths from

the transport fiber [39]. It enables type 2 and type 3 requests to pass through fog

nodes without being processed. As a result, fog nodes process only type 1 traffic.

For type 2 and 3 requests, Fronthaul traffic is transported between RRH and the

BBU hotel respectively, while BBU hotel and the core CO handle backhaul traffic.

Backhaul is used to connect fog nodes to the core CO in the case of type 1 traffic.

It passes through the BBU hotel node unprocessed.

3.2.1 CF-RAN-Split Option 7

Due to the high bitrate requirements of option 8 it is not practical to deploy that

split. To address the fronthaul capacity issue lower-level split point should be con-

sidered [35]. The split option 7 is now the most widely deployed split option that

uses eCPRI protocol for the transport of fronthaul traffic [36]. The eCPRI proto-

col has relatively relaxed bandwidth requirements, further, it uses the bandwidth

more efficiently than its predecessor CPRI. Moreover, it is packet-based, thus it

can be framed within the Ethernet [37]. In our proposed CF-RAN over WDM
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source:H. Yu, F. Musumeci, J. Zhang, M. Tornatore, and Y. Ji, “Isolation-aware5G RAN slice mapping over WDM metro-aggregation networks,”Journalof Lightwave
Technology, vol. 38, no. 6, pp. 1125–1137, 2020.

Figure 3.2: 3GPP defined split option
[40]

architecture, two types of traffic are being considered: fronthaul and backhaul.

The fronthaul traffic, first type of traffic, is transported by split option 7, which is

the eCPRI split. The fronthaul for type 1 traffic is carried between the RRH and

the fog nodes. The fog nodes are equipped with ROADM [41] which enables the

them to add wavelengths or drop wavelengths from the transport fiber [39]. It al-

lows the type 2 and type 3 requests to bypass fog nodes without being processed.

Therefore, only type 1 traffic is processed at fog nodes. For type 2 and type 3

requests fronthaul traffic is transported between BBU and the RRH hotel, while

the backhaul traffic is carried between the core BBU hotel CO. In the case of type

1 traffic, backhaul is carried between the fog nodes and the core CO. It traverses

the BBU hotel node without being processed.

In moving from split option 8 to 1 the required fronthaul bitrate is relaxed in each

case but that is achieved at the expense of lower centralization and more complex

CS.
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3.2.2 Network Slicing

In future 5th generation mobile network will grow explosively, because it provides

a lot of services which requires high data rate transfer, low latency, high reliability,

and high-capacity demand. As these services demand better capacity, reliability,

and latency [42].In Traditional mobile network design, which does not handle all

types of services and has a one-size-fits-all approach, must be upgraded [14]. As

a result, network virtualization provides a long-term solution known as network

slicing, which allows for service variety while providing each service with its own

set of resources. Network slicing create several logical networks for a single phys-

ical infrastructure, Traditional mobile networks does not provide flexibility of to

meet multi-service demands and providing users with various degrees of quality of

service (QoS). Network function virtualization (NFV) is used to accomplish net-

work slicing in a 5G network [43]. NFV is critical for network slicing. In [44] the

author suggested a new architecture for network slicing,called the NextGen RRC

architecture, to fix network slice selection problem and the problems in existing

architecture. To gain the most fairness, throughput and QoS performance, the au-

thor [45] proposed a flexible network slicing approach for multiuser H-CRANs

to handle BBU capacity allocation and power allocation. The authors of [46]

applied and analyzed the concept of network slicing to a multi-cell RAN shared

by several tenants along with radio resource management (RRM) functions that

might find a use in supporting the concept of "splitting the radio resources among

the RAN slices". In [6] the author suggested hierarchical edge cloud based, or

HEC-based, MFH network-slicing framework to implement networking slicing

on a MFH and allocate resources according to the slice demand by using INRM
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scheme. The concept of network slicing is introduced to support heterogeneous

5G services. Network slicing creates multiple logical networks over the same

physical infrastructure using NFV and allocates resources to each slice based on

its requirement [47]. We consider 3 types of slices, as shown in Fig. 3.1. The

URLLC slice is referred to as type 1, eMBB as type 2, and mMTC as type 3. The

existing network-slicing techniques are predominantly focused at dividing core or

radio access networks. However, in the 5G optical MFH network, the potential

of network slicing should be employed together, to get better resource utilization,

in service provisioning, and more flexibility. To support diverse 5G services, the

notion of network slicing is introduced. Using NFV, over the same physical in-

frastructure, network slicing establishes numerous logical networks and provides

resources to each slice based on its requirements [?]. We consider three different

types of slices, as seen in Fig. 3.1. Type 1 is the URLLC slice, type 2 is the

eMBB slice, and type 3 is the mMTC slice. Existing network slicing techniques

are mostly concerned with the segmentation of core or radio access networks.

However, in the 5G optical MFH network, the potential for network slicing must

be exploited collectively, so as to increase service provisioning flexibility and re-

source

3.3 Types of traffic in CF-RAN

Fig. 1.1 show traffic of two types, carried through the network in CF-RAN archi-

tecture the fronthaul and backhaul. These traffic types are discussed below.
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3.3.1 TYPE 1- Fronthaul Traffic

This is the type of traffic that is introduced due to the separation between the RRH

and the BBU and is carried at the CS. The fronthaul has strict latency and capacity

requirements, which is unlike backhaul.

In CF-RAN after the fog node activation, the traffic between the RRH and

the fog node is termed as fronthaul and is called TYPE 1 request.For URLLC

requests, the fronthaul is carried between the RRH and the fog node.The fronthaul

traffic is carried through the eCPRI using split option 7 [17], which has relaxed

data rate requirements as compared to split option 8 and still provides a high level

of functions centralization. Accordingly, the fronthaul capacity and low latency

issues for the URLLC services are efficiently improved by activating fog nodes

and bringing cloud functions closer to the user.

3.3.2 TYPE 2 & 3 - Fronthaul Traffic

For the case of eMBB and mMTC Type 2 and Type 3 requests, the fronthaul is

carried between RRH and BBU, as they have relatively less stringent fronthaul

latency requirements.

3.4 Backhaul Traffic

This traffic is traditional type, that is carried betwixt the Core and the CO/CS,

which is Packet based and it is delay tolerant to some extent.
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Type 1- Backhaul

This is generated by RRH, and is carried between the fog nodes and the Core CO.

For URLLC requests, backhaul traffic is transported from the fog node to core

CO.

Type 2 & 3 Backhaul

This is the type of traffic that is generated by Cs. For the case of embb and mmtc

requests, The backhaul traffic is transported from the bbu hotel to the core co.
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System Model Problem formulation

and Algorithm

We consider a WDM network topology that includes CS, fog, and CO nodes, and

a single core CO. The set of nodes is denoted by N = {Nc ∪ N f ∪ Nb}, where

Nc, N f , and Nb represent the set of CS nodes, fog nodes, and the set of COs,

including the core CO, respectively. The nodes are connected by a maximum

of K fibers per link. The request types are denoted as t ∈ {1,2,3}, where t = 1

represents URLLC requests, t = 2 represents eMBB requests, and t = 3 represents

mMTC requests. The set of URLLC, eMBB, and mMTC fronthaul requests is

denoted by R(1)
f , R(2)

f , and R(2)
f , respectively. If the path delay is less than Dt ,

where t = 1, a URLLC fronthaul request is routed towards the fog node via the

set of wavelengths dedicated for type URLLC through the pre-computed path

p ∈ P. This set of wavelengths is denoted by the symbol Wt , where t = 1. Total

path delay is the sum of propagation delay lp, interface delay due to deployed split

point ls, and electronic switch delay lel . The fog nodes are equipped with baseband
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processing capabilities and can handle incoming requests. Only requests of the

same type could be groomed into a shared lightpath. The fog node then generates

a backhaul request, which is routed to the core CO via the virtual link v ∈ V.

All pathways that establish a virtual link among a source and a destination node

are contained in the set V .If the RRH generates an eMBB or mMTC request,

it is routed through path p to the BBU hotel without being processed at the fog

node. If the fronthaul latency constraint is satisfied, the request is forwarded over

wavelengths dedicated to eMBB or mMTC slice. The request is processed at the

BBU hotel, and a backhaul request is initiated, which is carried to the core CO.

4.0.1 Inputs

• N is a set of nodes, such that N = {Nc ∪ N f ∪ Nb}. Here Nc is a set

containing the indices of CSs, N f contains the indices of fog nodes, and

Nb contains the indices of CO nodes, including the core CO, {o} represents

the index of core CO. Moreover, N, F , and B, denotes the total number of

nodes, the total number of fog nodes, and the total number of BBUs hotels

(equal to total number of COs), respectively. The total number of CSs are

represented as Nc.

• N f b = {Nc ∪ Nb} is a set that contains the indices of all fog nodes and

COs, including the core CO.

• P is a set of computed routed paths derived from the topology of all source

and destination nodes. Furthermore, P̄i j ∈ P is a set of all possible paths

between nodes i and j. The set P̄i∗ contains all paths that begin with node i,

and the set P̄∗i contains all paths that end with node i. Similarly, P̄i is a set
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of paths that begin or end at node i.

• V is a set of virtual links. Furthermore, V̄i ∈ V is a set of all virtual links

that begin or end at node i. The set V̄i∗ contains all virtual links that begin

at node i, and the set V̄∗i contains all virtual links that end at node i.

• The set of physical links is represented by E, with each element denoted by

e.

• T is a set containing the types of requests, where each element of T is

denoted by the symbol t.

• Pv is a set of paths that constitute a virtual link v.

• Pe is a set of paths that pass through link e, and Pe are the total number of

paths along link e.

• R is a set of requests, with each element denoted by r. Furthermore, R =

{Rt
f n,R

t
bn}, where Rt

f n and Rt
bn are the sets of all fronthaul and backhaul

requests of type t from the nth node. The total number of request is given as

R.

• W is a set of all wavelengths. An element in W is denoted by λ . Further-

more, the set of wavelengths dedicated to the t th request type is denoted as

Wt ∈W. In addition, the capacity of each wavelength is denoted as C.

• The required capacities for fronthaul and backhaul requests of type t are Ct
f

and Ct
b.

• The maximum number of fibers that can be placed on each link is K.
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• Dt represents the maximum allowable fronthaul latency for a request of type

t.

• The delay introduced by each electronic switch is denoted by the symbol

lel . Furthermore, the interface delay introduced by the deployed split option

is denoted by the symbol ls. It can also be expressed as length.

• The length of the path p is represented by lp. It can also be expressed as

propagation delay.

4.0.2 Outputs

The outputs of the proposed optimization problem are b, F̄, x, Z, Y, Ȳ, U, and o,

where

• b is a binary vector such that b∈B1×B, where B is the total number of BBU

hotels located at COs. An element in b is given as bi, with bi = 1 if a BBU

hotel is activated at node i, otherwise bi = 0.

• F̄ denotes a binary matrix such that F̄ ∈ BF×Nc , where F and Nc denote

the total number of fog nodes, and total number of CSs, respectively. An

element in F̄ is represented as f̄ f ,n, with f̄ f ,n = 1 if the processing functions

of fog node f are activated for CS n, and f̄ f ,n = 0 otherwise.

• x is a binary indicator for the activation of fog nodes, such that x ∈ B1×F .

An element in x is denoted as x f , where x f = 1 if fog node f is activated,

otherwise x f = 0.

• Z is the binary matrix defined as Z ∈ BB×Nc , where B is the total number of

BBU hotels, and Nc is the total number of CSs. A Z element is represented

23



CHAPTER 4. SYSTEM MODEL PROBLEM FORMULATION AND
ALGORITHM

as zi,n, with zi,n = 1 if the processing functions of the CO i are activated for

the RRH n, and zi,n = 0 otherwise.

• Y is a binary matrix of the form Y ∈ BRb×V , where Rb denotes the total

number of backhaul requests and V denotes the total number of virtual links.

yr,v represents an element of Y, such that yr,v = 1 if a backhaul request r is

routed over the virtual link v, otherwise yr,v = 0.

• Ȳ is a binary matrix of the form Ȳ ∈ BR f×P, where R f denotes the total

number of fronthaul requests and P denotes the total number of paths. An

element of Ȳ is denoted as ȳr,p, such that ȳr,p = 1, if a fronthaul request r is

routed through path p, ȳr,p = 0 otherwise.

• U ∈ ZP×L is a matrix indicating the number of lightpaths with a particu-

lar wavelength established along a particular path. The element upλ in U

denotes the number of lightpaths established on path p with wavelength λ .

• o is an integer vector of the form o∈Z1×E , with E denoting the total number

of links. oe = {0,1, · · · ,K} is an element of o, where K is the maximum

number of fibers that can be allocated in a single link.

4.0.3 Constraints

This section discusses the practical network constraints associated with the place-

ment of the BBU hotels in the 5G C-RAN and the implications of this placement.

24



CHAPTER 4. SYSTEM MODEL PROBLEM FORMULATION AND
ALGORITHM

Fog node association

The RRH at the CS must be connected to single fog node. Mathematically it is

given as,
F

∑
f=1

f̄ f ,n = 1, ∀n ∈ {1, · · · ,Nc}. (4.1)

BBU hotel association

An RRH must be connected to a single BBU hotel.

B

∑
i=1

zi,n = 1, ∀n ∈ {1, · · · ,Nc}. (4.2)

Fog nodes activation

A fog node’s processing functions are activated only if it serves at least one RRH.

f̄ f ,n ≤ x f , ∀ f ∈ {1, · · · ,F}, n ∈ {1, · · · ,Nc}. (4.3)

BBU hotel activation

The processing functions of a BBU hotel at CO are activated only if it serves

at-least one RRH.

bi ≤
Nc

∑
n=1

zi,n, ∀i ∈ {1, · · · ,B}. (4.4)
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Fiber deployment

Each link cannot include more fibers than the allowed maximum K.

Pe

∑
p=1

upλ ≤ oe ≤ K, ∀e ∈ {1, · · · ,E},

t ∈ {1,2,3},λ ∈Wt .

(4.5)

The number of fibers on each link is determined by this constraint. The number

of fibers on each link must be greater than the number of lightpaths with the same

λ that pass through that link, i.e., (up,λ ≤ oe). Furthermore, the number of fibers

on each link is limited by K.

Fronthaul capacity

The total amount of fronthaul requests routed via a path p should be less than the

maximum capacity of the path.

∑
r∈Rt

f

∑
p∈Pv

C f
t ȳr,p ≤ ∑

λ∈Wt

∑
p∈Pv

Cupλ , ∀v ∈ V, t ∈ T. (4.6)

This constraint assures that the aggregate capacity of all fronthaul requests routed

through a path p is less than the path’s maximum capacity. When a request is

routed via path p belonging to virtual link v, ȳr,p becomes active. The left side

of the equation is equal to the sum of all fronthaul requests of type t carried over

paths associated with virtual link v. The capacity of a fronthaul request of type t is

denoted by C f
t . If a path utilizes the wavelength λ , then up,λ becomes active. The

right hand side of the equation equals the maximum capacity of routes associated

with virtual link v, where C is the maximum capacity of a lightpath.
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Backhaul capacity

The aggregate of all backhaul requests routed over a virtual link should not exceed

the capacity of the virtual link.

∑
r∈Rb

t

Cb
t yr,v ≤ ∑

λ∈Wt

∑
p∈Pv

Cupλ , ∀v ∈ V, t ∈ T. (4.7)

This constraint assures that the aggregate of all backhaul requests transported over

a virtual link v is less than the virtual link’s maximum capacity. When a backhaul

request is routed via virtual link v, ȳr,v is enabled. The left side of the equation

equals the sum of all backhaul requests of type t that are carried over the virtual

link v. The capacity of a backhaul request of type t is denoted by Cb
t . If a path as-

sociated with virtual link v uses the wavelength λ , then up,λ becomes active. The

right hand side of the equation equals the maximum capacity of routes associated

with virtual link v, where C is the maximum capacity of a lightpath.

Constraint 8: Fronthaul delay

The delay in fiber propagation lp, the delay in electronic switches lel , and the

interface delay of RRH for the split point ls should all be less than or equal to the

maximum allowable fronthaul latency Dt for request type t.

∑
p∈P

(lp + lel + ls)ȳr,p ≤ Dt ,∀t ∈ T,r ∈ Rt
f . (4.8)
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Constraint 9: Backhaul requests routing

This constraint ensures that backhaul requests are routed via virtual links begin-

ning at fog nodes (for type 1 requests) and BBU hotels (for types 2 and 3 requests)

and ending at the core CO.

∑
v∈V∗i

yr,v− ∑
v∈Vi∗

yr,v =



1− zi,n, if i = o, t = {2,3}

−zi,n, if i ∈ Nb \o, t = {2,3}

1, if i = o, t = {1}

− f̄i,n, i ∈ N f , t = {1}

∀n ∈ Nc, t ∈ T, i ∈ N f b,r ∈ Rt
bn.

(4.9)

If the BBU hotel of a node is placed in the core CO, the first term on the right

hand side becomes 0, indicating that no backhaul traffic is sent. If the BBU hotel

for a node is placed in an intermediate CO, backhaul requests are carried out

through a virtual link launched from that CO (−zi,n = −1) and ended at the core

CO (1− zi,n = 1). Backhaul requests of type 1 are transmitted over a virtual link

initiated at the fog node (i.e., − f̄i,n = −1) and terminating at the core CO (third

term on the right hand side = 1).

Constraint 10: Fronthaul requests routing

This constraint ensures that fronthaul requests are routed via lightpaths that orig-

inate at RRHs in CSs and terminate at fog nodes (for type 1 requests) and BBU
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hotels in COs (for type 2 and type 3 requests)

∑
p∈P∗i

ȳr,p− ∑
p∈Pi∗

ȳr,p =


f̄i,n, if i 6= {n,o}, t = {1}

z̄i,n, if i 6= n, t = {2,3}

−1, if i = n

∀n ∈ Nc, t ∈ T, i ∈ N,r ∈ Rt
f n.

(4.10)

Fronthaul requests are launched by RRHs at the CSs and terminate at the fog

nodes for type 1 requests, and at COs where the BBUs hotels of the respective

RRHs are activated for type 2 and 3 requests. When a type 1 request is carried

over a lightpath from the request generating node n to the fog node i, f̄i,n = 1

indicates that the request has been terminated at i. Similarly, zi,n = 1 indicates that

request r has been terminated at the BBU location for node n. On the right hand

side of the equation, the third term denotes the generation of requests by the CSs.

4.0.4 Objective Function

The primary aim of this research is to lower total network cost, which is propor-

tional to the number of active BBU hotels and fog nodes, while still conforming

to practical network constraints. The authors present a model for multi-objective

optimization in which α and (1−α) are the weights of each objective, such that

α ∈ (0,1). The objective function is described as follows:

Z= α ∑
i∈Nb

bi +(1−α) ∑
f∈N f

x f . (4.11)
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4.0.5 Optimization problem

Consequently, the optimization problem is stated as follows:

OP1 : min Z (4.12)

s.t.

Constraints (4.1)− (4.10).

The optimization problem in (4.12) is an NP-hard problem. It takes real effort

to get an optimal solution for an NP-hard problem. There are solvers that fairly

tackle NP-hard problems and produce near-optimal solutions. However, the tech-

nique’s complexity scales with network size, finding it challenging to get useful

results for larger networks in an acceptable timeframe from these solvers. There-

fore, we present a low-complexity heuristic algorithm based on a greedy approach.

For large-scale network scenarios, the proposed algorithm sufficiently solves the

problem with significantly less complexity.

4.1 Proposed Heuristic Service Aware BBU Hotel

and Fog Node Activation Algorithm (SB-FAA)

We describe a heuristic approach with low complexity for obtaining a near-optimal

solution to the optimization problem (4.12). The proposed method is named ser-

vice aware BBU hotel and fog node activation algorithm (SB-FAA) and is de-

scribed in detail in Algo 1. The method minimizes the number of active BBU

hotels and fog nodes for all requests and performs grooming routing and wave-
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Algorithm 1: Service Aware BBU Hotel and Fog Node Activation Al-
gorithm (SB-FAA)
1 Input: N← no. of nodes, E all the edges, G(N,E), r←request={s← source node, t←

type of request}, fr← required fronthaul capacity for r, mr← required midhaul
capacity for r, br← required backhaul capacity for r;

2 Define: zs← binary variable that turns on when s is associated with a BBU hotel, Pxy←
is path between node x and y, Dt ← required fronthaul latency for type t slice request,
Cxy← calculates the residual capacity of path between node x and y, w← set of active
BBU hotels, x← set of active fog nodes, ;

3 Initialization: w← φ , x← φ ;
4 Execution;
5 if zs == φ then
6 L← All reachable CO from s;
7 for l ∈ L; do
8 Psl ← shortest path between s and l;
9 Q← Shortest Path length for s to l;

10 if t = 2 or t = 3 then
11 if Q≤ Dt then
12 if C[Psl ]>= fr and C[Plo]>= br then
13 zs← l;
14 if l not in w then
15 w← l;
16 end
17 Route r on path Pso;
18 end
19 end
20 end
21 end
22 if zs == φ or capacity of path is not enough to carry f r and br then
23 return request-blocked;
24 end
25 end
26 if t == 1 then
27 L← All reachable COs from s;
28 for l ∈ L do
29 Q← Path length between s and l;
30 if Q≤ Dt and l ∈ w then
31 if Csl ≥ fr and Clo ≥ br then
32 Route r on path Pso;
33 end
34 end
35 end
36 if no node in L can satisfy r then
37 for f ∈ F do
38 if s is connected to f and Cs f ≥ fr and C f l ≥ mrand C f o ≥ br then
39 if f is not active then
40 f f ← 1;
41 x← f ;
42 end
43 Route r on path Pso;
44 else
45 Return request-blocked;
46 end
47 end
48 end
49 end
50 Outputs: w and x;
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length assignment (GRWA) [48]. Additionally, the algorithm aims to minimize

blocked requests while enhancing connectivity. The request generating node s

and its type t are used to characterize an incoming request r. If r represents an

eMBB or mMTC request, the algorithm determines whether s is associated with

an active BBU hotel. If such an association does not exist, the algorithm deter-

mines all COs that are reachable from node s. The shortest path is computed

between node s and candidate CO, and the path length is calculated using the Di-

jkstra algorithm [49], (step 1-7). The path length is used to calculate the required

latency, which includes interface delay ls at RRH due to the employed split as well

as delay due to electronic switches lel . If the required latency is less than the max-

imum allowable fronthaul latency, the residual capacity of the path is evaluated. If

the path has enough capacity to transport both C f
t and Cb

t , then s is associated with

the candidate CO. If candidate CO does not already have an active BBU hotel, it

is activated and r is routed through the computed path (steps 8-12). If no node is

capable of hosting BBU for the request-generating node s, the request is blocked

(steps 13-14). The algorithm assesses whether s is associated with an active BBU

hotel upon receipt of request r. If such an association exists, the algorithm deter-

mines location of BBU hotel for s using the f ind function. The algorithm then

determines the residual capacity in the links of the determined path. If the capac-

ity is sufficient to transport both C f
t and Cb

t , r will be transported via that path;

otherwise, the request will be blocked (steps 16–20).

If the request r is of type 1, the algorithm determines whether it can be pro-

cessed at an active CO. The distance between s and active COs is calculated. The

path delay is calculated using the calculated path length. The path is used to route

r if its latency is less than the maximum allowable fronthaul latency Dt and the
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capacity of the path’s links is sufficient to carry r (steps 22-27). If no active CO

satisfies r, the algorithm calculates the residual capacity in the link between s and

the fog node f , as well as the link between f and o (steps 28-31). If sufficient

capacity is available, the fog node that s is connected to is activated if it was not

active already, and r is routed along the computed path (steps 32-33). r is blocked

if f is unable to satisfy r (steps 34-35).

4.1.1 Computational Complexity

The complexity of the algorithm is frequently expressed in floating point opera-

tions (FLOPS). Due to the fact that FLOPS are machine-independent, they provide

a fair method for conducting a precise and reliable complexity analysis.

The proposed algorithm can be divided into 2 major blocks, namely block 1

(steps 1-20) and block 2 (steps 21-36). Given the fact that the blocks are mu-

tually exclusive, they can never run concurrently. The first block contains a for

loop that executes up to B times, where B is total number of nodes equipped with

BBU hotel. The shortest path is determined within the loop using Djisktra’s algo-

rithm, which has a worst-case complexity of N2, where N is the total number of

nodes. There are approximately ten assignments within the loop, and assuming

one FLOPS for each assignment, there will be a total of ten FLOPS. The block

from steps 16-20 contains simple assignments and requires a total of 5 FLOPS.

As a result, the complexity of block 1 in the worst-case scenario is ≈ (10N2)B.

There is a for loop in block 2 from steps 22-27. The loop executes a maximum

of B times. There are approximately eight assignments within the loop. As a re-

sult, the complexity of this for loop is approximately 8B. At steps 29-36, the for
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loop executes F times, where F is the total number of fog nodes. There are seven

assignments contained within the loop. As a result, this loop’s complexity is 7F .

Block 2’s total complexity will be ≈ 8B+ 7F . Finally, the proposed algorithm’s

worst-case complexity is specified as ≈ R(max{(10N2)B,8B+ 7F}), where R is

the total number of requests.
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capacity of  
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Yes

No

Figure 4.1: flow chart -SBFAA with Request type 2 & 3
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CHAPTER 5

Numerical Evaluation and Results

Analysis

The Results obtained by implementing the proposed techniques are discussed in

this chapter. The optimization software AMPL+CPLEX was used to do the simu-

lations for ILP. The heuristic scenarios were simulated out with Pycharm 3.8 and

the Networkx package, using the Python programming language. We obtained re-

sults for various network scenarios and traffic instances and averaged our results

accordingly.

5.0.1 Simulation parameters

To solve the proposed ILP model in Section 4, we assume a network consisting

of 30 nodes seperated into 13 macro CSs, 7 COs including a core CO, and 10

fog nodes. These nodes are evenly distributed in a geographical area of 50 km2.

Moreover, the nodes are connected to each other via optical fiber links, with a

maximum of 1 fiber per link, i.e., K = 1. Each fiber link supports 8 wavelengths
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Table 5.1: Latency requirement of front/backhaul for each slice.

Request Type Fronthaul Latency Backhaul Latency
URLLC 1 ≤ 50µs ≤ 500µs
eMBB 2 ≤ 100µs ≤ 20ms
mMTC 3 ≤ 250µs ≤ 20ms

at 10 Gbps each. In order to provide wavelength isolation to each slice type, 4

wavelengths are dedicated for eMBB requests, and 2 each for URLLC and mMTC

requests. More wavelengths are dedicated to the eMBB requests as they seek

higher capacity. We generate a total of 500 traffic requests for each slice type.

These requests are uniformly distributed among all the CSs. While we consider

split option 7 for transport of fronthaul traffic, the required fronthaul capacity

for each URLLC, eMBB, and mMTC request is 120 Mbps, 720 Mbps, and 80

Mbps, respectively [25]. The required backhaul for URLLC and mMTC requests

is uniformly distributed between 10-20 Mbps, whereas for eMBB request required

backhaul is 240 Mbps. The required fronthaul and backhaul latencies for each

request type is shown in Table 5.2. The fronthaul latency for URLLC, eMBB, and

mMTC requests are less than 50µs, 100µs, and 250µs, respectively. The delay

due to an electronic switch is 20µs, while the interface delay at RRH for split

option 7 is 25µs [50].

5.0.2 Simulation Results

The proposed three-layer CF-RAN over WDM architecture is evaluated in terms

of active nodes, fronthaul delay, and total number of requests served. The opti-

mization goal is to minimize the number of active BBU hotels and fog nodes in
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Figure 5.1: Comparison between 2-Layer and 3-Layer in terms of total fronthaul
delay for ILP.

the network while adhering to practical network constraints.

In terms of active nodes, fronthaul delay, and total number of requests served,

the proposed three-layer cfran over wdm architecture is assessed for three slice

types, as shown in Figs. 4.3a and 4.3c. When can be observed, as traffic grows,

both approaches result in an increase in the total number of active nodes. The

proposed architecture behaves identically to the two-layer architecture in terms

of eMBB and mMTC requests, as both approaches serve these requests via BBU

hotels. The URLLC slice type results in a significant reduction in activated nodes

because the same amount of traffic can be routed through fewer activated fog
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nodes. As traffic increases, the 2-layer approach no longer provides a feasible

solution. On the other hand, CF-RAN over WDM can provide a viable solution

for all generated requests without activating all available fog nodes.

The comparison of the proposed three-layer design to the two-layer architec-

ture for three slice types in terms of total fronthaul delay is shown in Fig. 5.1.

As illustrated in Fig. 5.1, the total fronthaul delay for each slice type lowers with

CF-RAN over WDM architecture in comparison to the 2-layer architecture. The

fronthaul delay is nearly identical for the mMTC and eMBB slice types. The

3-layer technique achieves a significant improvement for the URLLC slice type.

Additionally, the two-layer architecture is unable to provide a feasible solution

under huge traffic loads. To comply with the delay constraints, URLLC requests

are always executed at nearby fog nodes. Due to the large distance between the

CSs and the BBU nodes, significant fronthaul delay is induced, making it hard to

execute URLLC requests at the BBU nodes.

5.0.3 Performance Evaluation of Proposed SB-FAA

To analyze the effectivness of the heuristic approach, we consider a network that

consists of 140 nodes seperated into 70 Macro CSs, 30 COs including a core CO,

and 40 fog nodes. These nodes are evenly distributed over a 200 km2 region.

Furthermore, the nodes are linked by optical fiber links, with a maximum of one

fiber per link. Each fiber link is able to support 16 wavelengths at 40 Gbps each.

To provide wavelength isolation for each slice type, eight wavelengths are

reserved for eMBB requests and four for URLLC and mMTC requests, respec-

tively. A Poisson distribution is used to create 5000 traffic requests at random.
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Figure 5.2: Comparison between 2-layer and 3-layer architecture in terms of total
fronthaul delay for heuristic algorithm.

These 5000 requests are distributed evenly among all RRHs. Each CO contains

a BBU hotel that is activated upon the receipt of a request. Similarly, each fog

node is able to process baseband traffic and is triggered in response to the receipt

of a type 1 request. Montecarlo simulation is performed to average the results of

random simulations.

Figure 5.2 analyzes the effectiveness of the proposed 3-layer architecture to

the 2-layer architecture for three slice types in terms of fronthaul delay. The total

fronthaul delay for each slice type decreases with the implementation of CF-RAN
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Figure 5.3: Comparison between 2-layer and 3-layer architecture in terms of num-
ber of active nodes for heuristic algorithm.

over WDM, as shown in Fig. 5.2, when compared to the 2-layer architecture. As

with ILP, the most significant improvement in terms of fronthaul delay can be

observed for the URLLC slice type, as type 1 requests are catered at fog nodes.

5.3 ddepicts the total number of active nodes with respect to total requests for

both 3-layer and 2-layer architectures. As illustrated in Fig. 5.3,the number of

active nodes increase for all cases with the increase in number of requests for

both 2-layer and 3-layer architecture. Additionally,In case of eMBB and mMTC

slices the number of active BBU hotels are same for both approaches. In both

architectures the eMBB and mMTC requests are satisfied by BBU hotels, so there
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Figure 5.4: Request blockage rate for 3-Layer approach.

is no difference in required number of BBU hotels. For uRLLC requests, there

exist a significant difference in the number of active BBU hotels. The reason is

that in our proposed architecture uRLLC requests are mostly catered by fog nodes

resulting in a notable decrease in the number of active BBU hotels.unless the

request generating node is connected to an already-active BBU hotel. The request

generating node must be connected to the active BBU node through a path that

satisfies the required latency constraint in this case.

Figure 5.4 shows the request blockage percentage for the proposed 3-layer

CFRAN over WDM architecture as the number of active BBU hotels and traffic

grows. When there are fewer BBU hotels active in the network, request blocking
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Figure 5.5: Request blockage rate for 2-Layer approach.

is increased, especially for heavier traffic. The percentage of requests blocked

decreases as the number of active BBU hotels grows, and no requests are blocked

as the number of active BBU hotels grows.

Figure 5.5 shows the request blockage percentage for the proposed 2-layer

CRAN architecture as the number of active bbu hotels and traffic grows. Request

blockage rate ibcreases as the number of requests increases in 2-layer archtec-

ture.As the traffic is further increased, the 2-layer approach fails to provide a fea-

sible solution. On the contrary, CF-RAN over WDM can provide feasible solution

for all generated requests without activating all available fog nodes.

Another important metric for validating the proposed architecture is the per-

centage of served requests. Figures 5.6 and 5.7 compare the proposed 3-layer
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Figure 5.6: Comparison of 3- and 2-layer approaches in terms of served requests
Vs. the total number of BBU hotels.

architecture to the 2-layer approach in terms of the percentage of requests served.

In both cases, we set the same number of active BBU hotels represented by B in

Fig. 5.7. As can be seen in both figures, an increase in the number of requests

reduces the percentage of requests served when the number of active BBU hotels

is lower in both cases. The request serving percentage increases in both cases as

we increase the number of active BBU hotels. However, the proposed CF-RAN

over WDM provides greater network connectivity than the 2-layer approach with

significantly fewer active BBU hotels.
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Figure 5.7: Comparison of 3- and 2-layer approaches in terms of served requests
Vs. the total number of requests.
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Figure 5.8: Comparison between the ILP and heuristic algorithm..
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Figure 5.9: Comparison between the ILP and heuristic algorithm.
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Table 5.2: Used values of parameters for Simulations

Parameter Value
N 20
E 20
P 44
V 19
K 5
λ 8
C 10 Gbps
lp 10-100µs
lEL 20µs
LD 0-200µs
RC 200
RM 200
RF 50
cr (fixed) 10-20 Gbps
cr (mobile) 720 Mbps
cr (fronthaul) 6 Gbps
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5.0.4 Comparison between ILP and SB-FAA

We assume a network consisting of 30 nodes separated into 13 Macro CSs, 7

COs including a core CO, and 10 fog nodes. Once again the nodes are uniformly

distributed in a 50 km2 region. For a fair comparison, we consider same param-

eters and network scenario approaches. The comparison is provided relative to

the number of active fog nodes and BBU hotels in the network for the 3-layer

architecture. For both strategies as illustrated in Fig. 5.8,5.9, the number of active

nodes increases with the increase in the number of requests. In case of URLLC

and eMBB for higher traffic loads, the ILP slightly outperforms SB-FAA, whereas

for mMTC traffic both techniques provide similar results. The near optimal per-

formance of the proposed heuristic SB-FAA shows that CF-RAN over WDM out-

performs traditional 2-layer approach irrespective of the used technique.
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Conclusion and Future Work

6.1 Conclusion

We presented a novel CF-RAN over WDM architecture to address the stringent

requirements of URLLC, eMBB and mMTC services. We jointly optimize the

BBU hotel and fog node activation problem for CF-RAN over WDM architec-

ture deployment. The fog nodes are deployed to cater the URLLC traffic seeking

low latency, while the eMBB and mMTC traffic is processed at the BBU hotels.

Further, dedicated wavelengths are assigned to each request type. We provided

a mathematical approach based on ilp for lowering network costs by using the

lowest number of active bbu hotels and fog nodes while satisfying the most re-

quests. Furthermore, for realistic network scenarios, we present a low-complexity

greedy-based heuristic approach. We compare the results obtained by deploy-

ing CF-RAN over WDM architecture with the traditional 2-layer centralization

architecture. The simulation results reveal that the proposed architecture outper-

forms the traditional 2-layer architecture, in terms of BBU centralization, end-to-
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end (E2E) delay, and overall network connectivity. A significant improvement in

terms of the number of active BBU hotels is observed as URLLC requests are

processed at the fog nodes in the proposed model, thus provides benefit in terms

of overall network deployment cost. Further, results show a notable improvement

for all slice types in terms of E2E delay and network connectivity, as compared to

the traditional 2-layer approach. We intend to continue our work and integrate the

sdn controller at the bbu cloud into the CF-RAN architecture in the future.

6.2 Future Work

We intend to continue our work and integrate the sdn controller at the BBU cloud

into the CF-RAN architecture in the future.
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