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Abstract

Lately identity management has been fully digitized due to which the work on biometrics

has gained significant popularity. An increase in the adoption of biometrics in identity

management means that sensitive data of the individuals can be easily compromised if

unauthorized access is granted to the systems. This can lead to legal issues as it leads

to an infringement of privacy of the people. In this context, the use of tokens, personal

identification numbers and passwords is deemed inadequate for protecting the personal

data of the people. This has stimulated research in domain of template protection

and use of various methods has been adopted for protecting the biometric templates of

the individuals. In this thesis, we have adopted ‘Cancelable Biometrics’ for template

protection using transform based methods. We have used Gabor filtering prior to feature

extraction as it is a non-invertible transform and satisfies one of the key requirements

(non-invertibility) of the templates. Gabor filtering is followed by feature extraction

using the VGG19 network trained using ‘imagenet’ weights. The templates obtained

still are not able to satisfy a key requirement (unlinkability) which is achieved by using

random projection performed for every user using a ‘key’. If compromised, the existing

template can be revoked and a new template can be obtained using another key, leading

to a unique set of features for the same user. We have performed our experiments on the

Multispectral Palm Image Dataset (CASIA). Our experiments show that the proposed

method outperforms the other methods that have been considered in this thesis. The

method has been analyzed with respect to privacy with theoretical evidence for non-

orthogonality of the templates, and empirical evidence for unlinkability using the T-test.

Keywords: Gabor filters, Cancelable Biometrics, Random Projection
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Chapter 1

Introduction

Biometrics is a mature technology by this time and has been investigated since long by

various researchers. Over the last decade, there has been a large number of practical

applications in which biometrics have been employed. Currently, the solutions using

biometrics are providing support in our daily lives. Initially the technology was used

only on large scale systems such as usage by the governments for managing citizens or

managing personal presence of individuals in their respective organizations etc. However

over a period of time, the technology has become widespread covering a very broad base

of users and providing security features on their personal devices such as smart phones.

This adoption of biometrics has been made possible mainly due to the fact that the

size and cost of semiconductor technology has significantly reduced creating a scope of

a wider deployment of biometrics for an even wider range of applications.

Despite an exponential growth in biometrics, an obvious question is that is the tech-

nology mature enough to provide robust solutions in all scenarios? and the answer to

the best of our knowledge is that, certainly not. With the passage of time, there are

more issues that need to be tackled over the horizon and we are still a long way from

an absolute adoption of this technology with several issues revolving around biometrics.

Traditionally, a single biometric trait was used for the purposes of authentication and

most of the systems that have been developed and deployed by this time make use of

only a single trait in order to perform authentication of the individuals. However over

a period of time, there have been several attacks carried out on the biometrics systems,

leaving a lot of room for improvement as far as the security is concerned.

It is worth mentioning that the global biometrics market value which is currently valued

1



Chapter 1: Introduction

Figure 1.1: The graph shows the global biometrics market value in 2016 and a forecast from

2017 to 2025, by region. In 2025, the North American biometrics market is expected

to amount to about 2.4 billion U.S. dollars in size.

at a couple of thousand million US Dollars is expected to yield a sharp raise over the

next couple of years, given the widespread usage of this technology. This growing usage

is expected to raise several issues for the users. These issues are mainly attributed to

the fact that smart devices used by the users are randomly connected to the unknown

networks, exposing the devices to several vulnerabilities. These might include stealing,

forging, spoofing etc. which is a growing issue for any underlying biometric system.

Given this, there is a need to devise strategies to tackle these issues to ensure safety of

the user’s data.

1.1 Research Goals

Personal Identification Number (PINs), tokens and passwords have become inadequate

for the identity protection owing to increase in number of cyberattacks. With the

increase in popularity for a biometric in providing a secure user authentication, it has

become very crucial to protect the user data stored in the biometric system from the

adversaries. In this thesis, the biometric data is made secure through the technique

2



Chapter 1: Introduction

called ’Cancelable Biometrics’.

Cancelable Biometrics (CB) refer to a wide range of techniques that integrate security

of biometric template. According to [4], “Cancelable biometrics refers to a systematic

and intentional repeated distortion of biometric features in order to protect sensitive

user-specific data”. The term ‘Cancelable’ depicts the ability of the template of being

cancelled if lost or stolen. In that case, a new version of the original biometric is distorted

to form another unique representation. It is important note that user verification is

carried out in the transformed domain.

1.2 Motivation

A multibiometric system uses multiple biometric traits (e.g., fingerprint, face, and fin-

gervein) to recognize a person [5], hence improving the reliability and accuracy of bio-

metric systems. However, adequate attention has not been paid towards making the

multibiometric templates secure. There are several ways to compromise a biometric

system [4] and loss of a biometric template information to unauthorized individuals

possesses security and privacy threats [6, 7] due to following reasons:

• Intrusion attack at biometric system: If an adversary gets an unauthorised access

into a biometric system he can easily access the stored biometric template of a

user. This information can be used to get an illegal entrance into the biometric

system in which user is enrolled by either reverse engineering the template and

disguising as this user or replaying the stolen template.

• Database Linkage: Once an adversary gets hold of a template it can be easily

determined if the two templates from different databases belong to the same person

or not. Moreover different databases hold separate parts of data regarding that

person. Consequently leading to more data theft and more difficult identity-related

attacks.

1.3 Scope of Work

In this thesis, we will focus on the use of hand biometric traits in order to design an au-

thentication system. We will focus on a cancelable multibiometric system to ensure that

3



Chapter 1: Introduction

the templates are properly stored without the possibility of easily being able to spoof the

system. The use of multiple traits ensures that the system does not rely on a single bio-

metric trait to perform authentication as it is easy to spoof one trait. By using multiple

traits, the user requires an input from at least two of his physiological/behavioral traits

making it difficult to spoof two distinct traits. A second layer of protection is added

in feature extraction where concatenation of features is required leading to an extended

feature vector for validation. A third layer of protection is executed by ensuring that the

feature extraction performed on the biometric traits is cancelable, leading to a system

which is more robust to attacks carried out on the biometric systems.

1.4 Rationale of work

In this thesis, we will focus on the design of a hand based multibiometric system. The

use of hand modalities exhibits numerous advantages over the use of other biometrics

traits such as iris etc., which are considered one of the most accurate and distinctive

biometric traits: hand based modalities are very accurate for recognition, typically use

of cheap technology, are computationally less expensive for matching and less sensitive

to the imaging conditions. Moreover, the hand based modalities are very robust for

matching as they are insensitive to emotions and other behavioral properties of the

individuals e.g. stress, tiredness etc. Given this, it is clear that with respect to some

specific aspects, the employment of hand based modalities is superior in comparison to

others for biometric authentication.

1.5 Main Contributions

The main contributions of the thesis are as follows:

• Review of existing literature: We have performed an extensive review of hand

based multibiometric systems for two important aspects i.e., feature extraction

and template security. The literature has been analyzed and a taxonomy has been

proposed to categorize the various methods based on the methodologies employed

by the authors. Appropriately, the conclusions and directions of future work have

been carefully carved.

4
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• Feature extraction from biometric traits: Based on the underlying trends

currently being followed for feature extraction for biometric systems, we make use

of convolutional neural network to perform the said task. Although, the commonly

used VGG19 network is employed for feature extraction the images are subjected to

pre-filtering using Gabor filters, highlighting the important features in the images

before feeding them to the CNN.

• Validate the characteristics of cancelable biometrics: We have validated

the cancelable property of the proposed method by proving that the proposed

feature extraction method conforms to the two fundamental properties, which

are a requisite requirement of the system i.e., irreversability and unlinkability.

Promising arguments to validate these properties have been presented in the thesis.

• Experimental validation of proposed methods: The proposed methodology

has been validated on the CASIA multispectral palm print dataset. The experi-

ments have shown very good results of authentication while maintaining important

features to ensure the cancelable nature of the proposed methods.

1.6 Thesis Organization

The thesis is organized as follows:

We discuss about the various hand based biometric traits and their literature review

in chapter 2 and discuss briefly about Gabor filters and Convolutional Neural Networks

in chapter 3. Later, we discuss the proposed methodology in chapter 4, present our

experimental results in chapter 5 and finally conclude the thesis with the relevant findings

in chapter 6.

5



Chapter 2

Background and Literature

Review

2.1 Biometric Technology Fundamentals

Biometric authentication is used more than ever for authentication of individuals in

a wide range of security applications. The reliance of systems on physiological at-

tributes of the users has lately offered more simplicity and reliability at the same time.

This has helped in avoiding many problems associated with the systems where pass-

words/credentials are being used, which can potentially incur some problems such as

forgotten passwords, transferred or stolen credentials. The use of biometrics has led to

mitigate these problems significantly given that the individual with specific biometric

traits is required to validate access to the systems to avoid the above mentioned prob-

lems. Moreover, most of the existing systems are typically connected to networks, at the

very least, a local area network connecting a local network with a couple of systems and

more often, a wide area network eventually connecting to the world wide web. Given

this, a protection mechanism is required to be in place to ensure that an unauthorized

access to the system is prevented and the templates are properly protected.

There is a wide use of authentication systems in internet services and mobile devices

for the protection of user content. Various tools and techniques for the management of

information security have been developed. But systems based on biometrics have made

significant progress to support some aspects of information security over the period

of time. An in-depth and comprehensive study on biometric authentication has been

6



Chapter 2: Background and Literature Review

conducted in recent years by various researchers [8, 9]. With the passage of time,

biometric authentication of the users is gaining more and more popularity since the

systems based on biometrics are not easily compromised. This is because, the systems

can be breached only if the individuals who are trying to access the systems are in

possession of those physiological parameters, which are possessed by the actual users.

This has led to the addition of security for the protection of the systems, and reduced

their vulnerability.

2.2 Overview of a biometric system

In a biometric system, an identifier is linked to its intrinsic human characteristics. These

characteristics are physiological and behavioral in nature that can be used to identify a

person digitally [10, 11]. Biometric security helps in authentication which takes place by

identifying human characteristics. The specific human characteristics mentioned above

are defined as follows:

• Physiological: Physiological biometrics are based physical characteristics of an in-

dividual. They vary from individual to individual and are assumed to be relatively

unchanging such as fingerprints, palm prints, face, iris/retina etc.

• Behavioural: Behavioral biometrics are based on a behavioral characteristics of an

individual. The examples include voice, gait, signature etc.

There are four important modules in a traditional biometric system (Figure 2.1). The

sensor module is responsible to acquire data from the users, the feature extraction

module processes the sensor data to find a description that is feasible for matching of

templates that are residing in the database. The features extraction is followed by the a

matching module that generates the matching scores which are finally used to perform

the decision making regarding the grant of permission to a specific user.

The several factors which are considered significant while performing the selection of a

specific biometric identifier include permanence, universality, measurability, circumven-

tion, performance etc [12]. Another important factors is the suitability of the application.

Nevertheless, the choice of a single biometric identifier which meets all the requirements

for every possible application is not possible since there are tradeoffs between different

7
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Sensor 
Module

Feature 
Extraction 

Module

Matching 
Module

Decision 

Module

Biometric Database

Figure 2.1: Logical blocks of a generic biometric authentication system.

performance metrics. Keeping this in view, there is a possibility to optimize a number

of measures by using a combination of various biometric identifiers. Therefore, we can

logically characterize a biometric system into two distinct categories: 1). Unibiometric

systems, and 2). Multibiometric systems.

2.2.1 Unibiometric systems

Traditionally, biometric recognition systems are unibiometric, which employ a single

biometric trait for authentication purpose. It may use one of the physical or behavioral

biometric traits of the user, such as fingerprint recognition [13–15], face recognition

[16–18], iris recognition [19], signature etc. In the literature, the use of unibiometric

systems is widely employed with very good recognition results. However, such systems

are typically constrained due to several factors including lack of accuracy due to noisy

data, non-universality of biometric traits for registration, physiological limitations of

biometrics and vulnerabilities in the biometric systems (Table 2.1) [20, 21].

Some biometric modalities are more vulnerable to some specific problems, e.g., spoofing

a fingerprint is relatively easier as compared to a vein/palm pattern. However, the recog-

nition accuracy of fingerprints is far more superior. These are complementary properties

of two different biometric modalities which can be exploited together in a multibiometric

system, hence making the system more tolerant to spoofing while maintaining a higher

accuracy.

8
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Table 2.1: Issues associated with unibiometric systems

Name Description

Noise in data The acquisition environment corrupts the data due to

which the features are altered. This can result in a false

registration of the user.

Lack of universality A certain biometric trait cannot be used due to some clin-

ical condition such as a cut in the finger, long eyelashes

resulting in an iris failure etc.

Identification accuracy For large databases, a certain biometric trait will be able

to handle a maximum number of distinguishable patterns

after which it will not be able to discriminate between the

users.

Spoofing Some behavioural and physical biometric traits are vul-

nerable to attacks e.g., signatures and even fingerprints.

Successful presentation of a spoofed biometric will result

in an authentication compromise.

There are several physiological modalities which can be utilized to acquire the biometric

traits of the users. Appropriately, making the correct choice for making systems is a

factor which requires considerations into various dimensions. The budget, ease of data

acquisition, overall authentication results in terms of recognition and biometric traits

which promote anti-spoofing are significant factors which determine the optimal biomet-

ric trait for biometric security research. The choice of biometric trait is done keeping a

trade-off into account among several factors, that require a careful consideration based

upon the applications. Retina and iris present the technologies that yield very good

authentication results. Physiologically, these traits are highly discriminative for various

individuals with patterns that exhibit almost no chance of repetition.

However, they are not user friendly, expensive with respect to technology and highly

sensitive to the protocols used for acquisition of the data. These specific limitations have

resulted in a highly restrictive use of these two modalities, specially from the perspective

of the convenience of the end user. Ear is one of the most stable biometric however it

is not distinctive and is also sensitive to some external factors such as wearing of cap,

9
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jewelry etc. Face is a physiologically motivated biometric and is very useful, however,

the most fundamental flaw with the face biometric is that it is a source of infringement

of user’s privacy. Therefore, the users are typically not comfortable with hosting of their

facial data specially by the third parties.

Fingerprint

Inner Finger Knuckle

Palm vein

Palm print

Hand Geometry

Dorsal Hand Vein

Finger Knuckle Print

Figure 2.2: Front and back view of hands along with various biometric traits

In contrast to the above mentioned modalities, the remaining four i.e., fingerprint, palm

print, hand vein and hand geometry are the modalities which are based on hands. It

should be noted that all these modalities (except hand geometry) are highly accurate

for recognition, make use of inexpensive technology generally, are fast for matching as

they require templates of very small size and are less sensitive to acquisition conditions

as compared to the other modalities that are used for biometrics (Figure 2.2).

Table 2.2: A review of pros and cons of different physiological biometric modalities

Modality Advantages Disadvantages

Continued on next page
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Table 2.2 – continued from previous page

Modality Advantages Disadvantages

Retina

• Retinal pattern cannot

be forged

• Highly distinctive

• Provides a high security

in authentication

• Not user friendly

• Sensitive to medical condi-

tions

• Expensive technology

• Requires controlled environ-

ment

Iris

• Highly accurate

• Highly scalable

• Iris pattern remains sta-

ble over a long time

• Small template size, so

promising speed

• Not user friendly

• Expensive technology

• Requires controlled environ-

ment

• Occlusion due to eyelashes,

lenses

• Illumination should be con-

trolled

• Sensitive to medical condi-

tions

Continued on next page
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Table 2.2 – continued from previous page

Modality Advantages Disadvantages

Ear

• Fixed shape and ap-

pearance

• Most stable

• Sensitive to earrings, hats etc.

• Comparatively less distinctive

Face

• Physiologically moti-

vated: humans identify

each other based on

faces

• Requires a standard

camera

• Fast matching based on

facial features

• Facial traits change over time

• Dependent on lightning condi-

tions

• Causes infringement of pri-

vacy

Fingerprint

• Inexpensive technology

• Secure and highly reli-

able

• Fast matching as tem-

plate size is small

• Cuts, scars etc can alter fin-

gerprints

• Easily deceived through wax

finger

• Some people have damaged

fingerprints

• Unhygienic: physical contact

with the sensor

Continued on next page
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Table 2.2 – continued from previous page

Modality Advantages Disadvantages

Palm

print
• Highly distinctive

• More reliable, perma-

nent

• Good results with low

resolution cameras

• Sensitive to illumination vari-

ations

• Large recognition area

• Scanners are bulkier and ex-

pensive

Hand

vein
• Contactless and hy-

gienic

• Very accurate

• Difficult to forge

• Age related deformations

• Relatively expensive technol-

ogy

• Sensitive to environment

Hand

Geome-

try
• User friendly, contact-

less and hygienic

• Results not effected by

external factors

• Not very distinctive

• Large recognition area

• Large storage requirement

• Can be used only for adults

Continued on next page
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Table 2.2 – continued from previous page

Modality Advantages Disadvantages

Finger

Knuckle
• Contactless and user

friendly

• Works with low resolu-

tion

• Low cost

• Non-uniform reflections

• Sensitive to environment con-

ditions

• Shortage of public databases

Fingerprint

Fingerprint is one of the most established biometric modality due to its high recognition

rates and consistency, and has been existing for over a century. The ease to acquire

fingerprints and their wide usage has led to many commercial applications relying on

them as far as biometrics are concerned. A fingerprint is formed by coexistence of a col-

lection of ridges and valleys, thus yielding a pattern which is distinct for different human

beings. These patterns are also referred to as "minutiae" and are mainly composed of

bifurcations, enclosures, ridge endings and ridge dots. Further, the minutiae are subdi-

vided into sub minutiae such as pores, crossovers and deltas (Figure 2.3). A fingerprint

biometric system has four main stages: acquisition of data, feature extraction, template

creation and matching. The ease of use and a small space required for the storage of

template has made it one of the best biometric technologies to employ commercially.

Bifurcation

Core

Ridge ending

Delta

Crossover

Island

Figure 2.3: Example of a human fingerprint.

On fingerprint biometric, both quantitative and qualitative works exist. A survey of
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around 160 users was done in [22, 23] in which the users gave a positive response to

using this technology for smart phones. Furthermore, various technological contribu-

tions presenting quantitative results show that a fingerprints take less than 1 second for

matching, achieve 0.07% equality on a database of 100 subjects, false rejection rates of

upto 0.04% and false acceptance rates of upto 0%, 4.18% and 8.91% using three confi-

dence coefficients i.e., 99.0%, 99.5% and 99.9%. These results indicate at a very high

recognition performance in a very small amount of time, promoting the use of fingerprint

technology for real time implementation of systems requiring biometric validation.

Palm print

Palm print as a biometric is a popular biometric modality which has attracted many

researchers attention. However, it is relatively a new biometric as compared to its coun-

terparts such as face, fingerprints etc. A palm print image consists of some rich intrinsic

features such as ridges and palm lines, delta lines, principle lines, minutiae features,

wrinkles etc [24, 25] that are deemed to be permanent and unique for every individual

(Figure 2.4). Owing to these inherent features, palm print generates a unique biometric

characteristics for every individual that are reliable for identification purposes [26, 27].

The main issue that is responsible for reducing the performance of palm print systems

is the deformation of images during the image acquisition process. Attempts are being

made to solve this issue by using contact devices but researchers have faced several chal-

lenges in the design of such devices including its size and limited usability, along with

several challenges including position, stretch and rotation of the palm print. Lately,

researchers are resorting to contactless devices again with low resolution imagery used

for commercial application and high resolution imagery for applications such as criminal

investigation.

Some of the most recent contributions on palm print biometric [28, 29] shows that

the recognition rates of upto 98.78% and 97.2% respectively have been achieved within

processing times in the order of milliseconds on databases of fairly large size (about

12000 instances). The most relevant contribution in this regard with the best accuracies

are presented by Luo et al . [30] in which the authors have reported accuracy of 100%

on a dataset having 4600 instances of palm prints. This is in contrast to a general

perception that palm prints are not as accurate as fingerprints. However, it should be
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Principle
lines

Wrinkles
Delta 
points

Figure 2.4: Example of human palm print

noted that the possibility to obtain a relatively large dataset to validate the findings on

fingerprints having a statistically higher significance is much more likely in contrast to

palm prints for which the availability of dataset is relatively limited.

Veins

Vein biometrics, also known as vascular biometrics, refers to a biometric systems that

measures parts of an individual’s circulatory system for identification. Vein pattern

recognition technology has gained a significant attention due its unique attributes along

with liveness property yielding very high recognition rates. Vein patterns are segmented

into different sub-modalities amongst them most commonly used come from the palm

[31], palm dorsal [32], wrist [33], or finger [34]. The sub-dermal nature of veins makes

these types of biometrics a highly secure modality [35]. In a vein biometric system

image acquisition is carried out by using near-infrared (NIR) imaging device. The

near NIR light maps the vein locations, because the hemoglobin in veins absorbs NIR

light generating a high contrast image by creating the visualization of vein pattern as

shadows appearing over a white background. This generates high contrast images with

vein patterns which are used for recognition using various texture feature extraction

techniques.

A quick review of the literature elucidates on the facts that very high recognition rates

are obtained on this biometric trait. Researchers have reported an accuracy of upto

99.4% reinforcing the theoretical claims of high uniqueness of vein patters [36]. However,

the requirement of using sophisticated acquisition devices for obtaining the biometric

data makes this modality relatively less popular [37]. Moreover using vein patterns can
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be a challenge in some cases due to the physiological changes taking place due to ageing

and various medical conditions [21].

Hand Geometry

Hand geometry/shape is a very simple biometric technology that uses the measurements

of human hand to verify the identity of the individuals. The measurements include the

length, shape and width of fingers and size of palm (Figure 2.5). The biometric systems

employing hand geometry are widely used as they have a high public acceptance [38–40].

However, it should be noted that the systems based on this technology are not scalable

as the hand geometry is not highly unique [21]. Nevertheless, it is widely used at places

providing access control, where the main objective is to find out if someone is illegally

trying to gain access to someone’s personal identification. A hand reader guarantees

that a worker is actually available at a place where he is meant to be. It is also used

for implementing time attendance of the employees and helps in stopping the employees

from buddy punching (which takes place commonly with fingerprint technology). Hence,

the payroll accuracy of a company is guaranteed with a higher probability when hand

geometry is used [38].

Due to the lack of the ability to differentiate between the people effectively, the usage

of hand geometry is somewhat limited and typically it is used in conjunction with other

biometric modalities for improved recognition rates. Some recent contributions on hand

geometry show that an EER of upto 0.31% has been achieved by Sharma et al. [40]

with upto 50 distinct users. A novel contactless sensing systems [41] based on multi

sampling has been proposed which has been used to authenticate a database of 100

people representing upto 200 hands with about 50% improvement in the recognition

rates [21]. Nevertheless, the technology is not as accurate as its counterparts and thus

is not very useful in a standalone setting for large scale deployment for commercial

purposes.

Finger knuckle print / Inner Knuckle print

Finger knuckle print is one of the emerging hand based modality used for biometric

verification of the individuals [42]. The finger knuckle patterns can be easily acquired

using contactless devices. In contrast to the more established modalities such as fin-
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Figure 2.5: A human hand used for the extraction of hand geometry features.

gerprints requiring high resolution imagery, the knuckle patterns can be easily captured

using low-resolution samples [43]. Additionally, the patterns on the outer surface of

the knuckle appear at an early stage and survive for a longer periods of time and are

specifically useful for the workers, labourers, cultivators etc, whose fingerprints are more

susceptible to damage due to the nature of work [44]. In a biometric system based on

finger knuckle, the physiology which differentiates two different people is due to the

lines, creases and texture of the knuckle print which lie at the three knuckle joints of

the fingers [45] (Figure 2.6). These lines appear before birth and rarely change over an

individual’s lifetime.

The knuckle print of a user can be obtained without any physical contact with the

biometric sensor. Therefore, the chances of spoofing gets notably minimized. Since

knuckle prints rarely change over time so they are considered to be highly stable for

individuals from various age groups however, there usage of 8this modality is somewhat

limited. Study of the literature depicts that researchers knuckle prints is a very promis-

ing modality giving very high accuracy on the identification of persons of upto 98% in

real time on a dataset of size 7900, FRR of 0% and FAR of 0.062%. Since the data for

finger knuckle print can be obtained contactlessly, invariance to the behavioural pat-

terns, ease in collection process and a wide acceptability socially, the potential in using

this technology on a large scale undoubtedly very huge. However, before a widespread

deployment thorough research is needed on improving the identification results.

Lower Minor 
Finger Knuckle

Middle Major 
Finger Knuckle

Upper Minor 
Finger Knuckle

Figure 2.6: Finger dorsal knuckle print around the joints
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Multibiometric 
systems

Multi-sensor Multi-algorithm Multi-modal Multi-sample Multi-instance

Figure 2.7: Types of multibiometric system.

2.3 Multibiometric systems

When using the unibiometric systems, we may may encounter problems due to several

issues including but not limited to missing data [46] (e.g., occlusion in face image), poor

sampling [47], biometric duplication [48], low discrimination among samples (e.g., hand

shape/ geometry) between distinct users, vulnerability to attacks and spoofing etc [49].

In situations like these it may be necessary to make use of multiple biometric cues

to boost the accuracy of a recognition system. Multibiometric systems offer so many

features, making them more convenient and feasible as compared to the unibiometrc

systems. There can be different sources of biometric information in a multibiometric

system due to which such systems can be classified into five major categories (Figure 2.7):

2.3.1 Multi-sensor systems

The multi-sensor systems use multiple sensors in order to capture the same biometric

trait of an individual [50, 51]. Such systems are desirable due to the fact that they can

enhance the recognition capabilities of the systems [52]. This happens because the data

acquired from various sensors may be of different quality and multi-sensor system can

partially solve the problems related to poor data quality [53]. The different biometric

traits, when used for recognition have the ability to complement one another, creating

the possibility for a better recognition of the individuals.
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2.3.2 Multi-algorithm systems

In the multi-algorithm systems, more than one algorithm is utilized to improve the

recognition rates of a biometric system [54, 55]. It is cost effective to work on such

systems as they do not make use of multiple biometric traits and thus do not require

multiple sensors [56]. However, such systems require a lot of computational resources as

multiple algorithms have to be run in order to calculate the relevant features for a single

instance [57, 58]. Keeping this in view, special consideration should be given to the fact

that real time performance is a requisite requirement of biometric systems and thus the

feasibility of such systems might be compromised even when they have the ability to

achieve very high recognition rates.

2.3.3 Multi-sample systems

In multi-sample systems, multiple samples from the same sensor are acquired from the

biometric devices [20, 59]. The rudimentary concern with a single sample biometric

system is in the fact that a bometric samples does undergo missing data problems

due to which, effective recognition cannot be achieved [60]. The problem is mitigated in

multi-sample systems by acquiring multiple samples from the devices and using multiple

or the most relevant ones for recognition. The same algorithm is used to process all

samples and recognition results from each sample are calculated and eventually fused to

yield a final result of recognition [61]. This recognition may be based on some technical

considerations e.g., a confidence score with which a specific recognition result is obtained.

2.3.4 Multi-instance systems

In multi-instance systems, the biometric data is typically extracted from multiple in-

stances of the same body traits [62]. For example, finger biometric properties can be

extracted from two fingers [63], the palm prints can be acquired from two palms [64],

the iris of the individuals [65] can be used for measuring different biometric traits of the

systems. The addition of multiple instances for performing recognition in a biometric

system increases the discrimination capability of the system because the distinctive capa-

bility for a single individual is extended by adding more features to the pool, potentially

leading to an improvement in the recognition rates for a particular system [64].
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2.3.5 Multi-modal systems

In the multi-modal systems, the biometric traits from different modalities can be com-

bined together for the purpose of identification of an individual [61]. Such systems are

used to complement the weaknesses of a single biometric and usually try to make the

best of different biometric traits in order to perform recognition of an individual [66].

An additional advantage of using multi-modal biometric systems is that they are more

secure as compared to the uni-modal systems as more than one biometric traits are

used at the time of registration of a user in a system [66–68]. Appropriately, stealing or

forging one biometric trait does not guarantee an access to the system thus leading to

an improved security feature for authentication in biometric systems.

Designing a multibiometric system has a very high significance, a valid design will be able

to ensure that the pieces of evidence collected from various sources, when fused together

using different fusion strategies can improve the recognition rates while ensuring some

value added services provided to the users. However, when different modalities have

to be combined to implement a multibiometric system, special consideration has to be

given to several dimensions e.g., what kind of additional sensors will be required, what

are the costs, is there a possibility to embed different sensors in the device and, what is

the overhead of such a systems in terms of computational complexity.

2.4 Performance metrics for evaluation

Multiple metrics can be employed to assess the performance of a biometric authentication

system. Choosing a particular metric/metric(s) depends upon the nature of evaluation.

Following are the basic raw metrics and their descriptions:

• True Accept (TA) : A genuine user is correctly verified to its corresponding

template stored within the biometric system.

• True Reject (TR) : An imposter is correctly rejected as its data does not match

to any template stored within the biometric system.

• False Accept (FA) : An imposter is incorrectly verified as a genuine user as his

data matched to the template stored with in the biometric system.
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• False Reject (FR) : A genuine user is incorrectly rejected as his data does match

to any template stored with in the biometric system.

The standard metrics that have been used to evaluate the performance of the authenti-

cation system in the literature are as follows:

• False Accept Rate (FAR) : Describes the percentage of an impostors that were

incorrectly verified as a genuine users. It is calculated on the basis of following

formula:

FAR = FA

FA+ TR
(2.4.1)

• False Reject Rate (FRR) : Describes the percentage of genuine users that

were mistakenly rejected from a biometric system. It is calculated on the basis of

following formula:

FRR = FR

TA+ FR
(2.4.2)

• Correct recognition rate (CRR) : It gives the probability that the system will

correctly identify the input template from the templates in the database. It is

given by the formula:

CRR = TA

TA+ TR
(2.4.3)

• Genuine Acceptance Rate (GAR) : Describes the percentage of genuine users

accepted by the biometric system. It is given by the formula:

GAR = 100− FRR (2.4.4)

• Accuracy: It is ratio between verified cases ( both True Accept and False Accept)

to all possible cases. It is given by formula:

Accuracy = TA+ FA

TA+ FA+ TR+ FR
(2.4.5)

• Equal Error Rate (EER) : Describes the point at which FAR and FRR are

equal. Smaller values of EER refers to improved performance of a biometric sys-

tem.
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2.5 Fusion Methods

Fusion plays a very considerable role in the implementation of multibiometric systems.

There is an inherent requirement to fuse the information collected from different modali-

ties before using it for the purpose of recognition. Fusion can be applied in multibiomet-

ric systems in two major settings: before matching and after matching. Consequently,

there are four distinct levels at which fusion can be applied i.e., sensor level, score level,

feature level and decision level (Figure 2.8). The fusion applied at the first two levels

is referred to as pre-matching fusion whereas the rest are categorised as post-matching

fusion.

Decision 
module

Feature 
extraction 

module

Sensor 
module

Decision 
module

Feature 
extraction 

module

Sensor 
module

Matching 
module

Matching 
module

Sensor 
level 

fusion

Feature 
level 

fusion

Matching 
score 
level 

fusion

Decision 
level 

fusion

Accept / 
Reject

Figure 2.8: Fusion levels in a multibiometric system.

2.5.1 Sensor level fusion

In sensor level fusion the raw information is gathered from various sensors and is fused

at the initial level prior to feature extraction to produce a raw fused information. Fusion

of two images can take place at pixel, feature or at signal level. Fusion at sensor level can

be between the multiple samples of same biometrics gathered from multiple sensors [69]

or multiple instances of same biometric taken from a single sensor [70], multiple sensors

etc. Relatively less research has been done on this type of fusion in biometrics.
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2.5.2 Feature level fusion

In feature level fusion, the features extracted from multiple biometric sources are com-

bined together in the form of a single feature vector. In this fusion technique, features

from different sensors, samples, traits can be combined together. At this level of fu-

sion, signals from various biometric channels are firstly pre-processed and their feature

vectors are calculated independently; by using fusion algorithms, the feature vectors

are fused to form a combined feature vector, which is used for recognition [71]. The

incorporation of multimodal biometric traits in this type of fusion can be employed to

exploit specific strengths of different biometric modalities [6, 72, 73]. Although better

recognition results can be expected using this type of fusion technique, it has certain

limitations including the lack of compatibility of different biometric features, curse of

dimensionality, just to name a few.

2.5.3 Matching score level fusion

This type of fusion is done by joining the scores yielded by the matching module of each

feature vector with the template. The features are processed independently along with

the calculation of scores, followed by the calculation of composite matching scores [74–

76]. This is done by the checking the confidence scores which are obtained using each

feature vector. This type of fusion technique is typically easy and thus is being used by

different multibiometric systems for effective execution.

2.5.4 Rank level fusion

In this type of fusion, sensor data acquired is followed by the feature extraction. The

matching of this feature vector is performed against all the available templates in the

database and similarity scores are obtained [77, 78]. The scores are arranged in the

descending order and the entry corresponding to the lowest rank (indicating similarity

of feature vector with the respective template) is taken as the most relevant to the data

that is acquired from the sensor. The rank level fusion can also be employed for multibio-

metric traits and thus can yield a recognition score with a higher confidence. However,

it should be noted that in addition to the pre-processing of sensor data, additional com-

putational load is transferred on the matching module. Therefore, the rank level fusion
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can be computationally very complex especially when more than one biometric traits

are employed.

2.5.5 Decision level fusion

In this type of fusion, the information obtained from different decision modules is com-

bined together to decide about the identity of a user [79, 80]. The recognition results

of each biometric trait are individually obtained followed by a fusion of these decisions

to obtain a final decision regarding recognition [81, 82]. Various methods to perform

this types of fusion can be used e.g., majority voting can be employed [83]. In systems

which require enhanced security and fail safe functioning, rule based decision can also

be made such as the use of a logical ‘AND’ operation, indicating that it is necessary for

all biometric traits to be yielding the same output.

2.6 Biometric system attack points and vulnerabilities

A typical biometric system can be subjected to attack at various points. Figure Fig-

ure 2.9 illustrates the various attack points in typical biometric system. As stated by

Ratha et al. [4]: "There are eight possible attack points a) Biometric forgery, b) Replay

attacks, c) Override feature extractor, d) Transmissions attacks, e) Database attacks,

f) Override template to matcher, g) Replace matcher attacks, and h) Override decision

attacks". These attack scenarios can be broadly classified for simplicity into three groups

Legend:
1. Biometric forgery, 

spoofing attacks
2. Replay attacks, fake 

key, stolen key 
attacks

3. Override feature 
extractor

4. Transmission 
attacks

5. Attack on biometric 
templates

6. Override template 
to matcher

7. Replace matcher 
attack

8. Override decision 
attack

Biometric input

Sensor Feature extraction Database Matching module

Output: Access/Denial

Input-level attacks Output-level attacksProcessor-level attacks

Figure 2.9: Attack points in a generic biometric system

25



Chapter 2: Background and Literature Review

namely: input-level, processor-level and output-level attacks [84].

2.6.1 Input-level Attacks:

Attacks like biometric presentation which include biometric forgery/fake biometric, bio-

metric morphing attacks, and replay attacks fall into this category. In fake biometric

attack, the adversary tries reconstruct a legitimate user’s biometric features in order to

gain access. In a recent research it was shown how simple it was to attack a smartphone

using a fake fingerprint synthesized by using a silicon gum or a modelling clay [85].

In a biometric morphing attack, “biometric samples of multiple subjects are merged in

the signal domain, in order to allow a successful verification of all contributing subjects

against the morphed identity ” [86]. Using multiple biometrics for authentication can aid

in reducing forgery/spoofing attacks. A biometric system with a standalone architecture

is considered more secure since the transmission of data over a communication is not

present. Replay attacks occur when data is transmitted over a transmission medium. In

these type of attacks, the biometric data gets intercepted and is re-transmitted by the

adversary. Whenever in a system a communication channel is involved, security to the

data needs to be incorporated by using techniques like cryptography, steganography, or

using secure protocols like Secure Shell Protocol (SSH). However the use of multi-modal

biometrics in this theses reduces the chances of spoofing.

2.6.2 Processor-level Attacks:

Attack points 3,4,5,6 of a biometric system contribute to processor-level attack. At-

tack by overriding the feature extractor, attacks during transmission of features to the

database, database attacks, and attack by overriding the biometric template matcher

are few of the processor level attacks [84]. In all of these attacks, biometric database is

the most targeted area in the biometric system. Since a biometric database is a reposi-

tory of biometric templates and, if somehow a template’s confidentiality or integrity is

jeopardized, a user may not be able to use it again since biometrics are permanent and

cannot be replaced. So in order to hinder the misuse of stored biometric information

i.e biometric templates, privacy protection techniques which are also known as tem-

plate protection techniques have been developed. Section 2.7 discusses in detail various

multibiometric template schemes. A biometric template suffers issues such as, Feature
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correlation attacks, template inversion attacks, stolen-key, and fake-key attacks [87]. In

Feature correlation attacks an attacker is able to extract the original biometric tem-

plate from various cancelable templates of the same user acquired from independent

applications [88]. Attacks via Record Multiplicity (ARM) are a type of feature corre-

lation attacks. In this thesis, cancelable thesis has been employed for the protection

against database attacks. The approach of using random projection as a cancelable

technique has been found to be very effective in protecting the templates stored in the

biometric database. Random projections also integrates template irreversibility, mak-

ing the template resistant against inversion attacks. This techniques also makes the

cancelable template unlinkable among various applications, meaning thereby they are

resistant against feature correlation attacks. This technique has also shown to be resis-

tant against stolen key and fake key attack. A detailed security analysis of the proposed

cancelable biometric system is explained in Chapter 4.

2.6.3 Output-level Attacks:

Attack points 7 and 8 of FigFigure 2.9 contribute to the main types of output attacks

which include replacing matcher and overriding decision module. In replacing matcher

attacks, the matcher is manipulated and forced to output match scores preselected by

the attacker. In overriding decision attacks, the final match decision is overridden by an

attacker by corruption of comparator output. Recently in [89] Liu et al proposed qFool,

a novel decision-based attack algorithm that computes adversarial examples with only a

few queries hence affecting the system’s decision making capacity. Output level attacks

are beyond the the scope of this thesis.

Biometric Template 
Protection

Cancelable Biometrics 

(CB)

Biometric Cryptosystems 

(BCs)

Figure 2.10: General categorization of template protections schemes
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Template
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Figure 2.11: Biometric authentication system incorporating template security.

2.7 Multibiometric Template Security

With regards to the security of the biometric system, being multibiometric in nature

adds itself another layer of security even though then there are multiple points of at-

tack on an authentication system as stated in Section section 2.6. A biometric system

database is an essentially crucial component that requires the highest degree of secu-

rity [90]. The rationale for focusing on security of multibiometric template is that they

lead to a 3-dimensional vulnerability to a biometric system in contrast to their coun-

terparts [91]: 1. Template can be replaced by an imposter to gain unauthorized access,

2. A spoof can be created from the template to aid in unauthorized access, and 3. The

stolen template can be replayed to the matcher to gain access. Therefore, it is vital to

protect the templates from an adversary, unlike PINs and passwords, a biometric tem-

plate if compromised cannot be revoked and reissued so considering the criticality in this

context. Therefore there is a need for a secure template that must be irreversible and

unlinkable [92–98] (Figure 2.11). Biometric template protection schemes can be catego-

rized into two main classes (Figure 2.10) [99, 100]: 1. Biometric Cryptosystems (BCs),

2. Cancelable Biometrics (CB). These schemes offer various advantages over a generic

biometric systems. A few most important advantages are summarized in Table 2.3.

2.7.1 Biometric Cryptosystems

Biometric cryptosystems (BCs) refers to designs that securely generate digital key from

a biometric or binds a digital key to a biometric [111]. To over come the short comings
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Table 2.3: Advantages of Template Protection

Advantage Description

Secure tem-

plate/Privacy

protection

Reconstruction is hardly feasible in biometric biometric

cryptosystems and cancelable biometrics as the original

biometric template is concealed.

Secure key release In biometric cryptosysytems the key release mechanisms

depends on the biometrics.

Pseudonymous

authentication

The encrypted identifier that is used for authentication

is also a pseudonymous identifier.

Revocability of tem-

plates

Multiple instances of templates can be generated from

the same biometric data.

Enhanced security The use of cancelable biometrics and biometric cryptosys-

tems mitigates various attacks on the biometric sysytem.

Social acceptance The social acceptance of biometric applications is ex-

pected to increase with the use of cancelable biometrics

and biometric cryptosystems.

of traditional verification methods which were based on password-based key-release,

BCs brings about a considerable security benefit by offering biometric-dependant key-

release since the biometrics has a strong link with the user’s identity [87, 99, 112]. At

the same time combining biometrics with cryptography and extracting the keys is not

that straight forward due to variations present in a biometric data. Most of the BCs

require helper data that contains additional information about the biometric and is

used to generate or retrieve a key [91, 113]. A helper data, must not reveal significant

information about original biometric templates. Table 2.4 presents a brief summary of

the biometric cryptosystems.

Sutcu et al. [101] proposed the use of multibiometric features, followed by a secure sketch

block, making it hard to extricate the original samples from the encrypted features.

Karthik et al. [102] proposed a method to enable template protection using fuzzy vault

framework. The authors claim to improve the recognition performance of the system

along with enhanced security. Camlikaya et al. [103] proposed a technique for the

fusion of fingerprint template along with behavioral biometrics (voice samples). The
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algorithm enhanced the security of the biometric system by encoding the fingerprint

features within the voice feature vector. The use of voice was motivated by using the

property of spoken words used as password to achieve the desirable cancelable property.

Multiple biometric cryptosystems were proposed by Fu et al. [104] out of which, three

were used for performing biometric fusion at the cryptographic level. The authors

presented no experimental results, however, a detailed theoretical analysis of algorithms,

comparison and discussions were carried out. Nagar et al. [6] provided a feature-level

fusion method for both fuzzy vault and fuzzy commitment schemes that simultaneously

secures the multiple templates of a user using a single secure sketch. Feature level

fusion using multiple characteristics of a user proves to be significant in providing high

privacy as compared to the single characteristics biometric systems since only the fused

feature vector is stored on the server database. Further, it requires less storage since

only the combined feature vector is stored in the database server. However, it requires

additional feature extraction and transformation tools for the heterogeneous features

(variable formats based on distance, similarity, etc.). Another hybrid methodology to

secure the biometric systems was proposed by Li et al. [105] in which a combination

of computational security and information security principles was done. Decision level

fusion was done in the proposed cryptosystem for performing recognition. Kumar et al.

[106] proposed a multibiometric system based on cell array. Encoding and hash code

computation was done using Bose Chaudhuri Hocquenghem (BCH) on the biometric

modalities. The data is scattered across the two cells such that the first cell stores

the hash code and the second cell stores the key. Moreover, fusion was performed

at both decision and feature levels out of which the former shows better results in a

multibiometric cryptosystem setting. You et al. [107] proposed a novel fuzzy vault

scheme which effectively protects the multibiometric template against location attack,

brute force attack and correlation attack. They have performed fusion of fingerprint and

fingervein templates. Feature point fusion encoding is done through Grid projection, and

fusion encodings are applied to construct the fuzzy vault. Chang et al. [108] proposed

BIOFUSE in which fuzzy commitment and fuzzy vault are combined using an encryption

scheme. The systems makes it difficult for an attacker to gain unauthorized access to the

system without doing an impersonation of all the biometric traits at the same instant.

The experiments have shown very good recognition rates with a high security. Evangelin

et al. [109] used a visual shadow creation process to create multiple shadows of one image
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followed by encoding and decoding using elliptic curve cryptography (ECC). Although

a very secure model is obtained, the implementation time of the model was significantly

expanded. Asthana et al. [110] made use of a key binding mechanism to generate a

secret key using the biometric data of the user, leading to the proposition of a biocrypto

system. Novel objective functions are proposed to create helper data. The local minima

of objective function are taken as anchor points to retrieve the secret key and perform

recognition leading to about 98% success rate in recognition even in the presence of

limited noise in biometric data.

2.7.2 Cancelable Biometrics

Cancelable biometrics (CB) refers to distortion of biometric features that are intentional

and systematically repeatable in nature to protect sensitive user-specific data [4]. Can-

celable biometric transforms are those that are used to transform the original biometric

samples such that the resulting data is computationally hard to recover. When the

user registers itself in the system, his biometric sample is transformed using a one-way

transformation and saved in the database. This transformation is chosen from an iden-

tification word that is specific to the user. In the verification step, the query template

is used to generate a transformed template that is compared with the saved template

in the database followed by the verification process. The literature on unimodal cance-

lable biometric systems is very rich but there are inherent problems with such systems

including intraclass variability, variation in data quality and a significant similarity in

interclass samples. In contrast to such systems, the multimodal biometric systems com-

bine the feature of various biometric traits to generate the templates which are more

secure and thus, resistant to various threats and attacks. The main advantage that is

offered by the multibiometric systems is greater security, accuracy, noise sensitivity and

resistant to spoof attacks. Table 2.5 presents a brief summary of the work done in the

domain of cancelable multibiometrics.

Researchers have made several contributions on multibiometric template protection em-

ploying cancelable biometrics. Paul et al. [114] proposed a method in which two-fold

random selections are made from each biometric trait, followed by a feature level fu-

sion. Random projection of each fold is obtained followed by PCA (principal component

analysis) and later K-means clustering to generate the single templates for individual
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biometrics. Later, LDA (linear discriminant analysis) is applied to further improve

discriminability of the features. Final authentication is carried out using a classifier.

Another variant of the technique proposed in [115] makes use of Gram-Schmidt trans-

formation instead of PCA, along with some other minor modifications in the pipeline.

The authors have validated the cancelable property of the proposed method, while giv-

ing good authentication results in a multibiometric setting. Furthermore, the authors

improved the results by proposing a methodology in which both Gram-Schmidt transfor-

mation and PCA were used followed by a rank level fusion for performing final authenti-

cation of the users [117]. Chin et al. [116] propose a 3-stage hybird template protection

scheme. They have performed the fusion of palm print and fingerprint on the feature

level, followed by the use of random tiling technique to extract unique features. Finally,

the fused random features undergo 2N discretisation to produce the template bit string.

The approach addresses the criterion for template protection with an improved EER

as compared to unimodal biometric sytems though it is slightly higher with refrence to

multimodal system. Gomez et al. [68] made use of homomorphic probabilistic encryp-

tion to generate the biometric templates along with fusion at three different levels. A

complexity analysis was also carried out to assess the feasibility of the proposed method

for real time implementation. Moreover, feature level fusion is also employed yielding

more secure and better cancelable biometric features. Kaur et al. [118] proposed a

template transformation method named random distance method that yields privacy

preserving, revocable and discriminative pseudo biometric identities, with about 50%

reduced memory footprints. Yang et al. [66] proposed a multibiometric system in which

the fingerprint based minutiae features and finger vein features are extracted followed

by their respective binary features, and than performing feature level fusion in three

different ways. The method obtained secure biometric templates with good recogni-

tion results. Gomez et al. [119] showed that the use of Bloom filter based protection

schemes while elucidating that it is not a straightforward task. A statistical analysis of

unprotected templates is carried out to estimate the main parameters of such schemes.

Dwivedi et al. [120] proposed a method to obtain cancelable templates by using log-

Gabor filters with phase quantization, followed by the generation of biometric codes.

Score level fusion from multiple biometric templates are used for authentication yield-

ing better results in comparison to unibiometric systems with better accuracy. Walia et

al. [121] proposed a method to obtain cancelable features using deep neural networks
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that are fused using adaptive graph based fusion method. The proposed method is used

to obtain multi-modal unified templates which are empirically demonstrated to be ro-

bust to adversary attacks. Chang et al. [122] proposed an authentication approach in

which bit-wise encryption scheme is used to transform a biometric template to a secure

template using a secret key, that is generated from another template. The scheme fully

preserves the number of bit errors in the protected and original template, ensuring that

the recognition performance is the same as that in the case of unprotected templates.
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Table 2.4: Related work on biometric cryptosystems

Year Authors Description

2007 Sutcu et al. [101] Protection of face and fingerprint templates

2008 Karthik et al.

[102]

Multibiometric template security using fuzzy vault

2008 Camlikaya et al.

[103]

Encoding of fingerprint with voice features

2009 Fu et al. [104] Multibiometric fusion at cryptographic level

2011 Nagar et al. [6] Feature level fusion for fuzzy vault and fuzzy com-

mitments

2015 Li et al. [105] Biometric cryptosystem using computational secu-

rity and information security, with decision level

fusion

2016 Kumar et al .[106] Multibiometric system based on cell array for stor-

ing has code and keys separately

2019 You et al. [107] Novel fuzzy vault scheme based on the feature level

fusion of the fingerprint and finger vein.

2020 Chang et al. [108] Multibiometric cryptosystem based on Fuzzy vault

and fuzzy commitment

2021 Evangelin et al.

[109]

Cryptographic model based biometric template

protection

2021 Asthana et al.

[110]

Cryptographic key binding for template protection
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Table 2.5: Related work on Cancelable Multibiometric Systems

Year Authors Description

2012 Paul et al. [114] Multibiometric template protection using PCA as

a transform based tool

2013 Paul et al. [115] Multibiometric template protection using Gram-

Schmidt transformation

2014 Chin et al. [116] Hybrid template protection using feature fusion

and random tiling transformation

2014 Paul et al. [117] Multibiometric template protection using Gram-

Schmidt transform, PCA and rank level fusion

2017 Gomes et al. [68] Homomorphic probabilistic encryption for cance-

lable biometric template generation

2018 Yang et al. [66] Fusion based cancelable multibiometric system

2018 Kaur et al. [118] Random distance method for obtaining secure bio-

metric templates

2018 Gomez et al.

[119]

Bloom filter based cancelable biometric features

2019 Dwivedi et al.

[120]

Cancelable features followed by score level fusion

2020 Walia et al. [121] Cancelable deep feature, followed by adaptive

graph fusion

2020 Chang et al. [122] Novel bitwise encryption scheme to generate bio-

metric template
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Chapter 3

Feature Extraction Methods

In this chapter, we will cover the theoretical background regarding the methods that

have been used in the proposed framework. The background covers two important

aspects: the techniques used for feature extraction, and ways in which the extracted

features are made cancelable.

3.1 Gabor Filters

In an effort to design a mathematical function which could have the ability to achieve an

an optimal space-frequency representation of a signal, Gabor filters were introduced in

1946 by Dennis Gabor [123]. Their 2D counterparts were introduced by Granlund [124]

after which Gabor filters have been employed for processing of the images. The Gabor

filters have been found to be very appropriate for texture representation and discrimi-

nation of images and have significant practical applications.

3.1.1 Motivation

The main reasons due to which the Gabor filters are considered superior as compared

to standard wavelets are as under:

• Similarity with visual cortex: The 2D Gabor filters exhibit a remarkable sim-

ilarity with the primary visual cortex of the mammals. The relationship between

various elements in the images such as receptivity, parallelism etc. are detected

by the cortex of the human due to which they have the ability to find and differ-
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entiate among various patterns in the images [125]. Significant research has been

done on the physiology of vision and one of the most well cited contributions in

this context was presented by Daugman [126] in which he presented the simple

cells of cat’s cortex receptive field profiles and compared them with that of Gabor

filters, showing their remarkable similarity. Research suggests that a visual cortex

has two main characteristics: the direction selectivity for a set of visible patterns,

and ability to focus on different regions in the images based on the richness of

information requiring different levels of visual attention.

Interestingly, the cells exist in pairs, a cell with an odd symmetry and another even.

Appropriately, the mathematical modeling of these cells indicate their behavior as

band pass filter structures which are sensitive to different scales and orientations.

Although a Gabor filter might be too simplistic in terms of the richness of infor-

mation which is yielded by a cell in the visual cortex, their approximate model of

is presented by Gabor filters which makes their usage very inherent for the imple-

mentation of visual systems. This amazing similarity shared between Gabor filters

and visual cortex makes their use fascinating for various applications.

• Optimal space-frequency localization: The classical Fourier analysis has a

very significant limitation that its looses the notion of time / space, which might

be very critical in the description of information available in a signal / image.

This relationship can be precisely explained based on the following mathematical

relation

4 t×4f ≥ 1
2 (3.1.1)

Which essentially means that the uncertainty between time and frequency cannot

be resolved jointly beyond a certain limit. Gabor in his bid to work on the this

uncertainty principle wanted to model a mathematical function which would be

having the ability to yield the best possible localization both in time and frequency

(not achievable using standard wavelets) i.e., to find the shape of a signal which

yields a product of 4t 4 f with the smallest possible value, turning the above

inequality into equality. Eventually, he realized that a representation which yields

a minimum area of 4t and 4f could only be constructed by single building block:

modulation of a sinusoid with a Gaussian function. This was a remarkable discov-
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ery led by Gabor and has since than been used very actively in the area of signal

processing. A subsequent introduction of 2D counterparts was used to effectively

utilize these basis functions in the area of image processing. It should be noted

that although the purpose is served by wavelets, they do not jointly resolve the

space and frequency in an optimal way.

• Multiresolution nature: It is possible to perform multiresolution analysis of the

images using Gabor filters. Specifically in applications requiring texture analysis of

the images, Gabor filters are quite well suited decomposing an images into various

frequencies and orientations. This decomposition is very useful in order to extract

coarse and fine features from the images.

3.1.2 Gabor filter design

According to the definition, the Gabor filters are designed by modulating a sinusoidal

wave with a Gaussian kernal function. Mathematical representation is as follows [127]:

g(x, y) =
(

1
2πσxσy

)
exp

(
−1

2

(
x2

σ2
x

+ y2

σ2
y

)
+ 2πjWx

)
(3.1.2)

G(u, v) = exp
{
−1

2

(
(u−W )2

σ2
u

+ v2

σ2
v

)}
(3.1.3)

Where σu = 1
2πσx, σv = 1

2πσy, σx and σy are the standard deviations of the Gaussian

along the x and y dimensions respectively and W is a constant that denotes the center

frequency of the high frequency filter. Equation 3.1.2 is representing the multiplication

of a Gaussian envelope with a complex sinusoid, forming a band-pass filter in Fourier

domain, where the bandwidth of the filter is managed by the standard deviation of the

Gaussian functions and center frequency is controlled by the frequency of the complex

sinusoid. A bank of Gabor filters is obtained by designing a number of self similar filters

by changing their parameters. If g(x, y) is a mother Gabor wavelet, a set of wavelet

dictionary is acquired after performing respective translations and dilations of g(x, y) as

follows:

gmn(x, y) = a−mg(x′, y′) (3.1.4)

38



Chapter 3: Feature Extraction Methods

where

x′ = a−m(x cos θ + y sin θ) (3.1.5)

and

y′ = a−m(−x sin θ + y cos θ) (3.1.6)

m = 1, 2, ..., S and n = 1, 2, ...,K. S and K are number of scales and number of

orientations respectively, and θ = nπ/K. This set of Gabor functions yields a non-

orthogonal set of functions facilitating in multi-orientation and multi-resolution analysis

of the images. The non-orthogonality of Gabor filters implicates that the designed filters

are redundant and this property will be specifically used to yield cancelable features of

biometric images.

3.2 Convolutional Neural Networks

Convolutional Neural Networks (popularly known as ConvNet) are inspired by the phys-

iological visual perception mechanism of the mammals and have the ability to obtain

an effective representation of the images from their respective pixels with very little

and at best no preprocessing. These are non-linear models that have the capability to

learn the non-linear feature from the images [128]. A typical CNN model is primarily

composed of a series of layers which are convolutional in nature and are followed by

some intermediate layers (known as the convolutional base) [129]. The series of layers

are interconnected such that they have the ability to extract distinctive patterns from

the input images. The obtained patterns can be used to perform different classification

tasks useful for a wide range of vision based applications. In order to employ CNNs,

let us first understand the processing done by the fundamental constituent layers of a

CNN.

3.2.1 Convolutional Base

The convolutional base is composed of three fundamental components in a CNN model,

namely the convolutional layer, activation function, and pooling layer. The first compo-
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Figure 3.1: A Typical Sequential ConvNet.

nent i.e. the convolutional layer takes a tensor as an input and transform it into feature

maps. this is done by applying convolution with a matrix of weights (or kernel), followed

by the addition of a bias. Each convolutional layer uses a number of kernels to replicate

the process of convolution in order to generate the features maps as an output.

A feature map is generated by the application of convolution of a learned kernel with the

input, followed by the applying non-linear activation function on every output element.

The desired non-linearity in a multilayered CNN is introduced by this layer. There are

three basic activation functions which are employed, ReLU, tanh and sigmoid. ReLU

layer eliminates the negative values from the feature map, assigning a zero to all of them

and preserves all the positive values. There are studies showing that ReLU allows an

efficient training of the CNNs as compared to their other counterparts.

There are a large number of features which are parametrized in a convolutional layer.

A pooling (subsampling) layer is commonly added before the subsequent convolutional

layers in a CNN. This layer applies a pooling function (average or max- pooling) on the

features maps which selects a subset of numerical values from a local region in the image.

By stacking different pooling and convolutional layers coarse to high level representa-

tions are possible, leading to the possibility of using the network for the classification of

the images effectively. Appropriately, a combination of several convolutional, activation

and pooling layers can lead to performing feature extraction from the images. The Deep

ConvNets use the combined benefits of the convolutional base and layered hierarchy to

learn representations for specific visual recognition tasks. After several convolutional

and pooling layers one of more fully connected layers exist, similar to a multi layer

perceptron. These fully connected layers help in amplifying the selective distinctive pat-

terns in the images. The features extracted from the fully connected layer are employed
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Figure 3.2: Network training in forward and backward direction.

for classification.

3.2.2 CNN Architectures

With an increase of the usage of ConvNets for various computer vision tasks, sev-

eral architectures have been proposed in the literature. These include VGGNet [130],

AlexNet [129], residual models like ResNet [131] and Inception models [132]. The

AlexNet and VGG architectures are composed of alternating blocks of convolutional

and activation layers. These models have three fully connected layers and the last layer

of which is used for classification. The concept of inception blocks was introduced in

inception models, in which every block is composed of the convolutional and pooling

layers which are in sequence to enhance the learning. The ResNet architectures are

represented by residual networks in which the layers contain the direct and additive

connections also referred to as the skip connections to the subsequent layers.

3.2.3 Transfer Learning

A forward pass in a CNN model is used in order to take an input image and pass it

from the CNN architecture to learn the prediction of probabilities. Nevertheless, before

starting the make predictions from a CNN model it requires extensive training. This

involves a forward pass (Feed Forward) and a backward pass (Back Propagation) as

shown in Figure 3.2.
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For a given training sample, the network produces an output. This output is used

to generate the error and the loss is computed by calculating the difference between

the output and the target ground truth. The objectives in the design of a network is

typically to minimize the loss.

3.2.4 CNN Parameters

The main parameters which are important in the deisgn of CNNs are as follows:

• Optimizer: The optimizer algorithm is used to initialize the kernel weights and

bias values of the nodes in a neural network. It makes adjustments based on the

performance yielded by the loss function [133].

• Loss function: The error produced by the current state of the CNN model has

to be calculated repeatedly. This require choosing an appropriate error function,

termed as a loss function that calculates the performance of the model iteratively

so that the weights can be appropriately adjusted.

• Activation function: An activation function calculates an output from an input

or a set of inputs, and decides which neurons have to be activated / deactivated

to get the desired output. They perform a non-linear transformation in the input

to get better results from a complex network.

• Learning rate: The fourth important tuning parameter of a network is its learn-

ing rate. When the learning rate is small, the optimizer tends to be very slow and

has the ability to get stuck at a local extrema whereas a large learning rate may

result in finding a solution which is sub-optimal.
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Proposed Methodology

In chapter 3, the components which are utilized for the proposed cancelable multibio-

metric system have been presented. Mainly, these methods can be described through

three important phases: pre-processing, feature extraction, cancelable template gener-

ation and user verification. Before presenting a walk-through of the proposed method,

let us introduce the imaging modalities which we are using for the proposed work:

4.1 Biometric Modalities

There are several hand based modalities which have been discussed briefly in chapter 2.

Primarily we will be focusing on multispectral hand palm based biometrics. The hand

palm based modality refers to the usage of white light in order to illuminate palm of

the hand. A human palm exhibits a large number of features which make a human

Figure 4.1: Some sample images of selected biometric modalities.
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identifiable. These features mainly include the skin lines and creases which are quite

unique for every individual.

Although a hand palm is quite effective as a biometric modality due to its presence

on the superficial surface of the skin, it is exposed to different external factors such

as cuts, bruises which may effect the ability of the systems to differentiate among the

people. Keeping this in view, we are considering another modality for the proposed

biometric system which is hand veins. These veins are typically not visible using the

white light and thus are not detectable using standard cameras. A narrow band of light

is used to illuminate the palm of the hands, which travels through the superficial skin

and enhances the contrast due to high absorption of light by the veins. These enhanced

veins are effectively used for executing biometric systems. The main advantages of hand

veins include their robustness to superficial injury to the hands and high discriminative

power for authentication of the users. We aim to propose a cancelable multibiometric

system based on the above mentioned modalities.

4.2 Preprocessing

The main features which are distinctive for different users are the creases and valleys

in the hand pattern for palm images and the veins for hand vein images. In order to

extract these features effectively, a multiresolution technique is required which has the

ability to find the fine patterns which are available in the images. It is well known from

the literature that Gabor filters are special types of multiresolution wavelets which have

Matching
Template

Query

Random

Projections
CNNPre-Processing

Figure 4.2: Proposed Framework
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Figure 4.3: Visualization of typical trained filters of the first layer of Convolutional Networks,

bearing a remarkable similarity with the Gabor filters (adapted from [1])

the ability to enhance the fine structures in the images. The use of Gabor filters offers

four distinct advantages:

• Multi-resolution features: Gabor filters are very famous for their advantages

over several texture feature extraction techniques due to their multiresolution na-

ture. This property of Gabor filters helps in a coarse to fine analysis of the images

which is compulsory for the visualization of an image texture at different levels of

detail.

• Enhancement of Texture Attributes: Due to the direction and orientation

sensitivity of Gabor filters, they have the ability to extract salient texture features

in the images. This property is useful for most of the texture feature analysis

techniques.

• Non-orthogonality of Gabor Wavelets: An important property of Gabor

filters is non-orthogonality. Although this is typically taken as a disadvantage

of Gabor filters as compared to standard wavelets, we will use this property to

analyze the irreversibility of templates when they are subjected to Gabor filtering.

• Similarity of Gabor responses to trained convolutional layers: It is im-

portant to note that a standard CNN is composed of several convolutional layers

and if the impulse responses of these convolutional filters (after being trained)

are analysed, they show a remarkable similarity to Gabor filters. We exploit this
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Figure 4.4: Non-Orthogonality of Gabor wavelets

behavioral similarity of Gabor filters to trained convolutional layers in order to

achieve better results.

Gabor filtering is a parametric method which has the ability to generate different kernels

for performing filtering of the images. The random values of these parameters based

on a user specific key can be used to acquire features, which are cancelable. In our

implementation, we use propose the randomization of the orientation parameter in order

to achieve cancelable properties for the generated template.

4.2.1 Orientation Randomization

Let us assume that we generateK pseudo-random numbers r1, r2, ..., rS , one for each ori-

entation. The corresponding filter design can be achieved as a result of the modifications

in equations 3.1.5 and 3.1.6 as follows:

x′c = a−m(x cos θ′ + y sin θ′)

y′c = a−m(−x sin θ′ + y cos θ′).

m = 1, 2, ..., S and n = 1, 2, ...,K. S and K are number of scales and number of
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orientations respectively, θ′ = rnθ and rn corresponds to the nth random number. The

value of θ is the same as previously defined i.e. θ = nπ/K.

4.2.2 Cancelable Properties

The randomization of orientation parameter of Gabor filters generate a chaotic matrix.

When the biometric images are convolved with these chaotic matrices, cancelable tem-

plates are generated. The pseudo-randomness of the chaotic matrices guarantees the

security of the template. If the template is compromised, a set of new pseudo-random

numbers r1, r2, ..., rn are used to generate a new set of chaotic matrices thus preserving

the privacy of the templates.

4.3 Feature Extraction

Due to the successful usage of CNNs in image recognition tasks, their architectural usage

is wide spread and has led to a very wide range of contributions by different researchers.

In this context, Simonyan et al. [130] proposed an effective and simple CNN architecture

that is widely employed for various applications and is also used in the proposed feature

extraction framework. The architecture was named VGG and is composed of multiple

convolutional and pooling layers. Specifically, we are using the VGG-19 network which

is composed of 19 layers. The advantages of the VGGnet over some other well known

networks are as follows:

• Network depth: Empirical findings show that an increased depth of the network

shows improved performance in different recognition tasks.

• Filter size: The predecessor ConvNet (ZfNet [134]) suggested that performing

convolution with filters of smaller sizes gives better performance. Keeping this in

view, the VGGNet replaced 11×11 and 5×5 filters with those of size 3×3. This

reduced the number of parameters of the the network, reducing its computational

complexity.

The architecture of a VGG19 network is shown in Figure 4.5. A typical VGG network has

four different types of layers that are: convolution layer, max-pool layer, fully connected

layer (FC), and a soft-max classification layer. The convolution layer performs the
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Figure 4.5: Architecture of the VGG-19 ConvNet (adapted from [2])

convolution operation of the input image with a pre-trained filter. As depicted in the

figure, size of the input image is 224 × 224 × 3 and there are 64 filter of the size 3 × 3 in

the first layer. As we go deep in the VGG network, the number of filters for convolution

increases from 64 to 512 filters.

IN VGG19 dimensionality of input data is done by the max-pooling layer. Specifically,

a sliding window of the size 2 × 2 has been used for carrying out the max value in the

sliding box which reduces the input data. After the max-pooling operation, the size of

the image is reduced from 224 X 224 to half of its size and becomes 112 × 112. These

operations i.e convolution and max-pooling keeps on repeating till the final size f the

image becomes 14 × 14. At the end a flattening operation is performed to reshape the

data from 14 × 14 × 15 to be as 1-D vector of size 4096.

The image is taken as an input which is fed into a stack of convolutional layers, each

layer is composed of a small receptive field of size 3×3, the convolutional stride is fixed

to 1 pixel. The first two blocks are composed of two convolutional and one max pooling

layer. The subsequent 3 blocks are composed of 4 convolutional layers followed by one

max pooling layers. The output from these block is flattened and fed into fully connected

hidden layers followed by the output layer as shown in fig ??.
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Figure 4.6: A Typical Sequential VGG19.

4.4 Random Projection

Feature extraction is followed by the generation of a cancelable template by apply-

ing a relevant transform. This transform results in the creation of a secure cancelable

template, that cannot be inverted to its original form. It becomes very difficult for an at-

tacker to obtain the original template after it has been transformed using a non-invertible

technique. If any suspicious activity takes place or the template is compromised, a novel

template is issues causing minimal changes / damage to the system. Another advantage

is that it is possible to use various random projections to generate different templates

for difference applications. According to Johnson and Lindenstrauss lemma [135],

“if points in a vector space are of sufficiently high dimension, then they

may be projected into a lower-dimensional space in a way which approxi-

mately preserves the distances between the points”.

It is important to note that the Euclidean distance between feature points is maintained

before and after projection, thus preserving their statistical properties. Therefore, the

random projections are proven to be quite successful for obtaining cancelable biometric

templates.

Let us assume that we generate features vector corresponding to the biometric data of the

ith user, Fi. LetGo be an orthogonal matrix generated using a keyK which is assigned to

a user during the enrollment process. For N users, we generate K1,K2, ...,KN keys, one

corresponding to every user. This generates N projection matrices Go1, Go2, ..., GoN . Once

the feature vector for ith user, Fi is obtained, the transformed feature set is obtained
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after projection of these features on Gi. After this projection, a cancelable template for

the ith user is obtained which is stored in the database.

4.5 Matching

After the enrollment of a user, the cancelable templates are stored in the database. The

verification process was carried out on the cancelable templates stored in the database.

We are dealing with matching as a simple comparison problem. When a user wants to

gain access to the system, his biometric data is acquired followed by Gabor filtering,

feature extraction using VGG-19 network and performing random projection using the

key used to generate the token for that respective user. Later, matching is performed

using euclidean distance between the template of the respective user that is stored in

the database.
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Experimental Results

In chapter 4 we have presented the proposed methodology that has been used in this the-

sis. The application of this method requires validation to be carried out on a biometric

database, which is carried out in this chapter which is composed of two main sections: 1.

A discussion about the performance obtained of the proposed method in terms of accu-

racy, and 2. A discussion about the privacy analysis of the proposed biometric template

extraction method. In this thesis, we have focused on hand based modalities which is

mainly motivated by the various advantages including better privacy preservation, ease

of acquisition and the low cost hardware requirements for acquisition of the images.

5.1 Dataset

For carrying out our experiments we have used CASIA dataset, which is composed of

multispectral palm images acquired by lights of various narrow bands to illuminate the

human palms (hence called the multispectral palm images). The dataset is composed

of 3000 images from 100 people. Although, different spectra are composed of different

types of information using all images from the dataset will result in redundancy as some

of them are visually very similar and do not convey any distinct information about a

user. In specific, we have used images from two specific wavelengths: the white light,

which is composed of the visible spectrum and is mainly used to the illuminate the palm

patterns in the images . The other wavelength which is significant is light of a narrow

band composed of 940nm, which mainly lies in the infrared range of the electromagnetic

spectrum. The advantage of using the IR light is that it has a high absorption in the
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Figure 5.1: Skin cross section showing penetration of different wavelengths of light in the skin

(adapted from [3]).

skin, leading to the generation of high contrast patterns in the images. Specifically,

the blood vessels under the skin are enhanced using this spectrum, which enables the

visualizes the subsurface structures in the images. The structures (vein patterns) are

used as biometric in the palm veins and the respective images in the dataset are visible

in the images which are tagged as having 940nm wavelength.

5.2 Experimental setup

There are several intricacies in the design of the test bench which has been designed to

validate the proposed methodology. The proposed method is composed of Gabor filters,

feature extraction (using VGG-19 network) and random projection. Their parameters

are chosen as follows:
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5.2.1 Gabor filter parameters

The Gabor filters have two main parameters: number of scales and number of orien-

tations. We have performed Gabor decomposition using 4 orientations and two scales.

The angular decomposition for controlling orientation parameter is kept at 45o. For the

scale parameter, the center frequency for the filter corresponding to higher frequency is

kept at 0.25 whereas low frequency is kept at 0.05. It should be kept in mind that a

higher number of scales and orientations can be elected but this will increase the com-

putational complexity of the proposed method. This is because, every additional scale

or orientation will generate a new filter with which the image has to be filtered. This

increases the computational complexity of the method significantly. We have performed

a grid search for a range of parameters and results show that the selected parameters

achieve very good matching rates for the selected parameters. There is no significant

improvement in the performance of the proposed method with an increase in the number

of scales and orientations of the Gabor filters.

5.2.2 VGG-19 Parameters

For our experiments, we have used the pretrained VGG-19 network, that was trained

on the “imagenet” dataset. The last three fully connected layers of the trained VGG-19

network are not included for our set of experiments. This is because we are using the

network purely for the purpose of feature extraction. The model performs pooling using

“average pooling”.

5.2.3 Random Projection

The output of the VGG-19 network produces a feature vector of size 1 × 16896. RP

has to be used in order to create cancelable templates for a particular image. In order

to obtain these templates, a normally distributed, zero mean and unit variance token

of size 1 is generated for a particular user. The biometric data obtained for a specific

user is filtered, followed by feature extraction. Later, the learned features are projected

using their respected projection vectors generated from the tokens leading to cancelable

templates for every user.
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5.2.4 Performance measurement

The generated templates have to be compared with those obtained for the new images.

For making this comparison, we have used Euclidean Distance. The performance is

measured using two parameters: Correct Recognition Rate (CRR), False Accept Rate

(FAR) and False Reject Rates (FRR) which are defined as follows:

• False Accept Rate (FAR) : Describes the percentage of an impostors that were

incorrectly verified as a genuine users. It is calculated on the basis of following

formula:

FAR = FA

FA+ TR
(5.2.1)

• False Reject Rate (FRR) : Describes the percentage of genuine users that

were mistakenly rejected from a biometric system. It is calculated on the basis of

following formula:

FRR = FR

TA+ FR
(5.2.2)

• Correct recognition rate (CRR) : It gives the probability that the system will

correctly identify the input template from the templates in the database. It is

given by the formula:

CRR = TA

TA+ TR
(5.2.3)

5.3 Results

In this section, we will discuss about the overall results that have been obtained using

the proposed method. We will start with a discussion about the overall CAR and FAR

measures for various methods considered for comparison purposes.

5.3.1 Overall results

In our experiments, we have performed comparison of the proposed method with several

other methods. We have mainly used two different types of methods for this comparison:

CNN based methods, and Statistical methods. Among the CNN based methods, we

have made comparison with other networks including Inception, VGG-16, VGG-19, and
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ResNet50. For the calculation of results, we have used one image from the dataset of

a specific user as a training image and use the rest for the purpose of validation of the

results.

Tr InceptV3 Resnet50 VGG Prop

1 71.78 81.25 84.68 96.95

2 85.97 89.02 93.43 96.24

3 92.24 93.09 94.71 97.51

4 94.53 94.71 95.59 98.05

Table 5.1: Correct recognition rates using different methods based on convolutional neural

networks.

Our experiments show that the proposed method outperforms the other methods that

have been considered in this study. Generally, the Inception shows a lower overall accu-

racy as compared to the other ConvNets. In the proposed method, Gabor filters are used

for filtering the images followed by the used of VGG-19 network for feature extraction.

As can be seen in Table 5.1, the VGG network performs well as compared to the other

networks, empirically validating the choice of network for feature extraction purposes

for our implementation. The performance improvement in the proposed approach is

attributed to the fact that the use of Gabor filters enhances the vascular structure in

0.0 0.1 0.2 0.3 0.4
False Accept Rate

0.0

0.2

0.4

0.6

0.8

1.0

Fa
lse

 R
ej

ec
t R

at
e

InceptionV3
ResNet50
VGG16
Proposed

Figure 5.2: Performance of various ConvNet based methods in biometric recognition in terms

of false accept and false reject rates.
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the images, assisting in achieving a higher accuracy in recognition.

A visual analysis of Figure 5.2 shows that the proposed method outperforms the other

methods in terms of false accept and false reject rates. Among the other methods, the

InceptionV3 model shows poor performance.

Table 5.2: Confusion Matrix

Predicted Labels

True 98.21% (TPR) 1.79% (FNR)

Labels 1.14% (FPR) 98.86% (TNR)

The confusion matrix corresponding to the proposed method is shown in Table 5.2.

As can be seen, the TPR and TNR are very high indicating the proficiency of the

proposed method. It should be noted that amongst the errors yielded by the method

the majority are FNR, indicating that the algorithm is conservatively sifting the samples

for authentication. Moreover, the results shown are samples at an operating thresholds

yielding a high TPR. If more conservative thresholds are used, the algorithm performs

authentication with a TPR of ≈97% with a FNR of 0%.

5.3.2 Impact of Noise

Noise is an important factor that should be considered as far as the acquisition of

biometric data is concerned. This is because, the data acquired from the sensors can

have a significant level of noise which can be mainly due to the settings of the acquisition

platform. Therefore, an analysis of the stability of the system is important in order to

establish the robustness of the proposed system to noise. In order to do this, we add

Additive White Gaussian Noise (AWGN) to our images and perform authentication on

the noisy images.

Our experiments show that the proposed method outperforms the other methods in

the presence of noise in the images. We attribute these good results to the fact that

the Gabor filters are composed of a combination of Gaussian windows, modulated by a

complex sinusoid. The frequency response of the Gaussian function is also a sinusoid.

Effectively, this means that the filtering the images using Gabor filters has an inherent

smoothing response of the images that helps in mitigating the noise in the images.

In contrast, the techniques which use only raw image for recognition purposes do not
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Figure 5.3: Correct recognition rates for noisy images using different methods based on con-

volutional neural networks.

inculcate any noise removal mechanism hence resulting in relatively lower recognition

rates. In this context, we have also performed a detailed analysis of the impact of noise

on the proposed method (Figure 5.3).

5.4 Privacy Analysis of Cancelable Templates

In the proposed methodology, the cancelable properties of the proposed templates are

obtained using two important factors: 1. The generation of random orientations, and

2. The procedure of Random Projection. For an analysis of cancelable properties of

the templates, we have considered three important factors: Diversity, Unlinkability and

Non-Invertability:

5.4.1 Diversity

Each user has the capability to have his own token to generate the PRN. This enables the

system to generate multiple templates from the same biometric images/sample using the

randomized Gabor filters with the help of the respective PRN. Another important point
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to consider is that we are using RP for template generation, which uses a key/token for

a specific user and generates a random matrix on which the projection of the data is

obtained to obtain the relevant template. In case a template is compromised, a new key

is used to generate another template for the same biometric data, which is distinct from

that obtained using another key.

5.4.2 Revocability/Reusability/Unlinkability

In the proposed method, the cancelable templates can be easily revoked or reissued

by a new set of PRN when compromised. The cancelable property of the generated

templates is empirically assessed for similarity when different PRNs are used to generate

the templates for different users. In addition, the use of RP adds another layer of security

in the templates creating more distinct templates. For quantifying unlinkability we have

used T-test which, according to [136] is known to quantify the similarity/dissimilarity

of the features. In most T-tests, a P-value of 0.05 or less indicates that the data is

valid. For the features, lowest P-value obtained is 7.37e− 90 and upto 93% features are

found to be significant with P-values of less than 0.05. In contrast, if the cancelable

templates are not used, less than 1% features exhibit P-values of less than 0.05 whereas

the remaining more than 99% features are found to exhibit P-values of more than 0.05,

indicating the similarity of features when RP and randomized Gabor filtering is not

performed. This validates the efficacy of the proposed method, generating unlinkable

templates for different applications.

Method
P-value

min max P < 0.05 P > 0.05

With RP 7.37e− 90 0.99 92.5% 7.5%

Without PR 0.0013 0.99 0.9% 99.1%

Table 5.3: Correct recognition rates for noisy images using different methods based on convo-

lutional neural networks.

5.4.3 Non-Invertability

The extraction of biometric templates is carried out using various methods, ensuring

the non-invertability of the templates. First and foremost, the Gabor filters which
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are used for decomposition of the images are non-orthogonal. This property of non-

orthogonality is inherently present due to the use of Gaussian function during filter

design [137]. Effectively, the Gabor filters are non-orthogonal and therefore are non-

invertible elucidating on the fact that the templates obtained using Gabor filters are

inherently non-invertible. Moreover, the generation of impulse responses of Gabor filters

involves the use of a PRN for generating different orientation filters. In addition, the

use of RP also ensures the non-invertability of the templates if the keys used are not

available for authentication.

5.5 Discussion

In this chapter, we have discussed the experimental results of the proposed method and

also compared them with some other methods based on ConvNets which are available

in the literature. Our experiments have shown that the proposed methods have outper-

formed the other methods which are available in the literature. The proposed method

achieves very good authentication results. We have also performed an analysis of the

proposed methods in the presence of noise in the images. The simulations have been

carried out by the addition of additive white Gaussian noise (AWGN) and the proposed

method consistently produces better results in comparison to its counterparts.

Finally, an analysis of the cancelable properties has also been done showing that the

template protection methodology adopted in this work produces diverse templates due

to the use of keys for the generation of random projection matrix. The templates are

non-invertible owing to the non-invertability of Gabor filters and the requirement of keys

for reversing the RP operation. The generated templates are also unlinkable which has

been validated by using the t-test analysis of the features obtained using the proposed

methods. Therefore, the proposed method produces templates which are secure and

produce very good authentication results.
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Conclusions and Future Work

In this thesis, we have proposed a novel method for the extraction of cancelable biometric

templates from the palm images. The prime focus has been on the use of hand based

modalities for performing biometric authentication. This is attributed to the fact that

the the data acquisition task for such modalities is relatively simple and unlike e.g. face

recognition, the privacy of the individual is effectively preserved due to which these

modalities are generally preferred. For the purpose of the study that has been carried

out in this thesis we have used the CASIA dataset, which is a multispectral hand palm

dataset. It is called multispectral because it uses different wavelengths of light in the

visible spectrum for acquisition of the images. Some specific visible wavelengths are able

to enhance the vascular structure in the images which can also be used for the purpose

of biometric authentication. This generates a complementary visualization of the images

with respect to the vascular structure in contrast to the palm patterns, evident using

white light.

The images are subjected to the extraction of region of interest using standard segmen-

tation methods, after which they are usable for authentication in this specific problem.

There are several approaches which have been published in the literature for feature

extraction which can be mainly categorized into four distinct types: statistical, model

based, hand crafted and deep learning based methods. Lately, the deep learning based

methods have shown significant promise in biometric authentication methods and have

been widely used in the literature. Therefore, we have opted for deep learning based

methods for feature extraction. However, from the literature it is clear that the detec-

tion of vessels has been widely investigated using directional filters. Since we are using
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narrow band images for the detection of vessels, we believe that the use of Gabor filtered

images would enhance the vascularity in the images leading to a better feature set for

the proposed problem. Moreover, the directionality and scale specificity of the Gabor

filters also make them a valid choice of the detection of palm prints.

We preprocessed the images using Gabor filters followed by the extraction of features

using the VGG-19 network. While performing Gabor filtering, there are two important

parameters which are used in the generation of impulse responses: number of scale and

orientations. We have used orientation randomization in order to obtain secure tem-

plates from biometric modalities. This implies that if the templates are compromised,

a new template can be generated based on a new key making the templates revocable

without effecting different applications using the templates. The feature extraction us-

ing VGG-19 is followed by random projection, which generates a transformation matrix

on which the biometric data is projected in order to obtain a secure template. If the

template is compromised, it can be easily revoked and a new template can be generated

based on a new key for a specific user. The use of keys can even be customised for

different applications ensuring that if security of one application has been compromised,

it does not have any impact on the other one.

Our experiments have shown that the proposed method has shown good results with a

high recognition rate while keeping the false accept and false reject rates at a minimal

level. This validates the functional capabilities of the proposed method. The methods

has also been compared in terms of the recognition rate obtained with other methods

including the most well known deep learning based methods. Although the other meth-

ods have the ability to achieve good recognition rates, their false accept and false reject

rates are relatively high. In addition to quantifying the efficiency of the propose method,

we have also performed a security analysis of the templates. In order to do this, we have

used the T-test to compare the significance of features for the proposed method and that

in which the cancelable templates are not generated. The proposed method produces

highly secure templates which are significantly different when different keys are used

to generate the keys. The non-invertability of the features is guaranteed with the use

of Gabor filters given that these are non-orthogonal set of filters for which the reverse

transformation does not yield the exact same template.

Although the proposed method shows good results, it would be interesting to use the
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proposed method of a diverse dataset with a large number of samples to ensure that the

method generates different templates for a large number of users. It would also be inter-

esting to see how can different modalities be used in order to generate secure templates.

There are some other research questions which can be effectively investigated including

the use of more complex fusion techniques for fusing information from different biomet-

ric modalities. Moreover, it should be noted that the implementation of biometrics has

to be typically carried out in real time. Since the proposed technique involves filtering

using a filter bank, it can be computationally a complex task. It would be interesting to

carry out a complexity analysis of the proposed technique and see how simplifications

can be done in terms of computations while achieving optimal authentication results.
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