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ABSTRACT

Now adays, cyberbullying on social media platforms is at its peak. It’s a vital challenge

for researchers these days. And hence a tally of research work is done to address this is-

sue in a variety of languages around the Globe. Social media dices are heavily used by

people to express their views in their native languages. Besides positive views, people of-

ten use abusive or offensive language to express their anger or frustration. Resource rich

languages have offensive language detection systems to automatically monitor and block of-

fensive content, however, they are very rare for low resourced languages. This is because of

the non-availability of datasets for local languages. This work proposes a model which au-

tomatically detects offensive language for a very low resource language i.e., Pashto. The ro-

man Pashto dataset is created by picking 60 thousand comments from different social media

and labeling them manually. The proposed model is trained and tested using three different

feature extraction approaches i.e., bag-of-words (BoW), term frequency-inverse document

frequency (TF-IDF), and sequence integer encoding. Four traditional classifiers and a deep

sequence model are used to train on this task. Experimental result shows that random forest

classifier works best and give 94.07 The corpus created in this work is made available for

the researcher working in this domain.

Keywords — Natural Language Processing, Text Mining, Automation, Deep Learning
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Chapter 1

INTRODUCTION

1.1 Motivation

The natality of social media has directly influenced the methods and intent of mass communication

[3]. It was initially governed by ethical and social norms before the nativity of social media. Mass

communication was initially used for awareness and cultivation of knowledge, effectively. But with

the parturition of social media platforms, the intent of mass communication was deeply influenced

and now adays social media dices are heavily used by people to express their views in their native

languages. People mostly feel safe to use their native language for communication and consider it

as a natural flare to use on social media dices for expressing their views. Some people can only

speak their native language to communicate and hence they excessively use it for communication

on social media platforms. Society has got different pilers and one can classify it broadly in two

types, positive and negative. Besides positive views from positive pilers of the society, we can notice

abusive or offensive language used on these platforms from the negative pilers to express their anger

or frustration about anything on social media. It may include various content like verbal and written

content. And people mostly prefer to communicate in written comments using their native languages.

So, negative comments from negative users and social media platforms imparts the parturition of

cyberbullying. Due to the popularity of social media dices and the increased rate of their nativity

such as TikTok, Snack Videos, etc., has a vital role in increasing cyberbullying exponentially in

the society. It’s pretty much consequential issue for the individuals in the society and needed to be

addressed on time, as we can’t afford the increasing ratio any further. Therefore, we opted to pursue

the initiative with the traditional local language Pashto.

1.2 Contribution

Resource rich languages have offensive language detection systems to automatically monitor and

block offensive content, however; they are very rare for low resourced languages. This is because

of the non-availability of datasets for local languages. Mostly, resource rich languages like English,

French, German and Arabic etc. have datasets easily available on Web and hence, mostly researchers

have focused to address the afore mentioned consequential issue of cyberbullying for such languages

on priority basis. Here in this study, we’ll discuss the work done for such resource rich languages as a
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model and will focus on the resource power language, Pashto. So far researchers round the Globe has

neglected resource power languages like Pashto, Urdu, Punjabi and many other local languages with

power recourses, in this regard; due to which the ratio of cyberbullying has increased drastically in

past few years in such languages. This work possesses a model which automatically detects offensive

language for a very low resource language i.e., Pashto. The roman Pashto dataset is created by picking

60 thousand comments from different social media platforms and labeling them manually.

1.3 Goals

This work is aimed to highlight the peripheral challenge of cyberbullying in local languages due to the

unawareness of the speaking community and almost negligible contributions to counter the issue in

such languages. To achieve the afore mentioned milestone, we opted to work for a very popular local

language Pashto and hence, proposed a model which is trained and tested using three different feature

extraction approaches i.e., bag-of-words (BoW), term frequency-inverse document frequency (TF-

IDF), and sequence integer encoding. Four traditional classifiers and a deep sequence model are used

to train on this task. Experimental results are very much impressive. The results shows that random

forest classifier works best and give 94.07% accuracy on a combination of unigrams, bigrams, and

trigrams. The same classifier gives maximum accuracy of 93.90% with TF-IDF. However, the overall

highest accuracy of 97.21% is achieved using bidirectional long short-term memory (BLSTM). The

corpus created in this work is made available for the researcher working in this domain.

1.4 Observations

As mentioned above, the social media has played a vital role to directly influence the methods and

intent of mass communication [4]. Times ago, mass communication was initially the best suite for the

awareness and cultivation of knowledge. Initially, it was ruled by ethical and social norms. Nowa-

days, social media avowed individuals to connect and communicate their perception about anything

via platforms like Twitter, Facebook, Instagram, Snapchat, YouTube, and TikTok, etc. [5]. The lat-

est research about social media influencers have revealed that people have minimal tolerance in their

emotions and conduct, which imparts aggression to their behavior and content [6]. As a result, people

use language that antagonizes the feelings of others. There is no Face-to-Face contact among users,

which empowers individuals to share their opinion without any dread. Here comes the parturition

of cyberbullying, which is a big challenge for researchers these days. Despite the tenet for content

published by various social media platforms, it’s quite difficult to encounter the violations, manu-

ally [7, 8]. The reason is the huge tally of data on social media platforms. The privilege to users

of social media daises for expressing their feelings and opinions in native languages makes it more
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difficult to detect the violations. Therefore, hate speech and offensive language detection on social

media have become an active area under research nowadays [9].

1.5 Social Media as a key Influencer in Cyberbullying

Social media daises are interactive technologies that provide a central point of communication for

people around the world and hence, is a key influencer in the parturition of cyberbullying in commu-

nity round the Globe. Individuals of various geographic locations, religions, skin colors, and cultures

often troll each other using invasive language [10]. People mostly favor and feel contented to use

their native language to write their judgment, response, or remarks about online products, videos, and

articles [11]. Comments with belligerent language arguments should not be perceptible to other users

because it grounds cyberbullying [12]. And there is no mechanism yet implemented on social media

platforms to encounter such comments in local languages from the negative users on social media.

Therefore, global community is facing a big challenge regarding measures to be taken to control the

elevating graph of cyberbullying in local languages.

1.6 National Interests and Benefits

Let us take Pakistani community as an example in the effectives of the afore mentioned social virus.

On 28th of August, 2021, The News claimed that an increase of 83% is recorded in cybercrimes in

Pakistan in the last three years. The statistics of social media subscribers in Pakistan shows an in-

crease of 24% and having a total stack of around 46 million as per a report published in February 2021.

Therefore, Pashto speaking community being the third largest in Pakistan must have contributed con-

siderably in the above facts and figures regarding social media in Pakistan. The mentioned 83%

increase is surely backed by the parturition of social virus in shape of cyberbullying on social media

platforms. Pashto speakers are pretty much popular on TikTok and other social media platforms these

days.

1.7 Research Objective

The above discussion on the facts and figures of our country in social media aspects is imperatively

demanding an effective contribution in NLP (Natural Language Processing) for local languages in

Pakistan.

Pashto language is one of the most popular and widely spoken local language of the people in

K.P.K region of our country, Pakistan. According to a report of UNESCO, there are about 25 million

Pashto speakers in Pakistan. And about 60 million speakers around the world. Therefore, the Pashto

speaking community is also facing the consequences of uncontrolled and unsupervised parturitions
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of social media dices. The community is facing a big challenge these days in cyber grounds. Hence,

it is imperative to propose an instinctive system to spot, rest or veto belligerent language before it is

published online. In this work, we proposed different models to encounter the afore mentioned issue

for roman Pashto comments on social media platforms. This work will provide grounds to address

the uncontrolled parturition of cyberbullying in Pashto speaking community.

1.8 Thesis Structure

This work comprises of mainly five chapters. The very first chapter is about the introduction to the

topic. It discusses the motivation, contributions, goals, observations, National interests and bene-

fits. The chapter is summarized with discussing the thesis structure. The second chapter presents

the literature review. The third chapter is about the methodology we have followed to achieve the

milestone, including data collection process, flow diagrams and discussion about the data classifi-

cation and purification techniques. Fourth chapter includes the deep insight in the proposed models

with a discussion on the outcomes of each model along with the comparison of their outcomes. It

is summarized through tables and graphs of comparison of the results of each model. The Fifth and

the very last chapter is about the conclusion to this marvelous achievement with discussion of future

contributions in this regard.
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Chapter 2

LITERATURE REVIEW

2.1 Related Work

Researchers so far felt contented to address the highlighted issue due to available resources of the

resourceful languages and therefore, have focused on the resourceful languages form the last decade

and a handsome amount of work is done so far in this regard. Until now most of the researchers have

encountered the aforementioned challenge for several resource rich languages like English, Arabic,

German and Indonesian, etc [13–15]. In the past few years, researchers extensively used machine

learning techniques for Natural Language Processing (NLP), especially for belligerent language and

abhor comments from social media users [16–18]. Reference [19], used N-gram features extraction

technique and machine learning models to detect the belligerent language comments from YouTube

in Arabic. Similarly, same n-gram approach features and machine learning models to perceive bel-

ligerent text from Indonesian social media [20]. Schneider et al. [21], encountered the emanate

cyberbullying issue for the German language by using the technique of convolutional networks to

detect the antagonistic comments from Twitter. In 2019, G. I. Sigurbergsson and L. Derczynski used

LSTM and Logistic regression techniques to utter the challenge of unethical and offensive comments

detection for Danish and English languages [18].

All of the above work done has a great significance in the field of NLP. This work has imparted

grounds to peruse the same for local languages and so did by us for a very popular and historical local

language Pashto. This work is focused on the discussed challenge of cyberbullying for a resource

poor language Pashto. Pashto speaking community is the 3rd largest in Pakistan with more than

15% stack and more than 25 million speakers [22]. YouTube is a highly used video website that

contains millions of users around the world [23]. People watch content provided by YouTube and

mostly share their opinion in comments. Pashto speaking community is also seemed quite active on

YouTube. Also, traces of cyberbullying can be sensed from the contents and comments of the Pashto

speakers on the platform of YouTube. YouTube, is the maximum trafficked website after Google.

YouTube contains Trillions of hours of videos and about 2 billion viewers. Pashto speakers fairly

contributes to the viewer’s stack. Similarly, other social media platforms like Facebook also provide

a hot platform for people around the globe to communicate and share their content [24]. Nowadays,

5



TikTok is playing a vital role in the elevating graph of cyberbullying, especially, in Pakistan and

other countries like India [5]. Pashto speakers are also active on the Facebook and TikTok dices.

According to a survey in January 2021, there are about 61.34 million internet users and about 46

million social media subscribers in Pakistan [6]. These numbers increased with rapid rate in past

few years. Since Pashto speaking community is the 3rd largest in Pakistan, therefore, they contribute

fairly to the numbers of social media subscribers. Cyberbullying in Pashto speaking community

is increasing day by day. This is a social disaster for Pashto speaking community and need to be

addressed. Pashto is a resource poor language and has multiple dialects [25, 26]. But people mostly

use English alphabets rather than Pashto alphabets to express their views. Similarly, in Afghanistan,

there are about 19 million Pashto speakers and Pashto is one of the most communicated and official

language [27]. Cyberbullying amongst the people of Afghanistan and Pakistan is also at its peak.

People of Afghanistan also use mostly roman Pashto comments to express their views. Therefore,

considering the utmost requirement for the mitigation of the social disaster of the Pashto speaking

community via an increasing ratio of cyberbullying through social media. We took responsibility to

initiate the war against the social virus in the form of cyberbullying in Pashto speaking community.

We tried our best to formulate an instinctive model to control the virus of cyberbullying in roman

Pashto on social media platforms. We achieved very handsome results for each model we have

suggested in this study and efficiently encountered the belligerent comments in our dataset.
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Chapter 3

METHODOLOGY

The complete proposed model is discussed in this section. Data set collection for Roman Pashto was

the first and challenging task for offensive text classification. After data set collection it was prepro-

cessed to convert it in a structured form. All the HTML tags, links, URLs, unnecessary characters,

and digits were removed from the data. During preprocessing, some stop words e.g., “is”, “he”, “we”

etc. were also removed. Such words are not important because they do not contribute to the clas-

sification of offensive text. After preprocessing of the data set, features were extracted using BoW,

TF-IDF, and sequential model. Four different machine learning classifiers were used on 700 most

frequent features for offensive text classification. A deep learning model was also trained and tested

for classification. The complete pipeline of the proposed model is shown in Figure 3.1.

3.1 Dataset Collection and Preprocessing

A key challenge in this research work was the collection of the Roman Pashto dataset because there

was no such data set available online. A dataset of more than 60,000 documents was duly compiled

by taking the comments in Roman Pashto from social media platforms i.e., YouTube, TikTok, and

Facebook etc. Different types of comments were available on these digital platforms under the video

section or posts. After the collection of roman Pashto comments, they were manually annotated in

terms of offensive and non-offensive documents. We labeled ‘TRUE’ for non- offensive and ‘FALSE’

Figure 3.1: Complete pipeline of proposed model
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for offensive document. Therefore, the results generated in this work are 100% correct and the

accuracy achieved is duly verified, as the annotation was done by reading each document (human

approach and understanding). The labeling approach as mentioned was totally based on personal

understanding and was done as per the content to which each document was posted. Therefore, the

labeling of each document as offensive or not in itself was a challenging task for more than 60,000

comments in the corpus. It is the result of a critical contextual analysis of each document in the

corpus.

Dataset was the key to proceed with the solution model to the subject. Because there was no

such dataset yet available digitally for roman Pashto. We collected roman Pashto comments from

more than 800 videos of YouTube, Facebook and TikTok. We manually collected the data, as there

is no such tool available so far in our knowledge to extract commented data from any social media

platform. After the collection of more than 60,000 commented data, we had a dataset in raw form

consisting of unwanted punctuations, html codes/commands and HTTP links. We applied preprocess-

ing techniques to clear the unwanted content from the dataset. After the successful cleaning of the

dataset, we were left with a dataset of about 60000 comments ready to be labeled. We then manually

labeled the dataset as ‘TRUE’ for non-offensive and ‘False’ for offensive comments. The challenge

of labeling the dataset was fulfilled, each comment was analyzed critically to declare it as TRUE or

FALSE. Our analysis is so deep and precise that we also considered the contexts of each comment.

We had to watch the video content with attention to understand the scenario and theme of the content

being presented in that video. Afterwards, we followed the comments on each video. We thoroughly

examined each comment of the users and their conversations with each other via comments, by doing

such keen and deep analysis of each comment we were able to label the comments properly. More-

over, the labels assigned to each comment were so accurate that it may infer the hidden positivity

inside an apparently negative comment. We are so confident about the labeling, because it was done

by human effort and understanding, based on keen observations.

Besides the cleaning and labeling of the data, we also addressed the repetitions of same comments.

It was done intentionally, so that we could have as unique dataset as we could to enhance the effec-

tiveness and accuracy of our models. Another intention to have as much unique dataset as we can

was to prepare a huge dataset with maximum content. This also helped us to achieve the problem of

various dialects we have for Pashto language, as people use mostly roman Pashto and communicate

in their own dialects. We then applied n-gram technique for feature extraction from the cleaned and

labeled dataset we had by then. We took 700 most frequent and important features from our dataset,

using ‘Bag of Words’ And ‘TF-IDF’ approach. We also applied the sequential data classification

8



Table 3.1: Examples of designing n-grams from roman Pashto sentence

N-grams Roman Pashto
Sentence Aga yaw dala kas dy
Unigram ‘aga’, ‘yaw’, ‘dala’, ‘kas’, ‘dy’
Bigram ‘aga yaw’, ‘yaw dala’, ‘dala kas’, ‘kas dy’
Trigram ‘aga yaw dala’, ‘yaw dala kas’, ‘dala kas dy’

technique and generated the files with same number and features classification. We recorded this data

in Microsoft Excel with ‘.csv’ extension. We applied various machine learning classifiers to build

models for all the generated files. We recorded the model building time and the percentage of cor-

rectly classified instances for each model and did comparison. The comparison tables are mentioned

in up-coming section.

3.2 Character N-gram and Word N-gram

Character N-gram and Word N-gram technique were used for sentence tokenization in a sequence

of words (Word N-Gram) or tokenizing a word in a sequence of characters (Character N-Gram). It

also split the speech into phonemes. Sequenced words were used as features in natural language

processing (NLP) while phonemes are used in Speech processing. It assigned probability values to

the sequenced words or characters which were used for classification. This model can be used for next

item prediction in a sequence and auto completion of sentences. Tokens probabilities were used by

classifiers for text or speech classification. N-Gram technique is further extended into the following

models. An n-gram model is used to predict the next item in a sequence. It’s widely used model in

NLP and one of its uses includes auto completion of sentences. As the title suggests, there are two

types of n-gram models and they are differentiated and explained in tables below.

Features played a vital role in classification of textual data through classifiers. Features could be

extracted from the data under observation and analysis, through various feature extraction techniques.

N-gram technique for features extraction was the most beneficent technique for us that consists of

abutting succession of n words or characters. N-gram technique helps to assign probabilities to the

characters and words in natural language processing. The assigned probabilities are then used by the

classifiers to classify the text.

1. Uni-gram: feature with single character or word is known as uni-gram (n=1).

2. Bi-gram: feature with two contiguous characters or words is known as bi-gram (n=2).

3. Tri-gram: feature with three contiguous characters or words is known as tri-gram (n=3).
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4. Uni+Bi-gram: Combination of uni+bi gram.

5. Uni+Tri-gram: features are combined in uni+tri pattern

6. Uni+Bi+Tri-gram: features are combined in uni+bi+tri pattern

The number of n-grams tokens from a sentence can be calculated as follow:

N-Grams = Y − (n− 1) (3.1)

Where ‘Y’ is the total number of words (or characters) in a sentence and n is the number of

contiguous words (or character). Table 1 shows a sentence with 6 words. It has 6 uni-grams, 5 bi-

grams, and 4 tri-grams. In this work, uni + bi + tri-gram model is used to tokenize all the documents

in the dataset. After the application of the n-grams technique on the data set, the resulting tokens

act as features for data classification. Methods e.g., Bag of Words or TF-IDF are used for assigning

numerical values to extracted features. Where ‘Y’ is the total number of words (or characters) in a

sentence and ‘n’ is the number of contiguous words (or character). Table 1 shows a sentence with 6

words. It has 6 uni-grams, 5 bi-grams, and 4 tri-grams. In this work, uni + bi + tri-gram model is

used to tokenize all the documents in the dataset. After the application of the n-grams technique on

the dataset, the resulting tokens act as features for data classification. Methods e.g., Bag of Words

or TF-IDF are used for assigning numerical values to extracted features. And hence preparing the

dataset for model building through classifiers.

3.3 Feature Extraction and Selection

Using n-gram technique, all the documents in the corpus are tokenized which are used as features for

text classification. These features are selected using three frequently used models i.e., BoW, TF-IDF

and sequential model.

3.3.1 Bag of Words

To attain the information about the frequencies of each feature in the dataset, Bag of Words approach

is the most common technique used to acquire the frequencies for the most important features of the

dataset. Therefore, we also used the same technique to extract the information about the features in

our dataset. According to this approach, the structure of data is lost as it only retains the frequency

related information about the dataset. So, considering the fact as a flare and as per the desired out-

comes of our dataset, it proved very much helpful for us. As we were not interested in retaining the

structure of the document rather frequencies to produce an efficient classification model. One may
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ask that how could we retain the position related information to have the correct structure of each doc-

ument? But the answer to this question is quite simple that we don’t need to keep this information.

This approach could be understood more clearly in a way that for instance we put different objects

in a bag, so we exactly know what we have inside the bag but we can’t retain their position inside

the bag. This is done intentionally as we need frequency related information for all the features of

our dataset. And also, if we try to retain the position information as well, then we would be having

longer chains of data and there will be uniqueness in dataset so the frequency related information

would be lost. Therefore, we considered each labeled comment as single document and classified

each document into maximum possible features. By doing so we got frequencies of each feature

of the very first document in all other documents and so on. We stored this information in excel

with ‘.csv’ extension. After retaining all the possible information about each document’s features of

the whole dataset, we applied the afore mentioned techniques of frequency-based classification and

TF-IDF based classification.

3.3.2 TF-IDF

The frequency-based representation achieved above is converted to TF-IDF representation. And this

is the most helpful representation of data to achieve better results. In this type of representation, we

are actually combining the two parts of representations. TF stands for ‘Term Frequency’ and IDF

stands for ‘Inverse Document Frequency’.

The TF of a feature can be calculated by calculating the ratio of the total occurrence of any feature

in the document to the size of the document. By doing so, we just normalize that frequency value of

that feature (word). Because if a specific document is longer enough then all the words have higher

frequency in that document, doesn’t mean that those words (features) are important rather it means

that due to the higher length of the document, that feature has got good sufficient value.

Therefore, to reduce that difference and to treat longer and shorter documents equally we normalize

the frequencies. The word with higher frequency will have higher TF value. This TF value is then

multiplied by the IDF value of the same word. And it’s calculated by taking log of the total number of

documents (comments) we have in our dataset plus 1 and dividing it by the number of documents that

includes that particular word for which we are going to calculate the TF-IDF value. The mathematical

representation of TF-IDF will be as under;

TF =
Count of t in d

Num of words in d
(3.2)
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TF =
Count of d(t)

N
(3.3)

IDF (t) = Log

[
N

DF + 1

]
(3.4)

TF − IDF (t) = TF ∗ IDF (3.5)

The greater number of documents having that word will reduce the IDF value and hence that world

would have lower significance. This is important to reduce the impact of frequently occurring words

in most of the documents and are known as stop words. Till this point we have removed almost all of

the stop words, but there can be some domain specific stop words that are still left, but their impact

is minimized. So, the frequently occurring words and the stop words are normalized and removed

via TF-IDF approach. We are then left with the words that are significant and having higher TF

and higher IDF values. There are also some words which are rarely found in the dataset and occurs

infrequently, are known as Noise words. Such type of words has also very less or almost no impact

on the results. Therefore, TF-IDF is the most frequently used techniques to normalize data.

3.3.3 Sequential Model

Textual data is considered as time-series data such as weather, or financial data. N-grams technique

tokenizes the text which is converted in vectors using BoW or TF-IDF model. BoW deals with

the frequency of tokens in the document only while TF-IDF deals with words as well as document

frequency and assign less weightage to non-significant words. Both these models are helpful for

further classification using machine learning algorithms, but they do not keep the sequence of words

in the corpus or the order of words occurring in the document. Keeping the sequence or order record

for the words in documents is very important while classification. Sequence information helps in the

prediction of new words, classification of documents with much better, and improved classification

accuracy.

Word Indexed Dictionary

Text cannot be given as direct input to the neural networks because neural networks only accept

numerical data. As the text is the sequence of words, if each word has an integer representation, it

can be converted into a sequence of numbers. After preprocessing, all documents in the corpus are

tokenized in vector forms which are then converted into word indexed dictionary. This dictionary

keeps the sequence information of each word.
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Input Sequence Padding

Neural networks require the input of the same size and shape for both training and testing data. In

the dataset, all the documents are not of the same length. Once all the training and testing data is

converted into vectors, every vector is of variable length. We need to have the training and test-

ing sequences of the same size and shape, so we need to pad the input sequences to the maximum

length. There are two types of padding: pre-padding and post-padding. In pre padding, all the in-

put sequences which are shorter than the maximum length sequence, are padded with zeros in the

beginning. In the case of post padding, the sequences are padded with zeros in the end.

Words Embedding

To present the features of a word, words embedding is used. Word embedding is a form of word

representation that allows words that are used in similar ways to have similar representation. In

embedding, each word is represented as real valued vector in a predefined vector space. A word’s

position within the vector space is learned from the text and is based on the words surrounding the

word when used in the text. Each word is mapped to a real valued vector of high dimension.
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Chapter 4

MACHINE LEARNING CLASSIFIERS

4.1 Naïve Bayes Classifier

As the name depicts, Naïve Bayes classifier operates on the Bayes Theorem with a speculation of

uniqueness among predictors. In general, the classifier speculates that the occurrence of a particular

feature in a class is not related to any other feature of the same class. For example, a fruit may be

considered as banana, if its length is about 6 inches, curved a little bit and yellow in color. Therefore,

even if these properties of the banana fruit may depend on each other or may relate to some other

properties of the same fruit (Banana), each one contributes independently to its probability and that

is why it’s known as ‘Naïve’.

P (c | x) = P (x | c)P (c)

P (x)
(4.1)

where P(c| x) : Posterior probability of class C w.r.t predictor X

P (x | c) : Likelihood probability of predictor w.r.t class

P (c) : Prior probability of class

P (x) : Prior probability of predictor

Using the above formula of Bayes Theorem, the classifier calculates the probabilities of features

‘x’ in a class ‘c’. Building a model based on Naïve Bayes Classifier is quite easy and helpful in natural

language processing (NLP), where we have large datasets. It provides simplicity along with highly

sophisticated classification methods. Besides some benefits like easy and fast to predict the class

of unknown dataset along with multiclass prediction capability with assumption of independence,

Naïve Bayes Classifier has excellent performance and requires less training data. Also, it performs

well for categoric input variables. But occurrence of categoric variables in training dataset is a must,

otherwise it assigns zero frequency to such variables. To avoid zero frequencies, we apply smoothing

techniques and usually it’s been done through Laplace Estimation. It is also known as bad estimator

because assumption of independent predictors is quite impossible in real life and it’s done by Naïve

Bayes while calculating probabilities.
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Figure 4.1: Graphical representation of logistic regression

4.2 Logistic Regression

Logistic Regression being the simplest and frequently used Machine Learning Classifier for data

classification, it’s pretty much easier to implement it as the baseline for any binary classification

problem. Logistic Regression has got some basic fundamental concepts for constructive analysis

in deep learning. Logistic regression formulizes and gauge the association between one dependent

binary variable and independent variables as shown in Figure 4.1. This is very functional regression

method for generalizing binary classification problems. Logistic Regression being efficient for spam

email detection and Diabetes prophesy with more accurate results than linear regression has got our

attention to implement the same algorithm for building an efficient model for the dataset we have to

detect belligerent comments labeled as ‘FALSE’. By implementing the model.

4.3 Support Vector Machine

Support Vector Machine (SVM), being supervised machine learning algorithm it is widely used these

days for classification and regression challenges. It has got influence in mostly segregation problems.

To understand the functionality of SVM, we have presented few figures below. The figure 4.2 depicts

that each data item is plotted in n-dimensional space (where ’n’ represents the number of features).

And every data item known as feature of the specific dataset has got an associated value of a partic-

ular coordinate. After plotting each data item in n-dimensional space, here comes the classification

challenge of the two classes of data. To address this problem of segregation, we need to find a suit-
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Figure 4.2: Visualization of Support vector machine [1]

able hyper-plane. The hyper-plane identification has its own principles for accurate segregation of the

two classes. It should accurately bisect the data items belonging to each class. It should have maxi-

mum ‘Margin’ from each data item of both the classes, as shown in figure ??. But SVM selects the

hyper-plane which completely bisects the two classes prior to maximizing the ‘Margin’. Sometimes

linear segregation is not possible; therefore, an additional feature is introduced by the SVM to solve

the riddle. The feature helps to maximize low dimensional input space to a higher dimensional input

space i.e., it converts a non-separable problem to a separable problem and is useful for non-linear

segregations. SVM uses ‘Kernel trick’ to perform such segregations.

z = x2 + y2

Where z is the additional feature that is introduced here via kernel trick. SVM works tremen-

dously with clear margin of separation and high dimensional spaces. It is effective for cases with

greater number of dimensions than the number of samples. It works with a subset of training points

in the support vector and hence, it is also efficient in memory utilization. Besides all these benefits,

SVM has got some limitations as well and they may include its less efficient performance with large

datasets due to higher training time requirements. It is also less efficient with noisy datasets contain-

ing overlapping target classes. And last but not the least, SVM does not perform direct probability

estimation and uses the expensive five-fold cross-validation to calculate these probabilities.
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Figure 4.3: General classification hyperplane representation of SVM algorithms [1]

4.4 Random Forest

The most efficient among all the discussed above classifiers in our case is ‘Random Forest’. It is a

flexible and easy to use algorithm that generates excellent results even without parameter tunning.

Its simplicity and diversity are so attention grabbing, that most of the researchers prefer to use it the

most for segregation of classes of data and regression challenges.

Random Forest being supervised learning algorithm, builds an ensemble of decision trees usually

trained with bagging method. The idea behind bagging technique is that the concatenation of learning

models enhances the overall results. Therefore, random forest builds versatile decision trees and link

them together in a way to achieve accurate and stable estimation. It is very helpful to measure the

relative influence of each feature on estimation. We have different available tools which are provided

by SKlearn to help us determine the importance of a feature by just looking to the number of nodes

that uses it and reduce impurity across all trees in the forest.

4.5 Deep Learning Classifier

For a huge amount of data in datasets, deep learning models are performing in terms of data classifi-

cation and prediction. Input data can be of type image, text, or speech, etc. Recurrent neural network

(RNN) emerged as efficient learners of sequential data. As the text is the sequence of words and pre-

serving sequence is very important to interpret the actual context of the text, RNN based models are

most suitable for text analysis [28, 29]. RNN’s are suitable for sequential data because, unlike other
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Figure 4.4: LSTM Repeating module structure [2]

neural networks where all the inputs are independent of each other, in RNN inputs are interrelated.

Although RNNs are very powerful for learning sequences, they are practically vulnerable to vanish-

ing gradient problem [30]. Vanishing gradient problem means RNN fails to remember the things in

long past. It is possible that the sentiment of a document can highly rely on the beginning portion of

the text. So, it can lead to the misclassification of the text document as simple RNN cannot remem-

ber the long-term dependencies. To handle the vanishing gradient problem, an improved variant of

simple RNN is developed which is called LSTM [28].

4.6 Long Short-Term Memory

Long Short-Term Memory (LSTM) is a variant of RNN, a class of deep neural network (DNN).

LSTMs are capable of handling long term dependencies [29]. They were introduced by Hochreiter

Schmidhuber (1997) and were refined and popularized by many people [30]. A beauty of LSTMs is

remembering things for long term which traditional RNN can’t handle properly [31]. In LSTMs there

is a concept of memory cells that uses gates to keep or throw away information. The gates are named

as forget gate, input gate, and output gate. Layers of neural networks such as sigmoid and tanh are

used in the cell architecture as shown in Figure. 4.4 [32].

Where Xt is the input of LSTM block at current time stamp. Output of hidden layer ht is calculated

as follows

ft = σ(wf [ht−1, Xt] + bf ), (4.2)

it = σ(wi [ht−1, Xt] + bi), (4.3)
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Ot = σ(wo [ht−1, Xt] + bo), (4.4)

Ct = ft ∗ Ct−1 + it ∗ tanh (wc [ht−1, Xt] + bc), (4.5)

ht = Ot ∗ tanh (Ct), (4.6)

where ft is forget gate, it is input gate and Ot is output gate. ht-1 is the output of previous hidden

state. Ct-1 and Ct are previous and current cell memories. wf, wi and wo are weight matrices for

different gates while bf, bi and bo are bi as vectors for these gates. σ is the sigmoid activation

function which results in either 1 or 0 and tanh is the hyperbolic tangent activation function for neural

network layer. The input Xt and ht-1 are given to all the three gates. Forget gate will throw away

the unnecessary information while the input gate layer decides which values needs to be updated

and kept. Based on this information, old cell state Ct-1 is updated into new cell state Ct by using

multiplication and addition operations. Final output is based on updated cell state but will be passed

through a sigmoid function which will decide which part of cell state are going to be the part of

output.

In this research work, bidirectional LSTM model is used. BLSTM networks uses 2 hidden layers

i.e., a backward hidden layer and a forward hidden layer [5]. Each layer works as same LSTM layer,

but they bring bidirectional memory for the network. BLSTM network passes information in 2 ways

i.e., from past to future and from future to past as shown in Fig. 4.5. Thus BLSTM is the proper

solution having stronger memory to store all the useful features both previous and future with high

precision. Keeping a record of the sequence of words in any document is very important in NLP for

better classification, contextual analysis, and future prediction. For this purpose, a sequential model

of the data set using words embedding is developed. For data classification, a deep learning-based

model using BLSTM (Bidirectional Long Short-Term Memory) and dense layers is used. 64 nodes

in the BLSTM layer with 0.2% dropout followed by 64 nodes in the dense layer is used. ReLU

(Rectified Linear Unit) activation function is used for dense layer nodes while for the output layer,

the Sigmoid activation function is used. The sigmoid activation function is used at the output layer

for binary classification. Before BLSTM, a dropout layer has also been introduced in the model to

minimize the overfitting problem. It randomly ignores certain neurons in each iteration which may

be considered in the next iteration. Table 4.1 shows the summary of the compiled model.
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Figure 4.5: General classification hyperplane representation of BLSTM algorithms

Table 4.1: Parameters set for BLSTM

Layer(type) Output Shape Param
Embedding (None,260,64) 1431808

Spatial dropout1d (None,260,64) 0
Bidirectional (None,128) 66048

Dense (None,64) 8256
Dense1 (None,1) 65
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Chapter 5

RESULTS DISCUSSION

In this work, four different machine learning algorithms and a deep learning model are used to classify

the offensive roman Pashto words. The two main approaches are named BoW and TF-IDF for feature

extraction. Both these approaches use N-Gram words but cannot keep the sequence information of

words. We have used Tri Gram (uni +bi+ tri) words as features. After pre-processing of the dataset,

its features were extracted using count vectorizer and TF-IDF vectorizer methods. Most frequent

features ranging from 100 to 1000 are extracted and stored it in different .CSV (comma separated

values) files. For experimental results, publicly available open-source software WEKA is used. The

algorithms are evaluated for all the features and it was found out that the accuracy of all the algorithms

were converging for 650 features, so we sed 700 most frequent features as standard for performance

analysis.

Metric used to evaluate the performance of the proposed classifiers are accuracy, precision, and

F-measure using 10-fold cross-validation.

5.1 Performance Comparison of Traditional/ Shallow Classifiers

Experimental results show that the smallest value of accuracy has been achieved from Naïve Bayes

algorithm for both BoW and TF-IDF approaches. Its accuracy value converges at 80.7% for BoW

and 73.7% for TF-IDF. An advantage of this algorithm is that it takes less time to build the clas-

sification model. SVM has performed very well as compared to Naïve Bayes and its classification

accuracy for BoW converges at 92.76% as shown in figure 5.1. The TF-IDF gives an accuracy value

of 93.05%. For both cases, SVM takes much more time to build the classification model. Logistic

regression gives an accuracy of 93.16% for BoW and 93.63% for TF-IDF as shwon in figure 5.2. For

Table 5.1: Accuracy comparison of different classifiers using BoW

Classifiers
Performance Precision F-Measure Accuracy

Naïve Bayes 85.3 % 80.0 % 80.77 %
Logistic 93.2% 93.2% 93.16%
SVM 93.4% 93.2% 93.18%
Random Forest 94.1% 94.1% 94.07%
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Table 5.2: Accuracy comparison of different classifiers using TF-IDF

Classifiers
Performance Precision F-Measure Accuracy

Naïve Bayes 84.9% 78.8% 73.99%
Logistic 93.7% 93.6% 93.63%
SVM 93.5% 93.4% 93.39%
Random Forest 94.0% 93.9% 93.90%

Table 5.3: Performance comparison of different classifiers

Classifier
Performance Precision F-Measure Accuracy

BLSTM 97.22% 97.217% 97.217%
Naïve Bayes 85.3 % 80.0 % 80.77 %
Logistic 93.2% 93.2% 93.16%
SVM 93.4% 93.2% 93.18%
Random Forest 94.1% 94.1% 94.07%

classification model building, it takes half the less time than SVM. Random Forest outperforms all

other algorithms in terms of accuracy, precision, and F-measure value. Its classification accuracy is

94.07% for BoW and 94.09% for TF-IDF. Its accuracy value is slightly higher, and it also takes less

time for classification model building compared to logistic regression.

It is concluded from results analysis that Random Forest has given better results for the classi-

fication of offensive documents as compared to all other machine learning algorithms used in this

research work. Tables 3 and 4 show a comparison of accuracy, precision, and F-measure value for

all the algorithms for standard 700 features. Both BoW and TF-IDF have used tri-gram words for

words vectorization and features extraction. Words sequence of occurrence in documents is not be-

ing considered. For words sequence, a sequential model with a deep learning algorithm is used for

classification as shown in figure 5.3 and table 5.3.
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Figure 5.1: Performance comparison of classifiers with BoW

Figure 5.2: Performance comparison of classifiers with TF-IDF

Figure 5.3: Overall performance comparison
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Chapter 6

FUTURE WORK AND CONCLUSION

This thesis proposes an offensive text detection model for the roman Pashto language. To the best of

our knowledge, no dataset for the roman Pashto language is available online. The dataset is compiled

by gathering the comments from YouTube, Twitter, and Facebook. A total of 60 thousand comments

were gathered for the creation of the roman Pashto corpus. One of the main contributions of this

work is the collection and compilation of the roman Pashto dataset. The corpus created will be made

available for the researcher working in this domain. Both sequential and non-sequential models are

used for offensive language detection. For the non-sequential model, 2 approaches named BoW and

TF-IDF were used. Both methods use word n-grams as features. Four different machine learning

classifiers were trained and tested. Naïve Bayes classifier took less time to build the model, but its

classification accuracy was less than others. Logistic regressing took more time to build the model

and it gave better accuracy than Naïve Bayes. Random Forest outperformed all the 4 classifiers with

an overall accuracy of 94. 07%. To have a more accurate model for offensive text detection we

also built a sequential model and used the deep learning algorithm BLSTM for classification. The

overall highest accuracy of 97.21% is achieved using BLSTM. The corpus created in this work is

made available to the researchers working in this domain. In the future, I am planning to collect the

same amount of data in Unicode script for automatic detection of Pashto language.
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