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Abstract 

 
 

The iron melting furnaces are the most energy-consuming equipment of the iron and 

steel industry. The energy efficiency of the furnace is affected by process conditions 

such as the inlet temperature, velocity of the charge, and composition of the charge. 

Hence, optimum values of these process conditions are vital in the efficient operation 

of the furnace. Computational methods have been very helpful in the optimum design 

and operation of process equipment. In this study, a first principle (FP) model was 

developed for an iron-making furnace to visualize its internal dynamics.  To minimize 

the large computational time required for the FP-based analysis, a data-based model, 

i.e., Artificial Neural Networks (ANN), is developed using data extracted from the FP 

model. The ANN model was developed using data sets comprised of the values of 

temperature of the charge and gasses, velocity, concentration of the oxygen, pressure, 

airflow directions, energy and exergy profiles, and overall exergy efficiency of the 

furnace along with its height. The ANN model was highly accurate in prediction and is 

suitable for real-time implementation in a steel manufacturing plant. 
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Chapter 1  

 

Introduction 

Overall country’s economic development depends upon the development of the Iron 

and Steel manufacturing sector of the country [1]. It reflects the infrastructure 

development capability of any country. It has been observed by various studies that 

about 5 percent of the total energy consumed around the globe is utilized by the Iron 

and steel sector [2-6]. A continuous steel making process includes three major 

processes named Iron making followed by steel making and post-processing like 

shaping, coating, and other treatments. The steel making process mainly depends upon 

the reduction of iron from its ore. This process is performed in different ways in which 

reduction through blast furnace is the most common and widely used method. Other 

process includes gas-based reduction, coal-based reduction, and electricity-based 

reduction. These methods are applicable in the areas where iron ores and coal have not 

much quality to be treated in the Blast Furnace. These methods are also considered 

where the inexpensive natural gas reserves are of much abundance and the quantity 

required is much lower. For intensive production, a large demand for iron, the only 

solution is a blast furnace.    

While considering the global consumption of iron, about 94 percent of the iron is 

produced through Blast Furnace. Figure 1 shows the study performed by World Steel 

Organization in 2012 summarizes that about seventy percent (70 %) of the total steel 

produced globally is done through the blast furnace- oxygen method of steel making 

[7].  

 

Figure 1.1: Iron Making Techniques and Share Globally (Steel Statistical Yearbook and 

World Steel Organization 2012) [8] 

94%

6%
Iron produced by Blast
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Pakistan being a developing country also requires enhanced Iron and Steel 

production. The recent statistics regard the country to be more dominant in the 

industrial sector as well. During the fiscal year 2016 - 17, the industrial sector has 

contributed 18% of the GDP which is 2% more than that of the agricultural sector. 

This also increases the country’s overall energy demand as well. From 1996 to 2007, 

the energy consumption of Pakistan has been increased by 1.44 quadrillion BTU 

having an average annual rate of increase of 3.38 % [9]. By the statistical data 

collected annually, it is always evident that the energy requirement by the industrial 

sector has always been greater than that of agriculture. In 2015, the total energy 

supply was 93.91 million tons of oil equivalents (TOE), within which 23.77 percent 

of energy was consumed by industries and 0.98 percent was utilized by agriculture. 

Within the industrial sector, Iron and steel manufacturing units are contributing 

64.4% of the sector’s contribution towards GDP or 13.45% of total GDP thus; 

improving energy consumption in this sector would effectively decrease the energy 

deficit of the country.  

  

(a) (b) 

Figure 1.2: (a) GDP breakdown of Pakistan 2016-17, (b) Energy breakdown of Pakistan 

2016-17 [10] 

 

The energy consumption by different processes within the Iron and Steel 

manufacturing setup is summarized in figure 1.3. It is much evident from the graph 
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that most of the energy is utilized during the melting of the metals. This reflects the 

importance of the improvement of energy efficiency and optimization of the Blast 

furnace which is directly involved in the melting of iron in the Iron and Steel industry. 

 

 

Figure 1.3: Energy consumption breakdown of a typical Foundry 

 

With the development of the concept of energy analysis, it is much helpful to develop 

an artificial but similar environment as that of original process geometry. This concept 

helps to solve such problems in less time as well as avoid frequent operational 

iterations of the process. Using artificial intelligence tools on the modelled data helps 

to study the operation for different conditions and parameters hence helps in predictive 

analysis of the process easy. 

In this work, exergy analysis of the main component of Iron manufacturing i.e. Blast 

furnace for melting is modelled in MATLAB. Using the data from the literature, the 

model of the furnace was developed. The dimensions and operating parameters were 

taken from the literature. The cross-section of the blast furnace is shown in figure 1.4. 

During the reduction of iron from iron oxide, the charge undergoes a series of 

reactions. The iron ores along with coke and fluxes as fuel are introduced from the 

furnace top while the blast of hot air is introduced in the furnace through the set of 

tuyers along the circumference of the furnace at the bottom. The iron ore introduced 

from the top undergoes a series of reactions to give iron at the bottom with slag floating 

over it which is collected separately. 

55%
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Figure 1.4: Blast Furnace Diagram [11] 

1.1 Thesis Outline 

Basic theoretical concepts, reaction kinetics, exergy, and ANN architecture are 

discussed in Chapter 1. Literature survey explaining the use of MATLAB and ANN 

in various previous works and objectives are explained in Chapter 2. The methodology 

of simulation in MATLAB and steps of Modeling in MATLAB with the procedure of 

ANN are discussed in detail in Chapter 3. Results are presented and validated in 

Chapter 4. While in the end the conclusive comments and future recommendations 

regarding this project are given after chapter 4. 

 

1.2 Theoretical Background 

1.2.1 Iron making Process in Blast furnace 

The process of Iron production includes three continuous reduction reactions of Iron 

oxides within the BF. As preheated air enters the furnace from the bottom, it reacts 

with the coal introduced from the top of the furnace, producing carbon mono-oxide 

(CO). These sets of reactions have a specific heat of formations represented below 

along with the reactions [12].  

𝐶(𝑠) + 𝑂(𝑔)  = 𝐶𝑂(𝑔)            (1.1) 

          ∆𝐻𝑓 = −99𝐾𝐽/𝑀𝑜𝑙 
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 This carbon mono-oxide reacts with the feed oxide and reduces it into ferrous Oxide 

(FeO). In the final reduction of Iron, this ferrous oxide is further reduced into Iron 

producing Carbon dioxide (𝐶𝑂2) as by-product. 

3𝐹𝑒2𝑂3(𝑠) + 𝐶𝑂(𝑔)  = 2𝐹𝑒3𝑂4(𝑙) + 𝐶𝑂2(𝑔)      (1.2) 

 ∆𝐻𝑓 = −52.869 𝐾𝐽/𝑔 − 𝑀𝑜𝑙 

𝐹𝑒3𝑂4(𝑙) + 𝐶𝑂(𝑔)  = 3𝐹𝑒𝑂(𝑙) + 𝐶𝑂2(𝑔)                                        (1.3) 

∆𝐻𝑓 = −36.25 𝐾𝐽/𝑔 − 𝑀𝑜𝑙 

𝐹𝑒𝑂(𝑙) + 𝐶𝑂(𝑔)  = 𝐹𝑒(𝑠) + 𝐶𝑂2(𝑔)        (1.4) 

   ∆𝐻𝑓 = −17.305 𝐾𝐽/𝑔 − 𝑀𝑜𝑙 

During this process, the limestone is also added as flux along with iron oxide from the 

top to remove the impurities. Calcium Carbonate (𝐶𝑎𝐶𝑂3) undergoes dissipation 

reaction and splits into Calcium Oxide (𝐶𝑎𝑂 ) and Carbon dioxide (𝐶𝑂2). This calcium 

oxide (𝐶𝑎𝑂 ) reacts with the impurities present in the charge materials like Silica 

(𝑆𝑖𝑂2) to form Calcium Silicate (𝐶𝑎𝑆𝑖𝑂3) commonly known as slag which is collected 

from the bottom of the furnace. The molten metal being highly dense remains down 

while slag, less dense, floats and is being collected separately. 

𝐶𝑎𝐶𝑂3(𝑠) = 𝐶𝑎𝑂(𝑙) + 𝐶𝑂2(𝑔)                                                                                   (1.5) 

𝐶𝑎𝑂(𝑙) + 𝑆𝑖𝑂2(𝑠)  = 𝐶𝑎𝑆𝑖𝑂3  (𝑠)                                                                               (1.6) 

 

Figure 1.5: Reaction zones within BF with Temperature [13] 
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Designing a blast furnace is yet not an easy task to perform. It requires a lot of 

parameters to be accounted for while modelling blast furnaces in any modelling 

software. Modelling a full-scale furnace is tedious as it requires much time and high-

performing operating systems. So, it is easy and feasible to model a small-scale furnace 

with the same reaction kinetics. These small-scale furnaces are often regarded as 

cupollette. The main objective of this research is to obtain the same processes inside 

the furnace to develop a predictive tool afterward.  

 

1.2.2 Types of Furnaces 

The furnaces producing Iron can be divided into three types based on their production 

capabilities which affect the required height of the furnace according to the 

requirement. For having production of about tones per hour, the furnace of height 

about 20-30 meters is used. These furnaces are regarded as blast furnaces. These 

furnaces need to be run continuously unless their interior lining wears off which calls 

for a shutdown. 

The second and third iron making furnaces are not required to be run continuously and 

can be shut down when the required amount of iron is produced. Their geometries are 

different in the way that they have straight rectangular geometry and do not have and 

bulge as in the blast furnace. The height is the major difference while other geometrical 

aspects are scaled down according to the size but are beyond the scope of this work. 

This helps to have the same geometry according to the requirement as shown in figure 

2.2. Figure 2.3 highlights the different types of furnaces. 

 

Figure 1.6: Different types of furnaces Blast furnace (left), Cupola (Middle), Cupollette 

(right) [14] 
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1.3 Reaction Kinetics of Iron Formation Process in Blast Furnace 

Usually, a spherical pellet is used in mathematical modeling due to its simple 

geometry. So, a similar pellet can be used while studying Iron oxide reduction by CO 

[12]. In this section, the shrinking core mode1which was developed in the study of 

pellet reduction is briefly reviewed. Rate controlling steps and values of rate constants 

reported in the literature are discussed. 

 

Figure 1.7: Process flow diagram of Blast furnace [15] 

 

1.3.1 The reduction of a single oxide particle  

The reduction of the oxides can be studied by considering a suspended spherical 

sample of the oxide in the gas with known temperature and composition flowing with 

typical velocity. In this way, the weight loss can be monitored. The weight loss data 

for the oxide is analyzed by performing experimentation for three different conditions 

which include isothermal, solid/solid interface reaction where solid/gas reaction is 

occurring, and specimens with high density [16, 17]. Figure 1.5 represents the single 

oxide reduction of Iron. 
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Figure 1.8: Reduction of Single Oxide [12] 

It can be observed in the figure that the system of iron oxide reduction consists of three 

phases which include the unreacted solid reactant in the core, the porous layer of iron 

as solid, and the gaseous phase as the outermost layers. During reduction, oxygen is 

removed from the wustite at its interface with iron which results in weight loss. This 

process involves the following steps:   

a. Reactant transport from bulk to the external surface of the particle i.e. CO to 

the Iron core. 

b. Diffusion of the reactant from middle porous surface to the core i.e. CO 

transport to the Iron/wuistite interface. 

c. Reduction of the core by reactant to the pure core and by-product (i.e., wuistite) 

converts into Iron producing carbon monoxide (CO) as a by-product. 

d. Diffusion of by-product out from porous layer i.e. CO diffusion. 

e. Transport of by-product to the bulk gas (i.e., CO) transport 

These steps can be mathematically represented as [18], 

  

i. Transfer of mass through gaseous film in steps "a.” and “e.” (i.e., the molar 

flux of reactant (CO) from bulk to gas phase) is given by: 

                ṅ𝐶𝑂
𝑚 = −ℎ𝐶𝑂 . 4 𝜋 𝑟𝑂

2(𝐶𝐶𝑂
𝑏 −  𝐶𝐶𝑂

𝑂 )                     (1.7) 

 

Similarly, the molar flux the other way around can be given by, 

ṅ𝐶𝑂2

𝑚 = −ℎ𝐶𝑂2 . 4 𝜋 𝑟𝑂
2(𝐶𝐶𝑂2

𝑏 −  𝐶𝐶𝑂2

𝑂 )                                                           (1.8) 

where, 

 ṅ𝑪𝑶
𝒎  = molar flow of CO from bulk to the exterior in mole/s, 

Gas Film 
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 ṅ𝑪𝑶𝟐

𝒎 = molar flow of CO from exterior to bulk gas in mole/s, 

𝒉𝑪𝑶 = mass transfer coefficient of Carbon monoxide in m/s, 

 𝒉𝑪𝑶𝟐 = mass transfer coefficients for Carbon dioxide in m/s, 

𝑪𝑪𝑶
𝒃  = Carbon monoxide concentration at the bulk phase in mole/ m3, 

  𝑪𝑪𝑶
𝑶 = Carbon monoxide concentration at exterior in mole/ m3, 

𝑪𝑪𝑶𝟐

𝒃 = Carbon dioxide concentration at the bulk phase in mole/ m3, 

 𝑪𝑪𝑶𝟐

𝑶 = Carbon dioxide concentration at exterior in mole/ m3. 

ii. In steps “b.” and “d.”, the molar flows of carbon monoxide (CO) and carbon 

dioxide (CO2) given by ṅ𝐶𝑂
𝑚  and ṅ𝐶𝑂2

𝑚 respectively are calculated by 

diffusion from the porous layer as, 

ṅ𝐶𝑂
𝐷  = -DeffCO 4π 𝑟𝑖

2  
𝜕 𝐶𝐶𝑂

𝜕 𝑟
                (1.9) 

ṅ𝐶𝑂2

𝐷  = -DeffCO2 4π 𝑟𝑖
2  

𝜕 𝐶𝐶𝑂2

𝜕 𝑟
              

(1.10) 

where, 

DeffCO = Effective diffusivity of carbon monoxide in m2/s 

DeffCO2 = Effective diffusivity of carbon dioxide in m2/s 

iii. In step “c.”, the removal of oxygen from FeO interface with Fe is considered 

to be a first-order reversible reaction with reaction represented as, 

ṙ𝑜 = −𝑘 4 𝜋 𝑟𝑖
2(𝐶𝐶𝑂 −  𝐶𝐶𝑂2

𝑂  /𝐾𝑒) )            (1.11) 

where, 

ṙ𝐨 = Oxygen removal rate in mole/s, 

𝐤 = reaction rate constant in m/s, 

𝑲𝒆 = equilibrium constant of the reaction. 

 

1.4 Exergy 

 

The term exergy was coined in 1956 by Zoran who combined the meaning of two 

Greek words ‘ex’ and ‘ergon’ which when combined means “from work”. Exergy 

can be well illustrated and defined by the statement, 

The amount of possible work is obtainable by bringing a matter from its initial state 

through a reversible process to a condition of thermodynamic and chemical 

equilibrium with the reference environment referred to as a dead state [19]. 
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Exergy quantifies the actual amount of work so it can be set as a defining standard. 

The energy losses due to the irreversibility of a real system appear in the entropy form. 

While Entropy is the unavailable amount of thermal energy present in the system to 

do work so, the relation between exergy and entropy production is shown by the 

thermodynamics second law [20]. Hence, the generation of entropy links directly to 

the loss of exergy leading towards degradation or loss of exergy in any real-time 

process. However, it is much desirable in any process to have maximum exergy output 

from the input provided to the system. 

 
 
 

 

Figure 1.9: Interaction of energy, entropy, and exergy 

 

1.5 Reference Environment 
 

In this reference environment, there must be no difference in the values of temperature, 

pressure, kinetic, potential, and chemical potential energy among each of the 

components of the reference environment. In literature, a lot of reference environments 

have been discussed while the reference environment in this work states following 

standard values, 

Standard temperature = To= 298.15 K 

Standard pressure = Po= 101.325 kPa 

The standard values used are stated by Szargut et. al [21]. 

Any thermodynamic body or component when brought to equilibrium with the 

environment, it requires full thermodynamic equilibrium with it which includes 

thermal, chemical, and mechanical as well. 

 

 



11 

 

1.6 Exergy Balances 

 

The Exergy study is governed by the first and second law of thermodynamics. The 

first law of thermodynamics describes that energy can never vanish; while the second 

law of thermodynamics states that heat energy cannot be fully brought into service 

when it is involved with the real system. The wasted energy appears in the form of 

entropy due to the irreversibilities of the processing system. The relation of energy, 

exergy, and entropy is shown in Figure 2.5. 

The energy flowing in and out are equal in amount, as stated by the first law of 

thermodynamics; on the other hand, the quantity of entropy moving out is larger than 

the moving in according to the law of entropy increase. The quantity of exergy moving 

out is lesser than the moving in. This is due to a portion of exergy is lost within the 

system due to irreversibilities that appear in the form of entropy. 

A mathematical model of exergy is given by the following equation [18]. 

Eex(Tot) =  K.E +  P.E + ( h - h0  ) –T( S - So ) + Eex(chem) (1.12) 

E +H = Work (1
st

 law of thermodynamics) 

S = Sgen (2
nd

 law of thermodynamics) 

The first three terms of the total exergy equation (i.e. 1.12) are the portion represented 

by the first law of thermodynamics while the fourth term is the portion represented by 

the second law of thermodynamics. It can be observed that the exergy equation 

includes the first as well as the second law of thermodynamics to find the maximum 

amount of work attainable from a system. 

 

 

Figure 1.10: Inflow and outflow of energy, exergy, and entropy through a system 

Entropy 

Energy 

Exergy 
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1.6.1 Components of Exergy 

 

If the stream under consideration is free from nuclear, electricity, magnetism, and 

surface tension, the exergy of the stream can be divided as, 

 

E=EK + EP + Eph + EO (1.13) 

where, 

E = total molar exergy,  

E
K

 = molar kinetic exergy, 

E
p
 = molar potential exergy,  

E
Ph

 = molar Physical exergy, 

E
o
 = molar Chemical exergy [22]. 

The amount of useful work attainable while bringing the component of the system to 

the dead state from the initial state via reversible process regarding the reference 

environment is the total exergy [23]. 

The thermo-mechanical part of the total exergy represents the Physical exergy. It is 

the amount of work to bring the component or material to a dead state at reference 

environment (To, Po) from the original or initial state (T, P) under thermodynamic 

conditions via a reversible path [24]. 

Mathematically, molar physical exergy can be written as, [19] 

𝐸𝑃ℎ = 𝑅𝑇𝑜 ∑ 𝐶𝑝𝑖
𝑚𝑒𝑎𝑛𝑛

𝑖=1  (𝑇𝑖 − 𝑇𝑜 − 𝑇𝑜 ln (
𝑟𝑖

𝑟𝑜
))              (1.14) 

𝐶𝑝𝑖
𝑚𝑒𝑎𝑛 = ∫ 𝐶𝑝𝑖 𝑑𝑇

𝑇2

𝑇1
                 (1.15) 

𝐶𝑝𝑖 (
𝑗

𝑚𝑜𝑙.𝐾
) =  𝑎𝑖 +  𝑏𝑖𝑇 +  𝑐𝑖𝑇2 + 𝑑𝑖𝑇3               (1.16) 

where, 

ai, bi, ci, di = heat capacity coefficients at each point of furnace, 

R = ideal gas constant at each point of furnace, 

Pi= Partial Pressure of each component at each point of the furnace, 

Ti = Temperature of each component at each point of furnace [25]. 

 

The maximum attainable work from any matter, while bringing it from initial thermos-

mechanical as well as chemical equilibrium to the dear reference state is defined as 

chemical exergy [25]. 
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 Mathematical representation of chemical exergy of a component stream is given as; 

𝐸𝑐ℎ =  ∑ 𝑉𝑖Ḡ𝑖(𝑅𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠)𝑛
𝑖=1 −  ∑ 𝑉𝑖Ḡ𝑖(𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠)𝑛

𝑖=1            (1.17) 

Ḡ𝑖 =  𝐺𝑓
𝑜 + { Ḡ𝑖(𝑇,𝑃) −    Ḡ𝑖(𝑇𝑜,𝑃0) }                 (1.18) 

The kinetic and potential exergies fully represent the ordered forms and hence are all 

fully convertible into work. Kinetic and Potential exergies can be represented with 

respect to the reference environment in the equation below as [22]; 

𝐸𝐾 = 𝑚𝑜 
𝑐𝑂

2

2
                 

(1.19) 

𝐸𝑃 = 𝑚𝑜 𝑔𝐸  𝑍𝑜                 (1.20) 

where; 

mO = mass flow rate of the bulk stream, 

CO= Bulk velocity, 

ZO= Altitude above sea level. 

 

1.7 Artificial Neural Network (ANN) Modelling 
 

1.7.1 ANN background 

 
ANN is a set of neurons working together to predict the output of a typical process 

computationally. It receives data in the form of input which is stored in the form of 

scaled inputs in a neuron, makes its independent calculations, and finally predicts 

the output of the process [26]. Weight is assigned to each neuron regarded as an 

autonomous identity, a bias term, and a transfer function. For instance, the 

computation of a single neuron is shown in figure 1.11 below, 
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Figure 1.11: Single Neuron’s Computation depiction 

It can be observed from the figure that the output of ANN is calculated by adding 

up the products of every input’s scaled values and weight to which bias value is 

added. This value is then applied to the transfer function which is selected according 

to the process. For instance, the ‘log sigmoid function’ is used as a transfer function 

in figure 1.11. The final output computed from the ANN can be given by the 

equation 1.21. 

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝑆[𝑐𝑗 +  ∑ (𝑎𝑖𝑗𝑥𝑖)]𝑖=𝑛
𝑗=1               (1.21) 

where; 

𝑎𝑖𝑗  = weight of each scaled input variable, 

𝑐𝑗= Bias factor of jth neuron, 

𝑥𝑖= Scaled input. 

 

1.7.2 Training and Testing architecture of ANN 

 

Usually, by the architecture, the ANN is divided into three layers named input, 

hidden, and output layers. Hence, figure 1.11 can be summarized in figure 1.12 as, 
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Figure 1.12: Architecture of ANN [27] 

Once the architecture is well understood, the model for ANN is trained for the 

known inputs and output values. During the training of the ANN, the model 

continuously assigns values to the neuron until it reaches the desired allowable error 

in bias factor and hence, a good relationship is established between input and output 

data. The data obtained from the process is usually divided into two subsets 

randomly. One of the subsets is used for training the model while the other set helps 

in validating the model. Basherr et al. [28] discuss the architecture of the ANN in 

detail. 
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Chapter 2 

 

 

Literature Review and Objectives 
 

 

This chapter presents the literature review of the blast furnace modeling, exergy 

quantification, use of the artificial neural network for prediction of its parameters and 

the objectives of this research. 

 

2.1 Modelling of a blast furnace 

 
The literature indicates work by Dong et al [29], Dmitriev [30], and Jin et al [31] in 

the field of mathematical modelling of the Blast furnace. Dong et al concluded that 

burden distribution is related with the furnace efficiency and its stable operation as 

well [29]. Dmitriev explained the two dimensional modeling of BF in a book. He 

categorized the mathematical models and use of complex mathematical models for 

commercial uses as well [30]. Junpeng [31] used fuzzy logic to improve the quality of 

molten steel produced by the furnace. Sun et al [32] also worked for hybrid model for 

data driven blast furnace gas prediction. Mahanta et al modelled blast furnace noisy 

data set for its energy optimization [33]. Similarly, Saxén et al predicted silicon content 

in the hot metal using data based model of the blast furnace [33]. The study by Zhou 

et al. also helped in prediction of molten iron quality indices in the BF [34]. Zhou et 

al [35] also used nonlinear subspace modeling for prediction and control of the molten 

metal through the blast furnace. Modeling of the furnace and prediction through the 

model is a unique futuristic approach for numerous process equipments. The hybrid 

approach of prediction of the process based upon FP model is significant to have 

process insight and change process accordingly. While the grey box or data driven 

models are unaware of the process insight and hence the process operational and 

geometrical parameters cannot be changed if required while optimizing.  

 

Using MATLAB as a computational fluid dynamics tool is much handy as compared 

to other simulation soft wares as most of the process parameters and variables remain 

in hand and are easy to change for the user. It also helps to use numerous optimizations 

as well as predictive tools built in the MATLAB for the process as well and hence the 

difficulty of interfacing different soft wares is overcome.  Various researches can be 
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found in the literature following this trend. For example, Acosta-Herazo et al. [36] 

performed MATLAB-based simulation and modeling of the photocatalytic reactor. 

They found the graphical user interface of MATLAB to be more user-friendly and 

efficient to solve such complex problems for environmental problems. Ismail et al. 

[37] used MATLAB as a simulating tool to model the production of hydrogen through 

the photovoltaic cell and validated their results as well. Prades et al. [38] used 

MATLAB to model the transport phenomenon in a biofilm reactor in two dimensions. 

They validated the results obtained from their study with the results of the same 

scenario in ANSYS Fluent and found the results to be much comparable. Logist et 

al.[39] provides detailed guidelines for modeling chemical processes involving non-

linear convection reaction-diffusion partial differential equations (PDE’s). They also 

modelled complex reverse flow reactor in the environment of MATLAB and 

successfully combined the model with the optimization tool as well. Spiegel et al. [40]  

published a book illustrating in detail the fuel cell modeling in the MATLAB 

environment. They found its interface much user friendly and used optimization tools 

in MATLAB as well. They incorporated every aspect of the fuel cell and hence made 

the engineers, researchers, and manufacturers have the best-desired product easy to 

attain. Molina et al. [41] performed the parametric study and hence optimized the 

chemical kinetics of the batch reactors. Hence, MATLAB is found to be very handy 

and user-friendly to perform fluid dynamic simulations on chemical processes. 

 

2.2 Exergy Quantification by Simulation 

 

Exergy efficiency based studies has been getting attention of researcher because it is 

very useful in identification of the location, cause as well as the magnitude of the 

inefficiencies in the system [42]. Exergy quantification is the most advanced 

technology to optimize the plant or process thermo-economically. Unlike energy 

analysis, exergy incorporates second law of thermodynamics and hence is the only tool 

to compare the process.  Zhang et al performed exergy analysis on the top gas recycling 

oxygen blast furnace [43]. They based their study on two different composition of 

charge and were successful to increase efficiency by 1-4 percent. Guo et al [44] 

performed exergy based analysis on the blast furnace operated by natural gas. They 

deduced that operating blast furnace by natural gas helps to increase its productivity, 

reduce silicon content in molten metal and carbon emission but reduce its exergetic 

efficiency. The exergy efficiency of the blast furnace was seventy percent with best 
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results by using pulverized coal and pre heating of the charge material which also helps 

in saving in coke [45]. While comparing the rotary hearth furnace (RHF) and Waelz 

Kiln process, the RHF requires less resources however, it has more exergy inputs. The 

optimized Waelz kiln was found to be 10 percent while the RHF was 21-23 percent 

exergy efficient [46].  Similar study of the silicon furnace shows that volatiles and 

electrodes accounts for about 8-10 percent of exergy destruction. While the overall 

exergy was reported 30 percent [47]. Hasan et al [48] analyzed the annealing furnace 

for metals for exergy and economics. They found that the combustion chamber of the 

annealing furnace is about 12.9 percent exergy efficient while the overall exergy 

efficiency of the furnace was found to be 7.3 percent. The most exergy destructive 

units were found to be annealing chamber followed by the combustor. The overall 

exergy efficiency for the electric arc furnace was reported to be about 55 percent [49]. 

Calise et al. [50] performed exergy analysis using MATLAB on a hybrid solid oxide 

fuel cell (SOFC)- Gas turbine. They found the most optimized conditions to operate 

the turbine by using the predictive tool of MATLAB. Yousef Nezhad et al. [51] 

performed an exergy analysis of a solar water heater. They deduced that collector 

surface area is the most important factor in the performance of the solar heater. Dogbe 

et al. [52] performed exergy analysis based upon Aspen Plus simulation of the sugar 

mill. They found that the efficiency of the sugar mill can be very much improved by 

adopting single-stage crystallization with an integrated biorefinery. Ahmadi et al. [53] 

calculate the hydrogen production efficiency of the process along with exergy damages 

and efficiencies based on ocean thermal energy conversion systems. Ghorbani et al. 

[54] performed an economic analysis based upon energy and exergy on the integrated 

power generation system. They performed an analysis based upon MATLAB, HYSY, 

and TRANSYS soft wares according to their ease. Thus, exergy analysis helps in a lot 

of processes to have economical saving and optimization. 

 

2.3 Comparison of Exergy Analysis Tools 

 

Most of the process design and simulation is based upon mainstream soft wares like 

MATLAB, Aspen HYSYS/PLUS, and CHEMCAD. These applications lack the newly 

introduced concepts like exergy in built-in form. This space can only be covered by 

building user's codes or customized functions in flexible soft wares like Microsoft 

Excel, ANSYS Fluent, FORTAN, etc. These applications can also be linked by 
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interfacing tools with other data soft wares to analyze and optimize the process. 

Various examples of interfacing and developing various can be found in the literature. 

For example, Montelongo-Luna et al. (2011) performed exergy efficiency studies of 

distillation columns by using a relative exergy array (REA) [55]. Another research 

with a similar technique was performed by Munir et al. (2013) who evaluate the mono-

chloro-benzene (MCB) plant and heat exchanger network (HEN) economically using 

relative exergy- destroyed array (REDA) [56]. Querol et al. (2011) use integrated 

Aspen PLUS and Microsoft Excel tools for exergy calculation and exergo-economic 

study and analysis of chemical processes [57].  Bahmanpour et al. (2014) used Aspen 

HYSYS and Aspen PLUS while studying exergy while converting methane gas to 

formaldehyde via methanol [58]. Huang et al. (2017) performed an exergy analysis of 

dissociation of crystalline nickel ferrite in a solar reactor. He concluded that with a 

decrease in temperature the physical exergy also decreases and a high rate of 

conversion increases the chemical exergy [59]. It has been found that most of the 

literature indicates CFD to be the latest tool for exergy analysis [60, 61]. It provides 

the user to have a process and equipment inside view while Aspen PLUS/HYSY, 

CHEMCAD, FORTAN, etc are limited to the process inlets and outlets exergy values. 

Another major advantage to use MATLAB for CFD modeling as well as to perform 

exergy analysis is that the user does not require exporting data to other software or 

interfacing them as the exergy formulae can be included along with other formulae 

and can be calculated easily with each iteration as well. 

   

2.4 ANN as a predictive tool 

ANN has been used as a predictive tool in many chemical processes. Some of the 

examples are summarized in this section. Bag et al. [62] predicted different parameters 

of blast furnaces using ANN by the industrial data. Golestani et al. [63] combined 

ANN with the model of electric arc furnace. Bilim et al. [64] predicted the compressive 

strength of the slag produced in the blast furnace for further use in various processes 

using ANN. David et al. used ANN to predict the silicon content in the slag using ANN 

for the blast furnace slag which helps to optimize the input conditions and hence 

making by-product useful as well. Most of the literature on using ANN in blast 

furnaces corresponds with an industrial database. But due to the lack of industrial data 

in this research, the validated model of the blast furnace was developed in MATLAB, 

and ANN was applied. 
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In this study, the first principle model of the BF is developed which provides a realistic 

insight of the furnace with respect to numerous process and operational variables of 

the furnace i.e. temperature, pressure of the charge, oxygen profile and velocity and 

exergy and energy profiles. Due to material and heat counter flow in the shaft section, 

the blast furnace process is regarded as high exergy effective [65]. Energy and exergy 

based evaluation of the system are two different types of analysis. The quantitative 

analysis of the system during energy transfer and conversion process based upon the 

first law of thermodynamics is regarded as energy analysis. Hence to fill the gap of 

quality of the energy, the second law of thermodynamics is used which incorporates 

utilization and loss of energy along with transfer and conversion. Hence, it is very 

helpful to evaluate the blast furnace much scientifically [66, 67]. Under standard states 

defined by the engineers, the exergy of the blast furnace is the maximum attainable 

work that can be drawn from it while the furnace maintains its equilibrium with the 

surroundings [68]. Later on, to speed up the calculations, the predictive tool i.e. ANN 

is used. This helps to reduce the computational cost and time of the first principle 

model developed prior to this. 

 

2.5 Objectives 

 
 

This work on furnace fulfills the following three objectives: 

 Modeling and simulation of the furnace through MATLAB. This involves 

mathematical equations leading to the computational model. 

 Validation of the results with literature with the same geometry and 

parameters to support future work. 

 Exergy analysis of the furnace in the same computing environment i.e. 

MATLAB.  

 Development of an artificial intelligence-based model for predictive analysis 

of the furnace using MATLAB. 
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Chapter 3 

 

 

Methodology 
 
 

The model followed during this research is of Casto et al [69] and Dartt Kevin [70]. 

Although the geometry of the furnace plays an important role, however, the geometry 

is considered to be rectangular like a large copula with dimensions mentioned in table 

3.1. These dimensions according to Dartt Kevin correspond with the cupola furnace at 

Binghamton University. 

 

Table 3.1: Parameters of Furnace 

Parameter Symbol Value 

Height of the Blast furnace H 0.605 m 

Diameter of the Blast Furnace Df 0.36 m 

Inlet Temperature of Oxides Toin 298 kelvin 

Inlet Temperature of Fluxes Tfin 298 kelvin 

Inlet Temperature of Air Tain 298 kelvin 

Tuyere Diameter Dt 0.05 m 

Lid Diameter Dl 0.11 m 

Blast Rate of Oxygen �̇�O2 0.224 kg/sec 

 

MATLAB solves mathematical equations defined by the user to numerically solve the 

problems within the boundary conditions confined by the user. Results obtained from 

simulation help the engineers, designers, and researchers to develop, improve and 

optimize the designs accordingly. The main process of modeling through MATLAB 

is shown in figure 3.1. 
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Figure 3.1: Process flow description of Modeling 

 
 

3.1 Simulation procedure in MATLAB 
 

While modeling in MATLAB, the following steps were followed, 
 

3.1.1 Assumptions 

During modelling of the furnace in MATLAB, some assumptions were made to make 

the model simple and easy to converge. These assumptions are summarized below. 

 The first assumption is fulfilled while considering a scaled-down geometry of 

the furnace as a cupola. This helps to reduce the convergence time to be 

reduced a lot. 

 It is also assumed that the furnace is a packed bed counter current reactor as 

the flow of the charge and air is on opposite sides [71]. This assumption helps 

to consider heat and mass transfer as well as the reaction kinetics. This packed 

bed reactor considers metal ore and charges material as packing material 

through which air passes. 

 The second assumption helps to lead the problem toward Ergun’s Pressure 

drop equation which considers the viscosity change as well as the change in 

inertia as fluid moves through the packed bed reactor. This helps to reduce the 

computational time a lot during iterative calculations. Ergun’s equation is 

described in detail in the next section. 
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 It is also assumed that oxygen is the limiting reactant and charge (coke) is 

provided continuously. As oxygen is the energy-providing species in the 

reaction, it plays a key role in the combustion process. This assumption helps 

to calculate the reaction rates and indirectly the number of moles of oxygen 

consumed. Hence, the heat provided to the system can be evaluated by the 

number of moles of oxygen. The particles of the charge coke are considered to 

be having uniform temperatures with the air surrounding it in the furnace [72]. 

 It is assumed that heat transfer between the gasses and the solids is majorly due 

to convection as it plays a vital role while calculating the heat transfer 

coefficients. 

 It is assumed that a very small amount of carbon monoxide is available in the 

furnace i.e. most of the carbon undergoes full combustion in the furnace. 

 The charging materials are vertically injected hence are considered to be 

moving vertically always. 

 The void fraction and size of the particle remain constant throughout the 

reactions. 

 The only heat loss is due to the gas leaving the furnace. 

 

3.1.2 Governing Equations 

The equations used in MATLAB, while modelling, are summarized below. These 

equations were discretized for each cell of the matrix and hence calculated. 

3.1.2.1 Ergun’s Pressure Drop Equation: 

The pressure drop within the furnace can be evaluated by the equation given below 

[73], 

∇𝑃

𝐷𝑓
=

150(1−∈)2

∈3 𝑑𝑐
2 �̅� +  

1.75𝜌𝑔(1−∈)2

∈3 𝑑𝑐
|�̅�| . �̅�           (3.1) 

where, 

P = Pressure, 

∈ = Void fraction, 

𝑑𝑐= Diameter of the coke particles, 

𝜌𝑔= Density of gas, 

�̅� = Velocity, 

𝐷𝑓 = Diameter of the furnace. 
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3.1.2.2 Steady-state equation: 

Heat and mass transfer can be modeled according to the steady-state equation given 

below as [74], 

𝐷𝑒
1

𝑟2

𝜕

𝜕𝑟
(𝑟2 𝜕𝐶𝐴̅̅ ̅̅

𝜕𝑟
) −  𝑟𝑣𝜌𝑝 =  

𝜕

𝜕𝜃
(𝜀𝑝𝐶𝐴

̅̅ ̅)            (3.2) 

 

where, 

r = Radius inside catalyst, 

𝑟𝑣= Overall reaction rate, 

𝐶𝐴
̅̅ ̅= Concentration of fluid reactant, 

𝜌𝑝= Density of the catalyst particle, 

𝐷𝑒= Diffusivity, 

𝜕

𝜕𝜃
(𝜀𝑝𝐶𝐴

̅̅ ̅) = Transient term. 

 

3.1.2.3 Reaction rate constant: 

𝐾 =
1−𝜖

1

𝑘𝑥𝐸𝑓
+ 

𝑑𝑐
6𝑘𝑓

                          (3.16) 

where, 

𝑘𝑥= Mass transfer coefficient, 

𝑘𝑓= Rate constant, 

𝐸𝑓= Catalyst effectiveness factor. 

 

The mass transfer coefficient (𝑘𝑥) can be written as, 

𝑘𝑥 = 2𝑅𝑒
−0.336 �̅�             (3.16 a) 

where, 

𝑅𝑒 = Reynolds number. 

 

The diameter (𝑑𝑐) of the coke particle, diffusivity (𝐷𝑒) and the mass transfer 

coefficient (𝑘𝑥) can be related by Juttner modulus (𝜑) as, 

 

𝜑 = √
𝑑𝑐

2 𝑘𝑥

4 𝐷𝑒
              (3.16 b) 

This helps to evaluate the catalyst effectiveness factor of equation 3.16 as, 

𝐸𝑓 =  
3

𝜑
 {coth[𝜑] −  

1

𝜑
}           (3.16 c) 
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Similarly, Rate constant (𝑘𝑓) can be written as the temperature of the fluid as, 

𝑘𝑓 = 6.25 × 105 exp (
−22000

𝑇
) 𝑇0.5          (3.16 d) 

where, 

T = Temperature. 

This concludes that the rate constant of the reactions depends on temperature, the 

velocity of fluid, mass transfer, and porosity. 

3.1.2.4 Effective heat transfer coefficient: 

ℎ𝑂 = (
6(1−𝜖)

𝑑𝑐
) ℎ               (3.17) 

where, 

ℎ𝑂 = Effective heat transfer coefficient, 

ℎ   = Heat transfer coefficient. 

This helps to develop the heat transfer through convection easily. 

The equation for calculating temperature can be derived from the heat transfer 

equation as, 

𝜕𝑇

𝜕𝑡
=  −𝑉𝑥  

𝜕𝑇

𝜕𝑥
 −  𝑉𝑦

𝜕𝑇

𝜕𝑦
+ 𝑎 ( 

𝜕2𝑇

𝜕𝑥2 +  
𝜕2𝑇

𝜕𝑦2) + �̇�             (3.18) 

where, 

T = Temperature, 

Q̇= Heat generation term, 

V= velocity, 

a = Thermal conductivity, 

x, y = x & y directions respectively. 

This helps to develop an equation for the heat of generation of reacting species by 

using the assumption that the rate of product production is the same as the rate of 

reactant consumption. By using system boundary conditions of standard state we get, 

�̇�𝑐𝑜𝑚𝑏 +  �̇�𝑐 ℎ̅𝑐 +  �̇�𝑂2
 ℎ̅𝑂2

− �̇�𝐶𝑂2
 ℎ̅𝐶𝑂2

=  0            (3.19) 

where, 

Q̇comb = Heat generation by combustion, 

ṅ= Molar flow rate, 

h̅ = Enthalpy of Formation. 
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Equation 3.19 can be reduced by deduction that CO2 is the only heat-generating 

specie i.e.                                     �̇�𝑐 = �̇�𝑂2 =  �̇�𝐶𝑂2
  

So, 

�̇�𝑐𝑜𝑚𝑏 =  �̇�𝐶𝑂2
(ℎ̅𝐶𝑂2

)                          (3.20) 

 

And by calculating the number of moles of oxygen by multiplying reaction rate with 

the number of moles at present as [71], 

 𝐾𝐶𝑂2
= 𝑛̇ 𝐶𝑂2

 

�̇�𝑐𝑜𝑚𝑏 =  
1−∈

1

𝑘𝑥𝐸𝑓
+

𝑑𝑐
6𝑘𝑓

(ℎ̅𝐶𝑂2
)(𝐶𝑂2

)             (3.21) 

This helps to derive equations for the heat of gases and solids as, 

�̇�𝑔 =  
1−∈

1

𝑘𝑥𝐸𝑓
+

𝑑𝑐
6𝑘𝑓

(ℎ̅𝐶𝑂2
)(𝛽)(𝐶𝑂2

) −  ℎ0(𝑇𝑔 − 𝑇𝑂)           (3.22) 

 �̇�𝑠 =  
1−∈

1

𝑘𝑥𝐸𝑓
+

𝑑𝑐
6𝑘𝑓

(ℎ̅𝐶𝑂2
)(𝛽)(𝐶𝑂2

) −  ℎ0(1 − 𝛼𝑚𝑒𝑙𝑡)(𝑇𝑠 − 𝑇𝑂)                     (3.23) 

where, 

Q̇g = Heat generation by gasses, 

Q̇s = Heat generation by solids, 

αmelt = Melting factor, 

β = Heat transferred to air from solids. 

 

3.2.3 Modeling in MATLAB 
 

3.2.3.1 Discretization 

To calculate the value of heat, mass, energy, exergy, etc. inside the furnace, we need 

to divide the furnace into small units to calculate the values at each unit. This division 

of furnaces into small sections is known as Discretization of geometry. For example, 

if we create geometry by initializing the two variables for two-dimensional (2-D) 

geometry. For furnace geometry in 2-D, we need its Diameter and Height to be 

discretized. 

   %% Discretization %% 
 

Diam=x;         % Diameter of the furnace (“x” cm) 

H=y;            % Height of the furnace (“y” cm) 

dx=z;           % Grid spacing (“z” cm) 

m= Diam/dx+2;   % Discretization along Diameter 

n= H/dx+2;      % Discretization along Height 
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This generates a matrix which is regarded as mesh in CFD of order n × m order with 

a grid spacing of z. This is shown in the figure below as well, 

 

Figure 3.2: Grid Discretization 

This discretization of the geometry creates a large matrix and hence, this matrix is used 

to calculate all the variables around. 

 

3.2.3.2 Initialization of Parameters and Variables 

 

It is highly recommended by the programmers to initialize matrices of all the variables 

and parameters as a dumpy zero matrix. This helps to reduce the convergence time for 

the program as it gets easy for the software to overwrite the values than re-initializing 

the matrix each time during the calculations within the loop. The MATLAB program 

calculates the value for each cell of the matrix so, we need to initialize the variable 

matrix of the same order i.e. for a grid of order n × m we need to generate separate 

matrices of order n × m. For example, for a dummy variable1, it can be initialized as, 

       %% Variables & Parameters initialization %% 
 

Varible1=zeros(n,m);   % generates matrix of n×m with all zero values 

 

Figure 3.3 illustrates the null matrix of order n × m. 
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Figure 3.3: Null Matrix 

3.2.3.3 Calculations in MATLAB 

To calculate values on each cell of the matrix, the formula for a typical physical or 

chemical term remains the same but its input values depend upon the values of the 

surrounding. Hence, to repeat the calculation at each cell, we need to include some 

repetitive functions. These repetitive functions are known as loops in MATLAB. For 

calculating values within the geometry, two types of loops are used according to the 

requirement. These repetitive loops are discussed below, 

 While Loop 

This type of repetitive statement helps to compare the answer with the preset 

value usually regarded as the allowable limit of the error. This loop keeps on 

working until the required statement becomes true or the value comes within 

the desired tolerance. This conditional looping is regarded as error-checking 

in MATLAB language [75]. For example, the pressure inside the furnace 

depends upon the velocity, vorticity, and initial boundary conditions of the 

components. So, while calculating the pressure values within the furnace we 

need to calculate the value by keeping in mind that the pressure value would 

decrease from the external pressure value. So, we define a dummy value to run 

and evaluate the function and then the while loop checks the value with the 

tolerance. If the value is within the range, it saves the value unless repeats the 

calculation with the new value which is calculated by the previous calculation 

hence near to the correct value but not the correct one. A typical error checking 

while loop is written as, 

%% while loop for pressure error check %% 
 

   Pressure=1;   % Gives initial dummy value 

   count=0;  % Iteration Counting Variable 
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%, while loop runs until value, gets less than 10^-6 

 
While (pressure>1e-6);      

    % calculates value according to the formula 

  pressure=(pressure formula);  

    % Counts the number of times while loop runs 

  count=count+1; 

end 

 

 Nested For Loop 

For loop is regarded as an iterative loop as compared to conditional loop 

known as while loops [75]. For loop calculates the value for the range of cells 

of the matrix. For every equation discussed earlier, for loop is applied within 

the while loop remain within the acceptable range. A single for loop helps to 

evaluate the value in one dimension or generates values as a row vector. For 

each typical position along the x-axis, the furnace has an ‘n’ number of values 

along the height. So, to calculate all of them i.e. to add a dimension and making 

geometry 2-D it is required to another for loop within the first loop. This makes 

the program run for each cell of the 2-D matrix. This concept of ‘for loop’ 

within the ‘for loop’ is known as “Nested for loop”. When during the program 

run, the program enters first ‘for loop’ within ‘nested for loop’; it runs for each 

value of the range given in the second ‘for loop’. When the program completes 

the range of the second loop, it exists this loop and the first loop in its way gets 

to the second iteration and again runs for all the values of the second ‘for loop’. 

This is illustrated in the figure below,  
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Figure 3.4: Nested For Loop Layout 

In this work nested for loop is in a similar way. For example, equations 3.21, 3.22, 

and 3.23 can be rearranged to have temperature equation of solids and gases as, 

For gasses, 

𝑇𝑔(𝑖,𝑗)

𝑛+1 =  −𝑢𝑔(𝑖,𝑗)
(

𝑑𝑡

2𝑑𝑥
) (𝑇𝑔(𝑖+1,𝑗+1)

𝑛 −  𝑇𝑔(𝑖−1,𝑗)
𝑛 ) −  𝑣𝑔(𝑖,𝑗)

(
𝑑𝑡

2𝑑𝑥
) (𝑇𝑔(𝑖,𝑗+1)

𝑛 −  𝑇𝑔(𝑖,𝑗−1)
𝑛 ) +

(
𝑑𝑡

2𝑑𝑥
) (

1

𝑃𝑒𝑔

) (𝑇𝑔(𝑖+1,𝑗)
𝑛 −  𝑇𝑔(𝑖−1,𝑗)

𝑛 ) + (𝑇𝑔(𝑖,𝑗−1)
𝑛 −  4𝑇𝑔(𝑖,𝑗)

𝑛 ) + 𝑇𝑔(𝑖,𝑗)
𝑛 +  𝑄𝑔(𝑖,𝑗)

      (3.44 a) 

For solids, 

𝑇𝑠(𝑖,𝑗)

𝑛+1 =  −𝑢𝑠(𝑖,𝑗)
(

𝑑𝑡

2𝑑𝑥
) (𝑇𝑠(𝑖+1,𝑗+1)

𝑛 − 𝑇𝑠(𝑖−1,𝑗)
𝑛 ) −  𝑣𝑠(𝑖,𝑗)

(
𝑑𝑡

2𝑑𝑥
) (𝑇𝑠(𝑖,𝑗+1)

𝑛 −  𝑇𝑠(𝑖,𝑗−1)
𝑛 ) +

(
𝑑𝑡

2𝑑𝑥
) (

1

𝑃𝑒𝑠

) (𝑇𝑠(𝑖+1,𝑗)
𝑛 − 𝑇𝑠(𝑖−1,𝑗)

𝑛 ) + (𝑇𝑠(𝑖,𝑗−1)
𝑛 −  4𝑇𝑠(𝑖,𝑗)

𝑛 ) + 𝑇𝑠(𝑖,𝑗)
𝑛 +  𝑄𝑠(𝑖,𝑗)

           (3.44 b) 

These two equations for temperature calculations are used in nested for loop to 

calculate the temperature at each cell of matric is shown below. Similar loops are used 

to calculate all the required variables in the study.  

 

%% for loop for temperature %% 

 
 for i=1:n      

for j=1:m 

𝑇𝑔(𝑖,𝑗)

𝑛+1 =  −𝑢𝑔(𝑖,𝑗)
(

𝑑𝑡

2𝑑𝑥
) (𝑇𝑔(𝑖+1,𝑗+1)

𝑛 − 𝑇𝑔(𝑖−1,𝑗)

𝑛 ) − 𝑣𝑔(𝑖,𝑗)
(

𝑑𝑡

2𝑑𝑥
) (𝑇𝑔(𝑖,𝑗+1)

𝑛 − 𝑇𝑔(𝑖,𝑗−1)

𝑛 ) + (
𝑑𝑡

2𝑑𝑥
) (

1

𝑃𝑒𝑔

) (𝑇𝑔(𝑖+1,𝑗)

𝑛 −

 𝑇𝑔(𝑖−1,𝑗)

𝑛 ) + (𝑇𝑔(𝑖,𝑗−1)

𝑛 −  4𝑇𝑔(𝑖,𝑗)

𝑛 ) + 𝑇𝑔(𝑖,𝑗)

𝑛 + 𝑄𝑔(𝑖,𝑗)
;  % equation 4.44 a for gas temp. 

𝑇𝑠(𝑖,𝑗)

𝑛+1 =  −𝑢𝑠(𝑖,𝑗)
(

𝑑𝑡

2𝑑𝑥
) (𝑇𝑠(𝑖+1,𝑗+1)

𝑛 − 𝑇𝑠(𝑖−1,𝑗)

𝑛 ) − 𝑣𝑠(𝑖,𝑗)
(

𝑑𝑡

2𝑑𝑥
) (𝑇𝑠(𝑖,𝑗+1)

𝑛 − 𝑇𝑠(𝑖,𝑗−1)

𝑛 ) + (
𝑑𝑡

2𝑑𝑥
) (

1

𝑃𝑒𝑠

) (𝑇𝑠(𝑖+1,𝑗)

𝑛 −

 𝑇𝑠(𝑖−1,𝑗)

𝑛 ) + (𝑇𝑠(𝑖,𝑗−1)

𝑛 −  4𝑇𝑠(𝑖,𝑗)

𝑛 ) + 𝑇𝑠(𝑖,𝑗)

𝑛 + 𝑄𝑠(𝑖,𝑗)
;  % equation 4.44 b for solids temp. 

end 

end 
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3.2.3.4 Exporting from MATLAB 

The data obtained from the simulation is exported in three different ways which are 

described below; 

 Contour Plots 

The velocity, concentration, energy, temperature, stream function and exergy 

data obtained as a function of height is displayed as contour plots. Contour plot 

actually assigns the colour code to the values in the MATLAB. These graphs 

easily explain the output and the readers understand the fluid flow and 

characteristics easily. The command of the contour plot used is given below, 

%% Contour plots %% 

% x & y represents matrix dimension; ‘var’ is a variable to be 

plotted, ‘n’ is number of levels 

contourf(x,y,variable,n,’linecolour’,none)  

% x (Diameter) and y (Height) axis ranges 

axis([0 Diam 0 H]), daspect('auto')  

% x and y labels, title and colour bar location respectively 

xlabel(['x (units), Diameter: ', num2str(Diam)])  

ylabel(['y (units), Height: ', num2str(H)])  

title('variable')  

colorbar('location','WestOutside')  

 

 Separate MATLAB data files 

The data produced as output data files of MATLAB to be used later and reduce 

the iterative time. This helps to have initial variable output matrix as well in 

the next iteration and these files can be accessed separately if required, This 

follows a simple command as, 

%% Exporting as MATLAB data %% 

% Title=title of the file as desired; variable= variable to be saved in this 

file 

save(Title.mat','variable') 

 

 Excel Sheet 

One of the major advantages of using MATLAB is that we can easily export 

the data in an excel sheet where it can be saved as a data set separately and can 

be used for post-processing by different soft wares. All the output data were 

exported to an Excel datasheet. Each time the simulation is converged, the data 

is exported automatically as a part of the code. The command used is as under, 
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%% Exporting to Excel worksheet %% 

% variable= any variable to be stored 

filename = 'mydata.xlsx'; 

A = variable; 

sheet = 1; 

xlswrite(filename,A,sheet) 

 

 

This MATLAB work can be summarized as a process flow diagram in figure 4.5 

given below. 

 

3.2.4 Application of ANN 

The data set obtained by exporting the variable by using the functions discussed 

above was used to train and validate the ANN model. The variables data generated 

by the MATLAB model was used to apply the ANN model and predict the output 

for certain conditions. The primary objective of the performing ANN on the model 

is to predict output for the furnace and hence its efficient operation. While using 

ANN, the sigmoid transfer function is used to actuate the model variables output.  
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Figure 3.5: Model Development Schematic 
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Chapter 4 

 

 

Results and Discussion 

 

This section is divided into two parts. One describes in detail the modeling of the 

furnace in MATLAB. While second explains the Artificial Neural Network (ANN) 

results. 

 

4.1 MATLAB Modeling Results and Validation 

 
While modeling through MATLAB, different contour plots were obtained as results 

that were validated by two different sources. For air direction, the literature 

presenting the multi-component mathematical model of furnace is used. While the 

plots of temperature, oxygen concentration, velocity magnitude, and stream 

function obtained by simulation are validated by the research working for the same 

working parameters in another literature.  

Based on these validated results, the kinetic, potential, and physical exergy of the 

furnace is calculated and presented. 

 
4.1.1 Air Direction Profiles 

 

The velocity vectors plotted from MATLAB using the velocity function described 

in the equations above show strong relation with the flow direction of air presented 

in the literature. CASTRO et al. [69] explained mathematically the flow direction 

of air within a typical blast furnace. The results obtained through MATLAB are 

represented in figure 4.1 (a) which reflects that air enters from the bottom inlets and 

flows the trace lines and leaves the furnace from the top. This helps to develop a 

base that all the reactions within the furnace are occurring efficiently. Oxygen is 

the base material for initiating reactions in the blast furnace as discussed above in 

detail. Due to oxygen further reactions with carbon monoxide works and reduces 

iron oxide into iron (the required product). So, by path tracing of oxygen it is much 

evident that oxygen is available enough for reaction within the furnace and the path 

lines correspond with literature with which it can be said that the parameters of the 

furnace under consideration are relatable with that of the actual furnace and hence, 

results are reliable. 
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Figure 4.1: Air profiles in the furnace results (a), literature (b) [69]. 

 

4.1.2 Oxygen Concentration 

 

Oxygen concentration represents the presence of oxygen as alone. As air consists of 

21 percent of oxygen and remaining is considered to be nitrogen. The air profiles 

reflect that oxygen along with nitrogen enters from the bottom inlets and move 

towards the top where it is extracted. While moving towards the top the air undergoes 

series of reactions which were discussed in detail in chapter 1. During these reactions, 

oxygen gets consumed to produce carbon monoxide which is further involved in iron 

oxide reduction reactions. Figure 4.2 (a) represents the results obtained while 

modeling in MATLAB. A similar technique with the same parameters is used by 

Kevin et al. [70]. He compares the results on the same dimensioned furnace with the 

same parameters obtained from MATLAB and ANSYS Fluent. The results obtained 

are found to be very much in confidence with his trends. This establishes the 

reliability of the model. 

  

 
 

(a) (b) 



36 

 

 

(a) 

 

 

(b) (c) 

Figure 4.2: Contours plots of Oxygen Concentration (a) Simulation Results (b) Literature 

Fluent results [70] (c) MATLAB Literature results [70] 

 

4.1.3 Velocity Magnitude 

 

As discussed earlier the parameters of the model were established according to the 

model presented by Kevin et al. [70]. To validate the model parameters, the velocity 
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magnitude in the furnace was generated as in the literature. The plot of velocity 

magnitude can also be compared with the graphs presented in the literature. In the 

furnace charge containing coke and iron ores with recycled iron is charged from the 

top while oxygen enters from the bottom. This makes velocity at the top i.e. the charge 

inlet and at the bottom i.e. the air inlet maximum. Within the furnace, this charge and 

air undergo series of reactions and iron keeps on moving downwards from where it is 

extracted. At the bottom, the molten iron is stored and a continuous flow is maintained. 

Hence, the velocity magnitude shows the same trend. This helps to validate the model 

parameters with the literature data as well.  

 

(a) 
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(b) (c) 

Figure 4.3: Velocity Magnitude (a) simulation results (b) Literature Fluent results [70] (c) 

MATLAB Literature results [70] 

 

4.1.4 Stream Function 

 

Stream function represents the mass flow rate within the furnace. While writing the 

stream function formulae in MATLAB, the particle size of iron and void fraction is 

kept much smaller to have no difference from the literature under consideration. This 

makes the model vary a little from the fluent results presented in the literature. 

Moreover, the ANSYS Fluent variable defining enables the user to define the 

parameters like temperature-dependent pressure and density while in MATLAB for 

the sake of ease these parameters are kept constant. This makes the results a little 

different from the one presented in the literature for ANSYS Fluent in vertical 

streams. However, the maximum and minimum values of stream function are 

comparable and hence are considered to be validating the model.     
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(a) (b) 

Figure 4.4: Stream function (a) Simulation results (b) Literature Fluent results [70] 

 

 

4.1.5 Temperature 

 

Similarly, the case of temperature plots from the simulation in MATLAB and that 

of Fluent present in literature is found to be in good agreement. The results show 

that the temperature rises in the middle of the furnace as most of the reactions take 

place in the middle which makes the temperature rise in the middle. These results 

when compared with the reactions background given in chapter 1, it is evident that 

most of the energy is released during the reduction of iron with carbon monoxide. 

Hence, the air and charge entering the furnace at a particular temperature gets reacts 

in the middle and results in temperature rise. However, the little broadness in the 

temperature zones can again be justified by the fixed diameter of iron particles and 

temperature-independent density and pressure. This makes the gas in the furnace 

readily dissipate the heat and making the zones very much higher at temperature.  
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(a) (b) 

 
Figure 4.5: Temperature (a) Simulation results (b) Literature Fluent results [70] 

 

The temperature of the gas (i.e. air entering from the bottom) and the charge (i.e. coke 

and iron oxide entering from the top) enters the furnace at 298 kelvins. By moving 

towards the center, they experience a change in temperature due to the reaction. This 

trend for them is plotted separately in figure 4.5.  This plot shows temperatures of 

charge and air at four different points along half of the diameter of the furnace. These 

results can be reflected in the center because the geometry is axisymmetric. Hence, 

near the wall temperature gets lower i.e. the red line and as we move towards the center 

temperature gets higher due to reactions is depicted by the green line in both cases. 

The little bump in the red line represents the sudden drop in the temperature due to the 

entrance of air at 298 kelvin at this level. This trend explains the temperature 

distribution within the furnace for the charge and the gas very well and helps to study 

the effect of inlet temperature of the charge and air on overall temperature as it is a 

part of the total temperature of the furnace at the particular position as well. 
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Figure 4.6: Temperature zones profiles by diameter along the height 

 
 

4.1.6 Exergy 
 

By validating the model with the results from the literature, it was found that the model 

developed via MATLAB using the process parameters as mentioned in the literature 

is reliable. Based on the validity of the model and the equations of the exergy discussed 

in Chapter 1, the exergy equations were similarly included in the code as temperature 

equations are discussed in section 3.2.3.3 nested for loops section. Three types of 

exergy were calculated by this code-named potential, kinetic and physical exergy. The 

equations for all these exergies are comprised of three different equations. These 

equations form a separate matrix which was used to plot as a contour as shown in 

figure 4.5. These three exergies were summed up to display the total exergy of the 

furnace so far. 

Figure 4.5 (b) represents the physical exergy of the furnace. According to equation 

1.14, the physical exergy depends upon the temperature of the furnace the most. It can 

be observed that the furnace is found to be most exergetic at the points where the 

temperature profile of the furnace remains higher. Similarly, figure 4.5 (c) represents 

the kinetic exergy of the furnace. While observing equation 1.19, the kinetic exergy 

depends upon the product of the bulk velocity and the bulk flow rate at a typical 

position. This trend can be justified if the velocity magnitude in figure 4.3 (a) is 

observed. It is much evident that kinetic exergy is much higher at the point where 
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velocity is higher. The potential exergy of the furnace can be viewed in figure 4.5 (d). 

According to equation 1.20, it is the product of height altitude, mass flow rate, and 

velocity. Hence, velocity is the only factor which is having a higher effect on potential 

exergy and it is much higher in the high-velocity zones. While at other levels, it has 

the only effect of height altitude and mass flow rate which is minimized by the lower 

velocity levels at that position. 

These three types of exergies are summed up to total exergy represented in figure 4.5 

(a). The figure shows that most of the exergy is due to physical exergy while velocity 

magnitude is an important factor in potential and kinetic exergy; hence it makes values 

at top and entry levels of air in total exergy a little different from physical exergy. 

 

  

(a) (b) 
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(c) (d) 
Figure 4.7: Exergy Contours (a) Total Exergy (b) Physical Exergy (c) Kinetic Exergy (d) 

Potential Exergy 

 

4.2 ANN model results 
 

The ANN model used the data set obtained by the analysis done through MATLAB. 

The outputs of the furnace were predicted against the testing values and graphs were 

plotted against each other to compare the values. These predicted values were found 

to be very much in confidence with the training data as in all of them the value of 

regression ‘R’ is found to be very much near to unity. These plots are shown in figure 

4.6. 

  
(a) (b) 
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(c) (d) 

 
(e) 

Figure 4.8: ANN regression plots (a) Charge temperature (b) Gas temperature (c) 

Concentration of Oxygen (d) Velocity (e) Total Exergy 

 

It can be observed from figure 4.6, that the regression value for all the plots is very 

much accurate and hence the ANN model developed can be considered to be accurate, 

and hence the optimization and predictive analysis can be performed based upon the 

tool developed. 
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Conclusions and Recommendations 
 

 

Conclusion 
 
The simulation of Iron making furnace was done in MATLAB. The results were 

validated with the literature results from which the process parameters were adopted. 

Based on these results kinetic, potential, and physical exergy of the furnace was 

calculated and studied. The input and output data set of the furnace simulated earlier 

was used to develop the ANN-based predictive model as well. It was found that under 

the set parameters of the furnace, the furnace is 49 percent energy-efficient while the 

exergy efficiency of the furnace was found to be 28.5 percent. Hence, the model 

generated can be used to predict the exergy and energy efficiencies of the furnace 

under different conditions. 

 

Recommendations 
 

For future following recommendations can be made to have a productive work; 

 

 Based on exergy calculations in this work, it is recommended to perform 

chemical and mixing exergy simulations as well. 

 This work can also be a base for building the same bell-shaped geometry of 

the blast furnace as well. However, the task would involve some tedious 

equations but would be better. 

 This work can also be made the base for 3-D modelling of furnace in 

MATLAB as well which would be using three for loops as nested loops. 
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