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Abstract

In 2020, Gutman introduced a degree based topological index of graphs namely the

Sombor Index. Let dv(G) be the degree of the vertex v in graph G. The Sombor

Index of G is defined as SO(G) =
∑

uv∈ξ(G)

√
du(G)2 + dv(G)2. It is a very young

field and has gathered the attention of many researchers which has led it to become

one of the fundamental concepts of chemical graph theory. In this study, we take into

consideration some infinite families of nano star dendrimers such as HFD(ei) dendrimer,

Nanostar dendrimers D1[n], Nanostar dendrimer D2[n] and Hypercore dendrimerDn.

Compute their Sombor index. Moreover, we find the Sombor index for a few silicate

networks like SLN(n) and Chain silicate network CSn etc.
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Chapter 1

Introduction

In this chapter, we are concerned with the core idea and basic definitions of graph

theory. More specifically chemical graph theory is accompanied by various theoretical

terms of graph theory. To elaborate on various features of graphs for better under-

standing, we illustrate the definition along with examples. As graph theory has vast

useful applications in chemistry, physics, engineering, architecture, and many other

fields so the basic purpose of this chapter is to make it easy for the reader in develop-

ing familiarity with the fundamentals of graph theory.

1.1 Graph theory’s origins and branches

It is no wonder that the basic idea of graph theory was discovered in the 18th century.

Now it is quite properly known as a field of applied mathematics.

It came into existence when Leonhard Euler gave the solution to Königsberg’s seven

bridges problem [25]. The credit of subsequent rediscoveries of it goes to Kirchhoff and

Cayley.
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Kirchhoff’s working on electrical networks led to the development of fundamental

concepts and theorems relevant to trees in graphs which we will discuss later. Cayley

used trees that arise when he enumeration organic chemical isomers. Another interest-

ing rediscovery to graph theory was set by Hamilton. After that, the famous four-color

conjecture came and has been famous ever since [22].

Generally, we can say graph theory is a combinatorics branch but it is the intercon-

nection between applied mathematics and operation research, theory of optimization,

organic chemistry, electrical engineering, computer science, civil engineering, and many

others. Following are the names of few subbranches of graph theory that attract people

of other disciplines towards graph theory.

1. Chemical graph theory: Chemical graph theory is an extension of graph the-

ory. It combines chemistry and graph theory. Graph theory works to model

mathematically, molecules for gaining insight into the physical properties of given

chemical compounds. A few physical properties, like the boiling point, are di-

rectly connected to the geometric structure of a given compound. Alexandru

Balaban, Haruo Hosoya, Iván Gutman, Ante Graovac, and Milan Randi are some

of the pioneers of chemical graph theory [18]. Nenad Trinajsti, Harry Wiener,

and a slew of other notables are among them.

2. Spectral graph theory: Spectral graph theory is the field of graph theory

that studies the properties of a graph along with its eigenvalues, eigenvectors,

and associated characteristic polynomials, such as the graph’s Laplacian matrix

or adjacency matrix. There is some more connection of spectral graph theory

with other subjects of mathematics, for example, spectral graph theory has an

interesting analogy with differential geometry. Similarly, there is an important
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interaction between spectral graph theory and spectral Riemannian geometry.

3. Algebraic graph theory: It is an important application of abstract algebra to

graph theory. In this particular branch, many important results of graphs can be

proved with the aid of using matrices and other algebraic techniques. The use of

group theory, together with linear algebra, and the study of graph invariants are

the main branches of it.

4. Topological graph theory: Graph embedding in surfaces is known as topolog-

ical graph theory (like R2, R3 or on a torus), spatial embeddings of graphs and

graphs as itself topological spaces. The term "embedding a graph on a surface"

refers to the desire to have a graph on a surface, such as a sphere, with no two

edges intersecting. A three-cottage problem is a prime embedding problem that

is frequently expressed as a mathematical puzzle. Printing electronic circuits has

numerous more uses of topological graph theory. The goal is to create a circuit

which is here called “embed” on an electronic circuit board called “surface” with-

out crossing two connections and resulting in a short circuit. It also entails graph

immersion research.

5. Graph coloring: Graph coloring is not a branch but a special case of graph

labeling. It has many applications in daily life so it is treated as specifically

a branch of graph theory. Graph coloring is the assignment of colors to every

vertex of a graph. But in such a way that no two adjacent vertices are assigned

the same color. There are many useful applications of graph coloring which

are very interesting to study them for example exam or meeting scheduling,

assignment of frequency in radio stations or finding of index registers to store

variables temporarily during the execution of the loop, etc.
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6. Optimization problem on graph: Optimization problems on graphs usually

deal with the structure like road network and attempt to minimize cost and

maximize flow along with the network. Generally in an optimization problem on

graphs, one is asked to give the largest (or smallest) subset of the graph under

some given constraints.

1.2 Graphs and its basic terms

A simple graph G is composed of an ordered pair (γ, ξ) of a non-empty set γ and ξ,

where the members of γ are referred to as vertices (points) and the members of ξ

are referred to as edges (links). If edge e = uv then u and v are called endpoints or

(end vertices) of e and e is called incident edge to u and v. The cardinality of set γ

(respectively ξ) is called order (respectively size) of G where the order is denoted by n

(or n(G)) and size by m (or m(G)). For the set of edges, we are referring to write ξ(G)

and γ(G) for the collection of vertices of G. If two edges of G have the same endpoints,

they are called multiple edges and if both endpoints are equal for an edge then it is

called loop. A graph free of loopseand multiple edges is called a simple graph. A

graph havingeat least a single loop is called a pseudo graph. The line which connects

two vertices say u and v is denoted by {u, v} or for more convenience uv (or uv). In

a regular graph the degree of every vertex is same. If theedegree of every vertex in a

graph isek then it is calledek-regular graph.

The vertices, u and v are called incident vertices to e. If two edges share at least

one common vertex then they are called adjacent edges otherwise called non-adjacent.

Two vertices in graph G are called neighbors or adjacent vertices if they are connected

by edge. The neighbors of v in G are denoted by N(v) or more clearly NG(v). This
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C

D

E

F

Figure 1.1: graph G1

set of neighbours NG(v) is called the neighborhood of v. If the set of edges ξ is empty

set then graph G is called an empty graph or nullgraph. The terme”trivialegraph”

refers to aegraph that haseonly one vertex andeno edges.

a

b c

d e

f g

d

a

f

b

e

c

g

Figure 1.2: Null graph N7

A finite graph is one having both finite order (set of vertices) and size (set of edges),

as opposed to an infinite graph. G′ denotes the complementeof a simple graph G.

It is defined as a simple graphewith theesame vertex set as G, and an edge satisfying
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the property that two vertices are adjacent in G′ if and only if they are not adjacent

in G. A undirected graph has edges but they are not directed edges. In a directed

graph, each edge has a direction. In a graph G the degreeeof a vertex v iseequal to the

cardinality of set of neighborhood NG(v), that is, the number ofeneighbors of v and it

is denotedeby dv. A regular graph is a graph where the degree of all its vertices is the

same. The edge degree coordinate of an edge uv is an ordered pair (du, dv), where u,v

are the end vertices of edge uv. In a graph G, mdu,dv = mdu,dv(G) is the total number

of edges joininggvertex u of degree du with vertex v of degreeedv in G.

Now to elaborate on the above terms defined let us consider few examples. Consider

the graph in Figure 1.1. The G1 graph’s set of vertices is γ(G1)={A,B,C,D,E, F}

so order of graph G1 is 6. The set of edges of G1 is ξ(G1)={AB, AC, AE, BD, CC,

CD, CD, CE, DE} so the size of graph G1 is 9. There are multiple edges between C

and D so edge CD is written two times in the edge set. There is a loop on vertex C.

The vertex F is called isolated vertex as no edge is incident to it. The neighborhood

of NG(A)= { B, C, E } and NG(B)= {A, D} and similarly for others. Degrees of

A,B,C,D,E, F are 3, 2, 6, 4, 3, 0 respectively. In counting the degree of a vertex, the

loop is counted two times that is why degree of C is 6. The vertices B and E in Figure

1.1 are nonadjacent vertices as there is no edge between them.

Figure 1.2. shows an empty or null graph because it has vertices a, b, c, d, e, f , g

but no edge joining them. A bijective function ∅ between the vertex set of G denoted

by γ(G) and the vertex set of H denoted by γ(H) is called an isomorphism of simple

graphs G and H as ∅ : γ(G) → γ(H). In G any two vertices v and u are adjacent if

andeonly if ∅(v) and ∅(u) are adjacentein H. The bijective mapping of this nature is

called "edge-preserving bijection" and the graph G and H are called isomorphic graph

as shown in Figure 1.3.
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Figure 1.3: Isomorphic graphs G and H

1.2.1 Graph and some related concepts

A walk is a finite length alternating sequence of vertices and edges. In a walk, edges

and vertices can be repeated. See Figure 1.4. A trail is a finite length alternating

sequence of vertices and edges. But in a trail, a vertex can be repeated but edges

cannot be repeated. See Figure 1.5. If all the edges and vertices are distinct in the

walk then it is called a path. See Figure 1.6.

A

B

C

E

F

Figure 1.4: walk AEFCEAC

In a graph-G, a cycle is aa non-emptyytrail in which the repeated vertices are only

the first and terminal vertex. See Figure 1.7. The length of the smallest cycle in graph
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Figure 1.5: trail AEFCE

A

B

C

E

F

Figure 1.6: path AECB

A

B

C

E

F

Figure 1.7: cycle EFCE
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G is called girth. It is represented by ð(G). Also, the lengtheof the largest cycle in G

is called the circumference of G. It is denotedbby ζ(G).eA connected graph is a graph

ifethere exists aapath between every pair offvertices of G. Otherwise, graph is called

disconnected. A unicyclic graph is a connected graph that contains only one cycle.

Bicyclic graphs are connected graphs that have the same number of edges as vertices

plus one.

An independent set in graph G is the set of mutually non-adjacent vertices in G.

The cardinality of the largest independenteset is calledeindependence number. Iteis

represented by ν(G).

1.3 Representation of graph in data structure

We can represent a graph in many ways like graphical representation, matrix repre-

sentation, polynomial representation, numerical representation, etc. A graph is rep-

resented in the form of a diagram called graphical representation, however to store a

graph as data in a computer’s memory, a matrix representation of the graph is com-

monly used. There are many types of matrices corresponding to graphs. Here we

discuss two types of matrix representation. The first is an adjacency matrix while

other is an incident matrix.

(a) Representation of a graph by adjacency matrix: If G consists of n vertices then

the adjacency matrix of G is an n× n matrix A = [aij] and defined by aij=N if there

exists N number of edges between vi and vj and aij = 0 otherwise. Note that entries

on the main diagonal must be 0 for a simple graph. Here is an example of an adjacency

matrix. See Figure 1.8.

(b) Representation of a graph by the incidence matrix: If G consists of n vertices
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Figure 1.8: Graph G2 and its adjacency matrix

Figure 1.9: Graph G2 and its incidence matrix

and m edges, then the incidence matrix of G is an n×m matrix B = [bij], such that,

bij = 2 for self-loop, bij = 1 ifethe vertex vi and edge mj are incident and 0eotherwise.

See Figure 1.9.

1.4 Some special types of graphs

If the vertices of a simple graph can be organized in such a way that vertices will be

adjacent if and only if they are consecutive in the list, that graph is termed as a path

graph. The path graph of order neis denotedeby Pn. A simple connected graph of

order n without having a cycle is called tree. See Figure 1.10.

A star on n vertices is a tree where n − 1 vertices are joined to one common

nth vertex and denoted by Sn. Figure 1.11 shows an example of a star graph S9. If

every pair of vertices is connected by an edge, such graph is called complete graph. A
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Figure 1.10: Tree on 9 vertices

A

B

C

D

E

F

G

H

I

Figure 1.11: Star graph S9

complete graph is symbolized by Kn if it has order n. The formula to calculate the

edges of Kn is defined as n(n−1)
2

. A simple graph G = (γ, ξ) is bipartite graph G(α, β)

if there exists α ⊂ γ and β = γ - α, such that, every edge has one vertex in α and one

in β. See Figure 1.13.

A bipartite-graph G(α, β) is said to be a complete bipartite graph iffevery vertex

in α must be adjacent to every vertex in β. A semi-regular or biregular is a bipartite
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Figure 1.12: complete graph K1, K2, K4, K8
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F

G
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I

Figure 1.13: Bipartite graph

A

B

C

D

E

F

G

H

I

Figure 1.14: Complete bipartite graph

graph G(α, β) forewhich every two vertices on the same side of the given bipartition

have theesame degree as each other. See-Figure 1.14. A regular graph is one in which

each vertex has the same number of neighbours, i.e. each vertex has the same degree

or valency. A wheel graph Wn of order n is a graph obtained by joining a single new
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vertex to each vertex of cyclic graph Cn−1 of order n− 1. See Figure 1.15. Let G be a

k-cyclic graph with k=1, 2. The minimum k-cyclicesubgraph G̃ of a k-cyclic graph G

is called its base. G̃ is the only k-cyclic subgraph of G that does not contain a pendent

vertex,eand G can be made from G̃ by addingetrees to some or all of G’s vertices.

A

B

C

D

E

F

G

H

I

Figure 1.15: Wheel graph

1.5 Theory of chemical graphs

A branch of graph theory called chemical graph theory is the application of graph

theory in the field where molecular structures matter. This type of study lies under

theoretical chemistry from the chemistry point of view. We can say chemical graph

theory deals with the mathematical modeling of chemical structures (molecules). It has

wide applications in QSPR (Quantitative structure–activity relationship) and QSAR

(Quantitative structure-property relationship) due to this property. The basiccgoal of

chemicallgraph theory is to reduce the topologicalsstructure of a molecule to a sin-

gleenumber by using algebraic invariants which characterize either the energy of the
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molecule as a whole or its orbitals, its electronic structures, its structural fragments

and, molecular branching among others.

Some of the pioneers of chemicalegraph theory are Nenad Trinajstić , AnteeGraovac,

Haruo Hosoya, Iván Gutman,eMilan Randić, Alexandru Balaban, Harry Wiener [18].

Molecules and molecular structures are modelled with the help of a graph. Such a

graph that is used to characterize a molecule is called a chemical graph. Topological

indices quantify the structure that has been modelled. Topological indices are used

to corelate certain pharmacological, toxicological, physicochemical types of properties

of chemical compounds. Later, we will explain topological indices in detail. To relate

chemistry and graph theory, few equivalence terminologies are used between these two

branches like vertices of the graph correspond to atoms in a molecule while edge between

vertices corresponds to chemical bonds between atoms of the molecule. Similarly, the

degree of vertices corresponds to the valency of atoms. As shown in Table 1.1.

Terms in graph theory Terms in chemistry
Simple connected graph Molecular graph

Edge Chemical bond
Vertex Atom

Degree of a vertex Valency of an atom

Table 1.1: Equivalence between theoretical terms of graph theory and chemical terms

Frequently studied chemical graphs in chemical graph theory are given as:

• Dendrimers: These are repetitive branch like structures.

• Nano-tubes: Carbon molecules arranged in structure like tube.

• Nano-cones: Carbon molecules arranged in cone like structure.

• Nano-torus: Carbon molecule arranged in doughnut like structure.
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• Fullerenes: Carbon molecules arranged in hollow structures, most commonly

spheres, tubes, ellipsoids etc.

• Silicate networks: It is a tetrahedral network formed by carbon and oxygen.

1.5.1 Topological indices

Graph-theoretical indices called topological indices are numerical invariants. They

are linked with the topological characterization of a chemical compound. Topolog-

ical characterization means these indices relate to different chemical properties of a

compound like pharmacological, toxicological, and physicochemical properties. These

properties give a quantitative measure of how a specific compound will behave. There

is no method to co-relate and compare the results numerically before the invention of

topological indices.

A topological index from a mathematical point of view is a function ∅ from a

class of finite graphs F to real numbers R, that is, ∅ : F → R such that ifeG and

H areeisomorphic graphs to each other thene∅(G) = ∅(H). The use of calculating

topological indices is not only to verify the existing properties of a certain chemical

compound but these indices can also be used to design compounds with particularly

required properties.

There exist more than 150 topological indices. Topological indices are classified

into different types, based upon parameters used in them.

• Degree based topological indices.

• Eccentricity based topological indices.

• Distance based topological indices.

15



• Spectrum based topological indices.

But in our study we only focus on degree based topological indices.

Degree based topological indices

Degree based topological-indices are defined by using the degreeoof vertices in a graph.

Degree based topological-index is defined as:

TI(G) =
∑

eij∈ξ(G)

f(degr(vi), degr(vj)), (1.1)

where f is a symmetric function, that is,

f(degr(vi), degr(vj)) = f(degr(vj), degr(vi)).

Some of the degree based topological indices are listed. See Table 1.2.
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f(dvi , dvj) Name of index
dvi + dvj First Zagreb index
dvidvj Second Zagreb index
|dvi − dvj | Albertson index

(dvi + dvj)
2 First hyper-Zagreb index

(dvidvj)
2 Second hyper-Zagreb index

dvi
2 + dvj

2 Forgotten index
(
dvi
dvj

+
dvj
dvi

)/2 Extended index√
dvidvj Reciprocal Randić index

1/
√
dvidvj Randić index√

dvi + dvj Reciprocal sum-connectivity Randić index
1/
√
dvi + dvj Sum-connectivity Randić index

1/dvi + dvj Harmonic index
dvi
−2 + dvj

−2 Inverse degree index√
(dvi + dvj)dvidvj Product connectivity Gourava index

1/
√
dvi + dvj + dvidvj Sum connectivity Gourava index

[dvi + dvj + dvidvj ]
2 First hyper- Gourava index

[
√

(dvi + dvj)dvidvj ]
2 Second hyper- Gourava index

dvi + dvj + dvidvj First Gourava index
(dvi + dvj)dvidvj Second Gourava index√

(dvi + dvj − 2)/dvidvj Atom-bond connectivity index
(dvi + dvj)/(2

√
dvidvj) Arithmetic-geometric index

2
√
dvidvj/(dvi + dvj) Geometric-Arithmetic index
(dvi − dvj)2 Sigma index

dvidvj/(dvi + dvj − 2) Augmented Zagreb index
1/
√
dvi + dvj Sum connectivity index√
dvi + dvj Reciprocal sum connectivity index√
dvi

2 + dvj
2 Sombor index

Table 1.2: Degree based topological indices
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Chapter 2

Review of Sombor index

2.1 Introduction

Consider a simple graph Gewith vertexeset γ(G) and edgeeset ξ(G). If G has an edge

uv with end points u, v then Sombor index of G is defined as [11]:

SO(G) =
∑

uv∈ξ(G)

√
du

2 + d2
v, (2.1)

where du, dv are the degrees of vertices u and v, respectively. The summation is over

all edges in G. The term
√
du

2 + d2
v is interpreted as degree radius of edge uv in G,

that is, distance of ordered pair (du, dv) from the origin (0, 0), where du ≤ dv.

The Somborrindex of a graph is a unique vertexxdegree-based structure descriptor

put forward by Gutman [11]. Redžepoviće [19] showed that the Somboreindex is used

efficiently in modeling characteristic thermodynamiccproperties of compounds. It has

the satisfactory potential of prediction in modeling the enthalpy of vaporization and

entropy of alkanes. Wang et al. [24] and Das et al. [6] calculated the relationship be-
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tween the Sombor-index and some other degree-based topological indices like forgotten

index, the first Zagreb index, second Zagreb index, etc. The relationship between the

Sombor index and Albertson index is used to quantifying graph irregularity [1, 21],

which we will discuss later.

Definition 2.1.1 ([11]). The ordereddpair (du, dv), whereedu ≤ dv is degree-coordinate

of edge uv ∈ ξ(G). In the two dimensionalecoordinate system it is considered as a

pointecalled degree-point or d-point of an edge uv.

Definition 2.1.2 ([11]). The point with coordinate (dv, du) is called dual-degree orrdd-

point of the edge uv.

Definition 2.1.3 ([11]). The distance between degree-point (du, dv) and the origin (0, 0)

is the d-radius or degree-radius of-edge uv and denotedeby r(du, dv), that is,

r(du, dv) =
√

(du − 0)2 + (dv − 0)2

It is clear from above equation that degree-point andethe corresponding dual degree-

point have equaledegree-radii. Also in [11] Gutman established another interesting

relationship. Consider d-point of an edge uv of the graph. The distance between

degree-point (du, dv) and corresponding dual degree-point (dv, du) is given by

√
(du − dv)2 + (dv − du)2 =

√
2|du − dv|.

By applying summation on both sides, we obtain

∑
uv∈ξ(G)

√
(du − dv)2 + (dv − du)2 =

√
2
∑

uv∈ξ(G)

|du − dv|.
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The above equation shows that sum of the distances between d-point and dd-point of

the underlining graph is just
√

2 times the Albertson index [21] defined as

AI(G) =
∑

uv∈ξ(G)

|du − dv|.

Thus, now the earlier studied Albertson index is used to quantify graph irregularity

[1, 21], which can be interpreted as the sum of the distances between degree-points and

dual degree-points of a specific graph.

2.2 Relationship of Sombor index with some other

topological indices

2.2.1 The first Zagreb index and the Sombor index

Theorem 2.2.1 ([6]). Let Gebe a graph of minimum degree δ and size m. Then

SO(G) ≤ (
√

2− 2)δm+ Z1(G),

where Z1(G) is the first-Zagreb index of G. In addition, the equality holds if and-only

if graph G is a regular.
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2.2.2 Sombor index and second Zagreb index

Theorem 2.2.2 ([6]). Let G be a-graph of order n. Suppose G has minimum degree δ

and maximum degree ∆. Then we obtain

SO(G) ≥ 2Z2(G) + δ2∆n√
2(δ + ∆)

,

where Z2(G) is the secondeZagreb index of G. Moreover, equality holds if and-only if

graph G is-regular.

2.2.3 Sombor index and Randić index

For graph G, Randić index [15, 17] is defined as

R(G) =
∑

uv∈ξ(G)

1/
√
dudv.

For a graph G, reciprocal randic index [9, 10] is defined as

RR(G) =
∑

uv∈ξ(G)

√
dudv

Also, there exists an interesting relationship between Randić index and reciprocal

Randić index [9, 10]. For any graph G of size m, it holdsethat

RR(G)×R(G) ≥ m2,

where equality holds if and only if graph G is regular.

Using the definition of reciprocal Randić index and the above relation between R(G)
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and RR(G), we have following result.

Theorem 2.2.3 ([20]). For grapheG of size m, it holdsethat

R(G)× SO(G) ≥
√

2×m2.

Equalityeholds if and onlyeif graph G is regular.

2.3 Sombor index of some basic graphs

The Sombor index of a complete graph Kn of order n and its complement K ′n is given

[11]:

SO(Kn) =
n(n− 1)2

√
2

and

SO(K ′n) = 0.

The Sombor index of a path Pn of order n is given [11]:

For n = 2 :

SO(P2) =
√

2.

For n ≥ 3 :

SO(Pn) = 2(n− 3)
√

2 + 2
√

5.

The Sombor index of star graph Sn of order n is given as [11]:

SO(Sn) = (n− 1)
√
n2 − 2n+ 2.
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The Sombor index of cycle graph Cn is given as [11]:

SO(Cn) = (2
√

2)n.

Theorem 2.3.1 ([6]). Let Gebe a bipartite graph of order n.eThen

SO(G) ≤


n3/
√

32 if neis even

(n2 − 1)
√
n2 + 1/

√
32 if neis odd

with equality holds if andeonly if G is isomorphic to Kdx2e,bx2c (which is complete bi-

partite graph with two partite sets having coordinality
⌊
x
2

⌋
and

⌈
x
2

⌉
, respectively )

2.4 Some special properties of Sombor index

Theorem 2.4.1 ([11]). For a class of chemical graphs G if the degree of vertices is

maximum 4, then two d-pointsehave equal degree-radii if and only-if both have the same

d-coordinates.

Lemma 2.4.1 ([6]). For any graph G having an edge uv, weehave

SO(G− uv) < SO(G).

Also, an edge uv where vertices u, v are non-adjacent in G, it holds that

SO(G+ uv) > SO(G).
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Theorem 2.4.2 ([6]). Let Gebe a grapheof order n. Then

SO(G) + SO(G′) ≤ (n− 1)n√
2

.

Equality holds if andeonlyeif G is isomorphic to Kn(completeegraph of order n) or K ′n.

Reduced Sombor index

The degree-point of an isolated edge in a graph G is given as (1, 1). The distance

between any degree-point of any edge of the graph G and degree-point of isolated edge

is called reduced Sombor index [11] written as

SOreduced(G) =
∑

uv∈ξ(G)

√
(du − 1)2 + (dv − 1)2.

Average Sombor index

For a graph G of size m and order n, the average vertex degree is 2m
n
. Such degree

point has coordinate (2m
n
, 2m
n

). The distance between average degree-point and the

degree-points of the graph is called average Sombor index and is given as:

SOaverage(G) =
∑

uv∈ξ(G)

√
(du −

2m

n
)2 + (dv −

2m

n
)2.

It iseclear that the above equation is equal to zero if G is a regularrgraph and it will be

positive if graph G is not regular. Thus we can consider SOaverage(G) to check graph

irregularity [1, 21].
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2.5 Some results on Sombor index

Finding the extremal values of topological indices is of great interest in mathematical

chemistry. Due to which theeextremal values of the Somborrindex of graphs have

quicklyyreceived much attention. In the beginning, Gutman [11] calculateddextremal

values of the Sombor index amongethe class of trees and other connectedegraphs. Then

Cruz et al. [4] obtained extremals of Sombor index over chemical trees, chemical graphs,

and hexagonalesystems. Deng et al. [7] studied the upper bounds of the Somborrindex

over molecular trees with a fixed order. Liu [14] determined minimal of firstefourteen

chemical trees, the first foureunicyclic graphs, the firstethree chemical bicyclic graphs,

and the first seven chemical tricyclicegraphs. Lin et al. [16] calculated upper and lower

bounds on energy, Estrada index, and the spectral radius of Somborrmatrix of graphs.

Also characterized respective extremalrgraphs. Similarly, Ting et al. [26] calculated

the Sombor index of unicyclic graphs and trees with a fixed maximum degree.

Theorem 2.5.1 ([11]). For any graph G of order n,

SO(K ′n) ≤ SO(G) ≤ SO(Kn),

where Kn be a complete graph over n vertices, and K ′n be its complement. Equality

holds if and only if G ∼= Kn or G ∼= K ′n.

Theorem 2.5.2 ([11]). For any connected graph G of order n,

SO(Kn) ≥ SO(G) ≥ SO(Pn),

where Kn be the complete graph of order n and Pn be the path of order n. Equality

holds iffand only if G is isomorphic to Kn or Pn.
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Theorem 2.5.3 ([11]). Let Sn be the star-graph of order n. Then for any tree Tn of

order n, we have

SO(Sn) ≥ SO(Tn) ≥ SO(Pn).

Equality holds if and only if tree Tn is isomorphic to Sn or Pn.

Theorem 2.5.4 ([6]). Let G be any graph of order n. If G has minimum degree δ and

maximum degree ∆, then

nδ2/
√

2 ≤ SO(G) ≤ n∆2/
√

2.

Equality holds if andeonly if G is a regularegraph.

Upper bounds of Sombor index for different graphs

Theorem 2.5.5 ([6]). Let Gebe a connectedegraph of order n and independenceenumber

ν. Then

SO(G) ≤
√

2

(
n− ν

2

)
(n− 1) + ν(n− ν)×

√
(n− 1)2 + (n− ν)2.

Equality holds if andeonly if G is isomorphic to complete split graph CS(n, ν).

Theorem 2.5.6 ([5]). For any unicyclic graph G of order n ≥ 4, we have

SO(G) ≤ SO(U∗(n, n− 3, 0, 0)),

whereeU∗(n, n− 3, 0, 0) is shown in Figure 2.1.
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Figure 2.1: Graph U∗(n, p, q, r)

Theorem 2.5.7 ([5]). For any bicyclic graph G of order n ≥ 6, we have

SO(G) ≤ SO(B∗2,0(n, n− 4, 0, 0, 0)),

where B∗2,0(n, n− 4, 0, 0, 0) is shown in Figure 2.2.

Lower bounds of Sombor index for different graphs

Theorem 2.5.8 ([20]). For a graph G of order |γ(G)| = n and size |ξ(G)| = m, we

have

2
√

2m2/n ≤ SO(G).

Theorem 2.5.9 ([5]). If G belongs to the classeof unicyclic graphs of orderen, then

SO(Cn) ≤ SO(G),
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Figure 2.2: Graph B∗2,0(n, n− 4, 0, 0, 0)

where Cn is a cyclic graph.

If G belongs to the class of bicyclic graphs, then G contains two cycleseC and C ′.

The set of bicyclic graphs of order n has threeetypes of bases B0, B1 and B2. The

bases B0, B1 and B2 are depicted in Figure 2.3. B0(n) denotesethe set of graphs in B0

Figure 2.3: Basis of bicyclic graphs

of order n. B1(n, l) denotesethe set of graphs in B1, where l ≥ 1 is the length of the

path connectingecycles Ceand C ′. B2(n, l) denotesethe set ofegraphs in B2 of order n,

where l ≥ 1 is the length of the commonepath formed by Ceand C ′. The values of the
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Somborrindex of the graphs in theseesubclasses are given as:

SO(B0(n)) = 8
√

5− 6
√

2 + 2
√

2

SO(B1(n, 1) ∪B2(n, 1)) = 4
√

13− 5
√

2 + 2
√

2

SO(B1(n, l > 1) ∪B2(n, l > 1)) = 6
√

13− 10
√

2 + 2
√

2

Theorem 2.5.10 ([5]). If G belongs to the class of bicyclic graphs of order n, then

SO(G) ≤ SO(G),

where G is anyegraph in B1(n, 1) ∪B2(n, 1).

The maximum value of Somboreindex over the set of baseebicyclic graphseof order

n is attained in B0(n), while the minimum is attained in B1(n, 1) ∪B2(n, 1).

Sombor index of unicyclic graphs and trees with fixed maximum degree

The graphs Tn,∆, Un,∆, T∆,U∆ are shown in the Figure 2.4.

Figure 2.4: The graphs Tn,∆, Un,∆, T∆, U∆

Theorem 2.5.11 ([26]). Let n ≥ 7 and T belongs to set of trees with n vertices and

maximum degree ∆, where n− 2 ≥ ∆ ≥ 3.
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(I) With 3 ≤ ∆ ≤
⌊
n−1

2

⌋
, we have

√
5∆ +

√
8(n− 2∆− 1) + ∆

√
∆2 + 4 ≤ SO(T ).

Equality holds if and only if T is isomorphic to T∆.

(II) With
⌊
n−1

2

⌋
≤ ∆ ≤ n− 2, we have

√
5(n−∆− 1) + (2∆− n+ 1)

√
1 + ∆2 + (n−∆− 1)

√
4 + ∆2 ≤ SO(T ).

Equalityeholds if andeonly ifeT is isomorphic to Tn,∆.

Theorem 2.5.12 ([26]). Let n ≥ 5 and U belongs to set of unicyclic graphs with n

vertices and maximum degree ∆, where 3 ≤ ∆ ≤ n− 2.

(I) With 3 ≤ ∆ ≤
⌊
n−1

2

⌋
, we have

√
5(∆− 2) +

√
8(n− 2∆ + 4) + ∆

√
∆2 + 4 ≤ SO(U).

Equality holds if and only if U is isomorphic to U∆.

(II) With
⌊
n−1

2

⌋
≤ ∆ ≤ n− 2, we have

√
8 +
√

5(n−∆− 1) + (2∆− n− 1)
√

1 + ∆2 + (n−∆ + 1)
√

4 + ∆2 ≤ SO(U).

Equality holds if anddonly if U is isomorphic to Un,∆.
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2.6 Extremal values of chemical graphs w.r.t. Som-

bor index

Theorem 2.6.1 ([4]). Let G be a chemical graph offorder |γ(G)| = n. Then

SO(G) = n× 8
√

2.

Equality holds if and only if G is four-regular graph.

Chemical trees

The chemical tree is a tree whose vertex degree cannot exceed 4.

Theorem 2.6.2 ([4]). Let Gebe a chemical treeeof order |γ(G)| = n. Then

2
√

5 + 2
√

2(n− 3) ≤ SO(G) ≤ 8n
√

2.

Equality holds in the left side if andeonly if G is isomorphic to Pn. The equality holds

in the right if andeonly if G is isomorphic to 4-regularegraph.

Theorem 2.6.3 ([4]). LeteTn be a chemicalltree with order n ≥ 3. Then

SO(G) ≤ 2
√

17 + 4
√

2

3
n− 20

√
2− 2

√
17

3
.

Equality holds if and only if Tn is without vertex of degree 2 and 3.
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Three special types of chemicalegraphs

If G is a chemicalegraph with no isolated vertex then nx=nx(G) denotes the total

numbereof vertices ofG having vertex degree x. In the chemical graphG,mx,y=mx,y(G)

is the total number offedges joining a vertex of degreeex with vertex of degreeey in G.

Now we have three special types of chemical connected graph based on which we will

state next theorems.

Theorem 2.6.4 ([4]). Let n be aepositive integer. Then,eamong all chemical trees of

order n, the maximalevalue of Somber index iseattained in:

Figure 2.5: C00 type of trees

Figure 2.6: C10 type of trees

1. T ∈ C00(n)eif n ≡ 2 (mod 3) for n ≥ 5

2. T ∈ C10(n)ewith m1,2(T ) = 0 if n ≡ 0 (mod 3) for n ≥ 9

3. T ∈ C01(n)ewith m1,3(T ) = 0 if n ≡ 1 (mod 3) for n ≥ 13
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Figure 2.7: C01 type of trees

Theorem 2.6.5 ([26]). Let T be a chemical tree of order n ≥ 7. If maximum degree

of T is ∆ = 3, then

3
√

13 + 2
√

2n+ 3
√

5− 14
√

2 ≤ SO(T ).

Equality holds if and only if T ∼= T3. If ∆ = 4, then

2
√

2n− 6
√

2 ≤ SO(T ).

Equality holds if and only if T ∼= T4.

Theorem 2.6.6 ([26]). Let T be a chemicaleunicyclic graph of order n ≥ 5. If ∆ = 3,

then

3
√

13 + 2
√

2n+
√

5− 4
√

2 ≤ SO(T ).

Equality holds if and only if T ∼= U3. If ∆ = 4, then

2
√

2n+ 10
√

58

√
2 ≤ SO(T ).
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Equality holds if and only if T ∼= U4.

Integer valued Sombor index of graphs

Proposition 2.6.7 ([20]). Let G a connected chemicallgraph with no isolated vertex.

Then Sombor index of G is aneinteger if and only if G is a biregularebipartite graph

with ∆ = 4 and δ = 3. Also,

SO(G) = 5|ξ(G)|.

Theorem 2.6.8 ([20]). Let Gebe a connectedegraph and let Sombor index of G be an

integer. Then G must be multi-partite graph with δ is at-least 3.

2.7 Future work directions on Sombor index

In the last section we have indicate some possible directions for further work in Somber

index. Also some concluding remarks have been offered.

p-Sombor index

Beyond Euclidean norm that was used by Ivan [11] in defining Sombor index, the most

obvious case is p-variant Sombor index defined as

SOp(G) =
∑

uv∈ξ(G)

(du
p + dpv)

1/p,

where p 6= 0. So we can find extremals and other results of sombor index for p-Sombor

index. Few of them are given below:
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Proposition 2.7.1 ([4]). If G is a simpleegraph with 0 < p < q, then

SOq(G) < SOp(G).

Proposition 2.7.2 ([4]). For a simpleegraph G with p > 2 be an integerethen p-Sombor

index of G is not an integer.

Proposition 2.7.3 ([4]). For any graph G

SO 1
2
(G) = Z1(G) + 2RR(G),

where Z1(G) is first zagreb index and RR(G) is reciprocalerandic index.

Proposition 2.7.4 ([4]). For a grapheG with no isolated vertex then

lim
p→0

SOp(G) =∞.

It is interesting that we also have results for p < 0 such that for p = −1 we have

SO−1(G) = Inverse sum indeg index.

See [23] for more about inverse sum indeg index.
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Chapter 3

Sombor index of some dendrimers

3.1 HFD(ei) dendrimer

In this section, we will calculate the Sombor index of a dendrimer named as HFD(ei)-

G3-e(allyl)16-i-(hydroxyl)28, which is denotedeby D[n] as shown in Figure 3.1 with

different stages of its growth.

Theorem 3.1.1. For HFD(ei)−G3− e(allyl)16− i− (hydroxyl)28 dendrimer, the

Sombor index is given as

SO(D[n]) =



2[
√

5 +
√

8 + 3
√

13] for n = 1

2t+1[
√

5 + 10
√

8 + 2
√

10 + 7
√

13]− [4
√

10

+26
√

8 + 8
√

13] for n = 2t, t ≥ 1

2t+1[
√

5 + 14
√

8 + 2
√

10 + 7
√

13]− [4
√

10

+26
√

8 + 8
√

13] for n = 2t+ 1, t ≥ 1
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(a) D[n]ewith n = 6

(b) D[n]ewith n = 1, 2

Figure 3.1: Represent different stages of growth of HFD
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Proof. We know that formula of Sombor index is given as:

SO(D[n]) =
∑

uv∈ξ(D[n])

√
du

2 + d2
v.

Let

B = {(u, v) ∈ N× N : 1 ≤ u ≤ v ≤ 4}.

Then

SO(D[n]) =
∑

(u,v)∈B

√
du

2 + d2
v mu,v, (3.1)

where mu,v is theenumber of edges with end points u and-v.

HFD are the macro-molecules, due to molecular structure degree of vertices cannot

exceed 4 so we have,

SO(D[n]) =
√

12 + 12m1,1 +
√

12 + 22m1,2 +
√

12 + 32m1,3 +
√

12 + 42m1,4

+
√

22 + 22m2,2 +
√

22 + 32m2,3 +
√

22 + 42m2,4 +
√

32 + 32m3,3

+
√

32 + 42m3,4 +
√

42 + 42m4,4.

We can see from the Figure 3.1 that all the edges of D[n] has degree coordinats of

the type (1, 2), (1, 3), (2, 2), (2, 3). So the number of all the other type of edges will be

equal to zero.

SO(D[n]) =
√

12 + 12(0) +
√

12 + 22m1,2 +
√

12 + 32m1,3 +
√

12 + 42(0)

+
√

22 + 22m2,2 +
√

22 + 32m2,3 +
√

22 + 42(0) +
√

32 + 32(0)

+
√

32 + 42(0) +
√

42 + 42(0)

(3.2)
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The number of edges of D[n] is equal to 16(2t+1) + 8(2t) − 38 if n = 2t, t ≥ 1 and

24(2t+1) − 38 if n = 2t + 1, t ≥ 0. First we calculate Sombor index for first growth of

HFD(ei)−G3− e(allyl)16− i− (hydroxyl)28 dendrimer D[n]. It is clear from Figure

3.1 that edge partition for n = 1 is

(du, dv) where uv ∈ D[1] (1, 2) (1, 3) (2, 2) (2, 3)
Numberofedges 2 0 2 6

Table 3.1: Edgeepartition of D[1] basedeon the degrees of endevertices of every single
edge with n = 1

By putting the values in equation 3.2, we have

SO(D[1]) =
√

12 + 22 × 2 +
√

12 + 32 × 0 +
√

22 + 22 × 2 +
√

22 + 32 × 6

=
√

5× 2 +
√

8× 2 +
√

13× 6

= 2
√

5 + 2
√

8 + 6
√

13

= 2[
√

5 +
√

8 + 3
√

13].

Now we have to partitioneedges of D[n]ffor n ≥ 2 on the basis of degreeseof end vertices

of every single edge.

(du, dv)where uv ∈D[n] Numbereof edges
(1, 2) 2t+1

(1, 3) 4(2t − 1)
(2, 2) 10(2t+1)− 26
(2, 3) 7(2t+1)− 8

Table 3.2: For n = 2t, t ≥ 1
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(du, dv)whereeuv ∈ D[n] Numbereof edges
(1, 2) 2t+1

(1, 3) 4(2t − 1)
(2,2) 7(2t+2)− 26
(2,3) 7(2t+1)− 8

Table 3.3: For n = 2t+ 1, t ≥ 1

Here we have two cases

Casee1: when n = 2t, t ≥ 1

Casee2: when n = 2t+ 1, t ≥ 1

First we will calculate Sombor index of D[n] for Case 1 :

SO(D[n]) =
√

12 + 22(2t+1) +
√

12 + 32(4(2t − 1)) +
√

22 + 22(10(2t+1)− 26)

+
√

22 + 32(7(2t+1)− 8)

=
√

5(2t+1) +
√

10(4(2t − 1)) +
√

8(14(2t − 1)) +
√

13(7(2t+1)− 8)

=
√

5(2t+1) +
√

10(4(2t)) +
√

8(10(2t+1)) +
√

13(7(2t+1))−
√

10(4)

−
√

8(26)− 8
√

13

=
√

5(2t+1) +
√

10(2(2t+1)) +
√

8(10(2t+1)) +
√

13(7(2t+1))

− [
√

10× 4 +
√

8× 26 + 8
√

13]

= 2t+1[
√

5 + 10
√

8 + 2
√

10 + 7
√

13]− [4
√

10 + 26
√

8 + 8
√

13].
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Now we will calculate Sombor index of D[n] for Case 2 :

SO(D[n]) =
√

12 + 22(2t+1) +
√

12 + 32(4(2t − 1)) +
√

22 + 22(7(2t+2)− 26)

+
√

22 + 32(7(2t+1)− 8)

=
√

5(2t+1) +
√

10(4(2t − 1)) +
√

8(7(2t+2)− 26) +
√

13(7(2t+1)− 8)

=
√

5(2t+1) +
√

10(4(2t))−
√

10(4) +
√

8(7(2t+2)−
√

8(26) +
√

13(7(2t+1))−
√

13(8)

=
√

5(2t+1) +
√

8(7(2t+2)) +
√

10(4(2t)) +
√

13(7(2t+1))− 4
√

10− 26
√

8− 8
√

13

=
√

5(2t+1) +
√

8(7(2t+2)) +
√

10(2(2t+1)) +
√

13(7(2t+1))− [4
√

10 + 52
√

2 + 8
√

13]

= 2t+1[
√

5 + 14
√

8 + 2
√

10 + 7
√

13]− [4
√

10 + 26
√

8 + 8
√

13].

The proof is complete.

3.2 Nanostar dendrimers D1[n]

In this section, we will calculate Sombor index of nanostar dendrimer D1[n] as shown

in Figure 3.2.

Theorem 3.2.1. For graph of D1[n], the Sombor index is:

D1[n] = 24n
√

2 + 12
√

13(2n− 1) + 9
√

2(2n− 1)

Proof. We know that formula of Sombor index is given as:

SO(D1[n]) =
∑

uv∈ξ(D[n])

√
du

2 + d2
v.

We are studying special class of Carbon nanostructures, that is, dendrimers which are
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Figure 3.2: D1[n] with n = 1 and n = 2

basically important collection of molecular graphs so degree of vertices cannot exceed

4 therefore, let us consider

B = {(u, v) ∈ N× N : 1 ≤ u ≤ v ≤ 4}.

Then

SO(D[n]) =
∑

(u,v)∈d

√
du

2 + d2
v mu,v (3.3)

where mu,v is theenumber of edges with end points u and v.

SO(D[n]) =
√

12 + 12m1,1 +
√

12 + 22m1,2 +
√

12 + 32m1,3 +
√

12 + 42m1,4

+
√

22 + 22m2,2 +
√

22 + 32m2,3 +
√

22 + 42m2,4 +
√

32 + 32m3,3

+
√

32 + 42m3,4 +
√

42 + 42m4,4
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It is clear from Figure 3.2 that all edges of D1[n] has degree coordinate of type (2, 2),

(2, 3), (3, 3). Now we need to partition the edges on theebasis of degrees of endevertices

of every edge involved.

(du, dv)whereeuv ∈ D1[n] Number ofeedges
(2, 2) 12n
(2, 3) 12(2n− 1)
(3, 3) 3(2n− 1)

Table 3.4: Edgeepartition of D1[n] based on the degrees offend-vertices of every single
edge with n ≥ 1

SO(D[n]) =
√

12 + 12(0) +
√

12 + 22(0) +
√

12 + 32(0) +
√

12 + 42(0) +
√

22 + 22(12n)

+
√

22 + 32(12(2n− 1)) +
√

22 + 42(0) +
√

32 + 32(3(2n− 1)) +
√

32 + 42(0)

+
√

42 + 42(0)

=
√

22 + 22(12n) +
√

22 + 32(12(2n− 1)) +
√

32 + 32(3(2n− 1))

=
√

8(12n) +
√

13(12(2n− 1)) +
√

18(3(2n− 1))

= 24n
√

2 + 12
√

13(2n− 1) + 9
√

2(2n− 1)

The proof is complete.

3.3 Nanostar dendrimer D2[n]

In this section we calculate the Sombor index of nanostar dendrimer D2[n] as shown

in Figure 3.3.
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(a) The graph of D2[n] with n = 1

(b) The graph of D2[n] with n = 2

Figure 3.3: Nanostar dendrimer D2[n] with n = 1, 2
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Theorem 3.3.1. For graph of D2[n], the Sombor index is

SO(D2[n]) =



(2n+2)[
√

2 +
√

5 +
√

8 + 4
√

13 +
√

10 +
√

17]

+4
√

13(n2 − 3n+ 2) + 7(2n)
√

18− 2[15
√

2 + 3
√

8

+3
√

10 + 10
√

13] for n ≥ 2

119.98 for n = 1

Proof. We know that formula of Sombor index is given as:

SO(D2[n]) =
∑

uv∈ξ(D2[n])

√
du

2 + d2
v.

We are working on special type of molecular graphs where degree of vertices cannot

exceed 4. Let

B = {(u, v) ∈ N× N : 1 ≤ u ≤ v ≤ 4}.

Then

SO(D2[n]) =
∑

(u,v)∈d

√
du

2 + d2
v mu,v (3.4)

where mu,v is theenumber of edges with end points u-and v.

SO(D[n]) =
√

12 + 12m1,1 +
√

12 + 22m1,2 +
√

12 + 32m1,3 +
√

12 + 42m1,4

+
√

22 + 22m2,2 +
√

22 + 32m2,3 +
√

22 + 42m2,4 +
√

32 + 32m3,3

+
√

32 + 42m3,4 +
√

42 + 42m4,4

First of all we need to partition the edges of D2[n] based upon degree of end vertices
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of edges. Edge partition is shown in Table 3.6.

(du, dv) whereeuv ∈ D2[n] Number ofeedges
(1, 3) 2n+2 − 6
(1, 4) 4(2n)
(2, 2) 2n+2 − 6
(2, 3) 4(n2 − 3n+ 2) + 2n+4 − 20
(2, 4) 2n+1

(3, 3) 14(2n−1)− 10
(4, 4) 2n

Table 3.5: Edge partitionnof D2[n] based on the degrees of end vertices of every single
edge with n ≥ 2

SO(D2[n]) =
√

12 + 12(0) +
√

12 + 22(0) +
√

12 + 32(2n+2 − 6) +
√

12 + 42(4(2n))

+
√

22 + 22(2n+2 − 6) +
√

22 + 32(4(n2 − 3n+ 2) + 2n+4 − 20)

+
√

22 + 42(2n+1) +
√

32 + 32(14(2n−1)− 10) +
√

32 + 42(0) +
√

42 + 42(2n)

=
√

12 + 32(2n+2 − 6) +
√

12 + 42(4(2n)) +
√

22 + 22(2n+2 − 6)

+
√

22 + 32(4(n2 − 3n+ 2) + 2n+4 − 20) +
√

22 + 42(2n+1)

+
√

32 + 32(14(2n−1)− 10) +
√

42 + 42(2n)

=
√

10(2n+2 − 6) +
√

17(4(2n)) +
√

8(2n+2 − 6) +
√

13(4(n2 − 3n+ 2) + 2n+4 − 20)

+
√

20(2n+1) +
√

18(14(2n−1)− 10) +
√

32(2n)

=
√

10(2n+2)−
√

10(6) +
√

17(2n+2) +
√

8(2n+2)−
√

8(6) +
√

13(4(n2 − 3n+ 2))

+
√

13(2n+4)−
√

13(20) +
√

5(2n+2) +
√

18(7(2n)−
√

18(10) +
√

2(2n+2)

=
√

10(2n+2) +
√

17(2n+2) +
√

8(2n+2) + 4
√

13(2n+2) +
√

5(2n+2) +
√

2(2n+2)

+
√

13(4(n2 − 3n+ 2)) + 7
√

18(2n)−
√

10(6)−
√

8(6)−
√

13(20)−
√

18(10)
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= (2n+2)[
√

10 +
√

17 +
√

8 + 4
√

13 +
√

5 +
√

2] + 4
√

13(n2 − 3n+ 2) + 7
√

18(2n)

−
√

10(6)−
√

8(6)−
√

13(20)−
√

2(30)

= (2n+2)[
√

2 +
√

5 +
√

8 + 4
√

13 +
√

10 +
√

17] + 4
√

13(n2 − 3n+ 2) + 7(2n)
√

18

− 6
√

10− 6
√

8− 20
√

13− 30
√

2

= (2n+2)[
√

2 +
√

5 +
√

8 + 4
√

13 +
√

10 +
√

17] + 4
√

13(n2 − 3n+ 2) + 7(2n)
√

18

− 2[15
√

2 + 3
√

8 + 3
√

10 + 10
√

13]

The proof is complete.

3.4 Hypercore dendrimerDn

In thisssection we will calculate the Sombor index of hypercore dendrimer Dn as shown

in Figure 3.4.

Theorem 3.4.1. For graph of Dn, the Sombor index is

SO(Dn) = (3
√

10+3
√

17+42
√

2+27
√

13+6
√

5+30)2n−(2
√

17+30
√

2+15
√

13+6
√

5+15).

Proof. We know that formula of Sombor index is given as

SO(Dn) =
∑

uv∈ξ(Dn)

√
du

2 + d2
v.

We can see from the Figure 3.4 that all the vertices of D2[n] has degree less than or

equal to 4. Let

B = {(u, v) ∈ N× N : 1 ≤ u ≤ v ≤ 4}.
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Figure 3.4: Hypercore dendrimer Dn with n = 3

Then

SO(Dn) =
∑

(u,v)∈B

√
du

2 + d2
v mu,v, (3.5)

where mu,v is the numbereof edges with end points u and v.

SO(Dn) =
√

12 + 12m1,1 +
√

12 + 22m1,2 +
√

12 + 32m1,3 +
√

12 + 42m1,4

+
√

22 + 22m2,2 +
√

22 + 32m2,3 +
√

22 + 42m2,4 +
√

32 + 32m3,3

+
√

32 + 42m3,4 +
√

42 + 42m4,4.

Edge partition of Dn based upon degree of end vertices mu,v is shown in Table 3.6, the

size of Dn is equal to 63(2n)− 38.
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(du, dv) whereeuv ∈ Dn Numbereof edges
(1, 3) 3(2n)
(1, 4) 3(2n)− 2
(2, 2) 21(2n)− 15
(2, 3) 27(2n)− 15
(2, 4) 3(2n)− 3
(3, 4) 6(2n)− 3

Table 3.6: Edge-partition of Dn based on the degrees of end-vertices of every single
edge

SO(Dn) =
√

12 + 12 (0) +
√

12 + 22 (0) +
√

12 + 32 (3(2n)) +
√

12 + 42 (3(2n)− 2)

+
√

22 + 22 (21(2n)− 15) +
√

22 + 32 (27(2n)− 15)) +
√

22 + 42 (3(2n)− 3)

+
√

32 + 32 (0) +
√

32 + 42 (6(2n)− 3) +
√

42 + 42 (0)

=
√

12 + 32 (3(2n)) +
√

12 + 42 (3(2n)− 2) +
√

22 + 22 (21(2n)− 15)

+
√

22 + 32 (27(2n)− 15)) +
√

22 + 42 (3(2n)− 3) +
√

32 + 42 (6(2n)− 3)

=
√

10 (3(2n)) +
√

17 (3(2n)− 2) +
√

8 (21(2n)− 15) +
√

13 (27(2n)− 15))

+
√

20 (3(2n)− 3) +
√

25 (6(2n)− 3)

=
√

10 (3(2n)) +
√

17 (3(2n)− 2) + 2
√

2 (21(2n)− 15) +
√

13 (27(2n)− 15))

+ 2
√

5 (3(2n)− 3) + 5 (6(2n)− 3)

= 3
√

10 2n + 3
√

17 2n + 42
√

2 2n + 27
√

13 2n + 6
√

5 2n + 30 (2n)− 2
√

17

− 30
√

2− 15
√

13− 6
√

5− 15

= (3
√

10 + 3
√

17 + 42
√

2 + 27
√

13 + 6
√

5 + 30)2n − 2
√

17− 30
√

2− 15
√

13

− 6
√

5− 15

= (3
√

10 + 3
√

17 + 42
√

2 + 27
√

13 + 6
√

5 + 30)2n

− (2
√

17 + 30
√

2 + 15
√

13 + 6
√

5 + 15)
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This proof is complete.

50



Chapter 4

Silicate Structures

4.1 Silicate network SLN(n)

Silicate network can be constructed in many ways. Here we construct the silicate

network from honey comb network. Let us consider a honey comb network HCB(n)

of n dimension. Now introduce silicon ions on all vertices of HCB(n). Subdivide

every edge of HCB(n) for one time and place ion of oxygen on new generated vertices.

Introduce new 6n pendent edges on each at silicon of degree 2 of HCB(n). See Figure

4.1 . With each silicon ion connect the three ions of oxygen and form a tetrahedron,

then the new network is called SLN(n) as shown in Figure 4.2. In Figure 4.1 and 4.2

the graphs of silicon network are of dimension 2. The size and order of SLN(n) is 36n2

and 15n2 + 3n, respectively.
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Figure 4.1: HCB(n) to silicate network

Figure 4.2: Construction of HCB(n) to SLN(n)

Theorem 4.1.1. The Somber index of SLN(n) is given as

SO(SLN(n)) = 54n
√

2 (2n− 1) + 18n
√

5 (3n+ 1) (4.1)
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Proof. We know that formula of Sombor index is given as

SO(SLN(n)) =
∑

uv∈ξ(SLN(n))

√
du

2 + d2
v.

It is clear from Figure 4.2 that all the vertices of SLN(n) are of degree 3 or 6, so we

need to partition the edges of SLN(n) with respect to degree of vertices. All edges of

SLN(n) has d-coordinate (3, 3), (3, 6), (6, 6). [18] See Table 4.1.

(du, dv) where uv ∈ SLN(n) Number.of edges
(3, 3) 6n
(3, 6) 18n2 + 6n
(6, 6) 18n2 − 12n

Table 4.1: Edgeepartition of SLN(n) based on the degrees ofeend vertices of every
single edge.

Let

B = {(3, 3), (3, 6), (6, 6)}

Then

SO(SLN(n)) =
∑
uv∈B

√
du

2 + d2
v mu,v,

where mu,v is the number ofeedges with end points u and v.

SO(SLN(n)) =
√

32 + 32m3,3 +
√

32 + 62m3,6 +
√

62 + 62m6,6

=
√

32 + 32(6n) +
√

32 + 62(18n2 + 6n) +
√

62 + 62 (18n2 − 12n)

=
√

18(6n) +
√

45(18n2 + 6n) +
√

72(18n2 − 12n)

= 3
√

2(6n) + 3
√

5(18n2 + 6n) + 6
√

2(18n2 − 12n)
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=
√

2(18n) + 3
√

5(18n2 + 6n) +
√

2(108n2 − 72n)

=
√

2(18n+ 108n2 − 72n) + 3
√

5(18n2 + 6n)

=
√

2(108n2 − 54n) + 3
√

5(18n2 + 6n)

= 54n
√

2(2n− 1) + 18n
√

5(3n+ 1).

The proof is complete.

4.2 Chain silicate network CSn

Chain silicates are obtained by arranging tetrahedra linearly as shown in Fig. 4.3. It is

denoted by (CSn). The size and order of chain silicate network with n > 1 are 3n+ 1

and 6n, respectively.

Figure 4.3: Chain silicate network of dimension n

Theorem 4.2.1. The Sombor index of CSn is given as:

SO(CSn) = 3(3
√

2 + 4
√

5)n− 6
√

5 (4.2)

Proof. We know that formula of Sombor index is given as

SO(CSn) =
∑

uv∈ξ(CSn)

√
du

2 + d2
v.
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Since, all edges of CSn has d-coordinate (3, 3), (3, 6), (6, 6). So edge partition[18] of

CSn is shown in Table 4.2.

(du, dv) whereeuv ∈ CSn Number of edges
(3, 3) n+ 4
(3, 6) 2(2n− 1)
(6, 6) n− 2

Table 4.2: Edgeepartition of CSn based on the degrees of endevertices of every single
edge.

Let

B = {(3, 3), (3, 6), (6, 6)}

Then

SO(CSn) =
∑
uv∈B

√
du

2 + d2
v mu,v,

where mu,v is the totallnumber of edges with end points u and v.

SO(CSn) =
√

32 + 32m3,3 +
√

32 + 62m3,6 +
√

62 + 62m6,6

=
√

18(n+ 4) +
√

45(2(2n− 1)) +
√

72(n− 2)

= 3
√

2(n+ 4) + 3
√

5(4n− 2)) + 6
√

2(n− 2)

= 3
√

2n+ 12
√

5n+ 6
√

2n+ 12
√

2− 6
√

5− 12
√

2

= 3
√

2n+ 12
√

5n+ 6
√

2n− 6
√

5

= (3
√

2 + 12
√

5 + 6
√

2)n− 6
√

5

= (9
√

2 + 12
√

5)n− 6
√

5

= 3(3
√

2 + 4
√

5)n− 6
√

5
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The proof is complete.
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