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Abstract

Vehicle re-identification has become a key area in computer vision which has im-

portant applications in areas like vehicle tracking, commodity tracking, security

tracking, etc. But Vehicle re-identification inherits two challenges; there are large

variations between the similar classes, similar classes have different looks in dif-

ferent viewpoints, and slight differences between different classes, two different

vehicles may look the same as companies are making vehicles with similar ap-

pearances. Various CNN-based Vehicle Re-ID have been proposed but CNN faces

two main challenges; only contain the information of neighborhood and loss of

information due to sampling and convolutions. Transformer have recently been

introduced in vision community and achieving superior results because they can

solve fundamental problems of CNNs by keep long term relation and not losing

any information. A novel approach based on Shifted Window Transformer was

introduced that in this thesis that uses transformers model to tackle the vehicle

re-id problem and uses side information module to enhance the discrimination

ability of the model. To the best of our knowledge Shifted Window Transformer

have first-time been used as a backbone in vehicle re-identification task and results

were promising, the model was evaluated on benchmark dataset VeRi.
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Chapter 1

Introduction

In 2017, [1] predicted that the world will be using around 20.4 billion devices by the

end of 2021 and all of these are producing a huge amount of data. These connected

devices are everywhere like in airports, schools, traffic, universities, train stations,

and shopping centers. and they are already solving a lot of problems for humans.

As urban areas are populating most of the world’s population, they have bigger

problems as well like, traffic congestion, security surveillance, etc. These problems

can be solved by using the visual data generated by the connected devices. For

example, traffic can be made more effective, safer, and smarter by getting useful

insights from the existing traffic data. Moreover, this data can help to solve

problems including visual surveillance, crowd behavior analysis, player tracking,

anomaly detection, and suspicious activity detection.

Nonetheless, there exist many issues that can hinder the solution of these problems

like inferior quality data, poor illumination conditions, occlusion, and lack of

labels because cameras are not properly positioned, and their field of view is

limited to a small area; not collecting enough information that can be feed to

deep learning models. Vehicle re-identification is such an application that can

help in spotting a vehicle from non-overlapping cameras that be used in different

scenarios like surveillance, intelligent transportation, and security. There exists a

similar problem (Person re-identification) which in terms of accuracy of models

is more mature but models for person re-id cannot be directly used for vehicle

2



Chapter 1: Introduction

re-id making vehicle re-id more challenging problem. As vehicle re-id inherits

two major problems: 1) when a vehicle is captured using different viewpoints,

its appearance is different in different viewpoints. 2) Two different vehicles with

the The same model and same color will always have a similar appearance when

they are captured from a similar viewpoint. Yi Zhou and Ling Shao [2] said that

“The subtle inter-instance discrepancy between images of different vehicles and

the large intra-instance difference between images of the same vehicle make the

matching problem unsatisfactorily addressed by existing vision models”. So, the

idea is to train a model that can reduce the intra-instance difference between

images of similar vehicles.

Model for vehicle and person re-identification contains three major parts including,

feature learning, features extraction, distance matric learning, and calculation of

distance based on matric learning. Feature extraction includes using a deep learn-

ing model to extract features from the images. Once these features are extracted,

a deep learning model is trained to learn the representation from these features

and make a distance matric which will future be used to address the vehicle re-id

problem.

1.1 Background

Vehicle re-identification is a widespread problem that helps in solving problems

like intelligent traffic management and security surveillance. These problems are

the core problems in urban areas. Vehicle re-identification means the detection

of the vehicle in multiple non-overlapping cameras. For example, there are 10

different cameras at a location and each camera is placed at a different view

angle that is not overlapped with any other camera, vehicle re-id aims to detect

a particular vehicle in all cameras at any point. Vehicle re-id is remarkably like

the other field that is much more mature in terms of accuracy of the models and

that is person re-id. Person re-id is the same problem but with complexity as

in different viewpoints, the appearance of a person does not change drastically.

For example, the texture and color of clothes are not going to change even in

3



Chapter 1: Introduction

large viewpoint variations, but they cannot be applied to a vehicle. In the case

of the vehicle, the appearance of the vehicle in different viewpoints gets changed

up to a substantial extent, making it harder for a model to differentiate between

two vehicles. Another challenge in vehicle re-id is that if there are two vehicles

with the same model and the same color, the difference between vehicles would

be non-existent.

To tackle these problems of the same model vehicles, other methods like license

plate and spatial-temporal information were used and the results were promising.

However, in these two methods, the amount of information required to get these

results was on the higher side. Especially for license plate detection, images must

have a high resolution which is not possible in real scenarios because the cameras

installed for security and surveillance are not of that high resolution, and it is

not possible to deploy these many high-resolution cameras across the whole city.

Existing datasets do not include license plate information because of the privacy

of the user, making it harder for researchers to train the models and obtain results.

The spatial-temporal information is also part of the user’s privacy, and it is hard to

obtain that information as well, so researchers usually prefer the visual information

as it is easier to get the dataset for the visual appearance and it is more practical

by use existing cameras.

With the help of deep models and large datasets like VeRi and VehicleID, the field

of re-id has seen a remarkable gain in accuracy. Convolutional Neural Networks

(CNN) and Vision transformers Networks are being used to solve this problem.

There are two main approaches for the training of the model 1) Supervised Learn-

ing and 2) Unsupervised learning. In the community of vehicle re-identification,

the accuracy of the supervised model is greater than the unsupervised learning.

Supervised learning is done when a model is being trained on the label (Vehicle

ID, Color ID) given in the dataset. On the other hand, in unsupervised learning,

pseudo labels are created using a feature extractor model and then those labels

are fed to the next CNN that does the classification. The main pipeline in both

cases is defined in three base steps; i) Feature Extraction ii) Feature Learning iii)

Distance Matric Learning. In feature extraction, the features of a vehicle are ex-

4



Chapter 1: Introduction

tracted using a CNN like ResNet. All the images are sent to the feature extractor

and the extractor will extract those features. In the case of supervised learning, a

label is attached to the feature matrix as to the original image label. In the case

of unsupervised learning, a distance matrix is calculated from those features and

similar features are clustered based on the distance between those matrices.

Multiple datasets exist for vehicle re-identification; like VeRi-776, VehicleID, Vehi-

cleID Small, CityFlow, VehicleID Medium, VehicleID Large, PKU-VD, and Stand-

fordCars, etc. but the most popular among all of these are the VeRi and VehicleID

and these two are explained briefly here. VeRi dataset was published in 2016 by

Xinchen Liu. VeRi consists of over 50,000 images of 776 different vehicles and

these vehicles were captured by 20 cameras. Those cameras were placed in 1 km2.

Data was captured in 24 hours which makes it diverse but scalable at the same

time so that it can be used for research purposes. This real-world captured data

was then labeled with various attributes, e.g., Bounding Boxes, Vehicle Type,

Vehicle Company/brand, and color of the vehicle, making it possible to train a

different complex model on the dataset. “Spatiotemporal information and license

plate information such as bounding box of plates, plate strings, the timestamps of

vehicles, and the distance between the cameras”[3]. PKU VehicleID dataset was

created by the NELVT, Peking University. All the data was captured in a small

city in China using multiple surveillance cameras placed at distinct locations in

the city. All the data was captured in the daytime. There are 221763 images in

total containing 26267 vehicles. Data were manually labeled with the information

of vehicle ID and vehicle model information.

1.2 Problem Statement

“Vehicle re-identification requires the capability to predict the identity of a given

vehicle, given a dataset of known associations, collected from different views and

surveillance cameras”[4]. Vehicle re-identification is a ranking problem; when a

query image of a vehicle is given to the model, it needs to rank the given image

by comparing the similarities with the database.

5



Chapter 1: Introduction

Moreover, vehicle re-identification inherits two main challenges that make it hard

for a model to rank the vehicle correctly. The first difficulty is that when the

vehicle is captured by a camera from different viewpoints, the visual appearance

of the vehicle gets changes drastically. Secondly, when there are two different

vehicles with the same color and model, they have a similar visual appearance. Yi

Zhou explains it like this “The subtle inter-instance discrepancy between images

of different vehicles and the large intra-instance difference between images of the

same vehicle make the matching problem unsatisfactorily addressed by existing

vision models”[2].

CNN models are being in computer vision and object re-identification, but they

are not addressing the problem related to re-id. CNN faces two key issues (1)

CNN can’t exploit the global structural patterns and that is essential for object

re-id (2) Fine-grained features are lost during the pooling and convolutions. To

tackle these issues vision tranSolutions were introduced.

1.3 Solution Statement

To tackle the shortcoming of the CNNs, our proposed solution is the vision trans-

formers. As a CNN cannot exploit the global structural patterns, it focuses on

the small region because receptive fields follow Gaussian distribution. Attention

modules have been introduced to exploit the long-term dependency, but they are

hidden in deep layers, so they still focus on small areas, making it hard to focus on

diversified discriminative parts. A transformer solves this problem by the usage of

a multi-head attention module which captures the long-range dependencies that

can drive a model to learn diverse vehicle viewpoints.

Fine and detailed features are important while training a model. When a feature

is down-sampled in a CNN using pooling and stride convolutions, the model losses

important information as the spatial resolution of the feature map gets reduced

which hinders the learning of a model by reducing the discrimination ability. On

the other hand, in the transformer, there is no down-sampling which helps in

retaining the fine and detailed features and helps the model to learn in a better
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Chapter 1: Introduction

way. The transformer’s advantages over the CNN were the main reason to use

Vision Transformers for vehicle re-identification.

1.4 Thesis Contributions

The contributions of this thesis have been discussed in this section.

1. The main contribution is the changing of the model in the existing pipeline.

2. Backbone was changed from Vision Transformer[5] to an enhanced form of

ViT that uses a shifted window[6] method to increase accuracy more than

its’s predecessor and takes less time to train

3. The whole pipeline of TransReID was retrained and better accuracy was

observed with the usage of a new backbone.

4. It has been evaluated and proved in this thesis that our method can be used

as the backbone and is a good replacement for conventional CNNs because

ViT can keep track of long-term dependencies.

1.5 Thesis Outline

The following sections will be explained in the thesis.

1.5.1 Chapter:2 Literature Review

Previous work related to re-identification has been reviewed in this chapter which

includes literature from both person and vehicle re-identification. The major part

includes top conference papers on vehicle re-id, deep learning-based networks,

and methodologies that helped in maturing the field. Moreover, this chapter also

highlights the state-of-the-art algorithms and major contributions toward vehicle

re-identification.

7



Chapter 1: Introduction

1.5.2 Chapter:3 Datasets

There exist multiple datasets for vehicle re-identification that are being used to

evaluate the various proposed model. VeRi-776, VehcileID, VehcileID small, Ve-

hcileX, CityFlow VeRi Wild are among the most commonly used datasets, details

of all available datasets will be discussed in this chapter. Moreover, every dataset

is not suitable for every proposed method so the datasets being used in this thesis

have also been mentioned.

1.5.3 Chapter:4 Design and Methodology

In this chapter, the proposed methodology has been discussed in detail by man-

ifesting the image and model diagrams. Each module of the proposed network

and the overall design of the model have also been explained in detail. The design

includes the previous paper model configurations, architecture, and our proposed

model with the structure of the model. Moreover, settings of different hyper-

parameters have also been discussed which elaborates the optimal setting as well.

1.5.4 Chapter:5 Experiments and Results

The results of all tests performed using our model have been discussed in this

chapter. Datasets used for model testing and evaluation are discussed in the first

section of the chapter. Hyper-parameters, evaluation metrics, and model settings

are also part of this chapter. To future explain the complete results; different

tables and figures are included that show the comparison of our model with other

models on different datasets.

1.5.5 Chapter:6 Conclusions

Conclusions include the summary of work, conclusion, and future work. In Con-

clusion and for future work explain the contributions of our work and future

improvements in the code that can further improve the work done. On the other

hand, a summary of work briefly describes the work done with the scope of vehicle

8



Chapter 1: Introduction

re-identification.
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Chapter 2

Literature Review

2.1 Vehicle Re-Identification

The world is moving towards intelligent systems with the help of deep learning

algorithms. Computer vision using CNN and Vision Transformers is playing a

vital part in the making of those systems. Smart and connected devices are

everywhere, collecting tons of data. That data can be used to train models that

can help with different problems. Current intelligent transport systems use video

surveillance for smart traffic management and security. As the research related

to vehicles got mature e.g., vehicle classification and detection, the researcher

started working on vehicle re-identification. “There are mainly five types of deep

learning-based methods designed for vehicle re-identification, i.e., methods based

on local features, methods based on representation learning, methods based on

metric learning, methods based on unsupervised learning, and methods based on

attention mechanism”[7]. Being an important topic in computer vision, vehicle

re-identification got a lot of attention in the academic community, the goal of

vehicle re-id is to classify the same vehicle from the different cameras that are

non-overlapping.

Identifying a vehicle from different non-overlapping cameras is challenging be-

cause of the significant difference in intra-class. The large intra-class difference

means the same vehicle may look different in various scenarios; when a vehi-
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Chapter 2: Literature Review

cle passes through different illuminations, the visual patterns of the vehicle will

change drastically and when a vehicle is being looked at from different viewpoints,

the variation in the viewpoint is considerably high. “Small inter-class similarity

is in reflected images of different cars may look remarkably similar. Vehicles pro-

duced by the same or different manufacturers can have similar colors and shapes,

so that visual differences between two vehicle images are often subtle, making it

difficult to distinguish whether the two images belong to the same vehicle”[7].

Some traditional machine methods were used at the start and hand-crafted fea-

tures were used for the model training where parameters for the feature were

manually adjusted. These hand-crafted feature methods include SIFT, HOG, and

LBP. SIFT extracts local key features that are invariant to illumination, size of

object, and rotation but at the same they require high computation so cannot be

used in real-time systems and feature extraction of SIFT is very low on smooth

edges. HOG can extract edge information in a better way even in the presence of

different lighting conditions and colors. As it focuses on edges, not on the local

key features, the amount of calculation require is less than SIFT but at the same

time, it is sensitive to occlusion and noise. LBP focuses on texture information

which makes it invariant to light. The calculations in the LBP are not complex

which makes operations faster, on the other hand, LBP doesn’t perform well when

the directions of textures are changed[8].

With the introduction of deep convolutional neural networks (CNNs), the hand-

crafted features were abandoned and CNNs with deep hidden layers became so

famous that they were being used in every field of computer vision, such as object

classification, detection, image semantic segmentation, object tracking, etc. and

they were achieving some serious accuracies. Due to this, the researchers started

to tackle vehicle re-identification using CNNs

2.2 Vehicle Re-Identification using Local Features

At the start of vehicle re-identification using deep learning, researchers were fo-

cused on global features of the global features which caused a bottleneck in ac-
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Chapter 2: Literature Review

curacy, so they started to pay attention to the local feature instead as in-vehicle

differences usually appear in the local features. Region segmentation and key-point

location are the most wildly used methods for the extraction of local features.

Wang et al. [9] used both region segmentation and location of key-point and to get

segmentation results of different regions by marking twenty different points on the

target vehicle. The convolutional neural network was extract local features from

those marked key points and then those key points were fused with the global

features to get the final appearance feature vector of a target vehicle. Then,

those fused vectors were used to solve the vehicle re-identification problem; as

those features can directly be compared for query image features and features

with other image features in the database. The proposed solution was a good

addition to the vehicle re-identification community, but it was limited by the

dataset diversity; data should not be limited to some viewpoints of the vehicle, it

should have multiple viewpoints for each vehicle. In a real scenario, it is hard to

get a perfect dataset like that as there would be too many images for each vehicle

making the dataset too big and it is not possible to collect images of vehicles with

every viewpoint. Moreover, for every viewpoint, the key points should be labeled

and if there are various viewpoints then there would be too many images to label.

“In addition, key points need to be labeled for different angles of the vehicle image

on the collected dataset, so the number of key points that need to be labeled is

large which results in a huge workload. Therefore, the method was complicated

in terms of feasibility and workload” [7].

Local features are important for vehicle re-identification because it is not possi-

ble to differentiate between the vehicles using global features only, therefore some

researchers used both local and global features for vehicle re-id which led to im-

provements in model accuracy. Liu et al. [3] outlined a deep model named as

Region-Aware deep model(RAM) that extracted both local and global features,

those features were combined to get more discriminative details of the vehicle as

local features can provide details of the vehicle. Besides, they have used vehicle

color, id, and type information to future improve the ability of the model to dis-

criminate between the vehicles. A similar approach was also introduced by He et
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al. [10] by training a model end-to-end by using the local and global features but

they added a detection branch as well. They used local features of various parts

of the vehicle such as front, back, sides, windows, lights, and brand e.g., KIA, etc.

Then they used the part attention mechanism to formalize the global module, by

these formalized global features, model was able to differentiate between different

vehicle accurately. Peng et al.[11] introduced a method called Multi-Region Model

which uses multiple regions to extract features and a Spatial transformer model

was trained for each region that helps in the localization of the features. Then

they used a context ranking algorithm, the algorithm could rank the different ve-

hicles based on context and content which further increased the accuracy of the

vehicle re-identification.

Ma et al.[12] came up with a model that could learn feature embeddings effi-

ciently, the model was based on Grid Spatial Transformers Network (GSTN), and

the model was able to divide local features from the global features and locate

the vehicle. “Besides, residual attention was conducted to give an additional re-

finement for a fine-grained identification, the refined part features were fused to

form an efficient feature embedding finally, so that improved the accuracy of ve-

hicle re-identification. In summary, the advantages of methods based on local

features are reflected in it can capture unique visual clues conveyed by local areas

and improve the perception of nuance, which helps a lot to distinguish between

different vehicles and improve the accuracy of vehicle re-identification. Besides,

many researchers combine local features with global features to improve the ac-

curacy of vehicle re-identification. Hoverer, the disadvantage of methods based

on local features is the extraction of local features will significantly increase the

computational burden”[7].

2.3 Vehicle Re-Identification using Representation Learn-

ing

Multiple camera angles exist in the real-life application of vehicle re-identification,

obtain images from those camera means getting different viewpoints that can re-
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sult in bad differences in the local key feature areas. Only using local features, is

not possible to achieve high accuracy. As the CNNs got developed, the researcher

made serious progress in representation learning. Features/representations are

learned by the transformation of input data by using convolutional neural net-

works that can further be used for different computer vision tasks such as pre-

diction, detection, and classification. Convolutional neural networks are trained

on a big dataset like ImageNet; containing millions of images so that they can

learn representation automatically. Representation learning has been applied to

person re-identification and has given some serious results, so researchers started

to apply it to vehicle re-identification as well.

Learning discriminative features are important to learn from the different vehicle

viewpoints, Zheng et al.[13] proposed a deep convolutional network to learn the

features embedded with other vehicle attributes, including color, type, and camera

view, the solution was named DF-CVTC. With the combination of these attributes

the features were improved by a large margin, once the features were learned by

the model, another model VS-GAN was trained to learn these representations and

enhance the variance of the data. Huang et al.[14] proposed a deep feature fusion

with Multiple Granularity (DFFMG) that used a combination of global and local

features by using two directions (i.e. vertical and horizontal). “DFFMG consisted

of one branch for global feature representations, two for vertical local features

representations and other two for horizontal local features representations”[14].

Different representation learning-based methods proposed some unique and novel

ideas that helped in getting good accuracies. Hou et al. [15] introduced proposed

a deep representation learning based that can get random occlusion features for

vehicle reidentification algorithm. The algorithm randomly occluded the training

images which was almost close to a real-life situation where some parts of vehicles

are occluded, this way they were able to increase the dataset images that help in

avoiding the overfitting of the model. Features extracted from both occluded and

normal images were used to train the model and the results were promising. Vari-

ous viewpoints of a vehicle are interlinked and to exploit the relationship between

these views Alfasly et al.[16] proposed a Long Short-Term Memory (LSTM) based
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solution. The framework could learn the relationship between multiple viewpoints

of the vehicle using the representation of images which helped in the improvement

of the accuracy of the model. They used Kullback-Leibler divergence which can

improve the performance of the model for vehicle re-identification and other tasks

as well such as detection and classification.

To solve the problem of data labeling on image datasets and unlabeled videos,

Wu, et al. proposed a CNN-based model that could automatically extract the

representations based on the space-time labels and label those in positive and

negative samples. The feature extractor was trained on multi-label data and then

it was finetuned on the vehicle dataset so that model could learn the features of

the vehicle and perform better on test videos. To help the model in learning a new

distance loss was proposed that work in a way that it creates sets for the same

vehicle and add similar image to one set and different image to different sets.

Then they trained the mode on those sets in a way that the distance between

images similar was optimized and this proposed loss performed better than triplet

loss. To learn discriminative features/representation, Jiang et al.[17] proposed a

vehicle reidentification model that was multi-attribute driven, essentially making

the model, a multi-branch model with an enhanced re-ranking scheme. They

added vehicle attributes such as color and model to increase the discrimination

ability of the multi-branch model. They also used special-temporal information

to divide the representations of vehicles into sets then Jaccard similarity is used

to find the distance between the images of different sets.

Two types of vehicle re-identification streams are being carried out now. The

first one is to consider the task as a classification problem and train the deep

learning model for vehicle re-identification in a supervised manner, by feeding

a lot of images labeled data to the model and using various loss functions for

classification to optimize the model. The loss is computed while training when the

model predicts a vehicle ID, it is compared with the original label and then using

multiple iterations of back-propagation and forward steps the loss is optimized.

Nevertheless, vehicle models that are being produced every year with new shapes

and colors are large in numbers, and solving this problem with simple classification
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will lead to the over-fitting in the vehicle re-identification domain because when

there is a large amount of data, it becomes difficult to classify different vehicles

that can drive the models towards bottleneck in accuracy. The other technique

finds the vehicle re-identification as a vehicle verification problem, in verification,

IDs are assigned to the two pictures of the vehicle and then verification loss is

optimized between two images. Having said that, verification learning takes too

long as it is a one-to-one comparison between a pair of images, it can only compute

loss between images in pair. Moreover, the generalization ability of the model

suffers as it only uses vehicle ID and does not make use of other attributes of the

vehicle such as type, color, and model.

In a nutshell, vehicle re-identification is aided by representation learning, the fea-

ture extractor models can extract the representation automatically which helps in

the elimination of hand-crafted features, and they are robots in a different situa-

tion. Training a representation model is stable and results can easily be reproduced

despite those methods based on representation learning are not good enough in

terms of generalization and as they can be overfitted on the large dataset.

2.4 Vehicle Re-Identification using Metric Learning

Metric learning[18] is the method of converting images into feature space using

feature transformation then in the feature space cluster are formed for similar ve-

hicles. Metric learning is widely used for vehicle re-identification, face recognition,

and person re-identification. In metric learning, the model is trained in such a

way that the distance between similar vehicles is reduced and the distance be-

tween different vehicles is increased; the similarity between similar vehicles is high

and the between different vehicles is low. “Therefore, metric learning requires cer-

tain key features of the learning objectives, that is, individualized features. When

distinguishing different vehicles, the appearance characteristics of the vehicles are

very similar, these features belong to the common features between vehicles. Dis-

tinguishing features like the paint, stickers, scratch marks on the vehicle, the

annual inspection position of the vehicle on the front windshield, decoration, and
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tissue boxes are used to distinguish the different characteristics of the two cars.

Metric learning distinguishes different identities by learning key distinguishing

features”[7].

Contrastive loss, quaternion loss, and triple loss are the most widely used losses in

metric learning. Given any picture x, the feature vectors fx for the image can be

extracted using forward propagation then the distance between extracted features

is calculated using the Euclidean distance formula.

d (p, q) =

√√√√ n∑
i=1

(qi − pi)2 (2.4.1)

Siamese networks are also popular in-vehicle re-identification, Zakria et al.[19]

brought in a vehicle re-identification technique in which a vehicle is selected from

the gallery then the selected vehicle is verified using a license plate. The model

learns the global features vector of the vehicle, the local features are also learned

using the local region channel and they also incorporated the other features like

type, model, and color. In the end, they used Siamese neural network to check the

accuracy of model prediction(re-identification). Liu et al.[20] created a method

that looks for the vehicle in a step-by-step fashion. A classifier learns the visual

features such as color, type, and vehicle model, the Siamese networks match the

license plate and use spatial-temporal information to classify the vehicle.

Combing Siamese Networks with other models resulted in good accuracies. Shen

et al.[21] created a combined framework using the Siamese network and the Path-

LSTM model. These streams work in a way that the first branch Siamese network

is used to extract visual similarity while the other branch consists of LSTM to

learn spatial-temporal data as LSTM know for working best on time series data, at

the end, results from both branches are merged to get the re-identification results.

A deep learning-based two-branch Multi-DNN Fusion Siamese Neural Network

was proposed by Cui et al.[22] to tackle the problem of vehicle re-identification.

They placed some random marks on the windshield and use those marks as an

attribute alongside the other attributes such as color and vehicle model, then they

mapped those attributes into a Euclidean space where the distance can be calcu-
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lated between two similar of different vehicles based on the Euclidean distance,

that distance is called the similarity between two vehicles.

Inspired by the triplet loss, Liu et al.[20] created a Deep Relative Distance Learn-

ing (DRDL) method that consists of two branches deep convolutional neural net-

work to show the image of a vehicle to the Euclidean space. In Euclidean space,

the distance between two random vehicles can be used to calculate the similar-

ity between vehicles. Group-Sensitive-Triplet-Embedding (GS-TRE) method was

introduced by Bai et al in which each vehicle was considered as a group. The

number of groups was dependent on the number of classes in the dataset, similar

vehicles with the same ID were sent to the same group, this way the intra-class

difference got easier to learn. Kumar et al.[23] proposed a baseline model for ve-

hicle re-identification that utilizes the triple embeddings with a combined loss of

both triple loss and contrastive loss. Zhang et al.[24] proposed a similar approach

with the help of Triplet loss, the model was trained on a triplet of an input image

with both positive and negative samples from the database to calculate the sim-

ilarity between the positive samples. They used a classification model with the

help of triplet loss that enhanced the classification ability of the model up to a

large extent.

Moreover, A network named Deep-Joint-Discriminative-Learning (DJDL) was pro-

posed by Li et al. [25]. Extraction of discriminative feature representations from

vehicle images was the main goal of the network. DJDL consisted of four sub-

networks, identification, recognition, verification, and triplet network, each adding

its functionality to the final output. Triplet makes sure that the distance between

similar samples is minimum, verification keeps the relation between both positive

and negative samples, and identification and recognition are responsible for mak-

ing use of different properties of the image. All these subnetworks were optimized

for vehicle re-identification and the results were promising. Wang et al. explained

the limitations of the classification in supervised learning like this “For supervised

learning, the category is usually fixed so that the SoftMax cross-entropy loss func-

tion can be used to train to meet the classification requirements. But sometimes,

the category is a variable, especially for vehicles, the variety of models is different
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and will be updated or the quantity will change at any time. The trained classifi-

cation model has poor generalization ability or is prone to over-fitting so vehicle

re-identification tasks are not well done with only use classification learning, using

triplet loss can solve such problems”[7].

Triplet loss can get an advantage of the model when there is detailed variation

in the data that triplet can better learn the details and different characteristics

between input samples. While training the common feature of the vehicle are

not given attention but the attention is given to the feature that can differentiate

two samples like scratches, paint writings, windscreen, different stickers on the

windscreen, tissue boxes, accessories, decorative items, etc. these features can

help in getting better accuracy in vehicle re-identification as the other features

such as color, shape, bagging of the company can be similar on a vehicle that can

confuse the model.

2.5 Vehicle Re-Identification using Unsupervised Learn-

ing

Labeled data plays a vital role in every field of deep learning, supervised learning

requires a lot of labeled data. To label the raw data, a lot of effort is required

which is not always feasible. Unsupervised learning techniques do not require

labeled data, but they can infer directly from unlabeled data using some clustering

algorithms, and these algorithms have successfully been applied to various re-

identification tasks.

Deng et al. proposed an Image-to-Image-Cross-Domain-Adaption unsupervised

technique by using self-similarity and dissimilarity using GAN that preserves the

similarity between vehicles and used contrastive loss for re-identification. Bashir

et al.[26] presented a technique “that essentially formulates the whole vehicle re-ID

problem into an unsupervised learning paradigm using a progressive two-step cas-

caded framework. It combines a CNN architecture for feature extraction and an

unsupervised technique to enable self-paced progressive learning. It also incorpo-
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rates contextual information into the proposed progressive framework that signifi-

cantly improves the convergence of the learned algorithm. Moreover, the approach

is generic and has been the first attempt to tackle the vehicle re-ID problem in an

unsupervised manner. The performance of the proposed algorithm has been thor-

oughly analyzed over two large publicly available benchmark datasets VeRi and

VehicleID for vehicle re-ID using image-to-image and cross-camera search strate-

gies and achieved better performance in comparison to current state-of-the-art

approaches using standard evaluation metrics”[26]. Marín-Reyes et al.[4] applied

a method that creates the annotations from the video in an unsupervised way,

that can be used to train the model. Bashir et al.[27] trained a model with self-

progressive learning architecture, the technique deeply learned the representation

of unlabeled data.

Goodfellow et al.[28] presented a framework GAN that contains two networks;

generator and discriminator. The generator is given the samples with added noise

and asked to generate the real sample from the given data while the discriminator

keeps check of whether the generated data is good enough or not. Generative

Adversarial networks are being used in various deep learning tasks such as image

generation, the real reason behind the success of the GAN is that it can create

synthetic data which is indistinguishable from real data. Besides, there exist many

iterations of GANS such as AC-GAN, Info-GAN, and Cycle-GAN that tend to

improve the performance of originally presented GAN with certain conditions. By

exploiting, the synthetic data generation ability of GAN Zhou et al.[2] proposed a

viewpoint-aware attentive multi-view inference (VAMI) model to solve the prob-

lem of variations in viewpoint by using visual information only. VAMI uses a

single viewpoint on of vehicle and transforms that view into a global viewpoint

using GAN in such a way that pair-wise distance can be learned. Given a query

image to the generator model, it generated all the viewpoints of a vehicle, and the

discriminator makes sure that the created viewpoints are perfect so that features

can be better learned, this approach got promising results.

“In summary, unsupervised learning technology can make use of unmarked in-

put data to improve generalization ability. Among the vehicle re-identification
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methods based on unsupervised technology, GAN-based methods are widely used.

GANs can generate multiple perspective features for a single perspective image

and use the feature to solve the vehicle re-identification problem under multiple

viewing angles, in addition, GANs can be used for image-to-image translation to

better solve the problem of inconsistent distribution of different data domains.

But using GANs for image generation needs to overcome the problem of difficulty

in convergence, and balance the two models in training, thereby avoid unstable

training situations”[7].
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Datasets

3.1 Datasets for Vechilce Re-Identification

There exist multiple benchmark datasets for vehicle re-identification such as Vehi-

cleID, VeRi-776, CityFlow, Veri-Wild, VehicleX, VRAI, Vehicle-Rear, Vehicle-1M,

CityFlow, PKU-VD, and VehicleID small, etc. VehicleID, VeRi, VeRi Wild, and

CityFlow are among the most used datasets for state-of-the-art model training in

the community of vehicle re-identification. In this chapter, all datasets will be

described in detail.

3.1.1 VeRI

The VeRi dataset was proposed by Liu et al.[3] in 2018 with a deep learning tech-

nique for vehicle re-identification. The images of the dataset were extracted by the

real-world surveillance cameras, 20 cameras were placed at different viewpoints;

covering a radius of 1kam2for24hours.

50k images were extracted from the feed containing 776 vehicles, making the

dataset feasible for vehicle re-identification and detection task. Captured images

were labeled manually with various attributes such as BBox, color, type, and

vehicle brand. Each was captured in various illumination, viewpoint, resolution,

and occlusion conditions by 2 18 cameras. The data is also labeled with spatial-

temporal information such as license pale, license plate number and timestamps
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of vehicles, and distance between the cameras.

Figure 3.1: The position of different cameras in the VeRi dataset has been shown in the

figure, moreover different vehicles from the dataset are also shown.[3]

3.1.2 VehcileID

The PKU VehicleID dataset was created by Peking University, dataset contains

26267 unique vehicles with 221,763 images in total, the dataset was collected in

a small city in China from real surveillance cameras. Each image is given an ID

that corresponds to the real vehicle; besides, 10319 vehicles were manually labeled

with the model information.

3.1.3 CityFlow

CityFlow was made using 3 hours of HD video from 40 different cameras that

place throughout the whole of 10 intersections in a city where traffic was flowing

rapidly, the longest distance between two cameras was around 2.5KM. The dataset

contains around was annotated for vehicle ID, view angle, model, and the condition

of the traffic flow by drawing 200K bounding boxes. Besides, spatial-temporal

information such as Camera calibration and geometry information was added so

that it can later be used in methods based on spatial-temporal information.

3.1.4 Vehicle-1M

The vehicle-1M dataset contains around 936,051 images of 55,527 vehicles belong-

ing to 400 different vehicle models. All these images were collected from the rear
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or front of the vehicle in all possible lighting scenarios from day to night. All the

vehicles are labeled with an ID that denotes their identity in the real world as

well (i.e “Honda-Civic-2013”) which indicates the brand, model, and year of the

model.

3.1.5 VRAI (Vehicle Re-Identification for Aerial Image)

For UAV-based applications, VARI was proposed as a large-scale dataset for vehi-

cle re-id. The dataset consists of 137,613 aerial images of 13,022 unique vehicles.

3.1.6 VeRi-Wild

VeRi-Wild was known to be the largest vehicle re-id dataset according to CVPR

2019. The dataset consists of 416,314 images of 40,671 vehicles and these images

were captured from 174 cameras. The feed was collected in a month for 24 hours

and it was coming from CCTV cameras.

3.1.7 Vehicle-Rear

As the name indicates, this dataset contains rear images of nearly 3000 vehicles,

all the images were obtained from a 3-hour-long feed of high-resolution cameras.

Annotation of this dataset includes model, manufacturer, color, year, position,

and license plate information of the vehicle.

3.1.8 VehicleX

As dataset collection is a challenging task, researchers have come across various

methods of making a dataset. VehicleX is an example of such an effort, it is a

synthetic dataset that was created in Unity (A game development tool). It consists

of 1362 uniquely created vehicles with the ability to edit any attribute.

VeRi-776 is known to be the most used dataset for various vehicle re-identification

benchmark models so we have used this dataset for model evaluation.It contains
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50000 images of 776 unique vehicles with the information of cameras which is

essential for our proposed method.

Name Images Vehicles Cameras Real

VeRi-776 50,000 776 20 Yes

VehcileID 221,763 26267 - Yes

CityFlow 20,0000 - 40 Yes

Vehicle-1M 936,051 55,527 - Yes

VRAI 137,613 13,022 - Yes

VeRi-Wild 416,314 40,671 174 Yes

Vehicle-Rear 3 Hours Video 3000 - Yes

VehicleX - 1362 - Synthetic

Table 3.1: Details of all dataset avaible for vehicle re-identification is shown in this table,

name, number of image, number of vehicles, number of cameras, and state of the dataset

is shown..
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Design and Methodology

4.1 Problem Definition

To address the problem of vehicle re-identification, a novel approach based on

Vision Transformers that have recently been introduced by the computer vision

community. Transformers can safely replace the conventional convolutional neural

networks; in some scenarios, they can even beat the accuracy of CNN’s because

they can leverage from keeping the long-term dependencies intact while the CNN

can only keep local neighborhood information and loses information when it per-

forms pooling and convolutions.

The first effort to use a vision transformer for vehicle re-identification was proposed

in a paper by TransReID[29]. They used code from Reid-Strong-Baseline[30], and

PyTorch-Image-Models and they got some competitive results. The research gap

that existed in the technique is that there are some improved vision transformer

models such as Swin Transformer. We have changed the model from Vision trans-

former to Swin Transformer and the results were promising.

4.2 Architecture Design

The main architecture is consisting of two main modules Swin Transformer and

TransReID, both have been used to get results. The main module used for the
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baseline is TransReID, which was originally using Vision Transformer (ViT), we

have replaced the model with a Swin transformer[31]; uses a shifting window

scheme to get better performance than ViT.

Figure 4.1: This figure explains the architecture of the proposed methodology, which

uses the Swin Transformer as the backbone. We have used two types of losses ID loss and

Triplet Loss.

4.2.1 Swin Transformers

Swin transformers are an enhanced form of vision transformers that use shifted

window scheme. A patch Splitting module splits the input RBG image into non-

overlapping patches. Each patch is named a “token,” and its raw values are

concatenated with the pixel values. In implementation[6], a path size of 4*4 was

used, which result in a feature dimension of 4*4*3 = 48. A linear embedding layer

projects those features maps to an arbitrary dimension (Denoted as C). These

patches go through multiple “Swin Transformer blocks,” and they get modified

by self-attention. In Stage One, the linear embeddings and number of tokens are

maintained by the transformer block.

As the network gets deeper, the number of tokens is reduced by the path merg-

ing model which produces a hierarchical representation. Feature of each group
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of 2*2 are merged by the first path merging module and then the linear layer

concatenated the 4C-dimensional features, by merging, the tokens are reduced by

a factor of 2*2=4 (2*down-sampling of resolution), making output dimension 2C.

By keeping the resolution of features to W/8*W/8, Swin transformer blocks are

applied after the feature transformation. Stage 2 is regarded as the first block of

path merging and feature transformation. The output resolution is doubled after

every block, making W/8*W/8 to W/16*W/16 and W/16*W/16 to W/32*W/32

as the above step is repeated two in stages 3 and 4. Hieratical representations are

produced after these steps which makes it like the feature dimension produced by

the convolutional neural network, e.g., ResNet and VGG. As the dimension of the

feature map is similar, Swin Transformer can be used as a backbone for different

vision tasks such as re-identification, detection, and classification.

Figure 4.2: This figure explains the architecture of the Swin Transformer, that have 4

transformer blocks and a match embedding module.
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Swin Transformer Block : Swin Transformer is based on Vision Transformer

(ViT), the multi-head self-attention (MSA) module is replaced by a module by

a shift window, and other blocks are kept the same. The architecture of Swin

Transformers is shown in Figure 3, “a Swin Transformer block consists of a shifted

window based MSA module, followed by a 2-layer MLP with GELU nonlinearity

in between. A Layer Normalization (LN) layer is applied before each MSA module

and each MLP, and a residual connection is applied after each module”[31].

Shifted Window-based Self-Attention : Originally proposed Vision Trans-

former and ViT for image classification both use the global self-attention; the

association between all tokens is learned by the self-attention module. The com-

plexity of these computations is “quadratic” according to the number of tokens,

meaning that the ViT requires a lot of tokens for better prediction. The number

of tokens is directly proportional to the number of images and the resolution of

images which makes it unsuitable for various computer vision problems.

Swin Transformer solves this problem using “Self-attention in non-overlapping

windows” and “Shifted window partitioning in successive blocks”. In Swin trans-

formers, self-attention is computed within the local windows. The image is divided

into equally partitioned non-overlapping windows. Each window contains M x M

patches then the multi-self-attention module and a window, the complexity for h

x w patches can be calculated using the equation below.

MSA = 4hwC2 + 2(hw)2C (4.2.1)

W − MSA = 4hwC2 + 2M2hwC (4.2.2)

“Where the former is quadratic to patch number hw, and the latter is linear when

M is fixed (set to 7 by default). Global self-attention computation is generally

unaffordable for a large hw, while the window-based self-attention is scalable”[31].

There is no connection between the windows in the window-based self-attention

module which reduces the modeling power of the window self-attention module.
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To add the connection/relation across the windows, a shifted window approach

was introduced that not only switches between two consecutive transformer blocks

but also maintains the efficient computation of non-overlapping windows.

Figure 4.3: As illustrated in Figure 4, in the part a regular window splitting approach

is used, it starts from the top left corner and maps 8 x 8 feature to 2 x 2 window with

size 4 x 4 where M=4. “Then, the next module adopts a windowing configuration that

is shifted from that of the preceding layer, by displacing the windows by ([M/2] , [M/2])

pixels from the regularly partitioned windows”[31]

4.2.2 TransReID: Transformer-based Object Re-Identification

This paper has been used as a base paper for this thesis. TransReID is based on

transformer-based image classification but with an improved feature extraction

method. To improve the features two novel modules have been added; Jigsaw

and Side information embeddings (SIE), using both modules, the models jointly

is trained end-to-end.

For sake of object re-identification, a transformer-based baseline has been in-
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troduced. The method includes two stages; feature extraction and supervised

learning. An image is denoted x RH x W x C, where width, height, and im-

age channels are denoted as W, H, C, then the fixed-sized patches are made by

the image. Input sequences are embedded with a new learnable token called [cls]

embeddings. Global features f is represented by the input token. Position embed-

dings are added to fuse the spatial information then transformer layers are fed

these input sequences that can ne expressed as:

Z0 = [xcls; F (x1
p); F (x2

p) . . . ; F (xN
p )] + P (4.2.3)

“Where Z0 represents input sequence embeddings and P R(N+1) x D is posi-

tion embeddings. F is a linear projection mapping the patches to D dimensions.

Moreover, transformer layers are employed to learn feature representations”[31].

The receptive field of transformers is always global which solves the problem of

CNN-based limited receptive field. Moreover, in CNN details are lost while doing

downsampling and convolution, it is not applicable here.

Inputs are split into non-overlapping patches in transformer-based models that

result in loss of structure around the local neighborhood patches, in this paper, a

sliding window was introduced to include information from neighbors as well. If

Step size and patch size are denoted as S and P, respectively then the shape of

the overlapped area is denoted as (P - S) x P. There will be N patches from an

image with size H x W.

N = NH ∗ NW = [H + S − P

S
] ∗ [W + S − P

S
] (4.2.4)

“Where [.] is the floor function and S is set smaller than P. NH and NW represent

the numbers of splitting patches in height and width, respectively. The smaller

S is, the more patches the image will be split into”[6]. It can be inferred from

the equation that increasing the number of patches will increase the accuracy, but

computation costs will be increased.
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Position Embeddings : Position embeddings trained on ImageNet can’t di-

rectly be used as image resolution in the original classifier is different from the

image in the re-id tasks. To tackle this problem of having multiple resolutions, a

bilinear 2D-interpolation technique was introduced. Position embedding here is

also a learnable parameter like in vision transformers.

Supervised Learning : The model was optimized for global features with

triplet and ID loss. The ID loss is the cross-entropy loss except for label smoothing.

Side Information Embeddings : Though the obtained features are fine-grained,

they are still sensitive to variations in viewpoints which is called scene bias due

to which the model might not be able to distinguish the objects in the different

viewpoints. Therefore, the information of viewpoints is also embedded with the

features given to the model using a module called “Side Information Embedding”

(SIE), making the features invariant to different viewpoints. Side information has

also been made a learnable parameter like position embedding was encoded as a

learnable parameter to retain the position information, along with patch embed-

dings and position embeddings, SIE is also fused into transformer encoder. “In

specific, suppose there are NC camera IDs in total, we initialize learnable side

information embeddings as SC 2 RNCD. If the camera ID of an image is r, then

its camera embeddings can be denoted as SC[r]. Different from the position em-

beddings which vary between patches, camera embeddings SC[r] are the same for

all patches of an image. In addition, if the viewpoint of the object is available,

either by a viewpoint estimation algorithm or human annotations, we can also

encode the viewpoint label q as SV [q] for all patches of an image where SV 2

RNV D, and NV represents the number of viewpoint IDs”[31].

SIE module can be used to embed any sort of information that is needed to add

into the model, in this paper only camera and viewpoint information was added

using the module.
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Implementation

In this chapter, the implementation details are briefly described.

5.1 Dataset Details

The dataset being used are VeRi and VehicleID, all images are resized to 224 x 224

as the input of Swin Transformer is 224 x 224 for the base model. All the training

images are augmented, and the operation performed contains; random horizontal,

padding, random cropping, flipping, and random erasing. The datasets used to

evaluate the proposed method include VeRi and VehicleID, the data have been

split into the train, validation, and gallery image with the portion of 80, 10, and 10

percent respectively. Information on the camera is provided in the VeRi Dataset

while VehicleID does not include that, details of both datasets are summarized in

the table below.

Dataset Object Images Classes Cameras Views

VeRi-776 Vehicles 50,000 776 20 8

VehcileID Vehicles 221,763 26267 - 2

Table 5.1: This table shows the different variants of the Swin Transformer in detail.

Their resolution, Ranks and Parameters have been mentioned in the table.

As discussed earlier the baseline model of the original paper has been changed from
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ViT transformer to Swin Transformer because the accuracy of the Swin Trans-

former is better than the Vision Transformer. The Swin Transformer fixes two

fundamental issues of ViT which were a bottleneck for accuracy, shifted window

attention, and hierarchical feature maps; it helps to reduce the amount of data

needed for training as well as feature learning is more robust.

5.2 Training Settings

After testing various parameter settings, the following settings were finalized be-

cause we got maximum accuracy using these particular settings. The batch size

of the model was set to 64 by using 4 images of each class, Stochastic Gradient

Descent (SDG) optimizer was used with a momentum of 0.9 having a weight de-

cay of 1e-4. Using cosine learning rate decay the learning rate is initialized as

0.008. If not specified, the value of m = and k = 4 for vehicle Re-identification

datasets. All the experiments were performed on Nvidia Tesla p40 with 24Gb of

GPU-Memory with PyTorch toolbox.

5.3 Model Details

Weights used for initialization are from the provided by the official GitHub repos-

itory of Swin Transformer that is trained on ImageNet-1k.The model used in our

proposed method was the first in the table “Swin-B,” with 81.2 percent Rank-1

accuracy on the ImageNet-1k dataset, having 88M parameters.

5.4 Hardware and Runtime

Hardware and runtime are important factors in the deep learning community. We

have trained our model on an NVIDIA Tesla P40 that is based on NVIDIA Pascal

architecture, it has 3840 CUDA Cores, 24GB GDDR5, and works on 250W. Our

model was trained on VeRi data with a batch size of 64 and for 120 epochs, the

time taken was 36 hours. The model was trained multiple times to get the average
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Name Resolution Rank-1 Rank-5 Params Used

Swin-T 224x224 81.2 95.5 28M NO

Swin-S 224x224 83.2 96.2 28M NO

Swin-B 224x224 83.5 96.5 28M YES

Swin-B 384x384 84.5 97.0 28M NO

Table 5.2: Details two main datasets VeRi and VehicleID for vehicle re-identification

is shown in this table. Besides, name, number of image, number of vehicles, number of

cameras, and state of the dataset is manifested.

accuracy but the time for training remains the same with negligible differences.
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Results and Discussion

6.1 Data

In this section, we are going to discuss the results of the proposed method on the

used dataset. We have used a benchmark dataset to evaluate our model, VeRi-

776 was the dataset used for the evaluation of the proposed model. VeRi-776 was

proposed by Peking University, China. They proposed a paper with a baseline

for vehicle re-identification and VeRi-776 was introduced in that paper. VeRi-776

was made by using real footage of traffic in China, 20 cameras were placed within

a radius of 1km, all cameras were placed at different angles, and the feed coming

from the cameras was non-overlapping. Cameras recorded the footage for 20 hours

and then all the videos were converted into images. Images were then labeled by

the ID of the vehicle with other attributes such as; shape, color, license plate, etc.

Overall, 50,000 images were obtained with 776 unique vehicles. This dataset was

used for benchmarking, and we followed the standard Train/Val/Test splits and

data.

6.2 Evaluation Protocols

To evaluate the performance of the proposed network for vehicle re-identification,

the convention in the re-identification community was followed, we have used mean
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Average Precision (MAP) and Cumulative Matching Characteristic (CMC).

mAP : to calculate the accuracy of the different models for object detection this

is popular matric, the average precision for recall value in range 0 to1 is computed

in average precision. Finding the area under the precision-recall curve is called

average precision. Besides, mAP is a 101-point interpolated definition of average

precision. Average precision is the average of all categories that are traditionally

called “Mean Average Precision.”

Rank : we have used rank as a metric to compute the accuracy of the model,

rank is the ability of a model to distinguish the desired object from the gallery

of images. For example, Rank-5 with 90 percent accuracy means the model is

90 percent that the object in one of 5 images, similarly, Rank-10 is about the

confidence of the model in 10 images. The higher the rank value, the more accurate

the model will be, and vice versa.

6.3 Training Settings

Our proposed model was trained on a single Nvidia Tesla p40 GPU, training

was done for 120 epochs and the batch size of the model was set to 64 by using 4

images of each class, Stochastic Gradient Descent (SDG) optimizer was used with a

momentum of 0.9 having weight decay of 1e-4. Using cosine learning rate decay the

learning rate is initialized as 0.008. If not specified, the value of m = and k = 4 for

vehicle Re-identification datasets. All the experiments were performed on Nvidia

Tesla p40 with 24Gb of GPU-Memory with PyTorch toolbox. Pretrained weights

used for initialization are from the provided by the official GitHub repository of

Swin Transformer that was trained on ImageNet-1k.
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6.4 Evaluation on VeRi-776

VeRi-776 has been used as a benchmark dataset to evaluate the performance of

the proposed model. For background, we have replaced the Vision Transformer

model with the Swin Transformer model as it is an improved version of ViT and

has better accuracy on various benchmarks, it outperformed models like ResNet,

ViT, and DeiT. The details are shown in Table below.

Model Name Image Size Parameters Flops Top-1 Acc

R-101x3 384x384 388M 204.6G 84.4

R-152x4 480x480 937M 840.5G 85.4

ViT-B/16 384x384 86M 55.4G 84.0

ViT-L/16 384x384 307M 190.7G 85.2

Swin-T 224x224 29M 4.5G 81.5

Swin-B 224x224 88M 15.4G 85.2

Swin-B 224x224 88M 47.0G 86.4

Swin-L 384x384 197M 103.9G 87.3

Table 6.1: This table shows the comparison of the accuracy of the Swin Transformer

model with various benchmark CNN-based networks and the originally proposed Vision

Transformer.

As shown in the table Swin Transformer has fewer parameters but higher accuracy

which means the model will need less time to train as there are fewer neurons that

are needed to be finetuned.

Now, we will discuss the performance of our proposed network on the VeRi dataset.

The performance of the model was up to the mark as it matches the accuracy of

the base paper model with the base model discussed in the paper which proves

that if the Swin Transformer with a higher number of parameters and with pre-

trained weights of ImageNet 22-k it will cross the accuracy of the base paper.

The results are shown in the table that include comparison with ResNet and the

originally proposed Vision Transformer and it can be seen from the table that our

proposed model performed competitively against different models which indicates
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that the transformer can be a replacement for CNN models.

Method mAP Rank-1 Rank 5 Rank 10 Year

RPTM 87.4 96.2 98.5 - 2021

A Strong Baseline 87.1 97.0 - - 2021

VehicleNet 83.41 96.78 - - 2020

TransReID 78.6 95.9 - - 2021

Cal 74.3 95.4 - - 2021

Our 78.5 96.1 98.3 99.0 2022

Table 6.2: This table shows the comparison of the accuracy of our proposed model with

various benchmark vehicle re-identification methods
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Conclusion

In this chapter, we will be discussing the concluding remarks and the contributions

of this research. Moreover, the future direction based on the research conducted

on vehicle re-identification will be discussed.

7.1 Concluding Remarks

Vehicle re-identification has become an important topic in the community of com-

puter vision and a lot of research has been done in the past few years, but it is still

a challenging task for the research community. As vehicle re-identification inher-

its some serious problems such as Limited publicly available datasets, viewpoint

variance, various illumination conditions, occlusions, perspective/scale, quality of

feed variations, difficult backgrounds, and shape changes. The biggest challenge of

the vehicle re-identification is the difference within the class because of the differ-

ent illumination and perspective changes and the similarity between the different

classes e.g., vehicles by different manufacturers are very similar in appearance.

All of these can be managed efficiently with improvements in different areas. More

information needed to be public or added to the dataset that will be useable for

the public. For instance, VeRi-776 and VehicleID both are created by Chinese

universities, and these are considered benchmark datasets for the community, but

they do not provide video information that makes it hard to track vehicles in a wide
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area. Besides, some datasets lack spatial-temporal information which limits the

number of research being conducted based on spatial-temporal information. Most

deep learning-based methods do not consider using of spatial-temporal information

that can assist in real-time surveillance scenarios. spatial-temporal information

also limits the number of computations being done by the system as the system

only has to look for the vehicle in the next close camera, ignoring all other cameras

this decreases the search time for the vehicle.

7.2 Future Work

The number of vehicles has increased in the past few years, it has led to an increase

in the demand for surveillance, smart traffic management, and public safety. Many

methods have been introduced to tackle this problem that was based on CNN, and

CNN inherits some problems that a Vision Transformer can fix which have been

proved in this research thesis. If vision transformers will widely be used in vehicle

re-identification, then more efficient approaches based on transformers will be

introduced that will be computationally inexpensive than CNNs and will have

better representation learning power.

Besides, as datasets are a major issue in the vehicle-identification community,

Vision Transformers can be applied on unsupervised baselines and that results in

better accuracy.
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Appendix A

First Appendix

A.1 Accuracy Graph of Vehcile Re-Identification on

VeRi

Figure A.1: This graph is indicating the accuracy of the state-of-the-art models on

VeRi-776 dataset over the years.
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