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ABSTRACT

Optical Character Recognition (OCR) is the recognition of handwritten or printed

text for various digital processing tasks. It is an important area of research in the

field of image processing, natural language processing and artificial intelligence.

Many real world applications, for example price tag scanners, online translators

and text to speech converters are based on OCRs. The research and work for

English OCR has been quite remarkable. Many robust OCR systems have been

developed for English language. The research on Urdu OCR is quite recent and

till date, no sophisticated Urdu OCR system exists. Urdu is the national language

of Pakistan and is spoken by over 300 million people around the world. Owing to

this importance, there is a need to develop a method for recognition of Urdu script.

The lack of attention to Urdu OCR is due to the complexity of this language. It is a

highly cursive and context sensitive language. A single word has numerous struc-

tural variations, which make it difficult to be recognized. Due to these challenges,

no benchmark dataset for Urdu could be developed. The focus of our research is

to develop an effective method for recognition of Urdu script. In our proposed

method, we developed an Urdu ligature dataset named CEFAR dataset and used

deep learning to recognize these ligatures. The dataset contained exhaustive com-

binations of Urdu characters of length 2 and 3. These ligatures were in the form

of images divided into 3 parts; 2 and 3 character ligature sets separately and the

third part contained ligatures of both 2 and 3 characters. The aim was to train a

deep learning model for recognizing these ligatures. The main challenge associ-

ated with this data was its high number of classes and low intra-class variability.

In our proposed method, we developed a novel technique to solve this problem by

using data augmentation to increase the number of representative samples within

each ligature class and then applied class redefinition for class reduction. Data

augmentation was followed by ligature recognition using Recurrent Neural Net-

works. RNNs were employed for classification of these ligatures. A 34 layer

recurrent neural network model was used with a final fully connected layer for

classification. Three separate models were trained and evaluated for the three lig-

ature sets. All the three ligature’s training models gave remarkable performance.

The 2 character ligature set gave an accuracy of 96.4%, 99.7% accuracy on three
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character ligature set and 97.5% accuracy on the combined ligature set of 2 and

3 characters. The overall performance considered for the recognition system was

the accuracy of the model over the combined 2 and 3 character ligature dataset,

which was 97.5%. Our model performed brilliantly well than the existing deep

learning methods for Urdu ligature recognition. The excellent classification accu-

racy of our deep learning model makes this research play an effective role in not

only building a benchmark Urdu dataset but also its classification. In future, this

research could be extended for development of classification systems for ligatures

of lengths greater than three.

xv



Chapter 1

Introduction

1.1 Motivation

Image classification involves labelling or categorization of images based on their

similarity. Image data is increasing every day which makes image classification a

very important aspect in the field of computer vision and data science [1]. It has

wide range of applications in various fields like weather forecasting, object detec-

tion, medical diagnosis, character, and pattern recognition etc. [2]. The amount

of image data is being produced at such a rapid pace that it requires an efficient

method for classification. The commonly used methods are machine learning and

deep learning [3]. Machine learning in simple terms is making the machines capa-

ble of human understanding. Many algorithms are present that make the machine

learn patterns. for example, Neural Networks, SVM, Naïve Bayes etc. Deep learn-

ing is a type of machine learning which extracts information regarding the patterns

directly from the data. Some of the deep learning algorithms are LSTM, deep Neu-

ral Networks, and auto encoders etc. [3].

Performance and efficiency of the classification algorithms highly depend upon

the features learned from the images. Machine learning algorithm involves fea-

ture engineering method. On the other hand, deep learning uses feature extrac-

tion method which extracts the features of an image directly from the raw pixels.

This method of feature extraction makes deep learning a better approach for im-

age classification. Moreover, the large amount of image data present also proves

deep learning to have shown excellent performance for image recognition tasks

[3]. Optical Character Recognition (OCR) is a very important area of research

in pattern recognition and Artificial Intelligence. It is basically the conversion of

handwritten or scanned documents into machine readable format which are pro-

cessed later [7]. The digital image documents are processed further to perform

various tasks such as text to speech recognition, document analysis and pattern
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matching. Many real-world applications have been built using the OCR like fin-

gerprint scanners, price tag scanners, online translators on web or smart phones.

Adobe and Google Drive are one of the examples of these OCR systems that have

commercial importance [3].

The basic task that an OCR performs is the recognition or classification of

the text of the language for which it is made. The workflow of an OCR system

has six phases, namely Image Acquisition, Pre-processing, Segmentation, Feature

Extraction, Classification / Recognition, post processing. The first step of image

acquisition is the digitization of the textual document. The acquired image is then

pre-processed by performing image processing. Segmentation is highly based on

type of OCRs. In someOCRs the image containing the text is segmented at charac-

ter or ligature level and some use the holistic approach that aims at the recognition

of data without segmentation. These are all the pre-liminary steps towards the

main task performed by the OCR i.e., the Classification of the text. This involves

the use of machine learning or deep learning approach. In most of the recent OCR

systems the classification task is done using the deep learning models as they per-

form well. Post processing is an optional step and may not be required in some

OCR systems [3].

So, the focus of an OCR is the classification of the text inside the image. It

involves image processing, computer vision and pattern recognition. MakingOCR

systems highly significant to these fields.

The history of OCR systems is quite old which dates to the early 1950’s. OCR

system have been developed for many languages such as English, Arabic, Chi-

nese, Latin, Japanese and many other [6]. One common aspect of these language

is that the text of these languages is non-cursive and has separate characters which

limits the capability of these OCR systems. Little work has been carried on the

languages having cursive script like Arabic and Urdu.

Figure 1.1: Timeline comparison of English, Arabic and Urdu OCR

2
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Work on cursive scripts like Arabic and Urdu is quite recent. Significant atten-

tion has not been given to the recognition of these languages due to the complexity

of their scripts [3]. The work on Arabic language OCR started in the early 1970s

and rapidly grew to better Arabic OCR systems. Comparing English and Arabic

OCR systems to that of Urdu shows that the work on Urdu language is very re-

cent with only separate characters being recognized with a high accuracy. Urdu

language has quite a lot of similarity to Arabic language. But the work on Arabic

OCR has advancedmore than Urdu. The reason being the writing style of the Urdu

Language. Arabic Language is written in Naskh writing style while Urdu follows

the Nastalique style of writing, which is highly cursive and context sensitive. This

difference makes Urdu a more complex language in case of OCRs. The pattern

recognition techniques used for Arabic can not be applied on Urdu hence causing a

lag in its recognition. There is a huge gap on the research of Urdu language OCRs

which needs to be addressed [3].

Urdu is the national language of Pakistan and is spoken and understood in

many parts of the world including Pakistan, India, and Bangladesh. It is an Indo-

Aryan Language that originated from a combination of other languages i.e., Ara-

bic, Pushto, and Persian. It is spoken worldwide by more than 300 million people

[3][6][9].

Considering the importance of Urdu language. It is important that significant

research be carried out in the field of pattern recognition aiming to make its ad-

vancement in the field of Artificial Intelligence. This motivates my research in

the field of pattern recognition in the Urdu Language. The focus of the research is

the classification of Urdu text using image processing and deep learning. We have

developed a classification system for Urdu text using deep learning algorithm that

performs well than the existing Urdu classification models.

1.2 Research Problem

1.2.1 Types of OCR systems:

OCR systems can be divided into various types based on.

Input Method:

OCR systems are categorized into Online and Offline. In an Online OCR system,

the data is acquired in real time and is recognized while in the offline OCR that

text comes int the form of image already acquired from a document [3].

Writing mode:

The text to be recognized can be handwritten or printed/digital format. Hand-

written OCR is highly complex as it is very difficult to recognize the handwritten

text because of varying writing style for different people [3]. On the other hand,
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printed text is always offline and poses other challenges like image quality and

writing styles.

Font (Single font / Omni font):

OCR systems can have the capacity to recognize language in single font or multi-

ple forms. This categorization is important as OCRs can work properly in on font

while they may completely fail to recognize in different font style.

Script Connectivity (Isolated / Cursive):

An isolated script of a language does not have connected characters, rather the

characters do not join to each other. A cursive script has characters joined to each

other. A cursive script makes the task of recognition a difficult process.

Most of the research carried on text recognition systems for Urdu language so far

are offline and use printed documents that use single font. The font style used in

Urdu is the Nastalique font that is highly cursive. Because of this highly cursive

nature of Urdu language, most of the classification is performed on separate Urdu

characters while classification at ligature (combination of one or more character)

or word level is still not significant [3][7].

1.2.2 Working of OCR

The flow of work in an OCR system consists of the following steps:

1. Image Acquisition

2. Pre- Processing

3. Segmentation

4. Feature Extraction

5. Classification

6. Post Processing

Image acquisition for offline OCR is always in the printed form. This could be

an image acquired through a scanner or digitally produced textual image. The

image after acquisition needs to be pre-processed for removing noise, distortions,

or clutter. Pre-processing is an important step as noise in the image can affect

the quality of the classification model to recognize the image. Once the image is

pre-processed, the next step of segmentation is highly variable. Once the image

containing the text has been acquired, there is a need to isolate the text from it.

There are various levels of segmentation these are at page, line and text level [3].

Once the text has been acquired, then there are two very important and promi-

nent approaches used for segmentation:

1. Analytical Approach

2. Holistic Approach
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Analytical method segments the text into isolated characters for recognition while

the holistic method recognizes the text at word or ligature level. The drawback

of analytical approach of text segmentation is that it becomes highly computa-

tionally intensive because of numerous characters acquired after segmentation.

Holistic approach on the other hand recognizes a word or ligature, covering up the

computationally intensive nature of the analytical approach [3].

Most of the research focus for Urdu language has been shifted towards the

holistic method of text segmentation as it has proved to provide better recognition

results [3][6].

Once the text has been segmented the next and the major task is the classifi-

cation of this text. Classification either used machine learning or deep learning

for developing a system capable of recognizing the language for which the OCR

is built. Research has shown machine learning models to perform well for less

amount of data but when the dataset increases, machine learning cannot give sat-

isfactory results for the image classification. Deep learning has shown remarkable

results in the classification / recognition tasks because it can handle large volume

of data. Same goes for the Urdu classification systems, where deep learning has

outperformed machine learning and is the recent focus of the studies [3].

1.2.3 Performance Criteria of OCR

The efficiency with which an OCR system recognizes the text depends on the

dataset, quality of the feature extracted from the dataset and the classification

method used to classify the images [3]. All these factors play a vital role in the

accuracy with which a classification model recognizes the text in an OCR system

[3].

1.3 Urdu OCR

1.3.1 Origin and Background of Urdu Language

The word Urdu originates from Turkish word “Ordu” meaning “army’ or “clan”.

It is influenced by other languages such as Arabic, Turkish and Pashto. It is a rich

language that flourished mainly in the Mughal Era [3].

Urdu language has writing style similar to Arabic and Persian because of which

it is written in Perso-Arabic script. It follows the Nastalique style of writing [3].

Nastalique is a combination of two writing scripts i.e. Nash and Taliq and was

later called Nastalique. This script emerged and prospered in the times of Mughal

emperors and therefore engraved in the parts of Pakistan, India and Bangladesh

5



1.3. URDU OCR CHAPTER 1. INTRODUCTION

[3]. Urdu became the national language of Pakistan after its independence and

therefore has a very important place. It is spoken, written and understood all over

Pakistan, India as well as Bangladesh [7].

1.3.2 Characteristics of Urdu Language

The Urdu script has total of 58 alphabets which include;

• 38 primary characters: The basic alphabets that can be classified into 10 classes

by combining alphabets with similar base form.

• 15 Diacritic marks

• Numerals

Nastalique is a diagonal script with characters read from left to right and text lines

Figure 1.2: Basic Urdu Characters

read from top to bottom [3].

Joiner and Non-Joiner characters:

The primary characters are grouped based on their joining capacity to other charac-

ters. The characters which change their shape based on the neighboring connecting

character or its position within the character are called joiner characters. All joiner

characters can have four forms which is isolated, start, middle and end. The non-

joiners only have a single shape and remain either isolated or come at the end.

There are 27 joiner characters and 10 non joiners. Figure 1.3 and 1.4. represent

the joiner and non-joiner Urdu characters [3].
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Figure 1.3: Joiner Urdu Characters

Figure 1.4: Non-joiner Urdu Characters

Figure 1.5: Urdu character containing dots

Dots and Diacritics: These are the special marks that lie above or below the

main body of the Urdu characters. These dots and diacritic marks let the characters

have different pronunciations [3]. They are of three types:

•Dots: They lie above or below themain body of the character [3]. 17Urdu charac-

ters have dots placed on them and are shown in the Figure 1.5.
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•Aerab:

These are special marks that lie above or below the character acts as vowels and

let a single character have multiple sounds [3].

Figure 1.6: Special marks in Urdu shown over a single character

• Retroflex Consonants:

Three characters in Urdu language have a superscript placed on them and are

spoken with the tongue having a flat, curved or concave shape [3]. These charac-

ters are shown in the Figure 1.7.

Figure 1.7: Urdu characters showing retroflex constant

1.3.3 Challenges of Urdu Script

Arabic and Urdu languages are written in various calligraphic styles. Some of

the prominent calligraphic styles include Natsalique, Koufi, Diwani, Naskh and

Rouqi. The calligraphic style adopted for Urdu writing is Nastalique. Nastalique

is a highly cursive and context sensitive script. The complexity of this writing

style has caused a huge issue for its recognition in an OCR system. Following are

some of the main challenges related to the Urdu recognition [37].
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Diagonality: The Nastalique Urdu script is diagonal in nature meaning the char-

acters are written from top left to bottom right. All the words are tilted at a certain

angle. Not only this but each character is tilted at its own random angle, making

the recognition or segmentation of this script extremely difficult. This diagonality

though reduces the space for text writing but it causes overlap among the ligatures

when written in text lines. A ligature can overlap with another ligature written at

the bottom [37].

Figure 1.8: Figure showing diagonal nature of Nastalique script

Bidirectional Nature:

The script is bidirectional. The words are written from left to right whereas the nu-

merals are written from right to left. Figure 1.9 demonstrates this bidirectional na-

ture of Urdu script [37].

Figure 1.9: Bidirectional nature of Nastalique script

Cursive:

Nastalique script is highly cursive, characters in a ligature are connected to each

other at specific points. The various connective points of Urdu language make it

highly cursive and complex for recognition [37].

Context Sensitivity:

Characters in Urdu language are context sensitive in nature. A single word can
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have various shapes based on the context in which it is present meaning the char-

acter can have multiple different shapes in the presence of a different neighboring

character. A single character can change its shape based on its position within the

ligature. A single character can have 4 forms i.e., isolated, start, middle and end

[37]. Figure 1.10 shows the various shapes of few characters.

Figure 1.10: Shape variations of few Urdu characters

Overlapping:

The ligatures can overlap with other ligatures within the script. The overlapping is

vertical meaning that the ligature from one line can overlap vertically with another

ligature present in the bottom line of the other ligature but does not touch it. This

is done to save the white space but on the other hand creates a challenge during

the recognition phase [37]. There can also be inter and intra ligature overlapping.

Figure 1.11: Vertical overlapping between ligatures

The highlighted portions in the figure represent the ligature overlapping.

Upper and Lower-case letters:

There is no differentiation as to upper and lower case letters in Urdu as present in

other languages like English. Only the last character is present in its full form in a

word or ligature or is therefore considered as upper case [37].

Placement of Dots:
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Figure 1.12: Ligature overlapping within script(example 1)

Figure 1.13: Ligature overlapping within script(example 2)

In Urdu writing characters have dots placed above or below the body of the char-

acter. But there is no standard rule of the placement of dot. In order to reduce the

extra space or due to context sensitivity or overlapping, the dots can be places at a

different position leading to ambiguity of the correct position of the dot. This be-

comes highly difficult for the recognition system to identify the correct position of

this dot and therefore the incorrect classification [37].

Figure 1.14: Dots placement in Urdu ligatures

Stretching:

Some characters can also undergo stretching while writing in order to reduce the

writing space. Stretching means the shape of the character is elongated or changed

then the normal shape of the character. Few characters only change their width

while their shape remains the same [37].
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Figure 1.15: Ligature Stretching

Positioning:

It is a way to write Urdu script. Mostly to accommodate long words in Urdu

language the position of ligatures in changed. A ligature can be placed at the

top of the previous ligature. This at on hand reduces the space but varies the

shape of ligatures within words and can cause confusion in the recognition [37].

Figure 1.16: Variable ligature positioning within words

These are some of the complexities of Urdu scripts that cause difficulty in the

recognition of Urdu language. Besides the absence of benchmark data, these vari-

ations in the writing style cause lower recognition rates of the recognition systems.

A lot of attempts have been made to cater some of these challenges but still not all

of them could be resolved. Resolution of these issues are still under investigation

[3][37].

1.3.4 Classification in Urdu Classification Systems

The basic working of OCR and performance criteria has been explained. The focus

of our study is the classification step for the Urdu OCR system. Classification is

the main focus in an OCR system as the previous steps of image acquisition, pre-

processing and segmentation are preliminary steps for classification [3][7].
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Classification of English and Arabic text has been already carried out with

remarkable achievements. But the work on Urdu text classification is still way

behind. The reason for less work performed for Urdu classification systems is the

cursive nature of this language and the lack of benchmark dataset. Cursive means

the script connectivity, being highly cursive, the characters are joined to each other

which lead to difficulty in the segmentation of the text. When a cursive text is

segmented it can create error in the word or ligature being recognized and it also

becomes computationally intensive. The other major reason for gap in research

on Urdu classification research is the absence of a benchmark dataset [3][7][11].

Benchmark dataset is very important for the evaluation of a system. Few syn-

thetic datasets, are available, these are:

CLE:Contains ligatures from various categories like sports, games, news, finance,

culture, and entertainment [3].

UPTI (Urdu Printed Text Image Dataset): It contains 10063 text and ligature

images [3].

UPTI 2.0: Contains 18000 ligatures covering 70% of the practically occurring

ligatures [3].

Classification has been carried out on them. But the results of classification on

these datasets are not very remarkable as the size of the datasets is small and they

do not cover all the possible ligatures [3].

1.3.5 Challenges in Urdu Language Classification:

Classification using deep learning requires a large amount of training data for pro-

viding better results [10]. The available Urdu Language datasets do not have large

amount of data needed for training the classification models. Moreover, they do

not cover all the possible ligatures in the Urdu language leading to scarcity and

inefficiency of the recognition systems.

In order to have better recognition systems for Urdu language there is a need

to have large dataset that covers all ligatures providing better recognition results.

1.4 Problem Statement

A large dataset of Urdu ligatures has been developed that contains exhaustive com-

bination of 2 and 3 Urdu characters comprising of 454720 training images and

90944 test images in binary format. The uniqueness of this dataset from all the

other available datasets is its exhaustive nature. While other datasets contain the

most commonly occurring ligatures, this dataset has exhaustive combination cov-

ering up all the possible ligatures of the Urdu language.
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Classification of ligatures present in this dataset needs to be carried out for

developing a better recognition system. The classification accuracy using deep

learning highly depends on the size of the dataset and the number of images within

each category. This dataset though large enough poses the class imbalance prob-

lem which is a serious classification challenge and can affect the classification ac-

curacy of the recognition system [10]. This dataset contains 32480 classes. Such

a high number of classes can cause lower classification accuracy of the training

model as well as can be highly computationally intensive.

Urdu recognition systems lack large datasets. The available datasets do not

cover all the possible ligatures. Classification systems built on these datasets can-

not perform well [11]. This thesis aims to propose a method to solve the prob-

lem of classification for Urdu dataset containing large number of classes with low

intra-class variability.

1.5 Research Objective

The objective of this study is.

• To develop a method for reducing the low intra-class variation within the dataset

containing large number of classes.

• Use deep learning approach to classify the dataset for building a recognition sys-

tem with higher classification accuracy than the already available classification

models.

• Analytical and statistical evaluation of the results of the classification model.

• Comparison of the proposed study to previous research carried out.

1.6 Significance

OCR holds a very important research place in the fields of pattern recognition,

image processing, document analysis and Artificial Intelligence. They hold com-

mercial importance as they are used in a wide range of applications in the everyday

life. Being language specific, they can fulfill the needs in various applications used

by people belonging to different parts of the world. This research is focused on

the recognition of the Urdu text in images. This study would be significant in the

following ways;
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1.6.1 Commercial Applications

Work in the field of Urdu OCR is quite recent. Research is being carried out on

the recognition of text in the Urdu digital documents but there are still many gaps

present. Most of the natives of Pakistan can only read, write, and speak in Urdu

language. As the technology is advancing everywhere there is a need of processing

of Urdu language in the modern world technologies such as smart phones and

tablets. This research work can be applied to the document processing for natives

of Pakistan such as legal documents, newspapers, magazines, academic, religious

and poetic books. It can help in building many commercial applications such as

handheld devices for text scanning, document searching and auto translation for

handicapped people. Digital dictionaries, data entry and processing softwares for

Urdu language can be built. [12]

1.6.2 Better Performance Recognition System

The prominent existing datasets for printed Urdu text include CLE, UPTI, UPTI

2.0. Others include many custom datasets built for Urdu text recognition research

such as developed by [13][14][15]. Work on Urdu language has gained serious

attention only in the past 10 years [7]. Due to its recent prominence and under-

standing of Urdu digitization, the need for a benchmark dataset has emerged. We

have developed a dataset of exhaustive Urdu ligatures in printed format. The fea-

ture of this dataset is its large number of ligature images and the ligature coverage.

This makes it unique to the existing datasets. These are the prominent features

required by any deep learning model for model training. The aim of this study

is to use deep learning to classify these ligature images with better classification

accuracy than the existing classification methods.

1.6.3 Handle Low Intra-Class Variability and Large Number

of Classes

The exhaustive dataset at hand is quite large which may help in getting a better

recognition model than the existing ones. But there is a serious challenge associ-

ated with this dataset which is class imbalance. Class imbalance can lead to lower

classification accuracy [10]. In our research work we have also handled this issue

to train a better classification model.
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1.7 Structure

This thesis is organized into five chapters.

Chapter 1- Introduction, the first chapter introduces the topic of research and high-

lights the problem statement and scope of research

Chapter 2- Literature Review, it is a detail of the research carried out in the past

years regarding the Urdu recognition Techniques. It will discuss in detail the ex-

isting Urdu datasets, methods, techniques for Urdu classification and the classifi-

cation accuracies of the previous research work.

Chapter 3- Methodology, this section is a detailed explanation of the work carried

out in our research work. It starts from the initial phase till the final including ex-

planation of pre-processing of the dataset, the feature extraction, training method-

ology and the how the final classification is performed.

Chapter 4- Results, as the name suggests, this section of this thesis explains the

outcomes of the experiments done over the dataset. It details the training phase

results, fine tuning outcomes and the final classification accuracy obtained over

the dataset.

Chapter 5- Evaluation and Discussion, this chapter is the evaluation of the results

obtained. It details the previous work and then explains the outcomes of our re-

search along with its evaluation and interpretation. It analyzes the research work

in depth. In the end, it also explains the limitation in our research and states the

future directions for further research.

Chapter 6-Conclusion,this chapter summarizes the whole thesis. Describes the

problem statement and research objectives along with the contribution of this the-

sis, its limitations and future directions.
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Chapter 2

Literature Review

Recognition Systems make up a very prominent part in field of image processing,

document analysis and pattern recognition [2][3][7]. These recognition systems

have a long history in case of English Language andmanymature and sophisticated

English recognition system have been developed [3]. The need for Urdu character

recognition has emerged because of the widespread use and understanding of this

language by more than 300 million people [6][9]. It is ranked as the fifth most

spoken language of the world with 4.7% of the total world population [15].

The research on Urdu language recognition system has attracted a lot of at-

tention in the recent years. Many attempts have been made for developing better

recognition systems [3].

OCR is a complete process that processes the raw printed document to its final

recognition. Research for Urdu language OCR is ongoing. Researchers have been

able to recognize separate Urdu characters with high accuracy but in case of joined

characters or ligatures the progress is way far behind [7]. This chapter explains

in detail the work done by previous researchers on Urdu OCR. It explains the

different types of Urdu datasets, steps of the OCR systems and the work done in

each of these steps for Urdu script. It also discusses primarily the classification

datasets and methods reported in the literature.

2.1 Urdu Datasets

Deep Learning algorithms work on large and complex datasets [3][1]. There have

been no remarkable achievements obtained on the research of Urdu OCR as com-

pared to the OCR for other languages including English and Arabic. Research

on these languages has developed quite mature OCRs with a very high recogni-

tion rate. The less growth of Urdu language in recognition systems is not only

because of the complexity, context sensitivity and cursive nature of this script but
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a big reason for it is the absence of a benchmark dataset. There is no benchmark

dataset for Urdu language. It is very important in any deep learning study to have

a ground truth available that can be used for the evaluation of the dataset. This gap

has resulted in lack of growth in the field of OCR for Urdu [1][3][11].

Over the time attempts have been made to build datasets for Urdu language

that could be used as standard. Figure 3 represents the various Urdu datasets.

Some of the Urdu datasets built up so far are as follows:

2.1.1 EMILLE (EnablingMinority LanguageEngineering) project:

EMIILLE was a project initiated by University of Lancaster and Sheffield in 2003.

The objective of this project was to create a dataset for South Asian Language to

be publicly available. It has three types of data i.e. monolingual, annotated and

parallel. It is a huge dataset of 96 million words including 512000 spoken Urdu

words and 1640000 collected from Urdu text [5].

2.1.2 Corpora and associated tools for Urdu text processing by

Centre of Language Engineering (CLE):

CLE is working in Pakistan with an aim to make regional languages available to

local people through communication and technology. A large corpus has been

developed having 19.3 million Urdu ligatures. These ligatures are collected from

various domains of life such as sports, games, finance, culture, entertainment, con-

sumer information and personal information [14].

2.1.3 Urdu-Jang Dataset:

Image Understanding and Pattern Recognition Group at the Technical University

of Kaiserslautern, Germany has produced a synthetic dataset of Urdu language

from the famous Pakistani newspaper named Jang. This dataset contains 26925

UTF encoded Urdu text lines [8].

2.1.4 Urdu Printed Text Image Database (UPTI):

This an Urdu dataset having 10,063 synthetically generated images of text lines

and ligatures. It has images for both line and ligatures versions. Various data

degradation procedures have been applied to increase the size of this dataset. Tech-

niques of jitter, threshold, sensitivity and elongation have been applied on 12 sets

of data. This dataset has words and ligatures collected from the Jang newspaper
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containing words from different aspects. These include words from social, politi-

cal and religious issues [16][3].

2.1.5 Urdu Nastalique Handwritten Dataset (UNHD):

It is a handwritten dataset of Urdu having some of the commonly used ligatures

and numerals. This dataset was collected from 500 writers including both male

and female on A4 size paper. It has 312000 words and 10000 text lines. The data

collected on paper was scanned and has word written in the nastalique font [16].

2.1.6 Other Datasets:

Other small datasets have also been generated in an attempt to create Urdu bench-

mark datasets. These include;

• A dataset of 25 documents having ground truth for OCR and layout analysis [46].

• A dataset developed by [13] 50,000 words collected from various fields such as

sports, games, news, social communication, entertainment and consumer informa-

tion. This dataset is known as Ijaz and Hussain dataset.

• A 10,000 words dataset collected from various domains naming press, novels,

letters, religion, culture, healthcare, sports, stories, science, translations and book

reviews [14].

Figure 2.1: Urdu Datasets reported in literature

2.2 Categories of OCR

OCRs are divided into different types based on their features. Following are the

different criteria which define the type of the OCR system.
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2.2.1 Input Method:

The input to the recognition system is a text image but the way it is obtained and

processed by the OCR system, divides OCRs into different categories. The input

to the classification can be online or offline [17][3]. The online system is a real

time system that uses a handheld device that can sense themovement of hand to get

the text image. A few offline systems are present and that too for Latin Language

[3][17].

In case of offline or static recognition system, the already present document is

scanned to take an image, or a digital image is synthetically created. This method

is relatively complex as compared to offline because in online system the char-

acters are being interpreted separately as soon as they are written while in offline

whole of the text is taken as input and needs to be processed [18][3]. The text in

online system is always handwritten while in offline system the text can be both

handwritten as well as printed [3].

2.2.2 Writing mode:

There are two types of writing methods that a recognition system can classify.

One is handwritten and the other is in printed format [3]. Both of these types

have complexities associated with them. Handwritten documents pose an extreme

challenge because of the variation in the writing styles of the people. There could

be many possible writing styles of a single character. Printed text is relatively

easier than handwritten but that too is not without difficulties. A printed text can

be in many different font styles, for example English can be typed in numerous

fonts like Times New Roman, Calibri, arial etc. For Arabic the writing style is

Naskh while Urdu uses the Nastalique style. Among English, Arabic and Urdu

the font that is most cursive and difficult to recognize is the Nastalique writing

style of Urdu. Similarly, the quality of the printed document can create issues

during recognition. If the image has noise, distortions or rotation it can also pose

issues for the classification system [19].

2.2.3 Font

The capability of an OCR system to recognize language in only a single font is

called single font optical recognition system while a system that can recognize

multiple font styles is known as omni-font optical recognition system. The geo-

metric shape of the font affects the recognition capacity of the classification algo-

rithm [20][3].

OCR that has been trained on one font style can not recognize the same word

written in another font. To get this capability, the training of the classification
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needs to be performed for every font style making it a time taking process. The

omni font recognition systems have a generalized training process that is trained

on multiple fonts [20][3].

2.2.4 Script

Script connectivity is also a differentiating factor of recognition systems. Scripts

are either cursive or non-cursive. A non-cursive script has all of its characters

separate i.e. they do not join to each other or do not change their shape when

joined. In cursive script however, the characters of the language join together

and have different shapes based on their position in the word. They have varying

shapes if present in the start, middle or end of the word. Such systems are known as

Intelligent recognition systems. The focus of our research is also on the recognition

systems for the cursive script.

Urdu is a highly cursive language. It has 45 characters with 38 primary charac-

ters among which only 10 are non-joining characters meaning they do not join to

any other character. The font is Nastalique that is written diagonally, and overlap

exists between the words. All these things make Urdu a highly cursive language

[7][3][17].

2.3 Research

on OCR category

The OCR can be categorized based on the above mentioned 4 types. The review

of the literature shows that most of the work is done on offline, printed and both

isolated and cursive Urdu scripts. Though the classification accuracy is reported

higher in case of separate characters but for cursive scripts the research is still going

on. Following research papers have proposed methods to recognize separate Urdu

character using various techniques.

In [21] an offline method has been used to recognize the separate Urdu char-

acters. Similarly, in [22] a recognition system has been proposed that recognizes

separate Urdu characters written in the Nashkh font style. [23] have also recog-

nized single Urdu character ligatures of various font sizes. In [24] another method

is used named SoftConverter that recognizes isolated Urdu characters. A pattern

matching technique is used in [25] to recognize the Urdu characters written in

Naskh writing style. Attempts to recognize the cursive Urdu script containing the

text having words or ligatures have also been done. Following are some of the

works reported to recognize the connected Urdu characters;

In [26] a dataset consisting of 56 classes having 100 images in each category
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of Urdu ligatures and words is used. The study works in two phases, the first phase

segments the ligatures into separate characters and then these separated characters

are trained using feed forward neural network.

Another work proposed by [27] recognizes Urdu ligatures in Nastalique writ-

ing style by first segmenting and then recognizing by using Finite State Models.

In another work [28] 200 selected ligatures created in Noori Nastalique font by

Ahmad Mirza Jamil were used for recognition. Holistic approach for cursive text

recognition was used in which at first the special ligatures including dots and di-

acritics were recognized. Then these recognized symbols were associated to the

main or primary ligature by finding out the most probable neighbor. At the end, it

was fed to the feed forward neural network for final classification of the ligature.

In another study [29] a segmentation based approach has been used to recognize

the Urdu ligatures using Nastalique font. It also describes the difference between

Nastalique and Naskh writing style and explains the reason for why the Naskh

writing style could not be used for classification of Nastalique font. In [30] Re-

current Neural Networks were applied for the recognition of Nastalique script.

2.4 Research on

OCR Process:

The six steps of an OCR system are listed in the diagram below

Figure 2.2: Flowchart of OCR Process

In an OCR system, some, or all the above steps are involved. For example, the

last step of post-processing is an optional step andmay not be utilized in someOCR

systems. Research has been carried out for independent steps by some authors

while others have contributed to carry out research involving all the steps of an

OCR process.
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2.4.1 Image Acquisition:

The first step of Image acquisition that is to acquire the image. In case of offline

recognition, this step always contains text which is mostly in the form of images.

The images could be scanned copies of handwritten or typed documents or could

be synthetically generated. The challenge related with this step includes the image

quality, font size and style used for the text inside the image. A noisy image with

small font and image size is likely to affect the recognition of the images during

the classification phase. The small font in an image may be considered as noise,

affecting the overall recognition accuracy. To get better classification accuracy, it

is important that the image should be of high quality with minimum noise.

Research has been carried out on all types of text images that include synthetic,

real-world images or both. [25],[26],[27], [31] and [32] used synthetically gener-

ated printed images in their research to recognize Urdu script. [25] recognizes

isolated Urdu characters in Naskh font present in binary format. The images have

a font size of 36. Similarly, in [26] the training set includes images of 41 printed

Urdu alphabets in 56 categories that are used for recognition of compound words.

A lot of work has also been done on scanned images of printed or handwritten

documents. These types of images are very difficult to deal with as the chances of

noise in the image and image quality degradation during scanning are highly likely

to occur. Yet, [29], [33], [34], [35], [36] and [37] have done work on scanned

images.

In [29], scanned images of printed Urdu books are used. An image dataset is

gathered from 500 pages of 100 Urdu books. In [33] Urdu handwritten charac-

ters and numerals were recognized using topological, contour and water reservoir

concept-based features. The dataset includes scanned images of handwritten doc-

uments with some on good quality papers and some on inferior quality paper. [34]

used dataset of scanned images of characters, numerals, and objects from Urdu

newspapers. The images for a single character or form having three various shapes

were combined into one class and used for training the network.

2.4.2 Pre-Processing:

Pre-processing is the most important step of the OCR process. In offline OCR, the

images are either handwritten or printed which are either scanned or synthetically

generated. In any case, the input to the OCR is an image. A noisy image can

affect the classification in the recognition step of the OCR. It is very important

that the image acquired should be pre-processed before feeding it to the feature

extraction or classification network. During pre-processing any type of quality

breakdown, distortion, clutter, or orientation issue is removed which at the end

produces a good quality image providing good classification results. Some pre-
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processing techniques are smoothing, noise removal, thinning, thresholding, de-

skewing, normalization, dilation etc. [3],[37].

[36] worked on the classification of Urdu text. Urdu script in the form of

separate characters and ligatures were obtained by scanning the images at 300dpi.

The acquired images were single tone and they were converted to two-tone images,

in the form of 0 and 1, by using a histogram based thresholding method. Presence

of noise and irregular character boundaries were smoothed out to remove the noise

from the images.

[38] used the pre-processing technique of smoothing, filtering and thinning

on different Urdu characters. These techniques removed noise from the images

and reduced the thickness and slanginess of the images. In [39] Urdu characters

written in Nasakh wring style were recognized. During the pre-processing step,

de-hooking and image smoothing techniques were applied to perform image bi-

narization. initially the input image was RGB Image was converted to grey scale

with pixel range between 0 to 255. Then this grey scale image was finally con-

verted to binary image having pixel value that is either 0 or 1. To the obtained

binary image processes of skeletonization and thinning were used that resulted the

image pixel to be one pixel wide to be used for feature extraction.

[40] recognizes theNastalique ligatures based on diacritics present in the script.

It uses the pro-processing technique of binarization that converts the grey-scale

images to binary. For line segmentation vertical histogram is used and baseline

identification is performed by identifying the rows having maximum number of

pixels. [41] used stretching technique for identifying isolated characters in a liga-

ture and to remove overlapping.

2.4.3 Segmentation:

Segmentation is the process of separating the text from other components present

in an image. There are three levels of text segmentation. This includes page de-

composition, line segmentation and text segmentation. The first step of page de-

composition involves separating out the text from other components like tables,

figures, headers, footers etc. Once the text in the image is recognized the next step

is to segment the lines from it. The most common method is horizontal projection

profile. Others include smearing, stochastic and Hough transform. When the lines

are segmented, the last and most important step is the text segmentation which

could be at three levels, word, ligature (combination of one or more character) and

the character level [3].

The approaches used for text segmentation are of two types, i.e., analytical and

holistic approach [3]. Analytical segmentation splits the text, either handwritten or

printed, into separate characters before recognition. This approach is highly error

prone as it requires deep understanding of the split point. Urdu being a cursive
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language is highly variable and overlapping. Extensive knowledge of characters’

start and end points is required but still the segmentation cannot be perfect because

of complexity, size variation and position of the characters in the text [3].

Holistic approach does not perform character level segmentation rather the

ligature or word is recognized as a whole. This method has shown to perform

well as compared to the analytical method of segmentation. It has gained much

attention from the research community and most of the work on OCRs has now

shifted towards holistic ligature or word recognition [3].

Some of the work done using analytical method of text segmentation include;

[26] applied text recognition in two phases i.e., segmentation and classification.

The segmentation is done by using pixel strength. This pixel strength is measured

to identify the different words in a line and to find out the boundary or joint of

ligature/connected component.

[27] has also used segmentation before the final classification. This method

first identifies the text areas within the acquired bitmap image of the document.

After page decomposition, the text lines are identified and then it is narrowed down

to word and finally the character level for identification.

Similarly [41] has used the analytical approach for text segmentation and the

segmented text is then used for recognition. This approach applies the horizon-

tal projection method for line segmentation of binary image. After that baseline

detection is performed using horizontal projection. The next and main step of lig-

ature segmentation is performed by using the connected components algorithm.

[8] used the concept of text line identification from UTF-8 encoded images and

are then classified using recurrent neural networks.

2.4.4 Feature Extraction:

After text segmentation, the most important step of feature extraction arrives. It is

a very vital step as it can directly impact the classification accuracy [3]. Feature

extraction involves the identification of a set of parameters called features from

the dataset. The features depict the characteristics or attributes of the objects in

the dataset.

There are two types of feature extraction methods which are feature learning

and feature engineering. In the feature learning approach features are automati-

cally extracted while in feature engineering, hand-crafted features are used.

Feature Learning:

Feature learning is the automatic extraction of features by the algorithms. This is

extremely helpful when the numbers and type of machine learning features cannot

be identified. Feature learning can be supervised or unsupervised. In supervised

feature learning, prior knowledge regarding the dataset is available. Labelled train-
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ing examples are present. The supervised learning algorithms use neural networks.

In unsupervised machine learning, labelled dataset is not available. Some of the

examples are clustering algorithms and auto-encoders [3].

Feature Engineering:

Feature engineering as mentioned earlier is creating handcrafted features from

the dataset. It is a difficult process as it requires extensive knowledge about the

dataset. The number, quality and quantity of features required must be deter-

mined so that the classification algorithm gives high classification performance

[3]. There are three types of features in this category. This includes statistical

features, structural features and global transformation and series expansion [3].

1. Statistical Features:

These features are based on the distribution of pixels in an image [42]. These

features can be extracted with ease as compared to other statistical feature engi-

neering techniques. These types of features are less affected by noise, have low

complexity and can be detected at a higher speed.

Few examples of statistical features include projections, zoning, crossing and

distances [42][3].

2. Structural Features:

Structural features as the name indicates are based on the structure of the character

within the text or incase of objects the strokes and boundaries of the object. These

kinds of features when used for extraction of Urdu language are extremely difficult

due to the context sensitive nature of this language. The neighboring characters

can overlap and change the shape of the character within a ligature or word [3].

Structural features are the geometric or topological properties of a character

for example start point, end point, horizontal lines, vertical lines, crossing point

and curves etc [3].

3. Global Transformation and Series Expansion:

These features represent the image as continuous signals. Global transformation,

transform the image at first into a signal and then it is used to extract features. Se-

ries expansion is a way to represent a signal like a parallel combination of multiple

smaller signals that are expanded to form one large signal. Few prominent exam-

ples of these type of features include Gabor filter and transform, Fourier Transform

and Karhunen-Loeve or the KL expansion.

Research has been conducted in the field of Urdu OCR utilizing both feature learn-

ing and feature engineering approaches. In the past, most work however has been

carried out using feature engineering method, but the feature learning method has

gained a lot of popularity in the recent times. The dataset size and complexity has

increased over time and such for such datasets feature learning has proved to give

better recognition accuracies [3] [7].

In [33] separate Urdu characters are recognized by using contour, topological
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and water reservoir concept based features. These features include the number

and position of holes, number of different components of a feature, information

regarding character’s contour and number of reservoirs of different components

of a contour etc. These features are then used to build a decision tree for char-

acter recognition. [36] involves the recognition of Urdu language by first doing

segmentation at the page, then line and at the end at the character level. After

segmentation and pre-processing, the feature extraction is done using the feature

engineering approach where the following features are used;

Water reservoir principle-based features: These features utilize the concept of

a water reservoir which is that if the water is poured from one side, then it flows

and gets stored at the specific parts where the depth is present. These depths are

considered as the water reservoirs. These features are the top, bottom reservoir,

height of reservoir, water flow level and reservoir base line.

Head-line Features:

This feature depicts the words in the text line as rows of black pixel based on the

head of the characters in an image. The headline with maximum number of black

pixels indicate that the heads of the character lie in the same line. This feature will

generate short black lines for Urdu text as the script has words with varying shapes

as compared to English.

Distribution of vertical strokes features:

This is a simple feature that extracts the presence of vertical strokes in an image.

For Urdu language there are few characters where the vertical strokes are present

as compared to English.

Component Overlapping Feature:

This feature calculates the overlapping of one character or word into the other.

Incase of Urdu script, there are many words that overlap to one another. This is a

distinctive feature that is used to identify Urdu script from English.

Height Distribution of Components:

This feature identifies the height distribution of various words in a text. For Urdu

text different word have varying heights due to the changing shapes of the charac-

ters based on their position in a word.

[27] uses the finite state models to recognize ligatures in Urdu text. The recog-

nition involves the segmentation of the text at page, line and then character level.

After character level segmentation three features are extracted named as the feature

set. This includes the thickness, height and the angle rotation.

Similarly [39] uses the hand engineered features for recognition of separate

Urdu characters. There are two phases in which the features are extracted. In
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the first phase, different shapes of the individual characters are identified by auto

clustering using the Kohonen Self Organizing Map. In the next phase 25 features

including the start point, end point, joint, width, loop, curve etc. are identified

which are used for the final text classification.

[43] uses recurrent neural network and MDLSTM for recognition of Urdu lan-

guage. The said method performs feature extraction to extract information from

Urdu text line. A right to left sliding window of size 4 x 48 is used which slides

over the text line that has been normalized to a fixed height whereas the width is

variable. This sliding window extracts the geometric and statistical features which

are then used for final text recognition.

2.4.5 Classification:

Classification is the process of arranging elements into different groups based on

their similarity. The element to be categorized could be an image, text or ob-

ject. Image Classification contains images that need to be categorized into groups

known as classes based on distinct features of a class [1],[3].

In a classification algorithm, the first step is training and the second is testing.

In the training phase, features from the images are extracted and fed to a classifica-

tion model that learns those features. Later the trained model is used to recognize

unknown data called test set into various categories [1],[3].

Image classification is used in the optical character recognition systems where

textual images are used for text recognition. There are two methods used for clas-

sification. These are machine learning and deep learning [2].

Both methods are used by the research community for the classification pur-

poses. Both have their usage as well as limitations. Among these methods, deep

learning has been an active area of research for image classification in general and

recognition of Urdu language in particular [2],[3].

Machine Learning:

Machine learning is the use of methods that enable the machines learn patterns like

a human. It is a process that extracts meaningful information regarding the data

and enables computer to understand and utilize this knowledge for identification

on the unknown data. Example of machine learning algorithms are Neural Net-

works, Support Vector Machines (SVM), Decision Tree and Naïve Bayes method

[1],[2],[3].

There are two types of machine learning i.e., supervised and unsupervised ma-

chine learning.

In the supervised machine learning approach, labelled training data is available.

This data is used to create a function which can then be used on unseen data for

classification. Examples are decision tree, naïve bayes and neural networks [1],[3].
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In unsupervised machine learning prior knowledge is not available. Or in sim-

ple terms, there are no labelled training data examples, rather the algorithm has

to identify the class labels directly on the unseen data. This method is quite chal-

lenging as the machine has to start predicting without prior information [1][3].

Example of unsupervised algorithms are nearest neighbors, hierarchical and prob-

abilistic clustering and mixture models etc [3].

Deep Learning:

Deep learning is a type of machine learning that utilizes large datasets to extract

information (features) directly from the dataset. This is quite an old method but

has been utilized now extensively for classification, particularly for Urdu language

recognition. It has gained much attention from the research community recently

and also has proved to show better results for the classification tasks [1][3].

Difference between Machine and Deep Learning:

The fundamental difference between machine learning and deep learning is the

type of features extracted from the dataset. Feature extraction is the most impor-

tant task in a recognition system. Low quality features can directly impact the

classification/ recognition performance of the system [1],[2],[3].

Machine Learning extracts hand-crafted features from the dataset. These fea-

tures are extracted based on the domain knowledge of the data. These include

statistical and structural features including pixel values, shape, orientation, size

and position of the object to be recognized. It is quite a difficult task for find-

ing out these features, as the domain knowledge should be very extensive. Deep

learning on the other hand extracts features automatically discarding the issue of

feature engineering, making feature extraction a rather easier task [3].

Machine learning algorithms work well for datasets that are small in size but as

soon as the dataset increases and becomes more complex machine learning cannot

perform the task. For large datasets deep learning is the key. The size of the dataset

also requires corresponding computational power. For small datasets in machine

learning simple computational machines can perform well but for deep learning

Graphical Processing Units or GPUs are the essential requirement. Otherwise, the

recognition task cannot be performed [1],[3].

Deep learning is an end-to-end process which performs object detection and

recognition as a single process and ultimately takes more time to train. On the

other hand, machine learning is fast at training but may take more time to test.

The major criteria that make a clear difference between machine learning and

deep learning and is also a reason for deep leaning to be the latest hype, is its

performance. Deep learning algorithms have proved to perform brilliantly well

for the recognition tasks, providing near human perfection. The reason could be

the automated feature extraction method that is utilized by the deep learning algo-

rithms which reduces the error rates that may have been occurred by hand crafting

the features in machine learning [3].
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2.4.6 Contributions for Urdu text recognition using Machine

and Deep Learning:

The datasets are increasing in size day by day. The amount and rate at which data

has been adding up has shifted the use from machine learning to deep learning.

Such large datasets cannot be handled by machine learning algorithms and also

the excellent performance efficiency of the deep learning algorithms has made it

an active area of research for the research community for the recognition tasks

[3],[7].

Following is some of the research carried out using machine learning algorithms

for recognition of Urdu text; In [21] isolated Urdu characters are utilized by ex-

tracting features and then using these features to train a feed forward neural net-

work model. This system has achieved 98.3% average accuracy at the character

level.

[24] a prototype known as SoftConverter is developed, that uses simple database

to recognize the Urdu characters. The input to the system is images in the form

of matrix. These images are then preprocessed by de-skewing and binarization.

The binarized images are segmented at line level using horizontal histogram tech-

nique. Features including height, width and checksum (the sum of black pixels

forming the body of the character) are extracted and then based on these features

a database is searched giving out the most similar image. Giving out 97.43% ac-

curacy in identification of isolated Urdu characters.

In [38] a two step classification is used for the recognition of Urdu charac-

ters. 36 Urdu characters are recognized into seven classes by using fuzzy features

and by combining the recognition methods of Fourier transform and neural net-

work. The interest regions are identified using Fourier transform and after that a

back propagation neural network is used to recognize individual characters. [23]

is a machine learning based font size independent method to recognize the Noori

Nastalique script of Urdu language. The method first resizes the images present

in various sizes to uniform size by using Splines. The resized image is scaled to

make the font size same on which the OCR is trained. From this scaled image the

character boundary is extracted and then filled with black pixels to be recognized.

[44] used decision trees for character recognition. A database of 441 Urdu

characters of both handwritten and printed documents in scanned form are present.

The system performs preprocessing techniques of noise removal, binarization, nor-

malization, skew correction and edge detection. From the preprocessed image fea-

tures of Hu moments, Zernike moments and PCA are extracted. The feature vec-

tor is passed to the J-48 Decision Tree algorithm that recognizes the input image.

Among all the features used Hu moments gave the best classification accuracy of

92.06%.

[45] uses principal component analysis technique for Urdu character recog-
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nition. Two databases are setup named as ‘TRAINDATABASE’ and ‘TEST-

DATABASE’. Eigen values and Eigen vectors are calculated for the images and

only the maximum eigen values and vectors are kept. Feature vector for images in

the TRAINNDATABASE are generated. Same is done with test set and the vec-

tor that has the minimum distance to the train set is recognized as the character. A

recognition rate of 92.6% is achieved using this method.

Recognition of Urdu text using deep learning has been carried out actively.

Following are few of the studies done to recognize Urdu characters, words or lig-

atures using the deep learning approach:

[26] uses a method to recognize the compound Urdu words. This method car-

ries out segmentation and then classification. In the segmentation phase, the pixel

strength of the text image is measured. This information is used to detect the word

boundaries and joints of the various characters. The segmented image is fed to

feed forward neural network for recognition. The network is trained on dataset of

Urdu words and ligatures having 56 classes with 100 image samples in each class.

This method recognizes Urdu characters and ligatures with a recognition rate of

70%.

A deep learning approach has also been used by [8]. In this paper, the cur-

sive Urdu script is recognized along with non-cursive Latin script. Focusing only

on Urdu text recognition, Dataset for Urdu text recognition used was, Urdu Jang

Dataset. A variant of RNN called BLSTM (Bi-directional Long Short TermNeural

Networks) is used with CTC output layer. The activation values from the BLSTM

are utilized for alignment to the target values. In [30] offline printed Nastalique

Urdu text was recognized. This method applies preprocessing to the input images

which are fed to RNN having architecture of BLSTM with CTC output layer.

The trained network was evaluated on synthetically generated UPTI dataset

with two variations. In the first, the character’s shape variation was ignored and in

the second, considering the shape variations. The error rate was 5.15% and 13.6%

respectively.

[46] employs the RNN having MD BLSTM with CTC output and ANIFS

method. A dataset for handwritten Urdu text images which is a publicly avail-

able RNN library is used to train MD BLSTM network. ANIFS is the forward

pass and backward pass. The trained model is evaluated on UPTI dataset with an

error rate of 5.4%.

The technique for recognition of offline cursive Urdu text used in [47] employs

the Multi-dimensional (MD) Long-Short-Term (LSTM) Recurrent Neural Net-

works (RNNs) with Connectionist Temporal Classification (CTC) output layer.

The method is evaluated on UPTI dataset using various experimental settings with

the maximum classification rate of 96.4%.

[48] employs a hybrid deep learning method for classification of cursive Urdu

script. Implicit feature extraction is a better approach to feature extraction than
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the hand-crafted features. Based on this principle, a hybrid method for feature

extraction is used in this study where the low-level features are extracted by us-

ing the Convolutional Neural Networks (CNN), these low-level features are fed to

Multi-Dimensional Long Short Term Neural Network for extraction of high-level

features. This method was evaluated on UPTI dataset for 44 different classes giv-

ing a classification accuracy of 98.12%.

2.5 Analysis:

Urdu OCR research has gained attention in the last two decades. There is a lot of

room for progress in this field of pattern recognition and document analysis. This

chapter has covered all the aspects of Urdu OCR. The Urdu dataset developed so

far have been stated in detail. The types of OCR system, the process with which

an OCR system recognizes a character has been explained in detail. Each of the

detail of the type and working has been detailed along with the work done in the

past in that process has also been stated.

The literature review of Urdu OCR clearly shows that the focus of the previ-

ous research was on offline, printed and isolated Urdu character recognition. The

method of recognition was also focusing more on the machine learning approach

that used feature engineering methods like statistical features, structural features

and Global Transformation and series expansion methods. Deep learning is a re-

cent trend in case of Urdu OCR for the recognition of compound Urdu characters

including words and ligatures. Isolated characters are 45 in numbers including

the dots and diacritics marks. Single character recognition has matured and given

high recognition accuracies. But this is not a very remarkable achievement. Urdu

language is cursive meaning the shape of one single character varies based on the

position in a document. When single character recognition is applied to text lines

or ligatures, the recognition accuracies are very low because the text line needs

to be segmented first for recognition, and segmentation as understood by review-

ing the literature, is not a suitable technique because it is error prone. The error

prone segmentation technique is not a good choice for Urdu OCR systems. Con-

sidering this and the ligature recognition in mind, the next focus of research for

Urdu language is the development of OCR for connected Urdu words using deep

learning.

The OCRs for Urdu language now in the highlight are offline, printed, holisti-

cally segmented which use deep learning for recognition. Analytical segmentation

with machine learning is not utilized as a recognition method recently.

Another research gap is the presence of benchmark Urdu Dataset. Literature

review shows that efforts have been made for the development of benchmark

datasets by development of datasets like CLE, UNHD, UPTI and EMILLIE, to
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name a few. But still these datasets can not be considered as standard to rep-

resent the Urdu language. Research needs to be carried out for development of

benchmark dataset along with the recognition of dataset using Deep Learning for

producing better recognition systems.

The focus of our research is development of Urdu language dataset and its

recognition. The next chapter explains the method used to solve the said problem

by using a deep learning method of Urdu recognition.
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Chapter 3

Methodology

This chapter explains the methods used to solve our research problem of Urdu

ligature recognition. Starting with the background information of Urdu language

OCR and moving to the research gap present, this chapter then gives a thorough

explanation of the data collection methods along with the tools and techniques

used to solve the research problem.

3.1 Background

Optical Character Recognition is a process that categorizes the input text images

into their pre-defined categories [1][3]. Recognition is a very easy process for

humans. They can interpret an object very easily and can define and categorize it

very quickly. But for machines this is a very challenging task [1]. Many high-level

computational methods need to be used for the correct recognition. The complex-

ity of this problem makes it a prominent research area. The OCR for languages

such as English and Arabic have a long history. The first OCR for English Lan-

guage was developed in the early 1950s [6]. Later many OCRs have been devel-

oped for various other languages.

Research on the Urdu OCR started in the year 2000 [7]. The gap in the re-

search work on Urdu is because of the lack of Urdu dictionaries, tools, experimen-

tal fundings and the lack of benchmark dataset [3]. This lack of attention to Urdu

recognition resulted in absence of any remarkable achievements for OCR for Urdu

language in the field of computer vision and machine learning [2].

3.1.1 Recognizable Units in Urdu OCR

The origin of Urdu language and the complexity of the Nastalique script has been

discussed in detail in the introduction chapter of the thesis. Focusing mainly on
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the recognition process for Urdu script, the recognizable units for Urdu language

will be discussed in this section. The challenges in the recognition of these units

will also be discussed.

Nastalique script is very complex, there are many challenges faced while rec-

ognizing this script. Its context sensitive nature, overlapping, diagonality and cur-

sivity makes it a very difficult recognition task [37]. Its research started just two

decades back and that too with only better recognition system for isolated Urdu

characters.

The choice of the units that could be recognized by an Urdu OCR include:

• Character

• Ligature

• Word

Character Recognition:

The literature review suggests that most of the work done in the past was on the

recognition of isolated Urdu characters. Recognition of isolated characters though

has given high accuracy but has very less practical significance. There needs to be

a higher recognition unit so that it adds a significant addition to the OCR systems

[6][37].

Recognition of isolated characters requires the input text line or literature to be

segmented and there are a lot of problems that can arise due to the segmentation

of the words into characters for recognition. Few of the challenges related to text

segmentation are listed below:

• Segmentation of words into separate characters is very difficult in the case of

Urdu language. There are no fixed points that need to be cut to obtain separate

characters from words or ligatures. In other languages, for example English, the

characters are separated by white space that act as the separating criteria for the

alphabets. Similarly in Arabic language the segmentation point can be easily de-

tected from the headline. But in Nastalique script the characters have irregular

space between them and so it is not easy to determine the segmentation point [6],

as seen in the figure;

Figure 3.1: Segmentation of Ligature
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• Size variation of the non-joiner characters in their various forms make it an

error prone task. The character when comes isolated or at the end of a character

has varying shape whereas when it comes in the start and at the end it is of small

size and that too can be affected by the neighboring characters [6].

• The segmentation needs to be performed both horizontally and vertically in some

cases [6]. as can be seen in the following figure;

• Size variation of the non-joiner characters in their various forms make it an error

prone task. The character when comes isolated or at the end of a character has

varying shape whereas when it comes in the start and at the end it is of small size

and that too can be affected by the neighboring characters [6].

• The segmentation needs to be performed both horizontally and vertically in some

cases [6]. as can be seen in the following figure;

Due to the issues that occur because of the segmentation required for character

Figure 3.2: Horizontal and Vertical segmentation of Ligature

recognition, almost all the research has been shifted towards the holistic method of

text segmentation, where the recognition unit is ligature. Ligature is a combination

of one or more characters that may not form a complete word. The ligature does

not need to be segmented and is recognized as it is.

Though ligature recognition has eased out the problem of text segmentation

but the are many other challenges associated with Urdu ligature recognition. Few

prominent issues are; The total number of ligatures that makeup the Urdu language

is still unknown [6]. This is due to the lack of any benchmark Urdu dataset. Few

attempts have been made to create Urdu datasets like CLE, UNHD and UPTI, to

name a few. But the requirement of a benchmark dataset still exists [3].

3.1.2 Recognition methods for Urdu Classification:

The review of literature suggests that most of the previously recognized Urdu

datasets contained isolated Urdu characters and themethod used to recognize those

characters were based on machine learning approach. The machine learning al-

gorithms like Decision Trees, Naïve Bayes, Neural Networks were used for the

character recognition [3] [7].
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The choice of recognition unit focused now for Urdu language are ligatures.

The exact number of ligatures that cover the Urdu language is still unknown, but

the datasets used so far indicate that here are thousands of ligatures that cover

whole of the Urdu corpus. For such large datasets, machine learning algorithm

cannot perform well. For recognition of large datasets, deep learning models are

used [3].

The focus of the research in the field of Urdu OCR is now towards holistic

approach of text recognition using deep learning methods.

3.2 Research Question

Urdu script recognition, as stated before is a recent focus of the research. There

are no sophisticated OCRs available for Urdu language [3][6][7]. Recognition of

holistic Urdu script using deep learning is an under-research topic. The research

carried out so far has not produced very promising results.

The first problem is the absence of benchmark dataset [6]. The recognition

methods applied, used datasets that were privately created and the results on them

cannot be considered as standard.

Secondly, the recognition rates using existingmethods are not very high. There

is a need to do further research on this topic. For this purpose, we have created an

Urdu ligature dataset that covers all the possible ligatures of the Urdu language.

Secondly, we have applied deep learning method over this dataset for holistic

recognition. We are hopeful that the results of this recognition process will be

a step forward towards creating an efficient recognition system for Urdu and the

generated dataset may contribute towards building a benchmark dataset.

3.3 Dataset Generation

and Related Issues

The following section of this chapter solely explains the proposed methods and

techniques used in the recognition process for the Urdu ligatures. Every detail,

starting from data generation to its preprocessing and the final recognition are

stated and explained in detail.

3.3.1 Urdu Dataset Generation

The existing Urdu datasets, which include CLE, UNHD, UPTI, UPTI 2.0 are few

prominent datasets. These datasets though large enough do not qualify to be the

standard for Urdu recognition [3][13][15].
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These datasets include words from various domains including sports, enter-

tainment, news, finance and consumer information etc [16]. But these datasets

do not cover all the possible ligatures and hence the recognition systems built on

these datasets are not 100% accurate.

Owing to this absence of benchmark dataset for Urdu. A dataset has been cre-

ated under the supervision of Dr. Khawar Khurshid. The dataset has been named

as ‘CEFAR’ Dataset. This dataset contains exhaustive combinations of Urdu char-

acters covering all the possible ligatures.

Characteristics of Dataset:

• Binary images formed by exhaustive combination of Urdu characters. Exhaus-

tive means all the possible combinations of Urdu characters. Initially the combina-

tions of characters forming ligatures have length of 2 and 3. Meaning, the possible

combinations that could occur in length of 2 and 3 from all the Urdu characters.

For example, in 2-character exhaustive combination, image is a ligature having

2 characters. Like, the 2-character ligature combination of Urdu character ‘Bay’ to

all the other characters. This forms the 2-character ligature set for character ‘Bay’

and similarly for all the other Urdu characters in the Urdu language.

• This dataset contained binary images, each having a size of 600×500 pixels. Each

image has a size on the disk of 4 KB and the total dataset has size of almost 2 GB.

• Initially the total ligature images for 2 and 3 characters were 32480.

• Various augmentation techniques were applied on the train data to increase

the number of images for classification using deep learning. These augmentation

techniques were dilation, erosion, rotation, S&P noise and transformation. This

led to an increase in the size of the training data. Each ligature had 14 different

forms after applying augmentation.

• The dataset is divided into 2 and 3 characters’ ligature sets separately, as well

as combined. Detail of the number of images in each ligature set is as follows.

Ligature Sets Number of Ligatures (Binary Images)

2- Character Ligature Set 15680

3- Character Ligature Set 439040

Combined 2- and 3-Character Ligature (Final Dataset) 454720

Table 3.1: Number ligatures in each ligature set.
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3.3.2 Class Imbalance Issue

Deep learning algorithms have shown to perform brilliantly well for the classifi-

cation and recognition tasks. In the past studies CNNs have provided state of the

art results in case of multiple classification problems. Though these networks give

high performance efficiency yet one of the major requirements of these deep learn-

ing networks is to have large datasets for training. The deep architecture of these

networks having millions of neurons, requires large enough datasets with uniform

class balance to performwell. This challenge of having largewell-balanced dataset

is our goal [10].

Our dataset that we generated for the recognition task also faced from the class

imbalance issue.

Each of the ligature formed a separate class because none of the ligatures was

same or had similar shapes. In Urdu ligature the dots and diacritic marks, if con-

sidered make every ligature to have a different structure and shape. Therefore,

none of the ligatures could be put together into a single class. This caused our

dataset to have 32480 classes and same number of samples in each class. So, the

issue of small dataset having low intra-class variability and high number of classes

emerged.

High Number of Classes and Low Intra-class variability:

Today’s world is in era of ‘Big Data’. The size of the datasets has increased to such

an extent that the only solution to handle such a large data lies in deep learning.

One of the prominent examples of large dataset is ImageNet Dataset that contains

10,000,000 training images divided into around 10,000 classes [49].

The high number of images is not an issue in case of deep learning algorithms

rather it increases the model accuracy by providing large set of features. This large

number of training data becomes a challenge when the number of classes also

increases. This leads to data having large number of classes but small number

of features. When the number of samples in a class are small or imbalanced it

provides small set of features, the algorithm cannot train well, class bias increases

and causes the model to over fit [49].

Same was the issue with our dataset. The dataset had large number of classes

with imbalance data. This led to class imbalance. If such a data would have been

used to train the classification algorithm, it would have caused low classification

accuracy of the deep learning model.

3.3.3 Data Augmentation

One of the best solutions to solve the problem of class imbalance is to perform

data augmentation. Data augmentation involves the use of various transformation
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techniques over the data to synthesize new images. The transformations include

rotation, zoom in and out, creating reflection of the original image, distortions or

change in the color pallet [10].

We also applied various techniques of data augmentation to increase the num-

ber of images in each class. The techniques applied over the original image to

create new images were, dilation, erosion, rotation, S&P noise and transforma-

tion.

This method increased the number of images in each class but still the number

of images was not enough to avoid the overfitting issue during the recognition

process. This is because the number of images was not large enough that could

completely represent a class. And the number of classes was still very high. The

number of features needed to be increased to achieve high generalization of the

deep learning network.

3.3.4 Redefinition of classes

The requirement to increase the number of representative images in each class and

to reduce the number of classes, we used another method to redefine the classes

based on the structural similarity of the ligatures.

The method to combine characters having the similar shapes has been reported

in literature. For example, in [48] characters having similar shape variations i.e.,

isolated, start, middle and end character is given single class.

A ligature is composed of two components. These are;

• Primary component: It is the basic shape of the ligature

• Secondary component: These include the dots and diacritic marks.

The dots and diacritic marks when used over the primary component, separates

out a specific character or ligature from the others. If the dots and diacritic marks

are removed from the character, then many of the characters will have the sim-

ilar shape because they share the same primary component. We used the same

approach to redefine our classes. The ligatures having the similar shapes were

grouped together in a single class while their secondary components were ignored.

For example, the 14 ligature images of each class i.e. ‘ain-ain’, ‘ain-ghain’,

‘ghain-ain’ and ‘ghain-ghain’ were grouped together. The structural analysis of the

ligatures within these classes show that all these classes share the same primary

ligature. By combining all these images from 4 different classes into a single class

increased the number of images in this particular class to 56 and also reduced the

number of classes.

This method greatly reduced the number of classes. Initially the number of

classes in the training data were 31360. The newly generated classes were 3116.
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This reduced the number of classes to approximately 90%.

3.4 Dataset Generation Process

In the previous section, an overview of the Dataset Generation was given. The

above mentioned methods including the initial generation of ligatures, data aug-

mentation and the redefinition of classes is explained in detail in the sections be-

low. The complete steps in each of the methods used are elaborated.

3.4.1 Character Labelling:

isolated character was first given a number, based on the numbering scheme. As

we know that Urdu characters are joiners and non-joiners, So in the 2 character

ligature, there were only 2 characters that join together i.e. initial and last char-

acter. While the 3 length ligature contained characters at initial, middle and last

positions.

3.4.2 Ligature Labelling:

The initial images for the ligature combination of 2 and 3 character were generated

using MATLAB.

A ligature as stated before, is a combination of one or more characters. In our

case we chose the ligatures which have length of 2 and 3. At first all the ligatures

having length 2 were generated. The name of each ligature was given based on

the number of the character being joined together.

For example,the combination of character ‘bay’ with ‘alif’ having image name

2_1_1_0_0_0 was given the name bay-alif.

Image name:

Images when generated using MATLAB were given a numeric label. This label

had the generic form;

‘LigatureLength_ Initial Character_MiddleCharacter_LastCharacter_0_0_0_.png’

For example , Image 3.3 when generated, was given the numeric name

2_1_4_0_0_0_.png where, 2 refers to the ligature length, 1 is the number of the
initial character and 4 is the number of the final character. Rest of the num-

bers are given 0 because no character is present at that position of the ligature.
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Figure 3.3: Example image showing naming scheme of the ligature for 2 character

length ligature

Similarly, 3_17_3_8_0_0_.png is the numeric label for the 3 character length lig-
ature. Here 3 shows that the ligature has 3 characters in it. 17 is the number of

initial character, 3 represents the numbering of the character in the middle position

and 8 is the number of the character at the final position.

Figure 3.4: Example image showing naming scheme of the ligature for 3 character

length ligature

3.4.3 Data Augmentation:

The initial number of images generated by simply taking the exhaustive combina-

tions of 2 and 3 character length ligatures were;

2-Character Ligature Set 1120

3-Character Ligature Set 31360

Table 3.2: Initial number of images in the 2 and 3 character ligature set

These images were not enough to be used in a deep learning algorithm for train-

ing. To increase the number of images, data augmentation technique was used. In

this method the following image transformations were applied over each ligature

image. A single ligature image increased in number to 14 images each.
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The image transformations were;

• Dilation

• Erosion

• Transformation

• Rotation

• S&P Noise

This increased the number of images as following;

Ligature Sets Training Data

2-Character Ligature Set 15680

3-Character Ligature Set 439040

Combined 2 and 3 Character Ligature Set (Final Dataset) 454720

Table 3.3: Number of images in the 2,3 character ligature set (seperately and com-

bined) after Data Augmentation

Due to the application of data augmentation techniques, the new name of the

images became;

‘Ligature Length_ Initial Character_Middle Character_Last Character

So, the new names for the images in the Figure 3.4 and 3.5 became

2_1_4_0_0_0_dilation_1.png and 3_17_3_8_0_0_dilation_2.png.

3.4.4 Limitation of the dataset:

The image dataset finally created had 454720 ligatures in the form of images.

The number of images was good enough to train a machine learning algorithm for

classification. But there were limitations associated with this data set, which was

Low Intra class variance and High number of classes

Low Intra class variability refers to less number of representative samples in

a class. Therefore, the training model has very few features to learn. When such

a dataset is used to train a deep learning algorithm, it causes the model to overfit.

As there were few training examples in a class, the generalization of the training

model decreases [51].

Moreover, the dataset had 31360 classes, such a high number of classes with

only 14 image samples in each class would give low classification performance of

the network. As this model would be highly biased and will not be able to predict

well on unseen data.
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If this dataset would have been used to train the network, the result would be a

model with higher training accuracy and low test data accuracy. Such an overfitted

and biased model would not have produced significant results for the recognition

task.

3.4.5 Solution to the Limitation:

The solution to this low intra class variability and high number of classes was ei-

ther to use data augmentation [10] or to reduce the number of classes. We had

already used the data augmentation method for increasing the training data. So,

this method could not be used again, as the number of images in the training data

were good enough for training a deep learning algorithm. We used the second ap-

proach, which was to reduce the number of classes by combining multiple classes.

This method helped to reduce the classes as well as increased the number of sam-

ples in each class.

To do this we used the approach of combining the ligatures based on their

primary component. A close analysis of the structure of the ligature shows that

even though ligatures have different secondary components, they do have the same

primary component.

The process to reduce the number of classes, if done manually was a very

tedious task. To reduce the time complexity and to automate the process, a python

program was written on Jupyter Notebook to gather all the images with similar

ligature into a single class. Though, the numeric labels of images could also be

used as class labels but a more realistic labelling scheme, giving Urdu names, was

used for giving labels to the classes.

The technique used to merge the similar primary component ligatures, was to

first re-label the initial, middle and final position characters. After character re-

labelling, it became lot more easier to combine the ligatures. When the similar

primary structure characters were given the same name, the ligatures formed from

them automatically got the same label. The images with same ligature label were

grouped into a single class.

After grouping the characters based on the same primary component, the label

of every character within the same class was given the label of the first character

in that specific class.

By re-labelling the characters after grouping based on similar primary compo-

nent, we directly reduced the number of classes of ligature. The process was done

by using a pyhon code. The algorithm of the code was as follows;

• Initial labels of the ligatures were extracted.

• The character numbers were seperated for each image. The character numbers

were given the new name as per the rules defined in the tables 4.9 and 4.10.

• After forming new name for the ligatures the image was copied to a new folder
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with the new class name.

• This process was repeated for each image, giving the classes being grouped ac-

cording to their structural similarity.

Renaming based on similar structure at the character level automatically caused

re-labeling at the ligature level. Without manually identifying similar ligatures of

length 2 and 3, we simply gave the characters, within the ligatures, similar name

based on their structural similarity and when the characters were renamed, the im-

ages of the ligatures that had the same name were grouped together into a single

class. This way the number of ligature classes automatically got reduced without

inspecting each ligature separately. The final number of classes formed by the

class reduction method based on primary component similarity were 3116. This

reduced the number of classes from 31360 to 3116 only.

3.5 Pre-Processing

The step prior to training of the deep learning network is the preprocessing of the

image dataset. Pre-processing involves use of various operations such as noise

removal, thresholding, smoothing and de-skewing etc. to create good quality im-

ages that improve the recognition accuracy of the classification model and reduce

the training time [3].

3.5.1 Image Details

Each image in our Urdu dataset had the following properties;

Image Type: PNG

Image Width: 600

Image Height: 500

Bit Depth: 1

Color Type: Gray Scale

Image Size: 600 x 500

3.5.2 Pre-processing Method

The images in our dataset were already binary images and therefore there was no

need to convert them from RGB to grey scale. The images were already normal-

ized to pixel values of 0 and 1. Random resizing was applied to resize the images

into size of 224 x 224. The original size of the images was 600 x 500 which was
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quite large and could not be used directly for training as it leads to computational

complexity during the training phase of the recognition.

Random augmentation function was also applied over the images to induce

augmentations over the images before training the deep learning network.

3.6 Training

Deep learning models make use of deep neural network architectures for classi-

fication. Use of deep learning for image classification is the latest and an active

area of research [3]. A lot of work has been reported in the literature which makes

the use of deep learning models for image classification providing excellent clas-

sification accuracies.

We also made the use of deep learning for ligature recognition. The proposed

method to recognize the ligatures made use of transfer learning approach utilizing

the Resnet34 architecture.

3.6.1 Transfer Learning

It is the approach of network training that makes use of already trained model on

a dataset in related domain for predicting outcomes on dataset present in another

distribution and domain. This method saves from the time complexity for training

the network architecture from scratch. Rather, the pretrained models are used for

recognition on a dataset in a similar domain. This way it saves the time for training

the model on custom dataset from scratch. It is a highly used method in deep

learning and NLP tasks that gives high classification accuracy with less training

time [52].

Resnet34 is a deep learning model that is pretrained on ImageNet dataset that

contains 1.3 million images. The pretrained model is loaded and then weights are

updated using our own dataset, to train the model quickly, reducing the training

time [52].

3.6.2 Need for Resnet

Resnet models are used in the recent deep learning techniques to overcome the

gradient vanishing problem. Deep neural networks have large number of layers

that learn the features starting off with low-level features at the initial layers and

moving on to higher layers that learn most of the high-level features. But there

is a threshold to the length of a deep learning network. If the number of layers

become very deep, the performance of the model decreases. The reason behind the

performance degradation is that in a very deep architecture, the gradient function
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for loss calculation gradually goes to zero. This causes the weights of the network

to stop updating. This issue is resolved using the residual neural networks it can

directly skip some of the layers and can directly move to the next layers solving

the problem of vanishing gradient [53].

3.6.3 Resnet34 Architecture

Resnet34 uses the basic 34-layer plain network architecture. It is inspired by the

VGG-19 model to which shortcut connection is added. These connections convert

the plain network to residual network [53]. The first convolutional layer has 64

filters with kernel size of 7x7 followed by a max-pooling layer. The stride size is

2 in both the cases. In the next convolutions, there are convolution layers that are

grouped in pairs. The residuals are connected every 2 layers as can be seen through

the arrowheads. The 3 pairs of convolutions are of size 3x3 having 64 filters, after

this the next convolutional pairs are again of size 3x3 but this time with 128 filters

and the pairs are repeated 4 times. After this, the next 6 convolutional pairs are

of size 3x3 with 256 filters with the first layer having a stride size of 2. Followed

again by three pairs with same 3x3 size but with filter size of 512. These layers

keep on repeating until the average pooling layer followed by the fully connected

layer.

A better explanation of the Resnet34 architecture is shown in the following

figure; This figure shows that the Resnet34 model has total of 5 blocks. This first

block has two layers, the first is convolutional layer of size 7x7 followed by a

3x3 max pool layer both having stride 2. The conv_2x has 3 pairs of convolution

layers of size 3x3 with 64 filters, followed by 128,256 and 512 filters in the next

blocks of convolutional pairs which are repeated 4,6 and 3 times in the conv3_x,

conv4_x and conv5_x respectively.

3.6.4 Libraries and Dependencies

• Pytorch

• Fastai

• Jupyter Notebook

Pytorch: Pytorch is an open source machine learning library built on top of torch

framework for carrying out various deep learning and natural language processing

tasks. It provides various tools to support machine learning codes, handle debug-

ging and provide GPU support [54].

Fastai: Fastai is a deep learning library that provide high level components to

carry out the deep learning tasks. It provides many high and low-level APIs along
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Figure 3.5: Resnet34 Architecture

with providing GPU support to carry out complex deep learning operations with

flexibility, efficiency and speed [55].

Jupyter Notebook: It is a widely used interactive web based applications for

writing, debugging machine learning codes.
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Figure 3.6: Resnet34 Architecture in block form

3.6.5 GPU Requirement

Deep learning requires GPU (Graphical Processing Units) support in order to carry

out the computationally complex machine and deep learning tasks. GPU super-

computers allow faster processing because of parallel GPUs that can perform com-

plex computations. The highly parallel nature of these GPUs makes the computa-

tions faster and more efficient [3].

The classification of our Urdu ligature dataset also required the GPU support

for network training and testing because of the large size of the dataset that cannot

run on local machines. NVidia Tesla T4 GPU server was utilized for the GPU

support. This facility of GPU was granted to us generously by the NUST Interdis-

ciplinary Cluster for Higher Education (NICHE). We are thankful to NICHE for

providing us with this facility that helped us carry out our research.

3.6.6 Resnet34 Training

Our Urdu ligature dataset was present in three forms. 2-character ligature set, 3-

character ligature set and combined 2 and 3 ligature datasets. Resnet34 model was

Datasets Training Data (Binary Images) Validation Data (Binary Images)

2- Character Ligature Set 12544 3136

3- Character Ligature Set 351232 87808

(Final Dataset) 363776 90944

Table 3.4: Number of Images in 2 and 3 character ligature sets (Separate and

Combined)

trained on all the three sets to check whether any difference on the classification
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accuracies occurs or not. The dataset was split into 80:20 ratio, where 80% of the

data was taken for training and 20% for validation. The data was taken in batches

and total of 10 epochs were applied on the datasets for training the deep learning

model.

The trained models were saved to predict on the unseen data called the test set.

3.6.7 Test Data Generation

After successful training and getting good validation accuracy on the validation

data. The next step was to check the generalization capability of the trained model.

A higher test data accuracy shows that the model is well trained to identify the

unknown dataset. A model with high validation data accuracy and low test data

accuracy is overfitted and biased. Such a model cannot be considered as a high-

performance deep learning model [3][11].

In our research, three test datasets were created. The procedure of creating the

test data for all the three cases i.e., 2 character ligature set, 3 character ligatures set

and 2 3 character ligature set combine (Final set) was the same. The procedure

was;

• Splitting the data randomly into 20% test set from the whole dataset.

• Applying random augmentation over the split 20% of the data. The augmen-

tations were not used to increase the number of images rather the new images

generated after augmentation were used to replace the original images obtained

during split done in the step 1. The augmentations applied were;

1. Rotation

2. Zoom

3. Width shift

4. Height shift

5. Shear

6. Noise

7. Brightness

The augmentation technique was chosen randomly for each image and after

augmentation the original image was updated.

• The newly created images were subjected to resizing and random cropping the

same way the train data was pre-processed. The test data images were converted

to a size of (224,224).

• The test dataset finally created after augmentation and resizing was used for pre-

dicting over the trained Resnet model.

• The results of the predictions were compared and a final test data accuracy was

computed.
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The results including the validation and test data accuracies along with the

evaluation being performed on the obtained results is discussed in detail in the

next chapter.
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Chapter 4

Results

This chapter explains in detail the findings and results of the methods used for

the classification of Urdu ligature dataset. The method and techniques that were

utilized during all the phases of Urdu image data classification including data gen-

eration, data augmentation, class re-definition, pre-processing, training and testing

has been explained in detail in the methodology chapter. The focus of this chapter

is on the outcomes at each of the phase of the image recognition task. The research

question was the classification of the Urdu ligature dataset by using deep learning,

catering the class imbalance issue with data having low intra-class similarity and

high number of classes. This chapter entails the findings and the performance of

the Urdu ligature recognition task for dataset with exhaustive ligatures of length 2

and 3.

4.1 Urdu Ligature Dataset

The dataset that we generated had exhaustive combinations of all the Urdu char-

acters creating all the possible Urdu ligatures of length 2 and 3. The images were

generated using MATLAB. The initial dataset contained the following number of

ligature images:

Ligatures Number of Ligature Images

2 Character Ligatures 1120

3 Character Ligatures 31360

Final Dataset 32480

Table 4.1: Initial Number of images in each ligature set
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4.2 Dataset Generation Process

4.2.1 Character Level Labelling

The generation of Urdu ligatures was not a single step process. Rather it started

from the lowest level i.e., characters. The characters were numerically labelled

first. They were then joined to form a ligature based on the given numeric labels.

The reason behind giving numeric labels to characters was to ease out the ligature

generation process.

As already stated, ligature is a connected component of one or more charac-

ters. Therefore, all the characters within 2 or more length ligatures are all joiner

characters. So, the Urdu characters exist in a ligature at three positions only, these

are initial, middle and final. The character labelling at initial and middle position

are shown in table 4.2 and the final position labels are shown in table 4.3.
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Table 4.2: Numbering scheme of characters occuring at Initial and Middle Posi-

tion.
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Table 4.3: Numbering scheme of characters occuring at Final Position.
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4.2.2 Ligature Generation

After giving numeric labels to the characters, all the exhaustive combinations of

characters for ligature length of 2 and 3 were generated by using MATLAB. This

automated the process of ligature generation.

The ligature’s names were formed by joining the character’s numbering (as

given in the Tables 4.2 and 4.3) with underscore. The way the characters were

joined in the ligatures, same was the naming combination of the ligatures. The

generic name of a ligature of length 2 and 3 is as follows;

‘Ligature Length_ Initial Character_Middle Character_Last

Character_0_0_0_.png’

The 0s are dynamic and can be replaced as more characters are added in the

middle positions. The length of ligatures is dynamic. We have attempted to create

ligatures of length 2 and 3 but it is not fixed, rather ligatures of length 4 onwards

can also be generated in the same manner. So, the naming scheme used for liga-

tures is also dynamic and can be extended based on the length of the ligatures.

Ligatures are stored in the form of PNG images. An example showing 5 images

with their names for 2 and 3 length ligatures are shown in the figures below;

Figure 4.1: Numeric Labels of 2 length ligatures based on character numbers

The first letter 2 is constant in all the above ligatures. This 2 here refers to the

ligature length and is same in all the images because these are all 2 character length

ligatures. The second number refers to the position of first character and third

number is the character number at second position in the ligature.
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Figure 4.2: Numeric Labels of 3 length ligatures based on character numbers

Similarly in the three length ligature, the first number is 3 in all the images

because it refers to the ligature length, which is 3. The later three numbers are

the character numbering at the initial, middle and final position of the ligature as

referred by the tables 4.2 and 4.3.

4.2.3 Data Augmentation

The dataset at this stage had 1120 ligatures of 2 character length and 31360 liga-

tures of 3 character length. Forming total 32480 ligatures with only a single image

in each class. The classes here refer to each image forming a separate class, as no

grouping could occur between ligatures due to their unique shape and properties.

Owing to this issue of data scarcity, data augmentation was applied over the im-

ages. Each image that formed a separate class was subjected to various augmen-

tations including; These transformations along with the original image created 14

Augmentation Technique Number of images generated from each augmentation

Dilation 3

Erosion 3

Rotation 3

Transformation 3

S & P Noise 1

Original Image 1

14

Table 4.4: Number of images generated after data augmentation.

images for a single ligature. An example showing all the transformations applied

to a single ligature are shown in the Table 4.5
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Table 4.5: Example of application of Augmentation Technique over a single image
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The data augmentation method also resulted in re-naming the images to high-

light the type of augmentation method applied to the ligature. The name of the

ligatures was modified as follows;

‘Ligature Length_ Initial Character_Middle Character_Last

Character_0_0_0augmentaion-method.png’

Rest of the name was same with the addition of the name of the augmentation

method written at the end of the ligature name.

This method increased the number of images in each class to 14. The updated

number of images in each of the ligature set are shown in the table 4.6.

Ligatures Number of Ligature Images after Augmentation

2 Character Ligatures 15680

3 Character Ligatures 439040

2 and 3 character Ligatures combined 454720

Table 4.6: Number of Images in each Dataset after Data Augmentation

4.2.4 Low Intra-class Variance and High number of classes

The images in each class had increased to a reasonable number which was enough

to train a deep learning network. But there was one problem still present with

this dataset which was low intra class variability and high number of classes. The

updated dataset had 32480 classes with 14 images in each class. The dataset had

large number of classes but the number of samples within each class was very

small. Such a dataset when used to train a deep learning model would have caused

the model to have high bias and low variance causing the model to overfit. An

overfitted model has high training accuracy but low test data accuracy. Such a

model does not perform well on unseen data producing low performance deep

learning network. There was a need to solve this issue before moving on to the

next phase of the classification problem.

4.2.5 Redefining classes

To overcome the problem of low intra-class variability and high number of classes

we proposed a unique method to reduce the number of classes and to increase the

number of samples within each class. According to the proposed technique, the
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ligatures were grouped according to the similarity between their primary com-

ponents. A structural analysis of the ligatures shows that many of the ligatures

differed only in their secondary components which are the dots and the diacritic

marks while the rest of the basic structure of the ligature was exactly same. Owing

to this property, we grouped together ligatures based on same primary component.

An example of this is shown in table 4.7 where bay−alif, pay−alif, tay−alif,
te−alif, say−alif, noon−alif, choti−hay-alif, hamza−alif all have the same pri-
mary component. Looking at this example, the 8 different classes were merged

into a single class based on the similarity between their primary component. The

Table 4.7: Combining 8 various ligatures into a single class based on their similar

primary component.

primary component of all the above shown ligatures is same and is displayed in

the following figure 4.3
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Figure 4.3: Combining 8 various ligatures into a single class based on their similar

primary component

For this specific class, a total of 10 previous classes having 14 images in each

class were grouped together into one single class. This makes this single class to

have 140 images.

A complete set of images in a class are shown Figure 3.3, which represents

images from a single class where the images are grouped based on their primary

structural similarity. This method when applied to all the other classes reduced

Figure 4.4: Image samples of the class ‘ain−ain’ formed after structure based

Classification

the number of classes from 32480 to 3116 classes only, for both 2 and 3 character

length ligatures combined. This method greatly reduced the number of classes and

increased the number of samples within each class.
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Ligature Set Number of Classes

2 character ligature 236

3 character ligature 2880

2 and 3 character ligature combined (Final Dataset) 3116

Table 4.8: Number of classes in the ligature set after redefinition of classes

4.2.6 Re-Labelling Ligatures

The ligatures needed to be regrouped based on their structural similarity. The

number of ligatures was 454720. Manual grouping of such a large number of

ligatures was a very time taking task. To automate this process, the ligatures were

re-labelled. This re-labelling was done at the character level. As we had seen

in the section 4.1, that the initial numeric labels of the ligatures were formed by

giving numbers to the characters, this time those characters were grouped based

on similar primary component and after combining they were given a new name.

Each character already had a number associated with it. The characters whose

primary components were same, they were grouped together and given one label.

The new label was based on the name of the character with the lowest number in

that group This time, more realistic labels were given to the characters, instead of

giving numeric labels we relabeled the grouped characters by names as shown in

the following table.

The number of characters that occur at initial and middle position in a ligature

reduced from 28 to 11.
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Table 4.9: Re-labelling of characters based on structural similarity of characters

at initial and middle position within a ligature.
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Table 4.10: Re-labelling of characters based on structural similarity of characters

at Final position within a ligature.
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Similarly, the number of characters at final position reduced from 40 to 20

characters only.

It must be considered that these reductions in the number of characters is based

on their structure and accompanies to the similarity in the primary component at

the ligature level.

This process led us to have the final dataset ready to go for the next phases of

classification. This dataset had total of 454720 images grouped into 3116 classes

for both 2 and 3 character length ligatures.

4.2.7 Summary Statistics of the Dataset

Ligature Set Min images Max images Avg images

2 Character Ligature Set 14 560 66

3 Character Ligature Set 14 4480 153

(Final Dataset) 14 4480 145

Table 4.11: Summary of the number of images in the Urdu Ligature Dataset

The dataset contained data in three forms;

• 2 Character Length Ligatures

• 3 Character Length Ligatures

• 2 and 3 Character Length Ligatures Combined (Final Dataset)

The Resnet34 model was trained separately for all the three sets of the data.

The reason to do this was to identify the classification accuracies in all the three

cases and to determine if any difference occurs by training 2 and 3 character data

in isolation as well as combined. The combined ligature set is named as the Fi-

nal Dataset. In the next phases of classification, the results will be represented

separately for all the three cases of the datasets.

4.3 Pre-Processing

The dataset created for Urdu ligatures had images in binary form. These images

were grey scale and therefore did not require RGB to Grey Scale conversion. The

following pre-processing operations were performed;

Image Resizing: The images were of size 600x500. The size of the images was

very large and training the network using this size of images would be highly

computational complex taking a lot of training time. To save from this time com-

plexity, the images were resized to 224x224.

Random Cropping: The images were taken as randomly cropped for training.
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By random cropping, it does not mean the loss of any part of the image, rather

the images are trained by recursively cropping a random area and use that area to

learn features. This way all the various positions of the image is used to feature

extraction.

Random Augmentation: Random Augmentations were also applied in batches

to learn various forms of writing styles in which the ligature can occur in printed

format.

The following figures show the single batch of images after pre-processing for

2, 3 character ligatures and the Final Dataset respectively.

Figure 4.5: A single batch of ligature images after pre-processing (2 Character

Ligature Set)
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Figure 4.6: A single batch of ligature images after pre-processing (3 Character

Ligature Set)

Figure 4.7: A single batch of ligature images after pre-processing (2 and 3 Char-

acter Ligature Combined)
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4.4 Training Model

The training model used for ligature classification was Resnet34. It is a 34 layer

architecture network with short connections. The network uses feature learning to

speed up the training process. This model is already trained on ImageNet dataset.

We imported the network using cnn_learner. The training data set was randomly

split into 80/20. 80% of the data was used for training and the rest was used as the

validation data.

4.5 Hyperparameter Tuning

The Resnet34 model was a pre-trained network. During the training phase the

weights of the convolutional layers were to be updated. So, before starting off

with the training process it was very important to fine tune the hyperparameters.

Hyperparameter tuning is the process to find the appropriate values of hyperparam-

eters of a deep learning or machine learning algorithm. Hyperparameter settings

have a direct impact on the performance of a training network. These hyperparam-

eter settings suggest how long an algorithm will take to converge or train. Wrong

hyperparameter settings can lead to poor results of the deep learning model [55].

Before starting off with the training of the model over our dataset, the optimal

learning rate of the dataset was found. This method helped to find out the optimal

learning rate for our experiment. The graph showing the optimal learning rate as

calculated for training of our Urdu ligature dataset for all the three cases is shown

in the Figure 4.8, 4.9 and 4.10.
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Figure 4.8: Graph representing the optimal learning rate for 2 Character Ligature

Set

Figure 4.9: Graph representing the optimal learning rate for 3 Character Ligature

Set
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Figure 4.10: Graph representing the optimal learning rate for combined 2 and 3

Character Ligature Set

These learning rates were automatically calculated. The graphs represent the

learning rate in comparison with the training loss on the dataset. The loss is cal-

culated against every learning rate. The blue line represents the trend whereas the

dot represents the valley. This point represents the optimal value of learning rate

that will give the minimum loss.

4.6 Training of the Resnet34 Network

Three networks were trained separately for all the three datasets which were 2

character ligature set, 3 character ligature set and the ‘Final Dataset’ that had all

the combinations of 2 and three character sets combined. The number of epochs

was set to 10. Three model were trained and the train loss, validation loss and error

rate were calculated at each epoch. The details of the training for all the three cases

are shown in the figures below;

4.6.1 Training network for 2 Character Ligature Set

The figure below shows the result of training the Resnet34model over the 2 charac-

ter ligature set.

Figure 4.11 shows the outcome of training the network for classification of 2 char-
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Figure 4.11: Training results of 2 Character Ligature Set

acter ligature set after each epoch. train_loss is the loss calculation on the train

data which accounted for 80% of the ligatures. Similarly valid_loss is the loss

calculation on the validation data accounting for 20% of the 2 character ligatures.

error_rate is the rate with which the training model wrongly classifies a ligature

[8]. The error rate at the first epoch is 0.55 which is a quite high value. The error

rate decreases to 0.22 in the next epoch and gradually in each epoch it keeps on

decreasing and goes to 0 in the final epoch. The graph representing the trend of

train and validation loss is shown in Figure 4.12.

71



4.6. TRAINING OF THE RESNET34 NETWORK CHAPTER 4. RESULTS

Figure 4.12: Graph representing the trend of train loss to validation loss for 2

character ligature set

The graph shows a comparison of the rate of decrement of train and validation

losses of the 2 character ligature dataset. The x-axis shows time whereas the y-axis

represents the loss. Focusing on the blue line representing the train loss, initially

the train loss was very high which was more than 3.5, with time the loss kept on

decreasing till it reached almost to 0.

Similarly, the orange curve representing the validation loss has also the same

trend and kept on decreasing till it reached 0. It is very important to note that

both the train and validation losses decreased with time which indicates a high

performing training model because on one hand the train loss is decreasing and

on the other hand the loss on the validation data is also decreasing. If this would

not have been the case and the validation loss would have increased with time, it

would have indicated an overfitted model which shows high train data accuracy

and low validation set accuracy. Whereas in this case, the validation loss was also

decreasing indicating good performance of themodel on the validation data as well

as the train data.

4.6.2 Training network for 3 Character Ligature Set

The Resnet34 model was also trained over the 3 character ligature set. The results

of training are; The metrics calculated at each epoch are train loss, validation loss,

accuracy and error rate.
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Figure 4.13: Training results of 3 Character Ligature Set

Train loss: The train loss was 2.57 in the first epoch and gradually decreased in

every epoch and was 0.2 in the last epoch. This trend shows a decrease in the loss

on the train data for three character ligature set. Decreasing loss indicates that the

model was learning the features better over the train data after each epoch.

Validation loss: The validation loss was at a high value of 0.94 in the first epoch,

0.19 in the second epoch and kept decreasing and reached to 0.006 in the final

epoch. This decrease indicated that the loss was lowering on the validation data

with each epoch meaning that the model was trained well to predict the validation
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data ligatures correctly.

Accuracy: This metric represents how well the model is predicting over the vali-

dation data. The accuracy at the first epoch was 0.79, 0.96 in the next epoch and

0.99 in the next epochs. The accuracy shows an increasing trend with each epoch.

This shows that model was learning better in each epoch and correctly classified

the validation data ligatures.

Error rate: The error rate again showed a decreasing trend. It was high with an

initial value of 0.2 and decreased gradually in each epoch to 0. The decreasing

error rate showed increasing performance of the network over the validation data.

The trend of validation and train losses is shown with time. The graph indicates

Figure 4.14: Graph representing the trend of train loss to validation loss for 3

character ligature set

that the train loss decreased quickly at the start and later slowly after reaching a

0.5 error rate. After reaching 0.5 the loss decreased slowly over the train data with

time and ended at 0.2 in the last epoch.

The validation loss was not very high even at the start and gradually decreased

in each epoch to 0. The above trend indicates a high performance trained model,

as it showed that the train loss did not reach to 0 at the end whereas the validation

loss became 0. This indicates that the model was not overfitted rather it showed

a suitable train loss trend and an excellent validation loss trend. A model whose

validation accuracy is high, and loss is low indicates that the model can predict the

data well when given unseen data as it can predict well on the validation data.
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4.6.3 Training Network for combined 2 and 3 Character Liga-

ture Set

The last model trained was over the dataset that had combined ligatures from the 2

and 3character ligature set. This model was a big task for training as the number of

images was very high. There were 454720 images to be trained. This dataset was

96% larger than the 2 character ligature set and 10% larger than the three charac-

ter ligature set. It had 3116 classes. The training results over this dataset on the

Resnet34 model were as follows;
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Figure 4.15: Training results of combined 2 and 3 Character Ligature Set

Train loss: The results of network training indicate that the train loss was very

high in the first epoch i.e., 2.7 then it decreased to 0.99 in the next epoch and kept

on decreasing till it reached 0.35 in the last epoch. This decreasing trend as indi-

cated earlier for 2 and 3 character ligature set indicated that the model was learning

features gradually with each epoch and was getting better. The train loss did not

end up at 0 which indicated that the model was not overfitting, because otherwise

it would have given 100% accuracy of prediction on the train data.

Validation loss:The validation loss shows a very rapid decrease with each epoch.
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It had a value of 1.0 in the first epoch ,0.2 in the second epoch and kept on de-

creasing to each epoch to 0.01 in the last epoch. This trend indicated increasing

classification accuracy over the validation data.

Accuracy: The accuracy on the validation data was lower that is 0.77 in the first

epoch and then rapidly increased to 0.95 in the next epoch, 0.98 in the third epoch,

and 0.99 in the fourth epoch and after that it remained around 0.99 in the next

epochs. The high accuracy of the model indicates a very high performance of the

trained model as it can predict on the validation data accurately.

Error rate: Error rate is the opposite of accuracy. It was high initially at 0.22,

then decreased to 0.04 in the next epoch and kept on decreasing in each epoch till it

reached to 0.001 in the last epoch.

Figure 4.16: Graph representing the trend of train loss to validation loss for com-

bined 2 and 3 character ligature set

The graphical trend of the train and validation loss can be seen in the figure 4.16.

It is the representation of the trend of train loss to validation loss. The train loss

decreased quickly from 2.5 to 1.0 in the start and then decreased gradually with

time.

The validation loss decreased quickly in the start and after reaching close to 0

remained constant. The train loss did not completely become 0. It is an indication

that the model was not overfitting rather a slight loss was present so that the model

does not overfit to train data and is flexible to predict well over the unseen data.

The graph also indicated the convergence between the train and validation loss

curves. The train loss and validation loss both were decreasing with each epoch,
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but the trend of train loss was not very sharp and did not completely become 0.

If it would have become 0 completely this would indicate no loss at all meaning

an overfitted model whereas if the value would have been high, it would have

indicated underfitted model which has not learned the features well. There should

always be a suitable balance of ratio and the values should not be too high or

too low rather they should be close to the lower side and that was the result of

training over our dataset. The train loss was lower but not 0 meaning the model

was neither overfit nor underfit. Similarly, the low validation loss which reached

to 0.01 indicate a very high performance over the validation data.

This high performance over the validation data indicated that the model would

also produce good results on the test data. Themodel is trainedwell and can predict

well on unknown data as well. To evaluate the performance of our trained model,

the next step was to test it over the unseen data.

4.7 Test Data

The test data is required to evaluate the model to identify how well the trained

model can predict over the unseen data. It is a very vital step in any deep learning

classification task because otherwise the generalization capability of the model

cannot be calculated [3].

We had trained three separate models for the prediction of all the three ligature

sets, which were 2 character ligature set, 3 character ligature set and final dataset

which comprised both the previous ligature set images combined. So, we also had

to create three test sets which included 20% images from the respective datasets.

4.7.1 Acquiring Test Data Images

The first step in the generation of test data was to obtain 20% random images from

the dataset. Three test sets were generated from the three datasets. The number of

images in each of the test sets were;

Ligature Sets Number of Images

2 Character Ligature Set 3138

3 Character Ligature Set 87807

(2 & 3 Character Ligature Set Combined) Final Test Set 90,945

Table 4.12: Number of Images in each Test Set
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4.7.2 Update Test Data Images

The 20% of the images obtained from the three datasets were not used raw for

the training purpose. Rather they were updated by using the data augmentation

technique in order to create unseen images for testing the trained network.

Each image in the test data was given a transformation chosen randomly from

the following 7 augmentation techniques;

1. Rotation

2. Zoom

3. Width shift

4. Height shift

5. Shear

6. Noise

7. Brightness

The choice of the augmentation was completely random and moreover the range

to which each image was subjected to a particular augmentation was also random,

to omit any kind of biasness in the test data generation.

4.7.3 Resizing and Random Cropping

After obtaining the updated test data images for each of the test set. The next step

was to preprocess the images in the sameway the train data sets were pre-processed

as indicated in the section 3.5.2.

Each image was resized to (224,224) and random cropping was applied along

with its conversion to binary image. An example showing the image ‘2_1_1_0_0_0di-

lation_3.png’, before and after pre-processing is shown in the following figures:

Figure 4.17: Image Summary for Raw Image after random augmentation
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Figure 4.18: Raw Image after augmentation

Figure 4.19: Image Summary after Pre-Processing
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Figure 4.20: Image after Pre-Processing

4.7.4 Predictions on Test Set:

The test datasets finally generated for all the three sets were tested over the trained

model. Accuracy of the model over the test set for 2, 3 and 2 3 character ligature

sets combined is as follows:

Test Data Accuracy for 2 Character Ligature Test Set:

The output of the model is shown in Figure 4.21.

Figure 4.21: Test Data Accuracy for 2 Character Ligature Set.

The test data showed an accuracy of 96.24% over the 2 character ligature

trained Resnet34 model.

Test Data Accuracy for 3 Character Ligature Test Set:

The output of the model is shown in Figure 4.22.

The test data for 3 character ligature set was predicted with a remarkable ac-

curacy of 99.7%.
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Figure 4.22: Test Data Accuracy for 3 Character Ligature Set.

Test Data Accuracy for 2 & 3 Character Ligature Set:

The test data for combined 2 and 3 character ligature set gave an accuracy of

97.15% over the network trained over the final dataset (containing the ligatures

from the 2 and 3 character set combined).

Figure 4.23: Test Data Accuracy for combined 2 and 3 Character Ligature Set.

4.8 Summary

This section explains the results of training a deep learning model over the gen-

erated dataset. The Urdu ligature dataset contained exhaustive combinations of

Urdu characters of length 2 and 3. The dataset was divided into three sets namely

2 character ligature set, three character ligature set and the final dataset which

contained the datasets contained in both 2 and 3 character ligature sets. Resnet34

model was used as the deep learning classification model. The results at each

step of the classification process are stated as well as explained. Our generated

dataset was unique to all other Urdu classification datasets. The large number of

ligature images was a big challenge for classification. Not only the dataset had

large number of classes with low intra-class variability but also handling the large

number of images was a difficult task. We proposed a unique method to handle

the challenges present in our generated Urdu ligature dataset. This method has

given remarkable validation and test data accuracies. The next step is to evaluate

the results and compare them with the work already done over the Urdu ligature

datasets. This evaluation and comparison of the proposed technique is done in the

next section. �
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Chapter 5

Evaluation and Discussion

The previous chapter dealt with showing and explaining the results of the experi-

ments performed over the Urdu ligature dataset. This chapter deals with the eval-

uation of these results. The results at training, validation and testing would be

evaluated for performance. Along with the comparison of the results obtained by

the proposed technique would be compared to the existing deep learning methods

for Urdu ligature recognition.

5.1 Evaluation of

2 Character Model

The 2 character ligature set comprised of 15680 ligatures which were divided into

train and validation data as follows;

2 character Ligature Set Ligatures

Train Data 12544

Validation Data 3136

Table 5.1: Ligatures division in 2 character ligature set

5.1.1 Training and Validation Loss

The training of the Resnet34 was done using 12544 ligatures selected randomly.

A total of 10 epochs were trained and the objective of the training was to decrease

and validation loss with each epoch. But by the end of the training the train loss

should not be lower than the validation loss because that would create an overfitted
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Figure 5.1: Train and Validation Loss at each epoch (2 Character Ligature Set).

model. The graph below shows the training and validation loss at each epoch.

The blue bars represent the train loss and red, the validation loss. Initially the train

loss was at a very high value of 4.44 at epoch 0. The validation loss was also high

but not as much as the train loss and it was 0.25.

With each epoch the train loss decreased andwas 0.22 in the last epoch. Whereas

the validation loss decreased from 2.25 to 0.87 and kept on decreasing quickly till

epoch 7 where the validation loss became 0. It remained at a constant of 0 till the

last epoch showing no loss over the validation data. This means that the model

was trained well with train loss of 0.22 at the last epoch and validation loss of

0.00. The higher train loss than validation loss indicates that the model was not

overfitted. Rather, a slight misclassification at the train data was present that made

the model flexible enough to predict on the unseen validation data.

5.1.2 Error Rate during Training

Error rate represents the actual performance of the model over the validation data.

A good classification model must have a high classification rate over the unseen

data. In case of evaluating the training of the model, the error rate over the val-

idation data is an important measure of estimating the performance of the deep

learning model. The graph in Figure 5.2 shows the trend of error rate over each

epoch in the training of the 2 Character ligature set over the validation data.

The error rate was at a high value of 0.55 at first epoch and then it decreased
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Figure 5.2: Error rate over each epoch (2 Character Ligature Set).

very quickly in the second, third and fourth epoch after which it became 0. A

0 error rate means none of the validation data images were misclassified. The

training model had a very high performance over the validation data indicating

that it would also predict well over the test data. This indicates that our model

performs well in the classification of 2 character length Urdu ligatures.

5.1.3 Training Time

The total training time for training over the 2 character ligature set was 13.98

minutes. The time taken at each epoch is as follows; The training time was not

very long for 2 character dataset. But this was because of the use of supercomputer.

Similar training was done using COLAB, which took almost 12 hours to complete

for the same dataset.
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Figure 5.3: Training time with each epoch (2 character ligature set)

5.2 Evaluation of

3 Character Model

Similar Evaluation as done for the 2 character ligature set are performed for the 3

character ligature set. The dataset usedwasway bigger than the 2 character dataset.

The number of ligatures in the 3 character ligature set were;

3 character Ligature Set Ligatures

Train Data 351232

Validation Data 87808

Table 5.2: Ligatures division in 3 character ligature set

The 3 character dataset comprised of 96.55% of the total ligatures in the 2 and

3 character ligatures sets combined. Therefore, training such a large number of

ligatures was a difficult task.

5.2.1 Training and Validation Loss

The comparison of training and validation loss is an important measure that tells

whether the model was trained well or not. The train and validation loss con-
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verges in a high performance deep learning model. But the validation data accu-

racy should be higher than the train data accuracy.

High validation data accuracy means the model is not overfitted and low train

data accuracy means the model is not underfitted. Both the train and validation

losses should be on the lower side, but the train loss should not become 0 because in

that case the model would become overfitted.

Figure 5.4: Train and Validation Loss at each epoch (3 Character Ligature Set).

The graph in the fig 5.4 shows the validation and train loss at each epoch. The

graph clearly depicts that the training model was converging with each epoch. In

the first epoch the train and validation losses both were at high value of 2.57 and

0.94 respectively. With each epoch, both the losses decreased drastically. The

train loss kept on decreasing till the last epoch and was 0.29 in the last epoch.

Whereas the validation loss decreased till epoch 5 and the remained at a constant

of 0.01 till the last epoch. Such a small validation loss is a clear indication that the

model was trained very well, it was not overfitted and would also produce high

test data accuracy.

5.2.2 Error Rate during Training

The trend of error rate with each epoch is shown in Figure 5.5;

The trend of error rate to accuracy is completely opposite to each other. The error

rate at first epoch was 0.21 and them decreased till epoch 4 and became 0 after
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Figure 5.5: Comparison of error rate with accuracy at each epoch (3 Character

Ligature set)

that. The reciprocal of error rate was the trend of accuracy. It was low at first

epoch which was 0.79 and then increased with each epoch and finally became 1

after which it remained constant. An accuracy of 1 means that the model predicted

the ligatures in the validation data with 100% accuracy.

The model showed remarkable results over the validation data and indicates

good performance on unseen data i.e., the test data, as indicated in the results

section of the thesis.

5.2.3 Training Time

The total training time for 3 character ligature set was approximately 6.4 hours.

The time taken by each epoch is shown in the Figure 5.6. The first epoch took

27.36 minutes to complete and later increased in the next epoch. The training time

for each epoch was around 35 minutes in each epoch. The time taken indicated

the time complexity of our training problem. The large number of ligatures in the

form of images required high computational power for processing and recognition.

The same task was impossible to be performed over a single local machine. The

same training was done using online server COLAB, but it took days of time and

still could not be completed. For this reason, the utility of supercomputer was

utilized to carry out the task using GPUs which speeded up the classification task

tremendously.
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Figure 5.6: Training time with each epoch (3 character ligature set)

5.3 Evaluation of

Final Dataset Model

The last model trained was using all the ligatures in two and three characters com-

bined in order to make a classification model capable of classifying multi length

ligatures. Though we have limited our research over 2 and 3 character length lig-

atures, but the method can be easily extended for 4 and more length ligatures. The

‘Final Dataset’ contained the combination of 2 character ligature set and 3 char-

acter ligature set. This made the dataset to contain following number of ligatures.

Combined 2 and 3 Character Ligature Set (Final Dataset) Ligatures

Train Data 363776

Validation Data 90944

Table 5.3: Ligatures division in Final Dataset
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5.3.1 Comparison of Final Dataset to 2 and 3 character liga-

ture sets

The final dataset as already mentioned, was a combination of both the 2 and 3

character ligatures for which separate training networks had been trained and val-

idated. The size comparison of these dataset as shown in Figure 5.7 indicates that

of all the 2 and 3 character length ligatures, the two character ligature set com-

prised only 3.45% of the total ligatures, while the 3 character set had 96.55% of

the ligatures from the total ligature sets. This means that the 2 character ligature

set was 93.1% smaller than the 3 character ligature set. The time and computa-

tional complexity to train these networks had a huge difference as can be already

seen by the training times of these models.

There is not much difference between the size of 3 character ligature set and

final dataset, but the smaller number of 2 character ligatures was a challenge in

the final dataset, as the number of ligatures did not form the majority class and

could have been misclassified. However, the results have shown the high perfor-

mance rate even on this dataset, indicating the excellent classification capabilities

of the Resnet34 model. The evaluation of these results would be performed in the

upcoming sections as well.

Figure 5.7: Pie Chart representing the size of ligature sets
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The Figure 5.8 is a bar chart representation of the distribution of images in

each of the ligature sets into train and validation data. The graph clearly depicts

that the 2 character ligature set is smaller than the 2 and 3 character ligature sets.

There is not much difference between 3 character ligature set and the final dataset.

Figure 5.8: Bar chart showing comparison of ligature sets

5.3.2 Training and Validation Loss

The graph that shows the train and validation loss at each epoch for final dataset has

the same trend as the training of 2 and 3 character ligatures separately. The train

and validation losses decrease with each epoch. The train and validation losses are

both high at epoch 0 i.e., 2.71 for train loss and 1.00 for validation. It decreased sig-

nificantly in the epoch 1 to 1 and 0.25 respectively. The train loss kept decreasing

till epoch 9 and increased by only a few decimal places in the last epoch whereas

the validation loss became at a constant of 0.01 after epoch 7. The training com-

pleted with a train loss of 0.36 and validation loss of 0.01. These results indicate

good training model that is not overfitted. The train loss is low but not so much

that it could cause underfitting and not too much to cause the model to overfit.
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Figure 5.9: Train and Validation Loss at each epoch (Final Dataset).

5.3.3 Error Rate

The model got trained with 0 error rate and 100% accuracy over the validation set.

The graph below indicated that the model had an error rate of 0.22 in the begin-

ning but quickly decreased to 0.05 in the very next epoch and became completely

0 over the validation set from epoch 5. It must be noted here that it is not the

train loss but the validation error rate. The train loss was 0.36, whereas the error

rate over the dataset turned out to be 0 after training, indicated that the slight train

loss made themodel flexible to predict on dataset on which it had not been trained.
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Figure 5.10: Comparison of error rate with accuracy at each epoch (Final Dataset)

5.3.4 Training Time

The total training time was 6.6 hours approximately with each epoch taking an av-

erage of 37 minutes. The training time for final dataset was almost similar to the 3

character ligature set. This accounts to the fact that 96.5% of the final dataset con-

tained the 3 character ligature images. Yet, the presence of 2 character ligatures

cannot be ignored but the small number of images in the 2 character ligature set did

not affect the training time very drastically.
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Figure 5.11: Training time with each epoch (Final Dataset)

5.4 Evaluation on

Test Data

The above mentioned sections evaluated the results obtained during the training

process of the model. The real evaluation which proves that the model is perform-

ing good or not depends upon its results over the test data which is completely

unseen to the model and had not been used for training.
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5.4.1 Evaluation Metrics

The evaluation metrics used were;

The first step involved before evaluating the results is to create a confusion

matrix of the result. A confusion matrix compares the results of the target data to

the predicted data [56].

Actual Positive Class Predicted Negative Class

Actual Positive class TP (True Positive) FN (False Negative)

Predicted Negative Class FP (False Positive) TN (True Negative)

Table 5.4: Confusion Matrix

The metrics calculated from this confusion matrix are:

Accuracy: Accuracy calculates a ratio among the number of images correctly

classified by the total number of instances in the test set [56].

Accuracy (acc) = TP+TN / TP+TN+FP+FN

Error Rate: It is the ratio of the misclassifications [56].

Error Rate (ER) = FP+FN/ TP+TN+FP+FN

Precision: It is a measure that gives the ratio of the correctly predicted positive

class to the total positive classes predicted by the model [56].

Precision (P) = TP/ TP+FP

It is a better measure than accuracy because a model will have a higher accuracy if

no negative class was predicted in an unbalanced dataset where negative instances

were very few.

Recall:

It gives the probability of the positive instances correctly classified from the total

number of correctly classified instances [56].

95



5.4. EVALUATION ON

TEST DATA CHAPTER 5. EVALUATION AND DISCUSSION

Recall (R) = TP /TP+TN

F1-Score: It is the harmonic mean between recall and precision. The metrics of

recall and precision are biased. Precision is affected by the number of false pos-

itives, if the FP is high, precision would be low. Similarly, Recall is affected by

TN, Recall is high is the number of TN is low. Inorder to remove this effect and

averaged measure known as F1 is used, which is not affected by any of the mea-

sures [56].

F1- Score (F1) = 2 * P * R / P+R

The abovementionedmetrics are for binary class classification problems, but these

can also be used for multi-class classification problem. In a multi-class classifica-

tion problem one vs all approach is used, where each class is considered as positive

and rest as negative. The metrics mentioned above are calculated for each class

and are then averaged to provide an overall evaluation of the model [56].

We evaluated all our three trained models which were 2, 3 character ligature

sets and final dataset over test sets. The outcome of testing and their explanation

is discussed in the following sections.

5.4.2 Evaluation of 2 Character Ligature Set

The test data for 2 character ligature set contained 3138 images generated as men-

tioned in the methodology section of this thesis. The images in this dataset were

used for prediction over the trained Resnet34 model. The predictions were stored

and compared to the target data to evaluate the model.

Accuracy: The model’s accuracy was 0.96 which means that 96% of the images

were correctly recognized by the system. The model showed a remarkable accu-

racy of 96% showing how well it could predict on unseen data.

Error Rate: The model showed and error rate of 0.4 meaning that out of the

total only 40% of the images were not correctly recognized.

Macro- Average Precision: The model’s average precision was 0.91. It means

that on the average 90.1% of the classes were correctly predicted from the total

positives predicted.

Macro- Average Recall: The average recall was 0.9 showing that 90% of the

ligatures were correctly recognized out of the total recognized images.
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F1-Score: The F1-score was 0.90 indicating 90% of the images correctly clas-

sified without the bias of recall or precision. This high value indicated that both

the false positives and false negatives were low.

The output of the classification report gives the evaluationmetrics of themodel.

For every class the precision, recall and F1 score is calculated. The fig shows few

classes and their evaluation metrics.

Figure 5.12: Classification Report of 2 character ligature set Testing
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The averaged recall and precision over the test data for 2 character was as fol-

lows:

Figure 5.13: Averaged metrics for evaluation (2 Character Ligature Set)

The graph below gives a better visual understanding of the above shown metrics;

Figure 5.14: Metrics (2 Character Ligature Set)
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All the metrics show that the trained model performed well over the unseen

data with 0.96 accuracy and 0.91, 0.9 precision and recall respectively.

A scatter plot representing the outcomes of prediction showing both the target

and the predicted values over the 2 character test set is shown;

Figure 5.15: Scatter plot of Target and Predicted Classes (2 Character Ligature

Set)

This plot shows a correlation between the classes in the test data and the predic-

tions on each of the class. In the 2 character ligature test set a total of 3138 images

from 240 classes were present. For all 240 classes, the predictions were made

using the trained model and these predictions in the form of sum of images cor-

rectly classified are represented here as a mark. It is a very self-explanatory graph

that clearly shows that most of the predicted classes (represented by orange mark)

overlap the target indicating that the predictions were correct. Few blue labels in-

dicate the mis-classifications.

The correlation between the target and the predicted labels has been generated as

shown in figure 5.14.

A linear curve is present between the two. The class labels when compared to the

target class show that all the target and the predicted labels were same meaning

they were predicted accurately. This straight line is a clear indication of correctly

labeled 2 ligatures from the test set.
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Figure 5.16: Scatter Plot (Target vs Predicted Classes) – 2 Character Ligature Set

5.4.3 Evaluation of 3 Character Ligature Set

The 3 character ligature set contained 87807 ligature images in the test set. The

size of the test set was 20% to the train set and equal to the size of the validation set.

The prediction resulted in the classification of the unseen ligatures with a 99.70%

accuracy.

Figure 5.17: Accuracy score output

The method to calculate the precision, recall and F1 score was the same as done for

2 character ligature set. For each class themetrics were calculated as shown below;
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Figure 5.18: Classification Report of 3 character ligature set Testing

The results of classification over the test set for 3 character ligature set gave

a remarkable accuracy of 99.7% approximately equal to 1. This result directly

shows how well the training model can predict on the unseen data.
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Figure 5.19: Averaged metrics for evaluation (3 Character Ligature Set)

All the evaluation measures of precision, recall and F1-score were 0.99 show-

ing that the trained model performed brilliantly well over the test set with very few

misclassifications. The bar graph shows these evaluation metrics.

Figure 5.20: Metrics (3 Character Ligature Set)

Visual Explanation of Test Data Classification

The major requirement in a classification evaluation is to determine how well

the trained model predicted the target classes. If there is difference between the

class label of the target and predicted class, it means that there was misclassifica-

tion, and the model has not performed well. The aim of this section is to represent

the results of predictions on the 3 character ligature test set. There were 87807

images belonging to 2875 classes. Out of the 87807 images, 87543 were correctly

classified and only 264 images were misclassified. The results are shown in the

form of a graph to show a concise explanation of the results.
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Graph in Figure below shows the target and the predicted classes plotted. The

graph can be seen covered with ‘orange’ marks of the predicted class while the tar-

get classes in ‘blue’ can hardly be seen. This overlap shows that the target and the

predictions were almost exactly the samewith only few bluemarks that can be seen

at very close examination of the graph. The ‘red’ circles show few of the sparse

misclassifications.

Figure 5.21: Scatter plot of Target and Predicted Classes (3 Character Ligature

Set)

The correlation between the target and the predicted classes is depicted in Fig-

ure 5.21. The number of images in the target and the predicted classes are taken

on the x and y axis respectively. The graph shows a linear trend again showing

that the target and the predicted labels were same and therefore were plotted on

the same point on the graph. The linearity of the graph is positive with num-

ber of images in the target and prediction for each class to be same. If the tar-

get and the predicted label would have been different then this data points would

have been arbitrary depicting variations between target and the predicted labels.
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Figure 5.22: Scatter Plot (Target vs Predicted Classes) – 3 Character Ligature Set

5.4.4 Evaluation of Final Dataset

The final dataset contained ligatures of both 2 and 3 character ligature set. The

evaluation of the trained model over this dataset was our main objective. To cre-

ate a model that correctly recognize both the ligatures of 2 and 3 character liga-

ture correctly was our classification task. After successfully training the Resnet34

model over the final dataset, now comes the point to evaluate it over the test set.

The test set for evaluation of the Final Dataset model contained 92474 images

from 3976 classes. Out of the total images in the test set 89838 images were cor-

rectly classified and only 2636 images misclassified comprising only 2% of the

images.

The precision, recall and F1-score was calculated foe each class, as it is a multi-

class classification problem. These measures were then averaged to generate a sin-

gle value for these evaluation metrics. Few instances of the classification results

from the classification report, along with the evaluation measures are shown in the

Figure 5.23 and 5.24.
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Figure 5.23: Classification Report of Final Dataset Testing

The model gave an accuracy of 0.97 which means that 97% of the instances

were correctly classified out of the total instances classified.

The averaged precision and recall were 0.74 and 0.77 respectively but the

weighted averages show that average precision and recall of the model was 0.97.

Weighted precision in the classification task of ‘Final Dataset; was more im-

portant than average precision because all the classes did not have the equal num-

ber of samples in the test data. The test data contained images from both 2 and 3

character ligatures with only 20% of the representation in terms of size from the
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Figure 5.24: Averaged metrics for evaluation (Final Dataset)

training data.

Therefore, it was important to give more weightage to the majority classes

based on the classes in the train set. Hence, the prediction over the test data

shows that the model had a precision of 0.97 meaning that 97% of the images

were correctly classified out of the total positively classified images. The recall

was also 0.97 which shows that 97% of the images were correctly classified as

positive class out of the total positive and negative classes correctly classified.

Figure 5.25: Metrics (Final Dataset)
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Visual Explanation of Test Data Classification:

The representation of classifications over each class among the 3976 classes in the

final dataset using tabular format would not explain the outcomes as better as a

graph. The graph in fig 5.26 plots the target and the predicted classes.

The overlap where target class could not be seen shows the correct classifi-

cations were the presence of target data point on the graph show that those target

points were not classified correctly.

Figure 5.26: Scatter plot of Target and Predicted Classes (Final Dataset)

The scatter plot for evaluation of Final dataset depicts the same trend as the 3

character ligature model prediction. Again, the predicted and the target labels are

highly overlapping and misclassifications can be scarcely seen. The overlap is an

indication of correct prediction that’s why the target and the predicted image lie

at the same position in the graph. The target labels can be rarely seen as indicated

by the ‘red’ circles. The points show slight ‘blue’ datapoints showing target data

underneath the predicted datapoints. The rare points highlight the few misclassifi-

cations. Such, a high overlap between the target and the predicted values indicates

that the error on the test set was extremely low, proving the higher classification

accuracy of the trained model.
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Figure 5.27: Scatter Plot (Target vs Predicted Classes) – Final Dataset

The above graph is among the target and the predicted class. Each mark on

the graph is an indication of the prediction. For every class, the total number of

correctly classified images are taken on the y axis and the total number of target

images for that class are present on the y-axis. The target and the predictions have a

positive linearity. The datapoints lie on a straight line which shows that the number

of correctly classified images increases in the same trend as the corresponding

images in the ground truth. The callouts at each datapoint indicate that almost all

the values for each datapoint are same on the x and y axis showing that the number

of images correctly classified for a single class are same as the number of images

in the target class. Not only the number but this data has been generated based on

the class labels and their target and predicted data. Therefore, this linearity is a

proof of the correct predictions of our network.

5.5 Discussion

The above mentioned sections explained the results of evaluation separately on the

ligature sets. This section compares the results of evaluations of the three ligature

sets and discusses in detail the reasons for these results and how the proposed

method performs well than the existing methods.

We had three ligature sets and we performed training of three separate net-

works. In order to compare the performances of these three networks and to iden-

tify the network which performed well among them.
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5.5.1 Comparison based on correct predictions

and misclassifications:

Among the three datasets, 2 character ligature test set was the smallest, it contained

3138 images out of which 3020 were correctly classified and 118 were misclassi-

fied giving and accuracy of 96%. 3 Character ligature set was next bigger in size

with 87807 ligature images out of which 87543 were correctly recognized by the

network and 264 were misclassified with a remarkable accuracy of 99%.

The largest test set was of the Final dataset with 92747 images among which

the model correctly classified 89838 images and 2636 images were misclassified

giving an accuracy of 97%.

Figure 5.28: Bar chart showing comparison among all the ligature sets
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5.5.2 Comparison of Accuracy

The final number which summarizes the overall performance of a deep learning

model is its accuracy. The model accuracies of the 3 networks trained for 2 charac-

ter ligature set, 3 character ligature set and the final dataset is shown in the follow-

ing figure;

Figure 5.29: Comparison of accuracies of the ligature sets

The overall accuracies of all the three networks were very high. All the networks

had accuracies above 95%. Showing that the models performed well over the test

sets. A deeper look into their accuracies show that among all the ligature sets,

the 3 character ligature set had the highest accuracy of 99%. The second highest

accuracy was of the Final dataset which was 97% and the 2 Character ligature set

gave an accuracy of 96% which though is very high but was not very high when

compared to the other 2 training models.

This variation in the accuracies was due to the size variations of these datasets.

The 2 character dataset was very small as compared to the other datasets. For

a deep learning model, the number of images need to be high. The 2 character

ligature set was trained on small number of images and therefore had the lowest

accuracy among the other 2 ligature sets.

2 character ligature set had the highest accuracy even though the number of

images in the 3 character train set were less as compared to the final dataset train

set. The reason being that the training images for 3 character dataset were purely

composed of three ligatures, there were not many complexities as in the Final
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Dataset. The Final Dataset had a lot of structural variations in terms of the images

and the number of classes were high for the final dataset. This increased structural

and class complexity accounted for higher accuracy of the three character ligature

set than the final dataset which contained both the ligatures from 2 and 3 character

ligature sets.

5.5.3 Summary of the results

The table below, summarizes the results of testing all the three ligature sets;

Table 5.5: Summary of test data evaluation on ligature sets.

5.5.4 Comparison to Previous Research

The work on Urdu OCR is quite recent. The lack in the research for Urdu OCR

has been mainly due to the unavailability of standard Urdu datasets, context sensi-

tive and cursive nature of the Urdu script [3]. The research started on Urdu OCR

in mainly the 2000s and that too with only the recognition of isolated Urdu char-

acters. The recognition of isolated Urdu characters has been done with a higher

recognition accuracy in the past with achieving near 100% accuracy. But the word

and ligature level classification are still way behind. The present research on Urdu

OCR has shifted towards the holistic approach for classification where the unit of

recognition is mostly ligatures due to the text segmentation issues [1][3][11].

Proposed Method:

Our proposed method has also applied deep learning over our synthetically gener-

ated CEFAR dataset for Urdu ligature recognition. In our research, we first created

the CEFAR dataset that contained exhaustive combinations of 2 and 3 character

length ligatures for Urdu language. The recognition of these large number of liga-

ture images, having the challenge of low intra-class variability and high number of
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classes, was solved using the deep learning method. We used RNNs with architec-

ture of ResNet34 containing 34 convolutional layers followed by a fully connected

layer for classification. Our novel method reduced the class intra-class variabil-

ity by data augmentation and redefinition of classes before training the model to

enhance the network training and to reduce the effect of overfitting and thereby

achieved an overall accuracy of 97.5%which is far more than the existing methods

for Urdu ligature classification using deep learning.

Previous Research work:

Quite a lot of research has been carried out for Urdu script recognition. The fo-

cus here are the research works carried out for holistic Urdu ligature classification

using deep learning. Few notable contributions are discussed in the section below;

In [12], Bidirectional Short Long Term (BLSTM) networks which were a variant

of the Recurrent Neural Networks (RNNs) were used for the recognition of Urdu

ligatures. The datasets used were Urdu Jang Dataset and UCOM dataset. This

research worked on 2 different variations of the dataset. One ignoring the position

of character within the ligature and other by considering the position information.

The model can predict with an accuracy of 88.94% while ignoring position and

with 88.79% accuracy while considering position information.

In another study, [30], printed Urdu text was recognized using BLSTM net-

works using CTC layer. The dataset used for evaluation was UPTI dataset. The

model predicted with an accuracy of 94.85% at the character level while ignoring

the shape variation and 86.4% accuracy while considering shape variation.

[46] usedMulti-Dimensional LSTM (MDLSTM) network and ANFIS method

for recognition of Urdu script. The model recognized the UPTI dataset with an

accuracy of 94.6%.

In [47], the statistical features were extracted using an overlapping sliding win-

dow. These features were then fed to the MDLSTM network for classification.

The technique classified the UPTI dataset with an accuracy of 96.4%.

[49] used the method of extracting statistical features and utilizing the mem-

ory of MDLSTM networks to classify the ligatures using UPTI dataset with an

accuracy of 94.97%.

[58] used a segmentation free approach to recognize Urdu ligatures. 17,010

ligatures were utilized from the CLE Database. The proposed technique first ap-

plies clustering for reducing the number of classes and then used a deep neural

network with dropout regularization for classification. The method achieved an

accuracy of 72.31%.
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Table 5.6: Summary of previous research work for Urdu ligature recognition

Our proposed method outperforms all the previous methods for Urdu ligature

classification with a remarkable accuracy of 97.5% for both 2 and 3 character

ligature set.
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Chapter 6

Conclusion and

Future Directions

This chapter summarizes the outcomes of the thesis. It explains the future work

and research gap along with the research objectives and how these objectives were

achieved from the proposed research method. Not only this chapter also entails the

limitations of this work and the future directions.

6.1 Future Work

This thesis focuses on the classification of Urdu ligatures using an exhaustive com-

binations of Urdu characters. The dataset covers the ligatures of length 2 and 3.

In future, this study can be extended to include ligatures of length longer than 3

and classification can be performed on them to create more robust OCR systems.

6.2 Research Gap

Research in the field of OCR for Urdu language has not gained much attention

in the past. The reason for it has been the absence of a benchmark dataset for

Urdu. Urdu is a cursive language; its writing style is highly cursive and varies

with the writing style. Moreover, the context sensitive nature of this language

makes it another big challenge. A single character can have multiple shapes based

on its position in the word. Due to all these previously stated issues, no bench-

mark dataset could be created for Urdu language. Many synthetic and handwrit-

ten datasets have been made in an attempt to create a benchmark dataset but none

could be considered as a standard Urdu dataset [3][6][11].

This research was carried out to fill this gap by providing a benchmark dataset

for Urdu and also to apply deep learning to classify the generated dataset for Urdu
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OCR. Classification and recognition are the major tasks in an OCR system. Many

OCRs for English and Arabic language have been made but research in the field

of Urdu OCR is new [3][6]. The existing methods for the recognition of Urdu

language have mainly focused on the recognition of isolated Urdu characters or

segmentation based methods for ligature or text recognition. The inaccuracy of

these methods has shifted the research horizon towards holistic approach of Urdu

ligature recognition using deep learning. The existing deep learning methods for

Urdu recognition do not classify with high accuracy. This research work focuses

on solving this challenge of Urdu ligature recognition and absence of benchmark

dataset.

6.3 Research Objectives

Following research objectives were achieved by conducting this research.

6.3.1 Benchmark Dataset

It has previously been mentioned that there is an absence of a benchmark dataset

for Urdu language because of which no notable and reliable research could be done

in the field of Urdu OCR [6][11]. A benchmark dataset is the first requirement for

any machine learning or deep learning problem. CEFAR dataset had been gener-

ated in the supervision of Dr Khawar Khurshid and his team. This dataset con-

tained exhaustive combination of Urdu characters of length 2 and 3. This dataset

contained an extensive number of images having 454720 ligatures. This dataset is

an attempt to create a benchmark dataset for Urdu.

6.3.2 Urdu Script recognition

The major objective of this research was to create a classification system for Urdu

language. The classification methods in the previous studies have attempted to

classify isolated Urdu characters or the classification of word, ligature or line by

applying segmentation, Segmentation basedmethods havemany issues and are not

reliable. These methods did not perform well in terms of classification accuracy.

Recently, the research focus has been moved to holistic recognition of Urdu script

using deep learning, where the recognition unit is ligature instead of word or text

line. Research in this area is new and there is a lot of room for improvement. Some

research studies have used different deep learning techniques for classification of

Urdu ligatures but the performance of these deep learning models is not very high.

Our research has focused on classification of ligatures in our generated CEFAR

dataset.
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6.3.3 Data with Low Intra-Class Variability andHighNumber

of Classes to be recognized

Our synthetically generated CEFAR dataset contained large number of ligature

images but onemajor challengewith having such a large number of image data was

the low intra-class variability of the data. This dataset had unique Urdu ligatures

and due to presence of a lot of unique ligatures, there were equally high number of

classes. The ligatures were unique, they formed separate classes but the number

of representative samples within each class became very small. This led to the

scarcity of features for representation of a class. This research has also devised

a method to cater this problem of low intra- class variability and high number of

classes.

6.4 Notable

Contributions

Our proposed method is a step forward in the research of Urdu OCR and deep

learning. Our proposed method solves the research problems with unique solu-

tions. Following are the notable contributions of our research work and to fulfill

the research objectives.

• Generation of the benchmark dataset is the foremost requirement in the field

of Urdu OCR. This research generated the CEFAR dataset that is a step forward

towards creating a standard dataset for Urdu.

• Data augmentation and class redefinition techniques solved the low-intra class

variability and issue of high number of classes of the generated CEFAR dataset.

• This research not only focused on creating and augmenting the dataset but also

the classification of Urdu ligatures using deep learning. We have used the Recur-

rent Neural Networks for the classification of Urdu ligatures which achieved the

recognition accuracy of 97.15%, better than the existing deep learning methods

for Urdu ligature recognition.

6.5 Limitations and Future Directions

Research studies can always be extended and improved. Likewise, our research

also has the room for improvement. This research though covers a lot of areas

including dataset generation, data augmentation, reduction and classification. Yet,
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some limitations still exist. The dataset generated contains ligatures of 2 and 3

character length. Ligatures could be generated for length of 4 or more. Generation

and classification could be the same as proposed in our research. In future, more

robust methods could be created to classify the Urdu ligatures with even more

accuracy than the one achieved by using the proposed method.
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Appendix: Software and System

Specifications

Software Specifications:

• The core programming language used in this research was python

(https://www.python.org/).

• The jupyter notebook server (https://jupyter.org/ )was used for writing code and

training the network.

• Fastai library (https://www.fast.ai/ )was used for performing deep learning tasks.

• pytorch (https://pytorch.org/) is an open-source machine learning framework

used to perform various machine and deep learning tasks, was used for running

fastai for downloading and training the Renet34 architecture.

• Evaluation of the trained deep learning model and get the evaluation metrices and

visualization using graphs and plots , the python libraries of sci-kit (https://pypi.org/project/scikit-

learn/ ) and matplotlib (https://matplotlib.org/) were used respectively.

• Numpy library (https://numpy.org/ )was used to deal with arrays, matrices and

to perform complex mathematical problems.
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6.5. LIMITATIONS AND FUTURE DIRECTIONS

CHAPTER 6. CONCLUSION AND

FUTURE DIRECTIONS

System Specifications:

The deep learning model training and evaluation was performed on the GPU sys-

tem with following system specifications;

• NVidia Tesla T4 GPU server

The GPU facility was granted by the NUST Interdisciplinary Cluster for Higher

Education (NICHE) at NUST Islamabad.
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