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Abstract

With the advancement in the scope of online discussion, the spread of toxic and
inappropriate content on social networking sites has also increased. Several stud-
ies have been conducted in different languages. However, existing literature on
inappropriate content detection lacks research in Urdu Unicode text language us-
ing deep learning techniques. Use of attention layer with deep learning model
can help in handling the long-term dependencies and increase its efficiency. To
explore the effect of attention layer, this study proposes an attention based Bidi-
rectional GRU hybrid model for identification of Inappropriate content in Urdu
Unicode text language. Four different baseline deep learning models LSTM, Bi-
LSTM, GRU, and TCN are used to evaluate the performance of proposed model.
The results of models are compared based on evaluation metrics, dataset size and
impact of word embedding layer. The pre-trained Urdu word2vec embeddings are
utilized for our case. Our proposed model BiGRU-A outperformed all other base-
line models by yielding 84% accuracy without using pre-trained word2vec layer.
From our experiments we have established that attention layer improves the ef-
ficiency of model and pre-trained word2vec embedding does not work well with

inappropriate content dataset.

Keywords: Deep Learning, Natural Language Processing, Text classification,

Attention.

xii



CHAPTER 1

Introduction

This chapter explains the need of Inappropriate content detection originated, mo-
tivation for this research and what type of content can be referred as inappropriate.
We will further discuss the automatic detection of inappropriate language specif-
ically in Urdu. Derived problem statement and our research contributions will be
discussed in detail. We will conclude with outlining the thesis in the end.

The exponential growth in social media users has evolved the communication tech-
nology and developed the Internet. This ease of access has made it possible for
online social media platforms to play a big role in our everyday lives [43]. So-
cial media networks like Twitter, Facebook and YouTube allows a wide diversity
of people from all around the world. People belonging to different ages, cul-
ture, linguistics, ethnic and religious backgrounds have now access to these sites
in their hands[16]. Usually, users find it more convenient to write and express
their thoughts and reviews about products, movies, or articles in their local lan-
guage rather than in English [36]. These social platforms are widely used around
the globe for knowledge sharing, socializing, social media marketing, advertising
communication and entertainment. At the same time, billions of people using
social media platforms are prone to cyber-crimes such as bullying, threatening
and scams. In addition, posting of controversial content without any check and
balance can cause provocation, societal agitation, public rage, community opinion
management and anarchy.

To address this matter, many social sites employ manual techniques where user

reports the issue, and it is then manually reviewed by the customer support team.
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But this method is highly dependent on the reviewer’s speed, their ability to recog-
nize the level of slang used, and multilingual content knowledge. Also, the manual
processing takes a day or two at most and by then the intended damage is usually
already done. Moreover, manual process has subjective and unclear boundaries
of what words combination add up to be marked as offensive or not. This might
lead to the misuse of manual process by silencing the minority groups and by sup-
pressing the criticism raised against political parties, official policies, or religious
beliefs. Thus, to counter ill use of social media, it is necessary to automatically

detect, categorize, and clean the controversial content before it is posted online.

1.1 Motivation

A series of events popped up in recent years that has compelled the Government
of Pakistan to take precautionary steps to avoid uncontrollable consequences [40].
These episodes consisted slandering of political parties and their leaders, famous
media figures, hurting sentiments of religious minorities by bullying them on their
beliefs, targeted harassment of women sharing their point of views, and snide re-
marks passing between the Indo-Pakistan natives due to the bitterness left after
the independence war. Such actions give away the notions of nation’s struggles
with online hate speech dialogues and necessitates the immediate need for auto-
mated filtering system.

Manual identification of hate speech content is deemed inefficient due to the vast
number of online users and the massive influx of internet content. Recent ad-
vancements have been made in the domain of Natural language processing (NLP)
and most of the research is mainly conducted in resource rich languages like En-
glish. For all type of NLP tasks such as text translation, classification and sen-
timent analysis, Machine learning (ML) techniques have been the first choice of
researchers in the recent years. Due to their impressive results and outstanding
performances. Deep learning (DL) algorithms are now also being incorporated for
the detection of inappropriate content from user’s comments on social networking
sites in different languages. Like Turkish and Arabic etc. Urdu is also resource

scarce language with complex morphological structure, unique characters, and low
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linguistic resources. It’s a well-known fact that the hate-speech content varies with
change in language. Thus, scarcity of language resources, small, labeled /unlabeled

datasets are the reasons of limited research in this area [29].

1.2 Granularity of Inappropriate Content

Here, the term Inappropriate Content is used broadly to refer to any type of
content that could be hurtful to the online user’s community. Popular social net-
working sites such as Twitter, Facebook, or Instagram use words like Not Allowed
Content or Inappropriate content to identify the malicious or violating content
on their sites. Abusive language and profanities are a major part of the Inappro-
priate or violating content. But some popular social communicating sites don’t
mark it as violating content or rather as freedom of expression unless or until it
poses real damage to a particular being or group of individuals. For example,
suspected affiliation with terrorist organizations or other infringing media (audio,
images, or videos). Due to the broad scope of inappropriate content, social net-
working platforms heavily rely on specific reports from users to remove content
that violates their policies. Other website communities such as e-learning portals
or educational university online forums have tougher rules about what constitutes
as inappropriate language and they neither permit nor accept content from gen-
eral social media sites.

In inappropriate vs appropriate content classification, inappropriate content will
include all types of potential hurtful content like use of abuses, targeting and
slang language. This type of content detection is mostly desired by national TV
channels or online educational institution platforms. Inappropriate content is not
only measured by the choice of words spoken but also by the context in which
those words are used. For instance, it is acceptable to employ language that is
exclusively directed at one gender to limit membership in a group that promotes
health or well-being, such as breastfeeding support groups for women. By con-
sidering these factors, inappropriate content detection becomes more challenging

and interesting.
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1.3 Automatic Detection of Inappropriate content

With the development in data science domain, language understanding has ad-
vanced significantly. Many studies have been conducted using Machine and Deep
learning algorithms to detect inappropriate content in resource rich languages.
From basic ML models to simple recurrent neural networks and most recently
advanced models with transformers are the approaches followed by researchers.
Moreover, transfer learning is the new breakthrough in this field in which pre-
trained models are fine-tuned to use for various other tasks. They not only de-
crease the development cycle time but also produce cutting-edge results.

In the basic classification workflow, we start by collecting data related to the do-
main of problem that needs to be solved. Then we inspect and thoroughly clean
the data from any issues by pre-processing and fixing methods. In the next stage
cleaned dataset is then loaded to adequate ML/DL framework. If issues were
found during data loading, we return to the cleaning stage; otherwise, we begin
to investigate the data using conventional statistical approaches. This cycle con-
tinues to assess and test performance measures of ML/DL models. In addition
to building models, we also develop visualizations that aid in communicating and
analyzing the results as well as generating insights about data. The outcomes are
then released and made public with the community. The stages of the workflow

for classification are shown in Figure 1.1. In supervised ML classification, there
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Figure 1.1: Classification basic workflow.
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are two major steps. First is feature extraction and the second is classification.
There are many techniques to extract features from data such as n-gram feature
extraction [31]. Some other techniques like pattern matching [15] or lexicon based
[10] approaches are also popular. Whereas in DL supervised classification, features
are learned by the Neural networks and word vector word embedding models like
Word2Vec are used for improved representation of text [50].When compared to
conventional ML models, the performance of Deep Learning (DL) models has

significantly improved with a huge amount of data [37].

1.3.1 Inappropriate content in Urdu Language

The official language of Pakistan is English, but Urdu is recognized as the National
language of the country. It is also widely spoken in many Indian provinces. It has
not only unique writing script but also sophisticated lexicon structure. Because
of its morphological composition, which begins on the right and moves to the left,
Urdu is quite distinct from other languages. This is also why the Urdu script is
not widely used hence a standard dataset or corpus is needed to carry out Urdu
NLP tasks.

Identification of Inappropriate content in Urdu is just as significant as it is in
any other language, since it helps non-Urdu speakers to grasp and understand the
fundamental thoughts, feelings, and views of the writer behind text. On websites
like Twitter, Facebook, and YouTube, many native Urdu speakers use the Urdu
script to convey their feelings, ideas, and other sentiments. To comprehend the
thoughts and emotions of native Urdu speakers, it is necessary to analyze text
written in Urdu. Most of the existing literature studies in Urdu language are either
focused on various other aspects of natural language processing such as sentiment
analysis, news classification, gender identification etc. or only ML techniques and

very few DL algorithms are explored for inappropriate content detection.

1.4 Problem Statement

Internet users can express, discuss, and share their opinions and ideas on a wide

range of topics in a variety of online discussion forums like blogs, news portals, and

5
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other social media platforms like Facebook, Twitter etc. It has frequently been
noted on such forums that user conversations may easily derail and become im-
proper, such as throwing insults or making nasty or disrespectful remarks to other
people, certain communities, or groups. In a similar vein, it has been observed
that certain search engines may send people inappropriate messages in return
of a query. Thus, inappropriate content is gradually affecting the user experi-
ence and turning into a menace. Several native Urdu speakers communicate their
sentiments, views, and thoughts on social media using the Urdu script. Hence,
automatic filtering and identification of inappropriate content in Urdu language
is equally important to help non-Urdu speakers in understanding the sentiment

and to improve the quality of conversation.

1.5 Research Contribution

Although, in recent years many researchers have publicly shared their annotated
Urdu corpus for future research workers. But, to find domain specific data is still
a challenging task. Most of the annotated datasets are available either in Roman
Urdu or its too small to apply advanced deep neural networks analyze their results.
Furthermore, only ML baseline models are explored extensively on the available
datasets.To address the gaps discussed till yet following are the key contributions

of this research:

A bigger inappropriate content corpus, which is obtained by combining two
publicly available annotated dataset. First was available in Urdu Script. But

second dataset is collected by converting from Roman Urdu to Urdu script.

« Bi-GRU with attention layer model for identification of inappropriate content

is proposed.
o Result comparison of state-of-art DL models (LSTM, Bi-LSTM, GRU, TCN).

o Comparative Analysis of baseline models and proposed model with and with-

out using pre-trained word embedding model word2vec for Urdu language.

e The impact of dataset size on the performance of DL models is studied.
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1.6 Thesis Outline

The rest of the thesis is thoroughly categorized into chapters. We will present a
complete literature review of the studies that have already addressed the issue of
Inappropriate content detection, origin of Text classification and will briefly dis-
cuss ML /DL learning approaches utilized in this domain in Chapter 2. The base-
line deep neural networks and word embedding utilized in this study discussed in
Chapter 3 will further enhance the knowledge of their evolution, framework and
applications. Chapter 4 illustrates the process of dataset collection, our proposed
methodology structure and experimental setup. We will briefly describe the re-
sults obtained through our experimentation and evaluation metrics used for their
evaluation in Chapter 5. In the last, Chapter 6 will conclude this thesis by sum-
marizing the research conducted, challenges faced in this research, its limitations.
We will also discuss future work recommendations and applications of automatic

inappropriate content detection.



CHAPTER 2

Literature Review

This chapter provides in-depth information on studies related to the identifica-
tion of inappropriate language. It briefly recalls the origins and development of
content identification. Additionally, it explores conventional and neural network
approaches. Finally, we will provide a detailed comparative analysis of the work

on offensive content detection in the Urdu language.

2.1 Background

Identifying inappropriate language on the internet has become one of the most
prominent NLP applications [32]. Inappropriate speech detection in social media
posts is not an easy task.A lot of people post comments in informal language
on daily basis. Context of one sentence may differ from person to person as ev-
erybody has their own perspectives.Some words may be considered humorous by
some and hateful by others [20]. It’s difficult to differentiate this point.

In this domain, a lot of work has been done in English or many other languages.
For Urdu language, Roman Urdu is most commonly used in social media post.
It is Latin script of Urdu language in which Urdu words are written using En-
glish language alphabets. Since it is simpler to acquire data in Roman Urdu than
in the Urdu usual Arabic script, the majority of studies focused on hate speech
identification are on Roman Urdu. This makes it even more important to identify
inappropriate speech in Roman Urdu and erase it in order to protect victims from

online abuse.
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Previous studies have explored ML baseline models and a few Neural Networks(NN)
for the problem of offensive language detection in Urdu script. On large data sets,
ML models struggle to perform well and usually learn just directed text features.
When compared to standard ML models, the efficiency of DL models has signifi-

cantly improved as the size of dataset increases [37].

2.1.1 Language characteristics of Urdu Unicode Script and its chal-

lenges

Pakistan’s official language, Urdu has more than 300 million speakers worldwide
[5].The right-to-left writing system used for the Urdu is known as the Urdu alpha-
bet. It is an adaptation of Perso-Arabic, a Persian script that itself is a descendant
of Arabic. The Urdu language uses the calligraphic Nastaliq script to write its
alphabet, which includes up to 58 characters and no unique letter cases. The basic

characters of Urdu are 38 as written below:

B é - 4 & . . & & . [ . s -
7(57;7A7°95707r7d7‘)/o“57d7d7&&‘£7‘b7u‘>9U"?U“"oL)"v)y)ojv)abo37%&&&7&‘)9“‘5”7“)7%997\

P

Some of the diatrics of urdu language are:

Pronunciation Symbol

zabar(short a)

zer (short i)

pesh (short u)

jazam (vowel abscence)

khari zabar (long a )

[-]
[-]
["]
tashid (gemination) [-]
[-]
[]
[ ]

do zabar (sound un )

Table 2.1: Diatrics of Urdu Language.

Secondary Urdu alphabets are:

Oaua\
It has the following distinctive qualities in addition to a complex morphological

characteristics, which all together make it challenging to work with while doing

9
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data

tion.

processing tasks such as stopwords removal, stemming and text normaliza-

A lot of words in Urdu vocabulary are loaned from many other languages.
Words from Persian, English, Turkish, Arabic and Sanskrit are blended with

it own vocabulary to form whole Urdu dictionary. For example:

Arabic( ,me ), Turkish(S), Persian(ezs) and from English(seans).

As discussed above, it has unique alphabet set. The writing style of Urdu is

Nastaliq which is quite complex in itself.

There are many words that are morphological variants. This means that
numerous words share single root and have different meanings. For example:
The root word ( k> ,hifz), means “to memorise”. Other words with same root
are (s>  hafiz), means “Guardian or a male who memorise Holy Quran”,

(aadl> hafiza) means “memory or female who memorise Holy Quran”.

It is highly context sensitive. Some words have space between them they
can not be written without spaces and reading them together completes
its meaning. But dues to space between words it doesnot define the word

boundary. This creates issues in word segmentation process. For example:
(f' S ol o =) means (please,involuntarily) respectively.
English language has the concept of word capitalization. The beginning of a

sentence can be identified by capitalized letter. Urdu language has no such

concept. For example:
[There are two rooms in this house., - 2 oS 93 o S o]
It can be identified in English sentence but there is no indication in Urdu

sentence.Hence, proper nouns and start of sentence are unidentifiable [51].

Case markers are regarded as Parts of Speech in Urdu.Case markers are
lexically independent components that define sentence construction. Absence

of these markers leads to issues like ambiguities in grammar. For example:

(S ot LS ( SKS S s Both have same meaning i.e (Lion’s story) but

different order.

10
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o Diatric marks alter the meaning of words written with same letters. The
pronunciation of words with similar alphabets also changes. For example:

(JS) means ‘all’ whereas (JS) means ‘yesterday’.

2.1.2 Studies in Urdu Text Classification

Here we will discuss several noteworthy research pieces in Urdu Text classification
using ML and DL techniques. Most of the ML approaches explored by multiple
studies include support Vector Machines (SVM), Naive Bayes (NB), K-Nearest
Neighbours (K-NN) and Decision Trees. The classification of News articles, Social
Media posts and News headlines are explored frequently.

In [14] authors have explored SVM for the classification of urdu news headlines.To
evaluate frequency, the collection of documents under inquiry was first normalised
and then stemmed. In the last step stop words were eliminated. Inverse docu-
ment frequency along with term frequency of words from selected corpus were also
calculated by the authors.The authors in [13] examined five common methods of
feature selection i.e Chi Statistics, Information Gain, Gain Ratio, Symmetrical
Uncertain and oneR. They performed K-NN, Decision Trees and NB classifiers
on two Urdu datasets.The analysis shows that the Information Gain approach
improves the performance of SVM and KNN classifiers.In his analysis Bilal [54]
analyzed three classifiers for the Roman-Urdu dataset. He discovered that NB
performed better than Decision Tree and K-NN. The evaluation metrics they used
are accuracy, recall, and f-measure.The characteristics of classifying news origin in
Urdu text are discussed in this research [23]. They performed a comparative study
using SVM, K-NN and Decision Tree on a large Urdu datset containing 16,678
documents, the majority of which were news pieces from the Urdu publication
The Daily Roshni.For feature selection TF-IDF weighting scheme is used. Their
results proved SVM to better than other two classifiers in terms of accuracy.

In [45] authors focuses on multi-class classification of Pakistani News dataset.
They applied various machine learning algorithms i.e Logistic Regression, SVM,
NB and Random forest for both single and multi-class. Their comparative analysis
shows SVM to best for binary classification where as Logistic Regression performs

best for multi-class classification.

11
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Nabeel [38] provides a benchmark Urdu dataset and evaluate various ML and
DL techniques in their study. They also examined the effects of transfer learn-
ing for Urdu language by Bidirectional Encoder Representations via Transformers
approach. The findings from their extensive comparative research shows that a
technique of feature selection, Normalised Difference Measure combined with ML
and DL classifiers outperforms and uplifts the efficiency quite significantly. Three
well-known and common DL models are explored in [51]. They compared results
with ML models and used various preprocessing methods. They concluded that

Convolutional Neural Networks (CNN) outshines other DL and ML models.

2.2 Approaches to Inappropriate Content Detection

Over the past ten years, many NLP researchers have neglected to pay attention
to the identification of offensive language. The improvements in NLP methods
for everyday tasks were particularly encouraging for overcoming the difficulties
of identifying hate speech in social networks.It can be difficult to detect violent
language, especially when it’s hard to tell it apart from other objectionable content
or even harmless stuff where there may be vocabulary overlap. It is common
to witness the usage of derogatory or vulgar language in sarcastic or amusing
contexts. The NLP community has been concentrating on internet platforms
including Twitter,YouTube, Instagram, Facebook, and online blogs to identify

harmful language [26], [18], [31], [21].

2.2.1 Machine Learning approaches

Several studies have explored ML techniques to identify inappropriate language in
different languages. SVM, Logistic Regression, K-NN are Decision trees are the
most commonly employed ML algorithms by many studies for this task. Figure
2.1 shows an example of how decision trees algorithm works. Various feature se-
lection techniques such as lexicon based and chi-square are explored by multiple
studies for abusive or offensive language detection. In [27], [30], [42] authors relied
on character n-gram feature extraction methods. Some studies [27],[18], [34], [31]

also explored word n-gram and its variants for this purpose. In [27] SVM with lin-
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Figure 2.1: Decision Trees Example

ear kernel is proposed to achieve best results in detecting inappropriate language
in Bengali dataset. In their suggested approach, both Unicode Bengali characters
as well as Unicode emoticons were taken into consideration as acceptable input in
our suggested approach. Authors in [53] employed ML classifiers SVM, Logistic
Regression, Decision Trees and Random forest etc. along with modular cleaning
of twitter dataset and built a tokenizer.

Threatening comments in Twitter tweets were categorised using NB in [22]. Tasks
focused on identifying abusive language in social media were presented at the
International Workshop in [35].Identification of objectionable content, automatic
classification of offensive categories, and identification of offensive targets com-
prised the three main subtasks. The messages were categorised as either not
offensive or offensive for the first sub-task. If a tweet used abusive language, it
was flagged as offensive. The ML classifiers used were NB, Logistic Regression,
SVM and Random Forest for this purpose.

Authors in [31] utilized n-gram feature extraction technique up to 8-gram to eval-
uate its effects with respect to tasks presented at International conference as dis-
cussed in previous paper. They trained three automated systems for three sub-
tasks. For first subtask linear SVM along with uni-gram and bi-gram model was
introduced. A linear SVM model combined with n-grams upto 4-gram model was

proposed for second task. Lastly, they employed Decision Trees model with uni-
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gram to 8-gram feature selection method. They achieved great accuracy results
and concluded that n-gram implementation takes very less time and is quite sim-
ple to employ.

For a poor resource language like Urdu, finding publicly available dataset is quite
hard to find. In [36] a offensive language annotated dataset in Urdu script is cre-
ated and made publicly available. To explore the full potential of ML algorithms
they thoroughly experimented multiple ML algorithms on both Urdu and Roman
Urdu script dataset and provided a detailed comparative analysis using n-gram
feature selection method. They achieved best performance with regression-based
ML models. They have extracted characteristics from the dataset using charac-
ter and word n-grams. This indicates that they are merely attempting to obtain
local context data, which is insufficient for obtaining the whole context necessary
for hate speech identification. Their analysis concluded that although regression
ML models gave outclass accuracy when compared with other models, but they
require more time to create these models.

Multi-class classification in Roman Urdu content extracted from YouTube com-
ments is presented by [41]. For feature selection n-gram and TF-IDF techniques
are employed first. For normalization, L1 and L2 approaches are applied. They
also used SMOTE to balance classes since some labels had comparatively less
instances. For comparative analysis , Logistic Regression, NB, SVM and SGD
classifier is utilized. Their findings demonstrated that SVM combined with n-
gram feature selection, 1.2 normalization and TD-IDF feature values outperforms
all other models on their dataset. The hyper parameters of ML models were also
tuned using 10-fold cross-validation. Additionally, they created a web interface
for YT Monitor. Its purpose is to first scrape user comments from a keyword or

given URL link and then classify it to respective hate content categories.

2.2.2 Deep Learning approaches

NLP characteristics such as spelling and grammar errors, contextual ambiguity,
polysemy, and semantic variations makes it challenging to identify inappropriate
language. A hybrid deep learning model by combining CNN and Bidirectional
Long short term memory (Bi-LSTM) is proposed in this study [24] for automat-
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ically identifying such inappropriate language as shown in figure 2.2. They were
particularly interested in finding a solution for the following two application sce-
narios:(a) search engine query completion recommendations,and (b) chats of user
in messenger.

In [33] authors employed DL models to automatically recognise Facebook post-
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Figure 2.2: A CNN and Bi-LSTM model approach.[24]

ings from users who require emergency help as a result of domestic violence. In
order to develop a multi-class identification model that recognises individuals who
are critically in need of assistance as a result of domestic violence situations, the
authors gathered data from Facebook posts related to domestic violence.They ex-
perimented with multiple DL classifiers as well as word embeddings. A gated
recurrent unit (GRU) classifier along with word embeddings had the best perfor-
mance in accuracy.

In [25] authors used an ensemble method to advance the application of DL models
for hate speech content identification. The majority of the posts in the datasets
used for hate content identification are taken from social media sites like Twitter.
When compared to other categories, the proportion of hate speech incidents in the
real world is quite low. This distribution between hate speech and other categories
can be concluded from the majority of the statistics gathered from social media.
The lack of hate speech instances in datasets is recognised to be a difficulty for its

detection tasks. Various NLP tasks can benefit from transfer learning approaches
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including universal language model fine-tuning (ULMFiT), generative pre-trained
transformer (GPT), embedding from language models (ELMO) and Bidirectional
Encoder Representations from Transformers (BERT) [49]. The issue of identi-
fying inappropriate language in Dravadian languages i.e Malayalam, Tamil and
Kannada taken from Youtube comments is viewed in this study [44] as a multi-
class classification problem. The study then presents the accuracy estimates for
ML models on the training data. They have establish an inflection point by sig-
nificant advancements, particularly in activities where data is scarce. To increase
the effectiveness of hate speech identification, the authors tested a variety of fine-
tuning techniques. The authors have conclude that the CNN-based model and
BERT transfer learning models can perform better than other approaches that
have been looked at.

The recently released study by [40] is possibly the most important work in detect-
ing offensive language on Roman Urdu dataset. The researchers have presented
their findings for both coarse grained and fine grained classification tasks using a
variety of widely used baseline ML and DL models. They demonstrated how their
unique BERT and CNN-ngram hybrid model may be used for transfer learning
and attain an outclass Fl-score on a coarse-grained classification problem. [43]
provides details on how to recognize threatening language and identify targets
in Twitter posts written in Urdu. The authors of this research offered a dataset
that consists of 3,564 Twitter messages that have been manually classified as ei-
ther harmful or non-harmful by human specialists. The target further categorises
the threatening tweets into one of two categories: threats against an individual
or threats against a group. Numerous experiments using a variety of ML and
DL techniques revealed that the best threatening content detection accuracy was
achieved by MLP classifer combined with word n-gram model. Whereas, SVM
along with fastText word embedding outperforms for target identification task.
In this study [52], they formulated an annotated hate speech lexicon for the Urdu
language of 10,526 tweets. They also employed a variety of ML methods for the de-
tection of hate content as baseline experiments. Additionally, they applied transfer
learning approaches to take use of multilingual BERT and FastText Urdu word

embeddings for their assignment. They tested four alternative BERT versions and
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achieved encouraging results for multi class classification problem.

2.3 Comparative Analysis

As already established, when it comes to the identification of hate speech content,
a lot of the study is concentrated on the English language. All feature extrac-
tion methods, pattern discovery procedures, and models are consequently built
for English. In addition, there is a dearth of structured data that may be used
for research in poor resource languages. For English, there are some quite large
annotated publicly available datasets, but the same cannot be stated for resource
scarce languages like Urdu for this problem space. Additionally, to the best of
our knowledge, there isn’t any extensive published research on the identification
of inappropriate content in the Urdu language at this time. Due to this, it is
currently difficult to determine which method would work best for a given data
set or how the training data should be modified to derive the best predictions.
We summarize the existing literature related to inappropriate/offensive language
detection in Table 2.2. The first column lists all the papers from which the liter-
ature review is conducted. The next column describes the platform from dataset
is collected. From the literature it was observed that most of the hate speech
content data source is social media sites. As large community of people hav-
ing backgrounds from all around the world has easy access to social media sites.
Hence, these sites are the best source for collecting data related to inappropriate
content detection domain.

The “Features” column lists all the feature extraction techniques that are most
commonly used. TF-IDF is a fairly straightforward but intuitive method of weigh-
ing words, making it a perfect starting point for a number of tasks. For Deep
learning model use of word embeddings is recommended. Word2vec is the most
commonly used word embedding. It is also available in many languages including
Urdu. The next two columns descibe that most of the studies are carried out
in English and very few are conducted in Urdu specifically Urdu Nastaliq script.
And those research that analyse the Urdu script either have extremely tiny dataset

sizes to investigate deep learning methods or have a very low number of words in
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each label to effectively extract the true features. Lastly, The different ML and
DL models are listed in last column.
We highlight the following research gaps that we address in our work as a result

of our study of the literature in the Urdu language:

Lack of inappropriate content datasets in the Urdu language.

Exploring advanced deep learning model with attention layer.

Comparison with baseline DL models

Impact of word embeddings on Inappropriate content dataset

Our research seeks to contribute in these fields, by developing and making available
a larger dataset in Urdu, comparing the effectiveness of embedding features, and

evaluating DL models to assess their effectiveness.

The baseline DL models used in this work will be detailed with respect to their
framework, evolution and applications in the next chapter. We will discuss their
methodology briefly. The last section will lay out the use of word embedding layer
in a DL model and the type of embedding used in this work.
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Paper| Platform Features Language | Data size | Technique
[27] Facebook TF-IDF, n-gram | Bengali Small MNB,SVM,CNN-
LSTM
[53] Twitter TF-IDF, W2V, | English Large MLP, SVM,
FastText RF,LR, GB, DT,
AdaBoost, NB
[22] Twitter TF-IDF, n-grams | English Large NB, LR, SVM,
RF, GBT, CNN,
RNN
[35] Twitter TF-IDF, CV, | English Moderate NB, LR, SVM,
Glove RF, LSTM
[31] Twitter n-gram English Moderate linear SVM, DT
[36] Twitter n-gram Urdu, Ro- | Moderate 17 ML algos
man Urdu
[41] YouTube TF-IDF, n-gram, | Roman Moderate LR,SVM,SGD,NB
comments L1, L2 Urdu
[24] search - English Large LSTM,C-
engine, BiLSTM,
messenger BLSTM
[33] Facebook W2V, GloVe English Large CNN,RNN,GRU,
LSTM,BLSTM
[25] Twitter Keras EL English Moderate Ensemble CNN
[44] YouTube TF-IDF Dravidian Large NB, SVM, KNN,
cominents DT, LR,RF
[40] Twitter FastText, BERT | Roman Moderate hybrid DL mod-
Urdu els, CNN-gram
[43] Twitter n-gram, FastText | Urdu Small LR,RF,AdaBoost,
MLP,SVM,1D-
CNN, LSTM
[52] Twitter TF-IDF,CV, Urdu Moderate ML, CNN, Bi-
w2v,FastText, GRU
BERT

Table 2.2: Summary of research on Inappropriate language detection




CHAPTER 3

Deep Neural Networks for
Inappropriate Language

Detection

As a low-resource language, Urdu has restricted access to data sets due to which
it lacks fundamental NLP-based research. Additionally, there is no open source
resources for such a morphologically faithful language. In addition to these facts,
Urdu is gradually maturing for NLP-based applications[39] as they are being devel-
oped with time. Artificial Neural Networks (ANN), which are used in the advanced
domain of machine learning, or DL, are based on the human neural system and are
employed to learn the features of huge experimental data using statistical tech-
niques to forecast unseen test data. Deep learning models are frequently used by
researchers for Sentiment Analysis and Opinion Extraction on resource-extensive
languages. These models outcomes have encouraged the scholars’ confidence in

artificial intelligence (AI).

This chapter delves deeper into the detailed explanation of Deep Learning models,
particularly RNN, LSTM, BiLSTM, TCN (Temporal Convolutional Networks)
and GRU. An outline of the Urdu word embeddings will be discussed later in the
chapter.
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3.1 Deep Learning Models

Deep learning is an emerging machine learning methodology in recent years. In
this approach, numerous characteristics of data are learnt, and then, using those
features, state-of-the-art results are generated. Deep learning has had tremendous
success in recent years in a variety of practical fields, such as computer vision and
speech recognition. Artificial neural networks are used in deep learning to learn
tasks using a multi-layered network. Artificial neural networks (ANNs), which are
modelled after the intricate structure of the biological brain, have several neurons
stacked at various levels and that cooperate with one another. It mimics the
learning process of a biological brain by adjusting the weights between neurons
as it learns to accomplish various tasks. To extract features and transform them,
deep learning employs numerous layers of nonlinear information processing units.
Higher layers of the neural network often learn complicated features, whereas the

lower layers, which are closer to the input data, learn basic features.

Deep learning approaches differ from conventional machine learning models in
that, prior to applying a predictive model, they transform the early representation
of predicting factors into a highly abstract set of data characteristics. When
classifying text using deep learning, the model is fed both the outcome variable and
a meaningful vector representation of the predictive variables. Prior to delivering
the input data to the model layer, the deep learning model first learns the usable
collection of features from the input data. This capability of deep learning models
helps to build the most effective predictive characteristics from the initial text
representation. This is helpful because it is a tough process for humans to exactly

specify predictive textual features before hand.

When deep learning is applied to text classification, it is anticipated that the
algorithm will learn and benefit from complex data like word interactions and
word patterns, in contrast to typical ML techniques that consider word score. In
order to maximise model performance, these models are subjected to a great deal

of parameter tuning, optimization, and constant architecture adjustment.

The primary deep learning algorithms and associated methods, which are mostly

used for NLP tasks, are explained in the following number of subsections.
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3.1.1 Recurrent Neural Network (RNN):

Traditional Neural Networks (NN) are ineffectual when used with sequence learn-
ing, according to the Al paradigm. This is because it is more difficult to correlate
the front and back textual sequences. Inputs are coupled in recurrent neural net-
works (RNN), a sequence learning model. It signifies the generalised feed forward
NN in which the hidden layers of the model are connected by nodes, and the se-
quence characteristics are dynamically learned. The RNN model uses the input
phrase (S —w3ed) ie. “Talk appropriately” as its starting point. After word
segmentation, each word in the input sentence is transformed into a word vector
(wl, w2, w3, wd). These word vectors are used as the RNN layer’s sequential

input. This is how the RNN process operates:

e The hidden layer has initial input wy and its output is my.
e mg and w; are the inputs for the subsequent phase.

o Similar to that, m; and my are used as input for the following phase.

hy = f(Xwy + Wmy ) (3.1.1)

Yy = softmaz (Y my) (3.1.2)

During training, RNN learns the sentence context. RNN can transfer semantic
information across words, however it cannot capture long-distance semantic links
between different words. The gradient continuously decreases while the model is
being trained until it disappears entirely. As a result, the length of the sequential
data is constrained. This is called vanishing gradient problem in RNNs. RNN

architecture is given in Fig. 3.1.

3.1.2 Gated Recurrent Unit (GRU):

GRUs are an enhanced form of the traditional recurrent neural network. The
ability of GRUs to provide a gated hidden state is the primary differentiation that
can be made between GRUs and vanilla RNNs. GRU makes use of the so-called
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Figure 3.1: RNN Model

update gate and reset gate to address the vanishing gradient issue that affects a
normal RNN. This indicates that we have specialised processes for determining
when a hidden state ought to be updated as well as when it ought to be reset.
For example, if the first token is extremely significant, it will eventually figure
out that after the first observation, the token should refrain from updating the
hidden state. In a similar vein, we will acquire the ability to skip over temporary
observations that are irrelevant. In the end, it will become proficient in resetting
the hidden state whenever it is necessary. In essence, these two vectors determine
what data should be sent to the output. They have the unique ability to be trained
to retain information from the past without having it fade away over time or to

discard information that is unrelated to the forecast.

To begin, we will use the following formula to determine the value of the update

gate y for time step t:

Yy = U(W(y)l't + U(y)ht_l) (313)

When x; is connected to the network unit, the value of that variable is multiplied
by its own weight, W. The same is true for h;;, which stores data for the units
that came before it and is multiplied by its own weight, U. After adding the two

sets of findings together, a sigmoid activation function is used to bring the total

23



CHAPTER 3: DEEP NEURAL NETWORKS FOR INAPPROPRIATE LANGUAGE
DETECTION

value down to a range between 0 and 1, inclusive. The update gate provides the
model with the assistance it needs to assess how much of the knowledge obtained
from earlier time steps is necessary to be carried forward into the next one. This is
a particularly significant feature since it allows the model to choose to copy all of
the information from the past, removing the possibility of an issue with vanishing

gradients.

The purpose of reset gate in the model is, essentially, to determine how much of
the information from the past should be forgotten. The reset gate functions in
a manner that is broadly analogous to that of the LSTM’s Forget gate in that
it categorises data that is unrelated and instructs the model to forget about this

data and proceed without it.

3.1.3 Long Short Term Memory (LSTM):

(AI) [1] introduced the Long Short-Term Memory (LSTM) model to address the
RNN problem. This model uses three gates—the input gate, forget gate, and the

output gate—to learn long-term dependencies between various words.

A deep neural network variant known as LSTM introduces special hidden units
known as memory blocks. The temporal state of the neural network is preserved
in memory cells within the memory block that have recurrent connections. The
special multiplicative units in this block, known as gates, govern the information
flow via each unit. According on the weights the model is learning, the input gate
accepts or rejects sequential data, and the forget gate activates or deactivates a

neuron. The output gate chooses the units’ output value for the LSTM.

Each memory block has an input and an output gate in the basic LSTM architec-
ture (AI)[9]. The output gate regulates the flow of activations from the present
memory cell to the remainder of the neural network, while the input gate regulates
the flow of activations into the memory cell. The original LSTM architecture has
the issue of making it difficult for LSTMs to process continuous input streams
if the input stream is not sub-sequenced. Later, a forget gate was developed to
enable adoptive forgetfulness as a solution to this problem. The LSTM cell’s mem-

ory can be reset or forgotten with the help of the forget gate. The LSTM’s basic
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architecture is shown in Fig. 3.2.
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Figure 3.2: LSTM Model[17]

3.1.4 BiDirectional LSTM (BiLSTM):

The conventional RNN model and the LSTM are only able to convey information
in the forward direction. Because of this characteristic, these models are able to
depend on information that was processed before a specific time. Bidirectional
LSTM is utilized [2] as a solution to respond to this difficulty. It has been shown
to be very helpful when the context of the input is important. Architecture of

BiLSTM is given in Fig. 3.3.

The downstream output of the perceptron layers of RNNs is fed back upstream as
an input to the following layers. They are thought to be suitable for temporal data,
such as text, because they can detect sequential correlations in the incoming data.

Word order in text plays a crucial role in the meaningful understanding of the text,
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Figure 3.3: BiLSTM Model

making such networks appropriate for text classification problems. When words
in a phrase are spaced widely apart in time, standard RNNs cannot understand
the correlations between those inputs. Perceptrons, which have been designed to
use gates to intentionally forget prior inputs, are less complex brain units than
neurons. The LSTM cell is a key illustration of a gated neural network, which is
widely used in sequential data or text classification categorization. In contrast to
perceptrons, which produce a single hidden layer value, LSTMs output a memory
state. In the LSTM architecture, gates are used to specify which portions of the
memory state are to be updated with current inputs, which portions of the memory
state are to be forgotten, and which combinations of current inputs and memory
state are to be output. With this method, the memory units can keep track of

long-range correlations between words that are spread out across the text.

For the purpose of taking into account all contextual information, BiLSTM com-
bines both LSTM and bidirectional RNN. Due to the employment of two hidden
layers, it has a tendency to process the data in both forward and backward di-
rections. Input data from the past and future can be used to forecast better
outcomes by using two directions of time. A lexical item in a text may have a

link to both preceding and following words, which is why BiLSTMs can be helpful
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in capturing bi-directional correlations in the text. Fach bi-LSTM cell creates
two different text representations in categorical text classification. The output
of many BiLSTM cells, each of which tends to concentrate on a distinct textual
feature, is then supplied into an output layer, which uses an activation function

to obtain the results.

3.1.5 Temporal Convolutional Network (TCN):

Sequence modelling has previously been mostly related to recurrent neural network
architectures like LSTM and GRU in the context of deep learning. The capacity
of recurrent neural networks (RNN) to store historical data as time series makes
them a popular choice for sequential tasks. The vanishing gradient issue in RNN
is resolved by Long Short Term Memory (LSTM) Neural Networks [4] and Gated
Recurrent Unit (GRU) [8], which are successfully used in speech and natural lan-
guage processing.This way of thinking is outdated, according to S. Bai et al. [19],
who believes that convolutional networks should be one of the top options when
representing sequential data. They were able to demonstrate that convolutional
networks are capable of outperforming RNNs in a variety of tasks while avoiding
recurrent models’ typical flaws, such as the exploding/vanishing gradient problem
and poor memory retention. Additionally, because convolutional networks allow
for parallel calculation of outputs, employing them in place of recurrent ones can
enhance performance. They term this suggested architecture, a Temporal Convo-

lutional Network (TCN).

To forecast the following [ values of input time series, a temporal convolutional
network is trained. Assume that a set of inputs xg, x1,Xs....x1, provided, and that
it is desired to forecast some corresponding output yg, y1, yo....yr, each time step,
whose values are the same as the inputs shifted ahead [ time steps. The key
restriction is that it can only use the inputs xg, x1,Xs....x, when forecasting the
output y; that has been previously observed at some time step t. TCN architecture

is shown in Figure 3.4.

Two major restrictions on the TCN are that it can only use data from previous

time steps and that its output should be the same length as its input[28]. A 1-
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Figure 3.4: Temporal Convolutional Network Architecture[19]

D fully CNN architecture[11] is employed in TCN to satisfy these temporal rules
because all of its convolution layers have the same length and zero padding ensures
that higher levels are the same length as lower layers. Additionally, TCN employs
causal convolutions, wherein each layer’s output is computed at time step t using
only the region computed at time step t or earlier in the layer before it. It is
simple to perform the causal convolution for 1-D data by changing the output of

a regular convolution by several time steps.

3.2 Word Embedding:

The adoption of neural network-based models known as "word embeddings,” which
combine the information as dense and dispersed vectors, has expanded as a result
of recent advancements in NLP [7]. Multiple NLP applications have shown perfor-
mance improvements as a result of these embeddings. Additionally, by assisting
DL algorithms in more easily learning textual patterns from the better represen-
tations of words and obtaining better generalised output from less input, they
hold the key to improving NLP results for resource scarse languages. In addition

to enhancing the performance of deep learning algorithms in numerous NLP ap-
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plications, the use of word embedding has inspired critically needed research on

resource scarse languages.

The outcomes of word embedding are frequently used as input characteristics in
deep learning models for NLP [3]. Words are represented in word embedding as
vectors that encode their semantic characteristics. The process of language mod-
elling and feature learning known as word embedding involves the transformation
of tokens into vectors of progressive real values. This method typically entails
embeddings—where each word is treated as a dimension—from a sparce vector
of high-dimension, such as one-hot encoding, to a low-dimensional dense vector
space. These embedding vectors each have a dimension that represents a hidden
feature of a word. These word vectors have syntactic regularities and patterns

encoded within them.

Matrix factorization and the usage of neural networks are two popular techniques
for learning word embeddings [6]. Word2Vec is a widely used word embedding
system that efficiently trains word embeddings from text using a neural network
prediction model. There are two models in it: the Skip-gram (SG) model and the
Continuous Bag of Words (CBoW) model. In contrast to the SG model, which
uses the target words to predict the context words, the CBoW model uses context
words to predict the target word. The CBoW approach, which works well with
tiny datasets, treats the full text context as a single observation. The SG model,
however, treats each context and the target word pair as a separate observation
and performs best with big datasets. For the Urdu language, pre-trained word

embeddings can be created using the Word2Vec model [48].

The next chapter will cover the details of dataset collection process, its annotation
and statitics. We will discuss the pre processing techniques employed briefly illus-
trate the proposed architecture. It will be concluded with the explanation of setup

developed to carry out model experiments and layering of deep neural networks.
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Design and Methodology

In this chapter we briefly illustrated the methodology of our proposed model for
identification of inappropriate content detection. DL has yet to be fully investi-
gated for detection of inappropriate content in Urdu unicode script. By using a
hybrid DL strategy, the use of our suggested architecture and basic DL models
tends to close the gap that has been identified in the studied literature. This chap-
ter illustrates the process of data collection, pre-processing of data and in the last
a thorough explanation of proposed architecture based on hybrid DL algorithms

for Inappropriate content detection.

4.1 Dataset

As its already established, Urdu is a resource scarce language. To collect domain
specific data for such languages is the first most important and difficult task of any
NLP task. It must have specific abusive/harmful words for proper identification
of text. We were successful in finding the appropriate data sources to fulfill our
requirements. For this research problem, data is collected from different sources

which is explained in detail in the coming section.

4.1.1 Dataset collection

Three publicly available datasets in Urdu native from the online Internet source

are obtained for this problem space.
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o The first dataset! consists of twitter tweets and is obtained using twitter
Application Programming Interface (API) with tweets containing violent or

abusive content labeled ‘1’ and neutral content labelled as ‘0’

e Second dataset? is obtained from YouTube videos Urdu comments and is

annotated manually by native speakers.

o Third dataset® obtained was in Roman Urdu language and obtained from
twitter just like the other two datasets. It has same labels identifying in-
appropriate content as ‘1’ and neutral as ‘0’. This dataset is first converted

from Roman Urdu to Urdu script using online website called ijunoon®.

Finally our dataset is formed with the combination of these three datasets. To
study the impact of size of dataset, the dataset is partitioned in variable sized
groups. It is combined to form two groups i.e One is UrdulnAsmall and other
is UrdulnAlarge. UrdulnAsmall is formed by combining first two datasets and
UrdulnAlarge is the combination of all three datasets.

Both data sets are have two categories i-e Inappropriate they are labeled as ‘1’and
Appropriate that are labeled as ‘0. Table 4.1 shows the two categories and its
labels. A sample of dataset presented in figure 4.1 where the types of text in two

classes can be understood easily.

Class Label Label Name
Class A 1 Inappropriate
Class B 0 Appropriate

Table 4.1: Dataset categories.

4.1.2 Dataset annotation and Statistics

Gaining ground truth, or arriving at a situation in which the annotated data per-

fectly fits the requirements, is the fundamental goal of data annotation. Mainly,

"https://github.com/MaazAmjad/Threatening p ataset
https://github.com/pervezbcs/Urdu-Abusive-Dataset
3https://github.com/haroonshakeel /roman,, rduyatespeech
“http://https://www.ijunoon.com/
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Figure 4.1: Sample of Dataset.

data is annotated in two ways either automatically or manually. Automatic an-
notation is thought to be less precise than manual annotation, although it can
label several more datasets in a shorter amount of time than a single person can.
However, dedicated annotators must pay close attention and be exact while using
manual annotation, which is more accurate overall.

For a text to identify as inappropriate content, there are set of words in every
language that constitutes as abusive or violent word set. These tweets are man-
ually annotated by the researchers of dataset providers by keeping in mind this
list of words to label them accordingly. They hired native Pakistani annotators to
achieve maximum efficiency. They were well educated and were advised to stay
on neutral grounds in case of addressing text political conflicts. This is important
to mention that abusive or violent words can either be only one or multiple words
in a single tweet.

In UrdulnAsmall, there are total 5734 entries of tweets from which 2890 instances

Characteristics UrdulnAsmall | UrdulnAlarge
Total lines 5734 14946
Inappropriate 2890 7181
Appropriate 2844 7765

Maximum words in sen- | 198 240

tence

Table 4.2: Statistics of dataset.

are categorized as Inappropriate class and other 2844 are labelled as Appropriate

class. In UrdulnAlarge, there are 14946 text instances in our dataset that are
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divided into two classes i-e Inappropriate and Appropriate. From 14946 instances
of total classes there are 7181 tweets in Inappropriate class, they are labeled as
‘1’ and 7765 items in Appropriate class that are labeled as ‘0’. Table 4.2 shows
the statistics of two data sets which can also be visualized in figure 4.2 and figure

4.3.  The comparison of two different-sized data sets aims to investigate how
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Figure 4.2: UrdulnAsmall Dataset Statistics Graph.
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Figure 4.3: UrdulnAlarge Dataset Statistics Graph.

these data sets affect the performance of DL models. This data set is also checked
via Inter-Annotator Agreement (IAA) using Cohen’s Kappa coefficient which is

a statistic used to determine whether two annotators can be relied upon. A 90
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percent Kappa coefficient was obtained as a result of the measurement by the

researchers.

4.2 Dataset Pre-Processing

The next core task in every NLP problem is the preprocessing of dataset. It helps
in organizing the information by applying basic operations on it before it is ready
to feed into a neural network. Other operations of the process include removal
of white spaces and unnecessary words, converting words into their root forms,
elimination of redundant words, and tokenizing of the translated sentences and
developing a lexicon for source languages. It transforms the raw dataset into a
organized and meaningful dataset for further processing.

To get accurate and best results, an well organized, thoroughly cleaned form
garbage data, and normalized data is preferred. Pre-processing keeps data clean
and free of noise and redundant information. Researchers use this method fre-
quently to obtain cleaned data for improved model interpretation. We used text
pre-processing for standardisation on our data sets to implement our suggested
model.

For the first step the text is normalized to correct the issue with proper Urdu
character encoding and swaps out incorrect Arabic characters with proper Urdu
ones. This also brings all the Urdu characters inside the designated unicode range
i.e (0600-06FF).It also removes or places blank spaces in such a way that no extra
or error words are added in the dictionary.

Next step include removal of punctuation and diatrics marks from the text. So

)

any instances like ‘;;:" and zer, zabar pesh as discussed in chapter 2 section 2.1.1
are removed.

The other symbols like currency, URLs, numerical digits, emails and English al-
phabets are removed in the third step. Any extra spaces or line breaks were also
removed in this step. Another important step of pre-processing is removal of stop
words from the text. Stop words in any language are words that have no meaning

in itself but are used to give meaning to a sentences or words. For building a

dictionary they are not important to consider. For this purpose a list of stop word
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in Urdu language is prepared and then used to remove from our dataset text.

Finally, This text is then passed through a tokenizer to build a word dictionary.
Each word in a text line is considered as a single token (word) after the tokeniza-
tion process. The preprocessed data is then feeded into the neural network model

in order to evaluate the model’s performance.

4.3 Proposed Methodology

| BIGURU Layer
[
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Figure 4.4: Attention based Bidirectional Gated Recurrent Unit BiGRU-A - Pro-

posed model

The proposed model integrates elements of several well-known NN models, specif-
ically the Attention-based Bi-directional GRU. Figure 4.4 is an illustration of the
suggested Bi-GRU model with the attention mechanism. Both the Bidirectional
GRU and the attention layer are well-known for their applications in text clas-
sification, which is why this hybrid model was merged in order to evaluate the
adaptability of the former with the latter. Both the Bi-GRU and the attention
layer serve distinct functions during the text classification process. The bidirec-
tional gated recurrent unit was implemented so that we could manage the unique

aspect of polarity in text classification data and obtain independent context se-
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mantic information in the forward and backward passes. The attention mechanism
is used to give weights to the features based on how much they contribute to clas-
sification. In addition to our suggested model, GRU, LSTM, BiLSTM, and TCN
have all been used on a curated dataset. The suggested method provides better

classification accuracy for differently sized data sets.

4.3.1 Bidirectional GRU

The suggested bidirectional RNN is utilised to handle the problem where the prior
output is not only associated to the prior state, but also to the subsequent state.
A Bi-RNN may learn both the forward and the backward properties of the data. A
forwarding and backward network combination like this will suit data better than
a unidirectional RNN. Text classification frequently makes use of RNN. When
dealing with lengthy sequences, the standard RNN is exposed to the issues of
vanishing gradient and explosion. The bidirectional GRU is a unique variation of
the bidirectional RNN that divides the regular GRU into two directions: a forward
direction associated with historical data and a reverse direction associated with
future data. This allows for simultaneous use of the input observational data
and future data. The unidirectional GRU’s classification performance can be
significantly enhanced by this configuration. In comparison to RNN; it has greater
advantages in handling long sequence texts and solves the gradient disappearance
and explosion problems by adding update gate and reset gate to neurons. It also
extracts text context information more successfully. This study represents a deep
learning text classification technique based on a hybrid BiGRU-Attention model.

The following list represents the main contents:

1. Word embedding methodology is used to train the word vector, and the text

data is encoded as a low space dense matrix.
2. To extract text context characteristics, Bi-GRU is implemented.

3. The Attention layer receives the output of BiIGRU as an input to compute

the attention score.
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4.3.2 Attention

An attention mechanism is a part of a neural network. The essence of the attention
process is the weight distribution of token. The more significant the words with
higher weights are in the entire text and the more significant their role in the
entire classification task. At each decoder stage, it judges what source elements
are more important. The encoder in this arrangement does not have to vectorize
the entire sentence; instead, it gives representations for each source token, such
as the entire set of RNN states rather than just the most recent one. The basic
idea is that a network can determine which input elements are more important
at each level. Everything in this scenario is differentiable, allowing for a model
based on attention to be trained from start to finish. You don’t need to explicitly
train the model to select the terms you want; it will figure out how to choose
crucial information on its own and It is added individually to the attention layer.
At each decoder step hy, attention receives input from all encoder states (s, so,
S3,..-, St), among others, and computes the attention scores. For the decoder state,
attention determines the importance of each encoder state. In essence, it executes
an attention function that receives input from a single encoder state and a single
decoder state and produces a scalar value. The most often used techniques for

determining attention scores are:

1. The simplest way is dot-product.

2. To more efficiently encode each source word, the encoder makes use of two

RNNs that read input in the opposite directions forward and backward.

3. The attention score is calculated using a bi-linear function and a unidirec-

tional encoder.

Additionally, deep bidirectional GRU with attention layer offers stronger expres-
siveness and learning capabilities. Attention layer is a suggested technique for
simplifying the modelling of long-term dependency. A more direct relationship
between the model state at various periods in time is made possible by adding

this layer[12].
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4.4 Experimental Setup

After collection of data the next step i.e data pre-processing is completed. Urdu
pre-processing is a laborious process by itself, however an Urdu pre-processing li-
brary named Urduhack® has made it quite simple. For setting hyperparameters of
deep learning models, in depth study of literautre is conducted and by implement-
ing grid search a set of parameters were carefully selected. To obtain optimized
results data set is divided into train and test sets using sklearn library of ML. To
avoid overfitting of data the training set is further divided into validation set using
DL library keras. Along with our proposed model Bi-GRU with attention layer
for this task, we utilized DL baseline models namely LSTM, Bi-LSTM, TCN, and

GRU to verify the performance of our model.

4.4.1 Sequence normalization

Since, all the text instances does not have same number of words we first normalize
the sequences. For this task, the maximum number of words in one sequence from
the whole dataset is calculated and then zeros are added in other sequences using

zero padding technique.

4.4.2 Layering of Proposed model

The basic hierarchy of proposed model is discussed as follows:

1. Input Layer
The first layer of every DL network is the Input layer. After converting the
pre-processed data into vectors and splitting them into training, test and
validation sets, the training vectors then become the input of any neural

network. They are identified as the input layer of a DL network.

2. Word Embedding Layer
In Input vector set each word is given a distinct ID and a meaningful sequence

of words. The word embedding layer allows similar meaning words to have

Shttps://pypi.org/project /urduhack/
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a resembling representation. This layer assign different weights to words
randomly and it learns to embed words that are included the training data
set eventually. The main purpose of this layer is to learn word embeddings
to be used in other models in the future. The best part is that the word
embeddings learned by this layer can be utilized in any other model studies.
The pre-trained word embeddings used in this study are publicly available
word2vec Urdu word embedding. The performance of model is analyzed with

or without using word embedding.

3. Bi-GRU Layer
Different Neural network layers are added here depending the model under
implementation. Bi-GRU layer is the next layer of our model its input is
the embedding vectors and the number of neurons are selected by tuning the

parameters.

4. Attention Layer
The states obtained from GRU are then fed into the Attention layer.This

layer helps in focusing the best and most meaningful words.

5. Dense Layer
Dense layer is the most basic and simple layer added in a neural network.
The parameters of dense layer that are used in our model are dropout for
regularization that helps in dealing with over fitting issues and activation

function, and learning rate to optimize the performance of model.

The details of optimized parameter settings used in our proposed architecture are

given in Table 4.3.

In the following chapter we will briefly discuss the experiments carried out using
variable data set size, different models applied and will evaluate their outcomes.
We will provide a comparative analysis of impact of word embeddings on DL

models. A detailed comparison of DL models will also be conducted.
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Parameters UrduInAsmall UrdulnAlarge
Activation Function sigmoid sigmoid
Dropout 0.5 0.5

Loss Function

binary crossentropy

binary crossentropy

Learning Rate

0.001

0.001

Optimizer

adam

adam

Table 4.3: Optimizing parameters used in both dataset.
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CHAPTER 5

Results and Discussion

There has been a rise of interest in DL models application for all type of multi-
lingual NLP tasks. But still the existing literature lacks in detailed experimental
exploration of DL models on Urdu language Inappropriate content detection.

This chapter briefly explore the methods used while implementing the suggested
model. The results from proposed model and other baseline models on two datasets
will be discussed in details. We will address the identified research gaps and ana-
lyze the results with the evaluation metrics used. The performance will be observed

in both datasets and impact of word2vec word embedding will be studied.

5.1 Evaluation Metrics

The effectiveness of categorization models is frequently assessed by researchers
using a variety of evaluation metrics. The Evaluation metrics used in our research
are Precision, Recall, F1-score and accuracy.
A Precision metric counts how many correctly positive predictions were made. So
the accuracy of class with minority can be measured using Precision. It is the
ratio of :

TP

Precision = W (511)

where TP stands for True Positives i.e correct positive predictions and FP stands
for false positives i-e incorrectly predicted positive. And (TP + FP) indicates
total positive predictions.

Recall measures the proportion of positives that are correctly predicted among all

41



CHAPTER 5: RESULTS AND DISCUSSION

possible positive predictions. Its ratio is:

TP
= 1.
Recall TP EN (5.1.2)

where FN stands for false negatives it occurs when the model incorrectly predicts
the negative class. Precision and recall can be combined into one metric using
F-Measure or Fl-score, which covers both characteristics.Its can be measured as:

Precision * Recall
F1-S =2 5.1.3
core * Precision + Recall ( )

Accuracy in classification problems is used widely,due to the fact that it is a single
metric that summarises the performance of model. It is the ratio of predictions
that are predicted correctly by the model. It is as follows:

TP+TN
TP+TN+ FP+ FN

Accuracy = (5.1.4)

where TN are those predictions that are correctly predicted negatives by the

model.

5.2 Experiments

Our proposed model BiGRU with attention layer was first trained on both datasets.
It outperformed all other baseline DL. models used in this study. The comparison
of results is carried out by keeping in mind the size of dataset, evaluation measures
and use of embedding layer. We run the experiments multiple times by altering
the optimization parameters in order to achieve best results from each model for
perfect comparison. For our proposed architecture, After repeated experiments
we concluded to use the parameters presented in Table 4.3. Activation function
‘sigmoid’ is used for for binary classification as the output of this function always
either ‘0’ or ‘1’. Similarly, loss function used was ‘Binary cross entropy’ is preferred
for binary classification. Adam optimizer achieved best result as it handles noisy
or sparse gradient problems much better than others. We found dropout rate ‘0.5’
ideal for our problem case as increasing or decreasing it does not improve our
results. Using learning rate, helps the model to adpat to the problem quickly. In

our case we used ‘0.001" learning rate.
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Model Test Accu- | Test Loss | Fl-score Precision | Recall
racy

LSTM 0.779 0.432 0.783 0.758 0.810

Bi-LSTM 0.773 0.545 0.763 0.787 0.740

GRU 0.770 0.493 0.768 0.763 0.773

TCN 0.770 0.442 0.743 0.825 0.676

BiGRU-A | 0.789 0.496 0.781 0.797 0.766

Table 5.1: Results Comparison of baseline Model with our proposed model on UrdulnAsmall

dataset without using Word2Vec layer.

Model Test Accu- | Test Loss | Fl-score Precision | Recall
racy

LSTM 0.726 0.483 0.726 0.715 0.783

Bi-LSTM 0.712 0.500 0.741 0.665 0.837

GRU 0.690 0.533 0.643 0.744 0.567

TCN 0.663 0.586 0.614 0.707 0.542

BiGRU-A | 0.730 0.476 0.710 0.756 0.669

Table 5.2: Results Comparison of baseline Model with our proposed model on UrdulnAsmall

dataset with using Word2Vec layer.

Model Test Accu- | Test Loss | Fl-score Precision | Recall
racy

LSTM 0.827 0.385 0.828 0.833 0.823

Bi-LSTM 0.825 0.431 0.808 0.847 0.773

GRU 0.810 0.493 0.799 0.807 0.791

TCN 0.807 0.459 0.806 0.772 0.844

BiGRU-A | 0.842 0.367 0.827 0.866 0.792

Table 5.3: Results Comparison of baseline Model with our proposed model on UrdulnAlarge
dataset without using Word2Vec layer.
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Model Test Accu- | Test Loss | Fl-score Precision | Recall
racy

LSTM 0.748 0.511 0.752 0.708 0.803

Bi-LSTM 0.747 0.670 0.726 0.749 0.704

GRU 0.523 0.692 0.500 0.620 0.634

TCN 0.682 0.558 0.720 0.635 0.832

BiGRU-A | 0.760 0.489 0.745 0.756 0.735

Table 5.4: Results Comparison of baseline Model with our proposed model on UrdulnAlarge

dataset with using Word2Vec layer.

5.3 Results comparison

Results obtained through our experiments are presented Table 5.1 - 5.4. The
‘Model” column represents our baseline models and proposed model. Evaluation
metrics are then presented in the next columns for respective DL models. Our
suggested model BiGRU-A yeilds best performance i-e 84% accuracy as compared

with other models.We will compare these outcomes on the basis of following three

points:

« Dataset size

Table 5.1 and Table 5.2 represents the results obtained for small sized Urdu
data set UrdulnAsmall. Whereas, Table 5.3 and Table 5.4 represents the
results obtained for large sized Urdu data set UrdulnAlarge. If we compare
the accuracy achieved by our suggested model for both dataset we can observe
a visible increase in the value as the size of dataset increases. This shows that
as we increase the training data, the DL model has more training examples
to train. Hence, it can learn a lot better than the small data set training
examples. Therefore, all the models yielded best accuracy performances for

UrdulnAlarge dataset when compared with UrdulnAsmall dataset.

Effect of word embedding
Since word embedding can more clearly show the relationship and informa-
tion between words, its application has been researched to enhance model

performance[46]. Table 5.1 - 5.4 shows the results from two datasets with or
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without using word embedding word2vec layer. Our results shows that using
word embeddings has yielded poor performances whereas it achieves best
results without using word embedding. This is because the Inappropriate
class in our dataset contains a lot of swear words that are not included in

pre-trained Word2Vec word embedding [47].

Model Comparison

On the basis of evaluation metrics shown in Table 5.1 - 5.4 visible difference in
performance of our model can be observed for two datasets.Precision, Recall
and F1 measure of our suggestd model has out performed all other models
overall. Also the loss of test data is calculated for all models and our model

has performed well in this metric too.

Figure 5.1 compares and visualize the evaluation metrics of baseline model and

suggested architecture.
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5.4 Discussion on Proposed Model

The outcomes from all of the aggregations shown here demonstrate how the
method described in this research offers a higher level of accuracy than the base-
line models. Our hybrid Attention based Bidirectional GRU (BiGRU-A) presents
best performance on both datasets with or without using word2vec layer. Figure
5.2 shows the accuracy comparison graphs of our proposed architecture. The first
two graphs are the accuracy comparison of two datasets without using word em-
bedding layer over 5 epochs. The last two graphs are the accuracy comparison of
two datasets with using word embedding layer over 50 epochs. From figure 5.2 and
Tables 5.1 - 5.4 it can be observed that the accuracy obtained in UrdulnAlarge

dataset has increased quite efficiently from the UrdulnAsmall dataset.
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Figure 5.2: Accuracy Comparison of both data sets with or without Word2vec

To sum up, the technique utilised in the suggested hybrid model, BIGRU-A, is
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relatively simple. No feature selection technique is engaged throughout the ex-
perimentation process, giving it an edge over other DL models proposed in many
studies. Our tests clearly show that an attention layer can enable a model to grab
specific important points in a sequence while computing its output. The attention
layer also helps handling long and variable length sentences.

Hence our hybrid model not only reduces the cost and time of implementation but
also enhance the performance of DL model. The completed research work makes
a contribution in the domain of Inappropriate content identification in Urdu lan-
guage using DL techniques.

In the last chapter of this work we will summarize what we have achieved so far.
We will also point out the limitations of the conducted research and issues faced
during this course of time. We will end our thesis with future work suggestions

deduced with this work.
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Conclusion and Future Work

The chapter summarizes the work presented through this research. It also briefly
explains the issues and challenges unique to the Urdu language. The upcoming

sections will describe the conclusion of this research.

6.1 Synopsis

Many studies have explored the field of automatic inappropriate content detection
in European or English language. But very few studies have considered investi-
gating inappropriate language detection in Urdu unicode text. With the studied
literature we observed the major work is either done using Roman Urdu dataset or
the dataset used has very small size. Also, in these studies mostly ML algorithms
have been explored. Another identified gap is that due to the insufficient inap-
propriate content resources the datasets used have imbalanced class distribution
which can create problems in identification of minority class.

This goal to conduct this study is to develop a larger sized balanced dataset that
can be used for future studies. And to implement bidirectional Gated Recurrent
Unit along with attention layer on variable sized datasets to detect Inappropriate
content in Urdu unicode text language. The main purpose of this study was to
not only draw attention of academics researchers on problem solving tasks in Urdu
unicode text language but also to make a contribution in the literature of poor
resource language Urdu. For this purpose, a thorough comparative analysis has

been conducted with baseline deep learning models and the impact of word em-
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bedding layer is also studied deeply. Furthermore, they are evaluated extensively
using multiple evaluation metrics to make it a standard study in this field. The
experimental results of our model revealed that it achieved overall high scores in
every aspect no matter the dataset size variations and the use of word embedding
layer. It yielded 84% accuracy without using word embbeding layer. Through our
research we have established that use of word embedding layer for inappropriate
content detection decreases the efficiency of model as this dataset contains a lot of
swear words that are not included in pre-trained word2vec embedding. Moreover,

larger the size of dataset greater will be the performance of DL models.

6.2 Challenges of the Research

The collection and annotation of the Inappropriate content Urdu unicode text
dataset was the major challenge faced in this research. When the Roman Urdu
dataset was converted to Urdu script using online tool the issue of incorrect trans-
lation of misspelled words was faced. Because there are multiple ways of writing
an Urdu word in Roman Urdu. People on social media not only have their own
persepective of spelling but also used short forms as they wish. Human annota-
tors can identify the real meaning behind short forms but there is a limit to what
can be detected by automatic systems. We tried to correct the misspelled Urdu
words translated from Roman Urdu to the best of our knowledge to improve the
accuracy of the dataset.

While training the DL models choosing the best number of neurons in the dense
layer, number of dense layer and optimization of parameters is tedious task for
implementing a numbers of models to solve multiple tasks.The primary drawback
is the potential for each model’s training to proceed slowly. Each model must be
trained once for each potential set of parameters in order to determine the best
parameters. Since it is difficult to test every potential combination, we move on
to a few sets that ought to work well. To achieve best accuracy performance of
all models to perfectly compare with the proposed models different combination

of parameters, layers and neurons are utilized to finally conclude this study.
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6.3 Limitations

Through our experiments we can highlight the following limitations of this study:

e The word2vec word embeddings can be fine-tuned further to our dataset to

improve the accuracy of DL model.

e The size of dataset can be increased further.

6.4 Future Work

From the experienced limitation we plan to improve our work by fine-tunning the
word2vec word embedding to our dataset. We will also try different available word
embeddings to further study the impact of embedding layer. The dataset size can
be increased further for analysis in this domain. Many subtasks can be added
to enhance the work with this dataset for example Inappropriate content can be
further divided into sub classes to identify what level of harm is intended in the
text. It can be used to list out the content that should be blocked or censored in
Urdu language.

Moreover, this study can be advanced further by implementing transfer learning
approaches like BERT, Transformer and additional analysis can be conducted in

the future.

6.5 Applications

Automatic Inappropriate Content detection can be applied to solve real life prob-

lems such as:

o By media regulatory authorities and social networking sites to monitor the

type content broadcasts through social media
o Prevention of cyber bullying content.

« Control of spread of violent and derogatory content on time before its too

late to stop.
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